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Extended abstract

50 years ago, stochastic programming was introduced to deal with uncertain values of coefficients which were observed in applications of mathematical programming. These uncertainties were modeled as random and the assumption of complete knowledge of the probability distribution of random parameters became a standard. In practice, complete knowledge of the probability distribution is rare and using this assumption, we introduce a new type of uncertainty which concerns the probability distribution.

Moreover, to apply stochastic programming one tends to use various simplifications, e.g., to relax integrality of variables, nonlinearities in constraints, to simplify the dynamic and stochastic specification, etc., and various approximations are used to get a solution in an efficient way.

The obtained results, recommendations for the decision maker, should be then carefully analyzed. This is done partly under the heading “stress testing”, backtesting, out-of-sample analysis, or more generally within output analysis techniques. Applicability of the method depends on the structure of the model, on the assumptions concerning the probability distribution, on the available data and on hardware and software facilities.

Using a hypothetical, ad hoc distribution may lead to bad, costly decisions. Besides of a subsequent output analysis it pays to include the existing, possibly limited information into the model and to use the minimax approach.

The rapid development of hardware allows to solve large optimization problems, including some of minimax problems in real time. However, the commercial optimization systems fail to support extracting data from other applications. This causes difficulties when loading scenarios and puts limitations on output analysis. Concerning the minimax problems, there are new interesting suggestions how to extend the existing software for stochastic programs to solution of minimax problems. They apply to special problem formulations, see e.g. [8] for scenario-based mixed-integer minimax stochastic programs.

The minimax approach has been developed for special types of stochastic programs and special choices of \( \mathcal{P} \). To illustrate the basic ideas we shall consider here stochastic programs of the form

\[
\text{minimize } F(x, P) := E_P f(x, \omega) \text{ on the set } x \in \mathcal{X}
\]

where the set \( \mathcal{X} \) is fixed, independent of the probability distribution \( P \) of \( \omega \). The minimax approach is applied in cases when the probability distribution \( P \) is only known to belong to a specified class \( \mathcal{P} \) of probability distributions. It means that
one tries to hedge against the worst possible distribution by solving the minimax problem

\[
\min_{x \in X} \max_{P \in \mathcal{P}} F(x, P).
\]

See [2] for an introduction and for a survey of various choices of the class \(\mathcal{P}\).

To get the class \(\mathcal{P}\) one often chooses compromises between the wish to exploit the existing, available information and the need to keep the minimax problem numerically tractable. Indeed, there are minimax problems which be solved using adapted algorithms for ordinary stochastic programs, cf. [1], [5], [6], [7].

Selected examples are given for the class \(\mathcal{P}\) of probability distributions described by (generalized) moment conditions and a given support \(\Omega\). Assuming only knowledge of the support the minimax problem reduces to an instance of a robust optimization problem.

The minimax solution depends on specification of the class \(\mathcal{P}\), in our case on the moments values and on the support \(\Omega\). Hence, we face an additional level of uncertainty which influences the results. A suitable sensitivity analysis with respect to changes of the input parameters is important and it has to be tailored to the type of the solved minimax problem and to the considered input perturbations. Similarly as in output analysis for ordinary stochastic programs (1) with respect to the probability distribution \(P\), one may exploit results of parametric optimization and statistics. See e.g. [3], [4], [5], [7] for some attempts in this direction.
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