Evaluating Stationary Distribution of the Binary GA Markov Chain in Special Cases
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Abstract. The evolutionary algorithm stochastic process is well-known to be Markovian. These have been under investigation in much of the theoretical evolutionary computing research. When mutation rate is positive, the Markov chain modeling an evolutionary algorithm is irreducible and, therefore, has a unique stationary distribution. Rather little is known about the stationary distribution. In fact, the only quantitative facts established so far, tell us that the stationary distributions of Markov chains modeling evolutionary algorithms concentrate on the uniform populations (i.e. these populations consisting of the repeated copy of the same individual). At the same time, knowing the stationary distribution may provide some information about the expected time it takes for the algorithm to reach a certain solution, assessment of the biases due to recombination and selection and is of importance in population genetics to assess what’s called a “genetic load” (see the introduction for more details). In the recent joint works of the first author, some bounds have been established on the rates at which the stationary distribution concentrates on the uniform populations. The primary tool used in these papers is the “quotient construction” method. It turns out that the “quotient construction” method can be significantly strengthen to yield much more informative results. In the current paper we present a couple of examples where we compute the stationary distribution of a GA Markov chain using the quotient construction method. Furthermore, we show another important asymptotic result which we hope will be of technical importance in the future applications.

1 Introduction

One of the aspects of the theoretical analysis of the evolutionary algorithms is studying the properties of the Markov chains associated with these algorithms. Many research articles in the field of evolutionary computing have been devoted to this subject (see, for instance, [33], [34], [38], [9], [37], [36] and [5] for a survey of known results and open questions). In vast majority of cases, Markov chains modeling evolutionary algorithms are irreducible due to positive mutation rates and, hence, possess unique stationary distributions. Knowing the relative size of the stationary distribution value of one subset comparing to another one (estimating such ratios is what the current paper is devoted to) can be advantageous for a number of reasons. Some of these are described below.

In [35] a heuristic computational approach to estimate the average waiting time for a GA to hit the desired individuals based on the Markov chain model has been offered.
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Due to the super-exponential growth of the state space with respect to the string length and population size, such estimates inevitably involve reducing the size of the Markov chain modeling the genetic algorithm by considering an appropriate aggregation (also known as quotient) Markov chain obtained by lumping some states into one (see, for instance, [15], [7] or [4]). The model of [35] applies to a limited class of Markov chains nevertheless. In [27] a different method has been offered for obtaining the lumping quotients which applies to a wider class of Markov chains modeling EAs. In either case, expressions for the quotient (or aggregated) Markov chain transition probabilities involve the ratios of the form $\frac{w_b}{\sum_{c \in B} w_c}$ where the weights $w_b$ are supposed to measure the relative frequency of occurrence of the states $b \in B$ (here $B$ is a set of states that are lumped into a single state of the quotient chain). In fact, the long-term frequency of occurrence of such states is precisely the stationary distribution value of these states and the current paper is devoted to obtaining rigorous estimates of such ratios (as opposed to the heuristic techniques employed in [27] and [35]). At least, the estimates can be used as reasonable starting points of the heuristic estimation algorithms proposed in [27].

Evolutionary algorithms essentially simulate the natural, or approximate, evolutionary processes, thereby discovering which genes become most frequent in the process of evolution. Thus the theory of evolutionary algorithms implicitly informs us of issues of importance in population genetics. The classical theorems of Geiringer (see [11] for a review of her results, also [3], [10] and [29] for later developments in infinite populations) tells us the frequency of alleles at a set of loci for various genetic systems in the limit under the assumption of no mutation and flat fitness. In [22] a finite population version of the Geiringer theorem has been established which is stated in terms of the stationary distribution of the Markov chain modeling an evolutionary algorithm. This finite population model is more suitable for the purpose of describing evolutionary algorithms (yet it’s also closely related to the infinite population model). The Geiringer theorem of [22] applies only in the absence of selection, however. It may be of interest to find out how selection effects the frequencies of occurrence of various genes in the long run and this is precisely the information which the stationary distribution of the Markov chain modeling the EA (together with selection) carries in itself. The procedure for finding the frequencies of specific individuals given the knowledge of the stationary distribution is described in (cite my Geiringer paper).

One particular application of the above would be in assessing the genetic load carried by a (possibly) human population, a concept introduced in [13]. Implicit in the persistence of individuals of reduced fitness, in the equilibrium population is the loss of individuals (or putative) individuals through selection (or reduced fertility); this loss being measured by the genetic load. Assessing the size of this genetic load can be made analytically for simple models of mutation and fitness, but in more complex cases this is not possible. In these latter one could assess the genetic load by estimating the stationary distribution and inferring the load from that, so that the current paper can provide a method for doing this in the multi-locus, multi-allele context. This is of importance to human populations both directly (as in [12]) and through its effects on other species we interact with (as in [14]).

Another application of Geiringer-like theorems as well as other results on the fixed points in the infinite or finite population models, is to assess the sampling biases which
individuals may possess due to a particular representation of the search space. A number of articles are devoted to this rather important practical issue (see, for instance, [31], [17] and [18]). When the estimates are based on the flat fitness landscape only, they don’t take into account how the change in fitness values affects the biases. Since Markov chains modeling evolutionary algorithms are irreducible they are biased towards the stationary distribution which tells us the long-term frequency of occurrence of a given population (see section 4 for more details). From that we can often easily deduce the long-term frequency of occurrence of given individuals. In fact, the ratios of the stationary distribution values of various sets of populations may be sufficient. The results of the current paper apply to arbitrary fitness landscapes which, therefore, may provide a tool for a more informative assessment of the biases.

Finally, it seems worth mentioning that the ratio of the stationary distribution values of singleton subsets to one another measure the expected number of visits of the chain started at the state in the denominator to the numerator state before returning back to the denominator state (see chapter 2 of [2]). For example, if $X = \{x, x, \ldots, x\}$ and $Y = \{y, y, \ldots, y\}$ are the populations consisting of a repeated copy of the same individual (an $x$ and a $y$ respectively) then \[ \frac{\pi(X)}{\pi(Y)} \] measures the expected number of visiting population $X$ starting with the initial population $Y$ before returning back to the population $Y$. While not related to the expected waiting time until the first visit in an apparent way, this seems like a potentially useful piece information at least for the future theoretical work.

As mentioned briefly before, one difficulty that arises with the Markov chain approach, is the fact that the number of states of this Markov chain grows very fast with respect to the size of the search space and the number of elements in a population. Indeed, if $\Omega$ denotes the search space, the number of states of this Markov chain for a population of size $m$ is $|\Omega|^m$. In [25] an elegant and simple method based on the “quotient Markov chain” construction has been introduced to study the stationary distribution of some Markov chains. Asymptotic results about the rate of concentration of the stationary distribution of the Markov chains modeling evolutionary algorithms on the uniform populations (populations consisting of repeated copies of the same individual) have been obtained. Such a notion of a quotient of a Markov chain is frequently referred to as “coarse graining” in the evolutionary computation literature. In probability it’s known as “lumping quotient”, “aggregation” or “quotient under lumping equivalence relation” (see [4], [15], [7]). We shall discuss the construction of a quotient of an irreducible Markov chain with respect to an arbitrary equivalence relation on the state space. The stationary distribution of the quotient chain is “coherent” with the stationary distribution of the original chain. Although the transition probabilities of the quotient chain depend on the stationary distribution of the original chain, we can still exploit the quotient construction to deduce some estimates on the stationary distribution of the original chain via proposition 15. For the sake of completeness, the quotient construction method and the theory behind it will be presented in sections 4 and 5 respectively. In the current paper we strengthen the quotient construction method (see proposition 13, corollary 16 and corollary 17 which appear for the first time in this paper) and present a few more applications. In particular, we compute exact ratios of the stationary distribution values on some subsets for a couple specific examples (see sections 6 and 8) and
we also establish a rather general asymptotic result about the stationary distributions of Markov chains modeling EAs in section 7. This result is necessary for the application of corollary 17 in section 8. As a matter of fact, we believe that this asymptotic result can be used in conjunction with the quotient construction method to accomplish much more (this will hopefully appear in the sequel papers).

2 A Reminder about the Asymptotic Notation

Throughout the paper we shall make extensive use of the following notation:

If $F : U \rightarrow \mathbb{R}$ and $G : U \rightarrow \mathbb{R}$ are functions of $\mu$ then we write $F = O(G)$ if $\forall \mu \in U$ we have $|F(\mu)| \leq k \cdot |G(\mu)|$ for some constant $k \in \mathbb{R}$; $F = \Omega(G)$ if $\forall \mu \in U$ we have $|F(\mu)| \geq k \cdot |G(\mu)|$ and $F = \Theta(G)$ if $F = O(G)$ and $F = \Omega(G)$.

Remark 1 It may be worth pointing out that in the definition above $U$ is an arbitrary set. Throughout the current paper we will set $U = (0, a]$ for some constant $a < 1$ since the independent variable of the functions we deal with is the mutation rate denoted by $\mu$ which takes values in such intervals. All the other parameters (such as population size or string length etc.) are assumed to be fixed constants unless explicitly stated otherwise.

3 Which Algorithms Do We Consider?

In the current paper we consider the classical binary genetic algorithm with the search space $\Omega = \{0, 1\}^n$, fitness function $f : \Omega \rightarrow \{0, 1\}$ and population size 2. The algorithms cycles through the three basic stages, selection, recombination and mutation. By a stage here we mean a probabilistic rule which takes a given population as an input and returns another population as an output with some probability. More precisely, a stage can be described by a Markov transition matrix as follows:

Definition 2 Given a search space $\Omega$ and an integer $m > 0$, called population size, a stage is a Markov transition matrix on the set $\Omega^m$ of populations of size $m$ where $p_{x \rightarrow y}^{\text{stage}}$ denotes the probability that if the stage takes population $x$ as its input it returns the population $y$ as its output.

Each of these stages is described below in detail for a population of size $m$ (even though in the current paper $m = 2$):

Definition 3 Selection is a stage which takes a population of size $m$, say $x = (x_1, x_2, \ldots x_m)$, and returns another population $y = (y_1, y_2, \ldots y_m)$ as an output where $\forall i \neq j$ with $y_i = x_j$. In the sense of definition 2, this means that $p_{x \rightarrow y}^{\text{stage}} = 0$ unless $\forall i \neq j$ with $y_i = x_j$.

---

1 As mentioned earlier, in the current paper we consider only the population size $m = 2$ and $\Omega = \{0, 1\}$.

2 Here we consider ordered populations to avoid combinatorial complications. Thus they are elements of $\Omega^m$ rather than multi-sets.
In the current paper we will carry out the computations specifically for the stage of fitness-proportional selection, defined below, however one can easily do the same for any type of selection procedure in the sense of definition 3 as a routine exercise.

**Definition 4** The stage of fitness-proportional selection is such a selection stage (in the sense of definition 3) where the transition probability $p_{x \rightarrow y}$ can be computed as follows: Let $x = (x_1, x_2, \ldots, x_m)$ and $y = (y_1, y_2, \ldots, y_m)$. For every $i$ choose $j(i)$ (say the smallest $j$) such that $y_i = x_{j(i)}$ (if this is not possible then let $p_{x \rightarrow y} = 0$ as must be the case for a selection stage according to definition 3). Now let

$$p_{x \rightarrow y} = \frac{\prod_{i=1}^{m} f(x_{j(i)})}{\sum_{i=1}^{m} f(x_i)}^m.$$ 

There is not much we need to assume about the stage of recombination apart from the following property referred to as purity (see [32], [19], [20] and [21]).

**Definition 5** A recombination stage is any stage in the sense of definition 2 with the property that whenever $x = (x, x, \ldots, x)$ (i.e. $x$ consists of a repeated copy of the same individual $x$), we have $p_{x \rightarrow x} = 1$.

In the current paper we will be dealing only with the classical binary genetic algorithm where populations and recombination stage can be defined as follows. Since $\Omega = \{0, 1\}^n$, the individuals are binary strings of length $n$. We can then represent a population of size $m$ as an $m \times n$ matrix where the rows are the individuals.

**Example 6** If $\Omega = \{0, 1\}^5$ then the $4 \times 5$ matrix

$$\begin{pmatrix}
0 & 1 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 1 & 0 & 1 & 0 \\
0 & 1 & 1 & 1 & 0
\end{pmatrix}$$

represents the population $x = (x_1, x_2, x_3, x_4) \in \Omega^4$ of size 4 where $x_1 = (0, 1, 1, 1, 0)$, $x_2 = (0, 0, 1, 0, 1)$, $x_3 = (0, 1, 0, 1, 0)$ and $x_4 = (0, 1, 1, 1, 0)$.

When equipped with the matrix notation it is convenient to describe the class of recombination stages to which our results apply:

**Definition 7** A binary GA recombination stage is a stage where given any two $m \times n$ matrices $x = \begin{pmatrix} x_{11} & x_{12} & \ldots & x_{1n} \\
x_{21} & x_{22} & \ldots & x_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
x_{m1} & x_{m2} & \ldots & x_{mn}\end{pmatrix}$ and $y = \begin{pmatrix} y_{11} & y_{12} & \ldots & y_{1n} \\
y_{21} & y_{22} & \ldots & y_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
y_{m1} & y_{m2} & \ldots & y_{mn}\end{pmatrix}$, we have

$$p_{x \rightarrow y} > 0 \implies 3 \text{ permutations } \sigma_1, \sigma_2, \ldots, \sigma_n \text{ on the set of indices } \{1, 2, \ldots, m\} \text{ such that } y_{ij} = x_{\sigma_i(j)}.$$ 

Less formally, definition 7 describes the class of recombination methods which only reshuffle the genetic material: they neither introduce new alleles nor delete the existing once. This kind of recombination stages includes one-point and masked 2-parent $\rightarrow$ 2-children crossovers exploited in binary GAs.
Remark 8 It is easy to see that binary GA recombination stage in the sense of definition 7 is also a recombination stage in the sense of definition 5 since permuting identical alleles (in the columns) does not alter the matrix.

It remains to describe the mutation stage. While this can be done for a rather wide class of algorithms (see, for instance, [26]), it requires introducing an integer-valued metric space structure on the search space (a “hamming distance” analogue). In the current paper we only apply this notion to the binary GA and, to avoid extra definitions, we introduce mutation stage for binary GAs only:

Definition 9 Let $\mu > 0$ and $\mu \leq 1$. Suppose we are given $m \times n$ population matrices $x = \begin{pmatrix} x_{11} & x_{12} & \ldots & x_{1n} \\ x_{21} & x_{22} & \ldots & x_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ x_{m1} & x_{m2} & \ldots & x_{mn} \end{pmatrix}$ and $y = \begin{pmatrix} y_{11} & y_{12} & \ldots & y_{1n} \\ y_{21} & y_{22} & \ldots & y_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ y_{m1} & y_{m2} & \ldots & y_{mn} \end{pmatrix}$. Consider the set of index pairs $N = \{(i, j) | x_{ij} \neq y_{ij}\}$. Then we say that mutation stage is a stage (in the sense of definition 2) given by the Markov transition matrix $\{p_{x \rightarrow y}\}_{x, y \in \{(0,1)^n\}^m}$ where $p_{x \rightarrow y} = \mu^{\vert N \vert} \cdot (1 - \mu)^{mn - \vert N \vert}$ (it is easy to check that this is a well-defined Markov transition matrix).

We have now described all the three basic stages involved in binary GAs. It only remains to introduce the Markov chain that models an EA. In general, if the algorithm cycles through the stages $M_0, M_2, \ldots, M_q$ starting with $M_1$ and finishing with $M_q$ (meaning that the input of the stage $M_i$ is the output of the stage $M_{i-1}$ where all the indices and their subtraction are in $\mathbb{Z}_{q+1}$), its Markov transition matrix is the product $M_q \cdot M_{q-1} \cdot \ldots \cdot M_0$. In most cases, due to some positive mutation rate (certainly the case for binary GAs), the Markov transition matrix for EAs has all positive entries, and, hence, the corresponding Markov chain is irreducible. Such Markov chains are known to have unique global fixed point attractors, called stationary distributions. The current paper is devoted to computing the stationary distribution of a binary GA Markov chain in a couple special cases. We also establish a rather general asymptotic result about the stationary distributions of GA Markov chains in section 7. We believe that the method can be improved and extended further to compute and estimate the stationary distribution of evolutionary algorithms in many other cases.

4 Quotients of Irreducible Markov Chains.

4.1 Notation and Fundamental Facts from Markov Chain Theory.

Throughout the current section we shall be dealing with an irreducible Markov chain $\mathcal{M}$ over a finite state space $\mathcal{X}$. Let $\{p_{x \rightarrow y}\}$ denote the Markov transition matrix with the convention that $p_{x \rightarrow y}$ is the probability of getting $y$ in the next stage given $x$. In the content of the current paper, saying that $\mathcal{M}$ is irreducible means that there exists a natural number $k \in \mathbb{N}$ such that the $k^{\text{th}}$ power of the Markov transition matrix of $\mathcal{M}$ consists of only nonzero entries (i.e. $\forall x$ and $y \in \mathcal{X}$ we have $p_{x \rightarrow y}^k > 0$ where $p_{x \rightarrow y}^k$ denotes the probability of reaching the state $y$ starting with the state $x$ after exactly $k$ time steps). It
is well-known (see, for instance, [30]) that irreducible Markov chains possess a unique stationary distribution, i.e., a probability distribution \( \pi \) on \( X \) such that \( \forall y \in X \) we have \( \pi(y) = \sum_{x \in X} \pi(x)p_{x \rightarrow y} \). \(^3\) Moreover, the stationary distribution \( \pi \) is a global attractor of the Markov transition matrix in the sense that for every initial probability distribution \( \rho \) on \( X \) we have and for any \( y \in X \) we have \( \lim_{k \rightarrow \infty} \sum_{x \in X} \rho(x)p_{x \rightarrow y}^k = \pi(y) \) where \( p_{x \rightarrow y}^k \) denotes the probability of reaching the state \( y \) starting with the state \( x \) after exactly \( k \) time steps. Finally, it is also worth reminding the reader that the ergodic theorem (theorem 1.10.2 of [30]) tells us the following important long-term behavior property. Let \( N(x, t) \) denote the number of visits to state \( x \) before time \( t \). Then \( \lim_{t \rightarrow \infty} \frac{N(x, t)}{t} = \pi(x) \) i.e., the average number of occurrences of the state \( x \) in the long run is \( \pi(x) \) where \( \pi \) is the unique stationary distribution of the Markov chain \( M \).

### 4.2 Construction of the Quotients.

Suppose we are given an equivalence relation \( \sim \) partitioning the state space \( X \). The main idea of the current section is to construct an irreducible Markov chain over the equivalence classes under \( \sim \) (i.e., over the set \( X/\sim \)) whose stationary distribution is compatible with that of \( M \). This construction is a slight generalization of the construction in [2]:

**Definition 10** Suppose \( M \) is an irreducible Markov chain over a finite state space \( X \) with transition matrix \( \{p_{x \rightarrow y}\} \), \( \pi \) is the unique stationary distribution of the Markov chain \( M \), and \( \sim \) is an equivalence relation on \( X \). Define the quotient Markov chain \( M/\sim \) over the state space \( X/\sim \) of equivalence classes via \( \sim \) to be determined by the transition matrix \( \{\tilde{p}_{U \rightarrow V}\}_{U, V \in X/\sim} \) given as

\[
\tilde{p}_{U \rightarrow V} = \frac{1}{\pi(U)} \sum_{x \in U} \pi(x) \cdot p_{x \rightarrow V} = \frac{1}{\pi(U)} \sum_{x \in U} \sum_{y \in V} \pi(x) \cdot p_{x \rightarrow y}.
\]

Here \( p_{x \rightarrow y} \) denotes the transition probability of getting somewhere inside of \( V \) given \( x \). Since \( V = \bigcup_{y \in V} \{y\} \) it follows that \( p_{x \rightarrow V} = \sum_{y \in V} p_{x \rightarrow y} \) and hence the equation above holds.

Intuitively, the quotient Markov chain \( M/\sim \) is obtained by running the original chain \( M \) starting with the stationary distribution and computing the transition probabilities conditioned with respect to the stationary input. If one starts with an arbitrary distribution and runs the process for a long period of time then the transition probabilities in definition 10 serve as a good approximation to the transition probabilities induced by the corresponding stochastic process. Thus, the following fact should not be a surprise:

**Theorem 11** Let \( \pi \) denote the stationary distribution of an irreducible Markov chain \( M \) determined by the transition matrix \( \{p_{x \rightarrow y}\}_{x, y \in X} \). Suppose we are given an equivalence relation \( \sim \) partitioning the state space \( X \). Then the quotient Markov chain \( M/\sim \) is irreducible and its unique stationary distribution \( \tilde{\pi} \) is compatible with \( \pi \) in the sense that for every \( O \in X/\sim \), we have \( \tilde{\pi}(\{O\}) = \pi(O) \).

\(^3\) It is worth pointing out straight away that we use a slight abuse of notation here (which is rather common in Markov chain theory): we write \( \pi(x) \) in place of \( \pi(\{x\}) \) (since \( \pi \) is a probability distribution its arguments are subsets of \( X \) rather than its individual elements).
Definition 12 Given an irreducible Markov chain $M$ with state space $X$, for any two subsets $A$ and $B \subseteq X$, we define $p_{A\rightarrow B} = \sum_{a \in A} \pi(a)p_{a\rightarrow B}$ where $p_{a\rightarrow B} = \sum_{b \in B} p_{a\rightarrow b}$ and $\pi$ is the unique stationary distribution of the Markov chain $M$.

The next result in conjunction with proposition 15 are the main tools we are going to use for estimating the ratios of the stationary distribution values on various subsets of the state space of a Markov chain.

Proposition 13 Let $M$ denote an irreducible Markov chain on a finite state space $X$. Let $\pi$ denote its unique stationary distribution. Given any two disjoint nonempty subsets $A$ and $B$, let $C = (A \cup B)^c$ (here $U^c$ denotes the complement of $U$ in $X$). Then we have

$$\frac{\pi(A)}{\pi(B)} = \frac{p_{B\rightarrow A}}{p_{A\rightarrow B}} + \frac{\pi(C)}{p_{A\rightarrow C}} \cdot \frac{p_{C\rightarrow A}}{p_{A\rightarrow C}}.$$

In particular, when $A \cup B = X$ we have $\frac{p_{B\rightarrow A}}{p_{A\rightarrow B}}$. Moreover, if $C \neq \emptyset$ (i.e. $A \cup B \neq X$), we can also write

$$\frac{\pi(A)}{\pi(B)} = \frac{\beta}{1 - \alpha} \text{ where } \beta = \frac{p_{B\rightarrow A}}{p_{A\rightarrow C}} + \frac{p_{B\rightarrow C}}{p_{C\rightarrow A}} \cdot \frac{p_{C\rightarrow A}}{p_{A\rightarrow C}} \text{ and } \alpha = \frac{p_{A\rightarrow C} \cdot p_{C\rightarrow A}}{p_{C\rightarrow C} \cdot p_{A\rightarrow A}}.$$
**Proof:** Consider the quotient Markov chain with 3 states $A$, $B$ and $C$. According to the definition of a stationary distribution we have

$$
\pi(A)p_{A\rightarrow A} + \pi(B)p_{B\rightarrow A} + \pi(C)p_{C\rightarrow A} = \pi(A)
$$

which is equivalent to

$$(1 - p_{A\rightarrow A})\pi(A) = \pi(B)p_{B\rightarrow A} + \pi(C)p_{C\rightarrow A}.$$  

Since the quotient Markov chain is irreducible we must have $\pi(B) > 0$. Observing that $1 - p_{A\rightarrow A} = p_{A\rightarrow A^c}$, we can also rewrite the equation above as

$$p_{A\rightarrow A^c} \frac{\pi(A)}{\pi(B)} = p_{B\rightarrow A} + \frac{\pi(C)}{\pi(B)}p_{C\rightarrow A}$$

which entails

$$\frac{\pi(A)}{\pi(B)} = \frac{p_{B\rightarrow A}}{p_{A\rightarrow A^c}} + \frac{\pi(C)}{\pi(B)} \frac{p_{C\rightarrow A}}{p_{A\rightarrow A^c}},$$

i.e. the first desired conclusion. It may be worth noting that $p_{A\rightarrow A^c} > 0$ due to the fact that our Markov chain is irreducible. When $A \cup B = \mathcal{X}$, we have $C = \emptyset$ so that $\pi(C) = 0$ and $\frac{\pi(A)}{\pi(B)} = \frac{p_{B\rightarrow A}}{p_{A\rightarrow A^c}}$. Now assume $C \neq \emptyset$. Then, interchanging the roles of $A$ and $C$, we have already shown that

$$\frac{\pi(C)}{\pi(B)} = \frac{p_{B\rightarrow C}}{p_{C\rightarrow C^c}} + \frac{\pi(A)}{\pi(B)} \frac{p_{A\rightarrow C}}{p_{C\rightarrow C^c}}.$$  

Plugging the equation for $\frac{\pi(C)}{\pi(B)}$ into the equation for $\frac{\pi(A)}{\pi(B)}$ we obtain

$$\frac{\pi(A)}{\pi(B)} = \frac{p_{B\rightarrow A}}{p_{A\rightarrow A^c}} + \left( \frac{p_{B\rightarrow C}}{p_{C\rightarrow C^c}} + \frac{\pi(A)}{\pi(B)} \frac{p_{A\rightarrow C}}{p_{C\rightarrow C^c}} \right) \frac{p_{C\rightarrow A}}{p_{A\rightarrow A^c}}.$$  

Solving for $\frac{\pi(A)}{\pi(B)}$ then gives the desired conclusion. 

\[ \Box \]

**Corollary 14** Let $\mathcal{M}$ denote an irreducible Markov chain on a finite state space $\mathcal{X}$. Let $\pi$ denote its unique stationary distribution. Given any two disjoint nonempty subsets $A$ and $B$, let $C = (A \cup B)$. Then we have $\frac{\pi(A)}{\pi(B)} > \frac{p_{B\rightarrow A}}{p_{A\rightarrow A^c}} + \frac{p_{B\rightarrow C}}{p_{C\rightarrow C^c}} \frac{p_{C\rightarrow A}}{p_{A\rightarrow A^c}}$ and, in particular, $\frac{\pi(A)}{\pi(B)} > \frac{p_{B\rightarrow A}}{p_{A\rightarrow A^c}}$ and $\frac{\pi(A)}{\pi(B)} > \frac{p_{A\rightarrow C}}{p_{C\rightarrow C^c}} \frac{p_{C\rightarrow A}}{p_{A\rightarrow A^c}}$.

**Proof:** Since probabilities are always at most 1, we have $0 \leq \alpha \leq 1$ where $\alpha$ is as in corollary 13. It follows then that $0 \leq 1 - \alpha \leq 1$ which implies the desired conclusions via corollary 13. 

\[ \Box \]

Unfortunately the transition probabilities $p_{A\rightarrow B}$ depend on the values of the stationary distribution which is what we are trying to estimate, but in some cases we can still obtain some bounds on these transition probabilities via the following observation:
Proposition 15 Let $\mathcal{M}$ denote an irreducible Markov chain over the state space $X$. Let $X$ and $Y \subseteq X$. Then

$$\min_{x \in X} p_{x \to Y} \leq \tilde{p}_{X \to Y} \leq \max_{x \in X} p_{x \to Y}.$$ 

Proof:

$$\min_{x \in X} p_{x \to Y} = \frac{1}{\pi(X)} \sum_{x \in X} \pi(x) \min_{x \in X} p_{x \to Y} \leq \frac{1}{\pi(X)} \sum_{x \in X} \pi(x) p_{x \to Y} = \tilde{p}_{X \to Y} \leq \frac{1}{\pi(X)} \sum_{x \in X} \pi(x) \max_{x \in X} p_{x \to Y} = \max_{x \in X} p_{x \to Y}.$$ 

The quality of the bounds in proposition 15 depends largely on the discrepancy among the values $p_{x \to Y}$ for $x \in X$. The situation may be particularly disadvantageous provided $X = X_1 \cup X_2$ with $p_{x \to Y}$ being large for $x \in X_1$ and being small for $x \in X_2$. Luckily, if we know (or can estimate) the ratio of the stationary distribution values of $X_1$ and $X_2$, the situation can be repaired via the following observation:

Corollary 16 Let $\mathcal{M}$ denote an irreducible Markov chain over the state space $X$. Let $X$ and $Y \subseteq X$. Suppose $X = X_1 \cup X_2$ where $X_1 \cap X_2 = \emptyset$. Then $p_{X \to Y} = \frac{\pi(X_1)}{\pi(X)} p_{X_1 \to Y} + \frac{\pi(X_2)}{\pi(X)} p_{X_2 \to Y}$. In particular,

$$\pi(X_1) \min_{x \in X_1} p_{x \to Y} + \pi(X_2) \min_{x \in X_2} p_{x \to Y} \leq p_{X \to Y} \leq \pi(X_1) \max_{x \in X_1} p_{x \to Y} + \pi(X_2) \max_{x \in X_2} p_{x \to Y}.$$ 

Proof: According to definition 12, we can write

$$p_{X \to Y} = \frac{1}{\pi(X)} \sum_{x \in X} \pi(x) p_{x \to Y} =$$

$$= \frac{1}{\pi(X)} \left( \sum_{x \in X_1} \pi(x) p_{x \to Y} \right) + \frac{1}{\pi(X)} \left( \sum_{x \in X_2} \pi(x) p_{x \to Y} \right) =$$

$$= \frac{1}{\pi(X)} \left( \sum_{x \in X_1} \pi(x) \cdot \frac{\pi(X_1)}{\pi(X)} p_{x \to Y} \right) + \frac{1}{\pi(X)} \left( \sum_{x \in X_2} \pi(x) \cdot \frac{\pi(X_2)}{\pi(X)} p_{x \to Y} \right) =$$

$$= \frac{\pi(X_1)}{\pi(X)} \left( \frac{1}{\pi(X_1)} \sum_{x \in X_1} \pi(x) p_{x \to Y} \right) + \frac{\pi(X_2)}{\pi(X)} \left( \frac{1}{\pi(X_2)} \sum_{x \in X_2} \pi(x) p_{x \to Y} \right) =$$

$$= \frac{\pi(X_1)}{\pi(X)} p_{X_1 \to Y} + \frac{\pi(X_2)}{\pi(X)} p_{X_2 \to Y}.$$
This shows that \( p_{X \rightarrow Y} = \frac{\pi(X_1)}{\pi(X)} p_{X_1 \rightarrow Y} + \frac{\pi(X_2)}{\pi(X)} p_{X_2 \rightarrow Y} \). The last assertion follows by applying proposition 15 to each of the summands on the right hand side.

In some situations an estimate for the ratio \( \frac{\pi(X_1)}{\pi(X)} \) is more readily available than the ratios \( \frac{\pi(X_1)}{\pi(X)} \) and \( \frac{\pi(X_2)}{\pi(X)} \). Of course, all these are closely related: we can write, for instance, \( \frac{\pi(X_1)}{\pi(X)} = \frac{\pi(X_1)}{\pi(X) + \pi(X_2)} + \frac{1}{\pi(X) + \pi(X_2)} \) and, likewise, \( \frac{\pi(X_2)}{\pi(X)} = \frac{1}{\pi(X) + \pi(X_2)} \). These observations allow us to restate corollary 16 as follows.

**Corollary 17** Let \( \mathcal{M} \) denote an irreducible Markov chain over the state space \( \mathcal{X} \). Let \( X \) and \( Y \subseteq \mathcal{X} \). Suppose \( X = X_1 \cup X_2 \) where \( X_1 \cap X_2 = \emptyset \). Also let \( \lambda = \frac{\pi(X_2)}{\pi(X)} \) Then \( p_{X \rightarrow Y} = \frac{1}{1+\lambda} p_{X_1 \rightarrow Y} + \frac{1}{1+\lambda} p_{X_2 \rightarrow Y} \). In particular,

\[
\frac{1}{1+\lambda} \min_{x \in X_1} p_{x \rightarrow Y} + \frac{1}{1+\lambda} \min_{x \in X_2} p_{x \rightarrow Y} \leq p_{X \rightarrow Y} \leq \frac{1}{1+\lambda} \max_{x \in X_1} p_{x \rightarrow Y} + \frac{1}{1+\lambda} \max_{x \in X_2} p_{x \rightarrow Y}.
\]

We now proceed applying these observations to compute the stationary distribution of the binary GA Markov chains with population size 2 in the limit of small mutation rate. We believe the method can be further extended to compute and estimate the stationary distribution of Markov chains for a wide class of EAs.

### 6 First Application: Constant Fitness inside Disjoint Schemata

In this section we consider the binary GA with population size \( m = 2 \), string length \( n \) and fitness function \( f : \Omega = \{0, 1\}^n \rightarrow \{0, 1\} \) which takes exactly two distinct values. In particular, we assume that \( \exists \ i \) with \( 1 \leq i \leq n \) such that \( f(\ast, \ast, \ldots, \ast, 0, \ast, \ldots, \ast) = x \) while \( f(\ast, \ast, \ldots, \ast, 1, \ast, \ldots, \ast) = y \) (here \( \ast, \ast, \ldots, \ast, a, \ast, \ldots, \ast \) for \( a = 0 \) or 1 represents any individual which has allele \( a \) in the specified position and any allele, either 0 or 1, in the \( \ast \) position) where the fixed alleles 0 and 1 appear in the \( i \)th position. Since the population size is \( m = 2 \), the state space \( \mathcal{X} = \Omega^2 \) of the Markov chain modeling our binary GA consists of \( 2 \times n \) matrices. We can then partition the state space of this Markov chain into three pairwise disjoint subsets defined as follows:

\[
A = \left\{ \begin{pmatrix} \ast \ast \ldots \ast & 0 \ast \ldots \ast \\ \ast \ast \ldots \ast & 0 \ast \ldots \ast \end{pmatrix} \right\}, \quad B = \left\{ \begin{pmatrix} \ast \ast \ldots \ast & 1 \ast \ldots \ast \\ \ast \ast \ldots \ast & 1 \ast \ldots \ast \end{pmatrix} \right\} \quad \text{and} \quad C = \left\{ \begin{pmatrix} \ast \ast \ldots \ast & 1 \ast \ldots \ast \\ \ast \ast \ldots \ast & 0 \ast \ldots \ast \end{pmatrix} , \begin{pmatrix} \ast \ast \ldots \ast & 0 \ast \ldots \ast \\ \ast \ast \ldots \ast & 1 \ast \ldots \ast \end{pmatrix} \right\}.
\]

We aim to compute the ratio \( \frac{\pi(A)}{\pi(B)} \) via proposition 13. To apply proposition 13 we need to compute the quotient transition probabilities involved in the formula via corollary 15. First, it is worthwhile to remind the reader that a classical binary GA cycles through
Therefore, the three stages: selection, recombination and mutation. To make our calculations convenient, in this section we will assume that selection stage follows mutation stage. It will not matter for our calculation if recombination is the first or the last stage. In the previous works (see section IX of [26]) it has been shown that we can later drop the requirement on mutation preceding selection in the limit of small mutation rate.

**Lemma 18** Given $A$, $B$ and $C$ as above, we have $p_{B\rightarrow A} = 2\mu(1-\mu)\frac{x^2}{(x+y)^2} + \mu^2$.

**Proof.** Fix any population $b \in B$. In case recombination is the first stage, let $b'$ denote the output upon completion of recombination of the population $b$. Otherwise, let $b' = b$. Since recombination, as described in definition 7, can not get us out from either $A$, $B$ or $C$, $b' \in B$ with probability $1$. Next we need to obtain a population in $A$ upon completion of mutation followed by selection. The only possible ways to do so starting with $b'$ are as follows:

**Option 1:** Obtain a population $b'' \in C$ via mutation starting with $b'$ first, and then use selection to obtain a population in $A$.

**Option 2:** Obtain a population in $A$ right upon completion of mutation (and then one stays in $A$ with probability $1$).

The events described in options 1 and 2 are disjoint and, thereby, the transition probability $p_{b\rightarrow A} = p(\text{Event described in option 1}) + p(\text{Event described in option 2})$. Obtaining a population $b'' \in C$ via mutation starting with $b'$ amounts to mutating exactly one of the $i^{th}$ alleles of the individuals in $b'$ (i.e. either mutating the $i^{th}$ allele of the first individual and not mutating the $i^{th}$ allele of the second one, or vice versa: not mutating the $i^{th}$ allele of the first individual and mutating the $i^{th}$ allele of the second one). Thereby, this is disjoint union of two events, each happening with probability $\mu(1-\mu)$ (see definition 9). Thus, the probability of obtaining $b'' \in C$ starting with $b'$ upon completion of mutation is $2\mu(1-\mu)$. Once this is done, we need to select the individual with the $i^{th}$ allele $0$ from the population $b''$ twice to obtain a population in $A$. According to definition 4, this happens with probability $\frac{x^2}{(x+y)^2}$. Therefore we deduce that $p(\text{Event described in option 1}) = 2\mu(1-\mu)\frac{x^2}{(x+y)^2}$. Notice that option 2 requires mutating the $i^{th}$ allele of both individuals in the population $b''$. This happens with probability $\mu^2$. Once mutation is complete, we obtain an individual in $A$ and neither selection nor recombination can produce an individual outside of $A$ with probability $1$. This shows that $p(\text{Event described in option 2}) = \mu^2$ and we deduce that $p_{b\rightarrow A} = p(\text{Event described in option 1}) + p(\text{Event described in option 2}) = 2\mu(1-\mu)\frac{x^2}{(x+y)^2} + \mu^2$. Since the choice of $b \in B$ is arbitrary, the desired conclusion that $p_{B\rightarrow A} = 2\mu(1-\mu)\frac{x^2}{(x+y)^2} + \mu^2$ now follows via proposition 15.

The proofs of the remaining lemmas are analogous to that of lemma 18. We will then present only abbreviated arguments.

**Lemma 19** Given $A$, $B$ and $C$ as above, we have $p_{A\rightarrow A'} = 2\mu(1-\mu)\frac{y^2+2xy}{(x+y)^2} + \mu^2$.

**Proof.** Just as in the proof of lemma 18, in view of proposition 15, it suffices to show that $\forall a \in A$ we have $p_{a\rightarrow A'} = 2\mu(1-\mu)\frac{y^2+2xy}{(x+y)^2} + \mu^2$. This argument, once again, is
entirely analogous to the one in the proof of lemma 18. There are two alternative paths to take here, either to mutate exactly one of the \(i\)th alleles of the individuals comprising the input population (recall this is a population in \(A\)), which happens with probability \(2\mu(1 - \mu)\), and, afterwards, not to select the “non-mutant” twice, which happens with probability \(1 - \frac{x^2}{(x+y)^2} = \frac{y^2 + 2xy}{(x+y)^2}\), or to mutate the \(i\)th allele of both individuals in the input population which happens with probability \(\mu^2\). This will result in a population from \(B\) and selection won’t get us away from there with probability 1. Thus, the total probability \(p_{a ightarrow A} = 2\mu(1 - \mu)\frac{y^2 + 2xy}{(x+y)^2} + \mu^2\) which then entails \(p_{A ightarrow A} = 2\mu(1 - \mu)\frac{y^2 + 2xy}{(x+y)^2} + \mu^2\) via proposition 15.

**Lemma 20** Given \(A, B\) and \(C\) as above, we have \(p_{C ightarrow C^c} = (1 - \mu)^2 \frac{x^2 + y^2}{(x+y)^2} + O(\mu)\).

**Proof:** Consider any \(c \in C\). Let

\[
c' = \begin{cases} 
  c & \text{if selection is the first stage.} \\
  \text{Output after recombination with input } c & \text{if recombination is the first stage.}
\end{cases}
\]

As we have already seen, \(c' \in C\). One way to obtain a population not in \(C\) is not to mutate the \(i\)th allele of either individual in \(c'\) which happens with probability \((1 - \mu)^2\) and, afterwards, to select either the first or the second individual twice into the final output population which happens with probability \(\frac{y^2 + 2xy}{(x+y)^2}\). The only alternative path is to mutate the \(i\)th allele of at least one of the individuals which happens with probability \(O(\mu)\). The effect of selection later may only reduce the probability of getting away from \(C\) (but only if we mutate the \(i\)th allele of both individuals).\(^4\) Then we conclude that the total probability \(p_{c ightarrow C^c} = (1 - \mu)^2 \frac{x^2 + y^2}{(x+y)^2} + O(\mu)\) and the desired conclusion that \(p_{C ightarrow C^c} = (1 - \mu)^2 \frac{x^2 + y^2}{(x+y)^2} + O(\mu)\) now follows via proposition 15.

**Lemma 21** Given \(A, B\) and \(C\) as above, we have \(p_{C ightarrow A} = (1 - \mu)^2 \frac{x^2}{(x+y)^2} + O(\mu)\).

**Proof:** The argument is analogous to that in the proof of lemma 20. The only difference is that during selection stage, rather than getting away anywhere from \(c \in C\) we actually need to get specifically into \(A\) and this requires selecting the individual with fitness \(x\) twice (rather than selecting wither one of the individuals twice as in the proof of lemma 20), hence the difference in the final formula.

**Lemma 22** Given \(A, B\) and \(C\) as above, we have \(p_{B ightarrow C} = p_{A ightarrow C} = 2\mu(1 - \mu)\frac{2xy}{(x+y)^2}\).

**Proof:** Consider any \(b \in B\). Let

\[
b' = \begin{cases} 
  b & \text{if selection is the first stage.} \\
  \text{Output after recombination with input } b & \text{if recombination is the first stage.}
\end{cases}
\]

\(^4\) It is easy to compute this transition probability exactly as a function of \(\mu, x,\) and \(y\), but in the current paper we will only be concerned with the asymptotic results as \(\mu \rightarrow 0\) and the current estimate is then sufficient.
As we have already seen, \( b' \in B \). The only way to obtain a population in \( C \) starting with \( b' \) is to mutate the \( i \)th allele of exactly one of the individuals in \( b' \) (otherwise, if we don’t mutate either of them we stay in \( B \) with probability 1 upon completion of selection, and if we mutate both, then we get into \( A \) and, once again, stay there with probability 1), which, as we have seen before, happens with probability \( 2\mu(1-\mu) \). Upon completion of mutation we must not get away from \( C \) via selection. As we have seen in the proof of lemma 20, getting away from any \( c \in C \) upon completion of selection happens with probability \( \frac{x^2+y^2}{(x+y)^2} \) and, therefore, not getting away from \( c \in C \) happens with probability \( 1-\frac{x^2+y^2}{(x+y)^2} = \frac{2xy}{(x+y)^2} \). We then deduce that \( \forall b \in B \) we have \( p_{b\rightarrow C} = 2\mu(1-\mu)\frac{2xy}{(x+y)^2} \) and proposition 15 then tells us that \( p_{B\rightarrow C} = 2\mu(1-\mu)\frac{2xy}{(x+y)^2} \). The proof that \( p_{A\rightarrow C} = 2\mu(1-\mu)\frac{2xy}{(x+y)^2} \) is entirely analogous. In fact, one can repeat the previous argument verbatim replacing \( A \) with \( B \) and \( B \) with \( A \) throughout. \( \square \)

We are now in a position to obtain the main result of this section via proposition 13.

**Theorem 23** Given \( A, B, C \) and the fitness function \( f \) as above, let \( \pi_\mu \) denote the unique stationary distribution of the GA Markov chain with mutation rate \( \mu \) where selection stage follows mutation stage. Then \( \lim_{\mu \rightarrow 0} \frac{\pi_\mu(A)}{\pi_\mu(B)} = \left( \frac{y}{y} \right)^2 \).

**Proof:** We simply plug the expressions from lemmas 18, 19, 22, 21 and 20 into the formula in proposition 13 to obtain:

\[
\frac{\pi_\mu(A)}{\pi_\mu(B)} = \frac{\beta(\mu)}{1 - \alpha(\mu)}
\]

so that

\[
\lim_{\mu \rightarrow 0} \frac{\pi_\mu(A)}{\pi_\mu(B)} = \lim_{\mu \rightarrow 0} \frac{\beta(\mu)}{1 - \alpha(\mu)}
\]

where

\[
\beta(\mu) = \frac{2\mu(1-\mu)\frac{x^2}{(x+y)^2} + \mu^2}{2\mu(1-\mu)\frac{x^2+2xy}{(x+y)^2} + \mu^2} + \frac{\left(2\mu(1-\mu)\frac{2xy}{(x+y)^2}\right)\cdot\left((1-\mu)^2\frac{x^2}{(x+y)^2} + O(\mu)\right)}{\left((1-\mu)^2\frac{x^2+y^2}{(x+y)^2} + O(\mu)\right)\cdot\left(2\mu(1-\mu)\frac{x^2+2xy}{(x+y)^2} + \mu^2\right)}
\]

and

\[
\alpha(\mu) = \frac{\left(2\mu(1-\mu)\frac{2xy}{(x+y)^2}\right)\cdot\left((1-\mu)^2\frac{x^2}{(x+y)^2} + O(\mu)\right)}{\left((1-\mu)^2\frac{x^2+y^2}{(x+y)^2} + O(\mu)\right)\cdot\left(2\mu(1-\mu)\frac{x^2+2xy}{(x+y)^2} + \mu^2\right)}
\]

Taking the limit as \( \mu \rightarrow 0 \) we obtain

\[
\lim_{\mu \rightarrow 0} \beta(\mu) = \frac{x^2}{y^2+2xy} + \frac{2x^3y}{(x^2+y^2)(y^2+2xy)} = \]

and, finally, we have also estimated the rate of domination to be on the order of only) dominate over the nonuniform ones in the limit of small mutation rate. Further-
tions (i.e. these populations which consist of a repeated copy of the same individual
ness function for an arbitrary population size \( n \). In this section we consider an arbitrary binary genetic algorithm with string length \( n \). Fix any two specified gene indices \( i \) and \( j \) with \( 1 \leq i < j \leq n \) and consider the 4 Holland schemata with fixed positions \( i \) and \( j \) partitioning the search space \( \Omega = \{0, 1\}^n \): 

\[
\overrightarrow{f}_1 = (*, *, \ldots, *, 0, *, \ldots, *, 0, *, \ldots, *),
\]

as claimed. 

\section{Tight and Rigorous Asymptotic Results for Binary GAs}

In this section we consider an arbitrary binary genetic algorithm with string length \( n \) arbitrary population size \( m \) (not necessarily \( m = 2 \)). We will also assume that the fitness function \( f : \Omega = \{0, 1\}^n \rightarrow (0, \infty) \) is independent of the mutation rate \( \mu \). In previous papers (see \cite{25} and \cite{26}) we have already shown that the uniform populations (i.e. these populations which consist of a repeated copy of the same individual only) dominate over the nonuniform ones in the limit of small mutation rate. Furthermore, we have also estimated the rate of domination to be on the order of \( \frac{1}{\mu} \) (i.e. if \( U \) denotes the set of uniform populations then \( \frac{\pi_{\mu}(U)}{\pi_{\mu}(U^c)} = \Omega \left( \frac{1}{\mu} \right) \)). In this section, apart from this asymptotic result, we will establish another one of similar nature. Although the results in the current section are only asymptotic (rather than evaluating specific stationary distributions) we strongly believe that they will serve as an indispensable tool in reducing the size of the state space and simplifying the nature of the Markov transition matrices for a wide class of EAs (hopefully more on this in the forthcoming papers). Recall that the state space of our Markov Chain consists of transition matrices for a wide class of EAs (hopefully more on this in the forthcoming papers). Each Holland schema \( \overrightarrow{f} \in \{0, 1\}^n \) represents the set of individuals \( S(\overrightarrow{f}) = \{(a_1, a_2, \ldots, a_n) | a_i = t_i \text{ if } t_i \neq *\} \subseteq \Omega = \{0, 1\}^n \). We will often abuse the notation by identifying the schema \( \overrightarrow{f} \) with either the entire set of individuals it represents or with any of the individuals it represents. In fact, we have already made such informal use of Holland schemata in section 6.
where non-* entries (alleles) appear precisely at the $i$th and $j$th positions. Recall the notion of the hamming distance between the schemata (and/or the individuals): Given any two schemata $\overrightarrow{u} = (u_1, u_2, \ldots, u_n)$ and $\overrightarrow{v} = (v_1, v_2, \ldots, v_n) \in \{0, 1, *\}^n$ we define $d(\overrightarrow{u}, \overrightarrow{v}) = |\{l \mid u_l \neq v_l\}|$. For example, $d(\overrightarrow{T}_1, \overrightarrow{T}_2) = d(\overrightarrow{T}_1, \overrightarrow{T}_3) = 1$ while $d(\overrightarrow{T}_1, \overrightarrow{T}_4) = 2$. Now consider the following sets of populations: $A_t$ denotes the set of all $m \times n$ matrices where every row fits the schema $t_l$. We let $A = \bigcup_{t=1}^{4} A_t$. Consider any $q$ and $l$ with $1 \leq q < l \leq 4$. Let $D_{q,t}$ denote the set of all $m \times n$ matrices such that every row of these fits either the schema $t_q$ or the schema $t_l$ (notice that $t_l$ and $t_q$ are disjoint for $l \neq q$ so that the “or” is implied to be a mutually exclusive one). Now let $C = \bigcup_{(\overrightarrow{T}_1, \overrightarrow{T}_4)} D_{q,t} = D_{1,2} \cup D_{1,3} \cup D_{2,4} \cup D_{3,4}$. Finally, let $B$ denote the set of remaining populations (the complement of $A \cup C$ in the set of all binary $m \times n$ matrices). Notice that every matrix in $B$ contains at least one pair of rows such that these rows fit schemata hamming distance 2 apart (i.e. $(t_1$ and $t_4)$ or $(t_2$ and $t_3)$). Notice also that recombination preserves the hamming distance in the sense that if we recombine a pair of individuals fitting the schemata $t_1$ and $t_4$ we may get either another pair fitting $t_1$ and $t_4$ or a pair fitting $t_2$ and $t_3$ (which remain hamming distance 2 apart). This implies, in particular, that $B$ and $C$ remain invariant under recombination. Needless to say, $A$ also remains invariant under recombination. Furthermore, $A$ also remains invariant under selection. Thus, if $a \in A$ is any individual in $A$, then obtaining an individual outside of $A$ requires at least one nontrivial mutation which happens with probability $\Theta(\mu)$. Moreover, performing exactly one nontrivial mutation (at either $i$th or $j$th position) will produce an individual inside of $C$. We will then stay inside of $C$ with some constant (independent of the mutation rate) probability $\Theta(1)$. Thus, proposition 15 tells us that $p_{A \rightarrow C} = \Theta(\mu)$. Obtaining a population in $B$ requires at least two nontrivial mutations and happens with probability $\Theta(\mu^2)$. Remaining inside of $B$ happens with some constant (independent of the mutation rate) probability $\Theta(1)$. It follows then via proposition 15 that $p_{A \rightarrow B} = \Theta(\mu^2)$. Since $B \cap C = \emptyset$ and $B \cup C = A^c$, $p_{A \rightarrow A^c} = p_{A \rightarrow C} + p_{A \rightarrow B} = \Theta(\mu) + \Theta(\mu^2) = \Theta(\mu)$. Moreover, $p_{A \rightarrow C} = p_{A \rightarrow A^c} - p_{A \rightarrow B} = p_{A \rightarrow A^c} - \Theta(\mu^2)$. We summarize these observations below:

**Lemma 24** Given $A$, $B$ and $C$ as above, we have $p_{A \rightarrow A^c} = p_{A \rightarrow C} = \Theta(\mu)$ and $p_{A \rightarrow C} = p_{A \rightarrow A^c} - \Theta(\mu^2)$.

Given any population $c \in C$, or, likewise, a population $b \in B$ getting from such population into $A$ can be done via selection only (just select the same individual repeatedly) and doesn’t require any nontrivial mutation. This certainly happens with probability $\Theta(1)$. Proposition 15 then tells us that $p_{C \rightarrow A} = \Theta(1)$ and $p_{B \rightarrow A} = \Theta(1)$. Moreover, getting from $c \in C$ somewhere into $B$ does require at least one nontrivial mutation and can then be done via selection only. This happens with probability $\Theta(\mu)$ then. Again, proposition 15 tells us that $p_{C \rightarrow B} = \Theta(\mu)$. Since $A \cap B = \emptyset$ and $C = (A \cup B)^c$, it follows that $p_{C \rightarrow C} = p_{C \rightarrow A} + p_{C \rightarrow B} = \Theta(1) + \Theta(\mu) = \Theta(1)$ and $p_{C \rightarrow C} = p_{C \rightarrow A} = p_{C \rightarrow B} = \Theta(\mu)$. These deductions are summarized below:
Lemma 25 Given $A$, $B$ and $C$ as above, we have $p_{B \rightarrow A} = \Theta(1)$, $p_{C \rightarrow A} = \Theta(1)$ and $p_{C \rightarrow C} = \Theta(1)$. Also $p_{C \rightarrow A} = p_{C \rightarrow C} \sim \Theta(\mu)$.

Finally, to get from somewhere in $B$ to anywhere in $C$ we don’t have to perform any mutation and only need not to select some of the individuals into the new population. Such an event happens with probability $\Theta(\mu)$, hence the following:

Lemma 26 Given $A$, $B$ and $C$ as above, we have $p_{B \rightarrow C} = \Theta(1)$.

We are now in a position to deduce the central result of the current section from proposition 13.

Theorem 27 $\frac{\pi_{t_1}(A)}{\pi_{t_1}(B)} = \Theta\left(\frac{1}{\mu^2}\right)$

Proof: Much like in the proof of theorem 23, we simply plug in the constants in lemmas 24, 25 and 26 into proposition 13 to obtain $\frac{\pi_{t_1}(A)}{\pi_{t_1}(B)} = \frac{\beta(\mu)}{1 - \alpha(\mu)}$ where

$$\beta(\mu) = \frac{\Theta(1)}{\Theta(\mu)} + \frac{\Theta(1) \cdot \Theta(1)}{\Theta(1) \cdot \Theta(\mu)} = \Theta\left(\frac{1}{\mu}\right)$$

and

$$\alpha(\mu) = \frac{(p_{A \rightarrow A^c} - \Theta(\mu^2)) \cdot (p_{C \rightarrow C^c} - \Theta(\mu))}{p_{C \rightarrow C^c} \cdot p_{A \rightarrow A^c}} = \frac{p_{C \rightarrow C^c} - \Theta(\mu)}{p_{C \rightarrow C^c}} \cdot \frac{p_{A \rightarrow A^c} - \Theta(\mu^2)}{p_{A \rightarrow A^c}} = \frac{1 - \Theta(\mu)}{\Theta(1)} \cdot \frac{1 - \Theta(\mu^2)}{\Theta(\mu)} = (1 - \Theta(\mu)) \cdot (1 - \Theta(\mu)) = 1 - \Theta(\mu)$$
carefully noticing that both constants within $\Theta(\mu)$ notation are positive. We then obtain

$$\frac{\pi_{t_1}(A)}{\pi_{t_1}(B)} = \frac{\beta(\mu)}{1 - \alpha(\mu)} = \frac{\Theta\left(\frac{1}{\mu}\right)}{1 - (1 - \Theta(\mu))} = \Theta\left(\frac{1}{\mu^2}\right)$$
as claimed.

We can strengthen theorem 27 further but noticing that all the “uniform” populations have probability of the same order of magnitude asymptotically (as $\mu \to 0$) as long as the fitness function is independent of the mutation rate $\mu$. In fact, this is very simple to prove using corollary 14.

Theorem 28 Given any $A_i$ and $A_j$ as above (recall that $A_i$ is the set of all $m \times n$ matrices which fit the schema $t_i$ as described above), we have $\frac{\pi_{t_i}(A_i)}{\pi_{t_i}(A_j)} = \Theta(1)$.

Proof: First we prove this fact for these $i$ and $j$ where $d(t_i, t_j) = 1$ (where $d$ denotes the hamming distance as described above). For such $i$ and $j$ we apply corollary 14 to obtain $\frac{\pi_{t_i}(A_i)}{\pi_{t_i}(A_j)} = \frac{p_{A_i \rightarrow A_j}}{p_{A_i \rightarrow (A_j)^c}} \geq \frac{\Omega(\mu)}{\Theta(\mu)} = \Omega(1)$. Indeed, getting from anywhere in $A_j$ into somewhere in $A_i$ requires at exactly one mutation, since $d(t_i, t_j) = 1$, and this
happens with probability $\Theta(\mu)$. Then we only need to select the mutated individual repeatedly which happens with probability $\Theta(1)$ so that, according to proposition 15 we have $p_{A_i \rightarrow A_i} = \Omega(1)$. Obtaining a population not in $A_i$ starting with any given population in $A_i$ requires at least one nontrivial mutation which happens with probability $O(\mu)$. Thus, we have shown that $\frac{\pi_n(A_i)}{\pi_n(A_j)} = \Omega(1)$ for these $i$ and $j$ where $d(t_i, t_j) = 1$.

Interchanging the roles of $i$ and $j$ we deduce that $\frac{\pi_n(A_i)}{\pi_n(A_j)} = \Theta(1)$ for these $i$ and $j$ where $d(t_i, t_j) = 1$. For these $i$ and $j$ where $d(t_i, t_j) = 2$ select the “intermediate” $k$ with $d(t_i, t_k) = 1$ and $d(t_j, t_k) = 1$ (it is easy to verify by inspection that such a $k$ can always be found). We then have $\frac{\pi_n(A_i)}{\pi_n(A_j)} = \frac{\pi_n(A_i)}{\pi_n(A_k)} \cdot \frac{\pi_n(A_k)}{\pi_n(A_j)} = \Theta(1) \cdot \Theta(1) = \Theta(1)$ and the desired conclusion is established. \hfill \Box

Combining theorem 27 with theorem 28 gives us the following:

**Corollary 29** Given $A_i$ for $1 \leq i \leq 4$, $A = \bigcup_{i=1}^{4} A_i$ and $B$ as above, we have $\forall i$ with $1 \leq i \leq 4$ $\frac{\pi_n(A_i)}{\pi_n(A)} = \Theta(1)$ and $\frac{\pi_n(A_i)}{\pi_n(B)} = \Theta \left( \frac{1}{\mu^2} \right)$.

**Proof:** For the first assertion notice that $1 \geq \frac{\pi_n(A_i)}{\pi_n(A)} \geq \frac{\pi_n(A_i)}{\pi_n(A_{\max 1 \leq i \leq 4})} = \frac{1}{4} \Theta(1) = \Theta(1)$. To see the last assertion, write

$$\frac{\pi_n(A_i)}{\pi_n(B)} = \frac{\pi_n(A_i)}{\pi_n(A)} \cdot \frac{\pi_n(A)}{\pi_n(B)} = \Theta(1) \cdot \Theta \left( \frac{1}{\mu^2} \right) = \Theta \left( \frac{1}{\mu^2} \right).$$

\hfill \Box

### 8 Unimodal Symmetric Functions on $\{0, 1\}^2$

In this section we consider a binary GA with string length 2, i.e. the search space is $\Omega = \{0, 1\}^2$ and population size 2. We consider a fitness function $f$ of the form $f(0, 0) = f(1, 1) = x$ and $f(1, 0) = f(0, 1) = y$. This is a unimodal functions (i.e. a function which depends only on the number of 0s and 1s in its argument) with an extra symmetry condition that $f(0, 0) = f(1, 1) = x$. For this function we compute the stationary distribution of the corresponding GA Markov chain with a population of size 2 and selection stage following mutation stage within the cycle (the sequence of stages assumption can be dropped later) in the limit of small mutation rate. It may be worth mentioning straight away that the primary value of the results is the not so much the answer itself, since this is only a very special case, but the illustration of the “quotient construction” method which we hope will be further developed and improved to yield more powerful applications. We now consider the following partition of the state space (which consists of 16 populations each represented by a $2 \times 2$ binary matrix):

$$A = \left\{ \left( \begin{array}{cc} 0 & 0 \\ 0 & 0 \end{array} \right), \left( \begin{array}{cc} 1 & 1 \\ 1 & 1 \end{array} \right) \right\},$$

$$B' = \left\{ \left( \begin{array}{cc} 0 & 1 \\ 0 & 1 \end{array} \right), \left( \begin{array}{cc} 1 & 0 \\ 1 & 0 \end{array} \right) \right\},$$

$$B'' = \left\{ \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right), \left( \begin{array}{cc} 0 & 1 \\ 1 & 0 \end{array} \right), \left( \begin{array}{cc} 0 & 0 \\ 1 & 1 \end{array} \right), \left( \begin{array}{cc} 1 & 1 \\ 0 & 0 \end{array} \right) \right\}$$

and
We let $B = B' \cup B''$. Our primary goal here is to compute the ratio $\lim_{\mu \to 0} \frac{\pi(A)}{\pi(B')} = \lim_{\mu \to 0} \frac{\pi(A)}{\pi(B)}$ (as we will see later). As our eventual goal is to apply proposition 13 to the sets of populations $A$, $B$ and $C$, we need to evaluate the transition probabilities involved in the formula. Unlike the case in section 6, due to the discrepancies in the transition probability values (getting away from various individuals within the same set $B$), two of the evaluations will require the use of corollary 17 and theorem 27 will provide us with the necessary estimates of the stationary distribution ratios within the partitions. All this will be illustrated below.

**Lemma 30** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then

$$p_{B \to A} = 4\mu(1 - \mu)^3 \cdot \frac{1}{1 + O(\mu^2)} \cdot \frac{x^2}{(x+y)^2} + O(\mu^2).$$

**Proof:** Let $\lambda = \frac{\pi(B'')}{\pi(B')}$, According to theorem 27, $\frac{1}{\lambda} = \Omega\left(\frac{1}{\mu^2}\right)$, which is equivalent to saying that $\lambda = O(\mu^2)$. According to corollary 17 we then have

$$p_{B \to A} = \frac{1}{1 + O(\mu^2)}p_{B' \to A} + \frac{1}{1 + O\left(\frac{1}{\mu^2}\right)}p_{B'' \to A}. $$

Notice that

$$\frac{1}{1 + \Omega\left(\frac{1}{\mu^2}\right)} \leq \frac{1}{1 + \frac{q}{\mu^2}} \leq \frac{\mu^2}{q + \mu^2} \leq \frac{\mu^2}{q} = O(\mu^2)$$

for some constant $q > 0$ independent of $\mu$. This shows that

$$\frac{1}{1 + \Omega\left(\frac{1}{\mu^2}\right)} = O(\mu^2).$$

Since $p_{B'' \to A} \leq 1$, we conclude now that

$$p_{B \to A} = \frac{1}{1 + O(\mu^2)}p_{B' \to A} + O(\mu^2).$$

It remains to examine $p_{B' \to A}$. If we start with any $b' \in B'$ then we may perform exactly one mutation in any of the 4 positions which happens with probability $4\mu(1 - \mu)^3$ and, afterwards, select the mutated individual into the new population repeatedly twice which happens with probability $\frac{x^2}{(x+y)^2}$. An alternative path requires at least 2 mutations and happens with probability $O(\mu^2)$. We then deduce that

$$p_{B' \to A} = 4\mu(1 - \mu)^3 \cdot \frac{x^2}{(x+y)^2} + O(\mu^2)$$

and proposition 15 then tells us that

$$p_{B' \to A} = 4\mu(1 - \mu)^3 \cdot \frac{x^2}{(x+y)^2} + O(\mu^2).$$
Plugging this into the expression for $p_{B \rightarrow A}$ we finally obtain

$$p_{B \rightarrow A} = \frac{1}{1 + O(\mu^2)} \left( 4\mu(1 - \mu)^3 \cdot \frac{x^2}{(x + y)^2} + O(\mu^2) \right) + O(\mu^2) =$$

$$= 4\mu(1 - \mu)^3 \cdot \frac{1}{1 + O(\mu^2)} \cdot \frac{x^2}{(x + y)^2} + O(\mu^2)$$

as claimed. \hfill \Box

The transition probability $p_{B \rightarrow C}$ is evaluated in an entirely analogous manner. We provide only a sketchy proof then.

**Lemma 31** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then $p_{B \rightarrow C} = 4\mu(1 - \mu)^3 \cdot \frac{1}{1 + O(\mu^2)} \cdot \frac{2xy}{(x + y)^2} + O(\mu^2)$.

**Proof:** The argument goes along exactly the same lines as the proof of lemma 31. The only difference is that upon completion of selection (after a successful single mutation) we need to end up in $C$ rather than in $A$. This is equivalent to not selecting each of the individuals from the resulting population (which is in $C$, by the way) twice and happens with probability $1 - \frac{x^2 + y^2}{(x + y)^2} = \frac{2xy}{(x + y)^2}$. \hfill \Box

Evaluating the remaining transition probabilities is truly routine and involves only proposition 15. We have presented so many of these arguments in the previous sections already that we leave the proofs of all the following lemmas as exercises for the interested reader.

**Lemma 32** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then $p_{A \rightarrow A^c} = 4\mu(1 - \mu)^3 \cdot \frac{2x^2 + y^2}{(x + y)^2} + O(\mu^2)$.

**Lemma 33** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then $p_{A \rightarrow C} = 4\mu(1 - \mu)^3 \cdot \frac{2xy}{(x + y)^2} + O(\mu^2)$.

**Lemma 34** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then $p_{C \rightarrow A} = \frac{x^2}{(x + y)^2} + O(\mu)$. 

**Lemma 35** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then $p_{C \rightarrow C^c} = \frac{x^2 + y^2}{(x + y)^2} + O(\mu)$.

We have now evaluated all the transition probabilities involved in proposition 13 and, thereby, set the stage for the following theorem:

**Theorem 36** Suppose $A, C, B = B' \cup B''$, and the fitness function $f$ are as above. Then $\lim_{\mu \to 0} \frac{p_{\pi_{\mu}(A)}}{p_{\pi_{\mu}(B)}} = \left( \frac{x}{y} \right)^2$. 

Proof: Just as in the proofs of theorems 23 and 27 we simply plug in the expressions from lemmas 30, 31, 32, 34 and 35 into the formula in proposition 13 to obtain

$$\lim_{\mu \to 0} \frac{\pi_{\mu}(A)}{\pi_{\mu}(B)} = \lim_{\mu \to 0} \frac{\beta(\mu)}{1 - \alpha(\mu)} = \frac{\lim_{\mu \to 0} \beta(\mu)}{1 - \lim_{\mu \to 0} \alpha(\mu)}$$

where

$$\beta(\mu) = \frac{4\mu(1 - \mu)^3 \cdot \frac{1}{1+O(\mu^2)} \cdot \frac{x^2}{(x+y)^3} + O(\mu^2)}{4\mu(1 - \mu)^3 \cdot \frac{2xy}{(x+y)^2} + O(\mu^2)} + \left(\frac{4\mu(1 - \mu)^3 \cdot \frac{2xy}{(x+y)^2} + O(\mu^2)}{\frac{x^2+y^2}{(x+y)^2} + O(\mu)} \cdot \left(\frac{x^2}{(x+y)^2} + O(\mu)\right)\right) \cdot \left(\frac{4\mu(1 - \mu)^3 \cdot \frac{2xy+y^2}{(x+y)^2} + O(\mu^2)}{4\mu(1 - \mu)^3 \cdot \frac{2xy+y^2}{(x+y)^2} + O(\mu^2)}\right)$$

and

$$\alpha(\mu) = \frac{4\mu(1 - \mu)^3 \cdot \frac{2xy}{(x+y)^2} + O(\mu^2)}{\frac{x^2+y^2}{(x+y)^2} + O(\mu)} \cdot \left(\frac{x^2}{(x+y)^2} + O(\mu)\right) \cdot \left(\frac{4\mu(1 - \mu)^3 \cdot \frac{2xy+y^2}{(x+y)^2} + O(\mu^2)}{4\mu(1 - \mu)^3 \cdot \frac{2xy+y^2}{(x+y)^2} + O(\mu^2)}\right)$$

Taking limit as $\mu \to 0$ we compute

$$\lim_{\mu \to 0} \beta(\mu) = \frac{x^2}{y^2 + 2xy} + \frac{2x^3y}{(x^2 + y^2)(y^2 + 2xy)} = \frac{x^2(x^2 + y^2) + 2x^3y}{(x^2 + y^2)(y^2 + 2xy)} = \frac{x^2(x+y)^2}{(x^2 + y^2)(y^2 + 2xy)}$$

and

$$\lim_{\mu \to 0} \alpha(\mu) = \frac{2x^3y}{(x^2 + y^2)(y^2 + 2xy)}$$

so that

$$1 - \lim_{\mu \to 0} \alpha(\mu) = 1 - \frac{2x^3y}{(x^2 + y^2)(y^2 + 2xy)} = \frac{(x^2 + y^2)(y^2 + 2xy) - 2x^3y}{(x^2 + y^2)(y^2 + 2xy)} = \frac{y^2(x + y)^2}{(x^2 + y^2)(y^2 + 2xy)}$$

and, finally,

$$\lim_{\mu \to 0} \frac{\pi_{\mu}(A)}{\pi_{\mu}(B)} = \frac{\lim_{\mu \to 0} \beta(\mu)}{1 - \lim_{\mu \to 0} \alpha(\mu)} = \frac{x^2}{y^2} = \left(\frac{x}{y}\right)^2$$

as claimed. $\square$

It’s interesting to observe that the ratio in theorem 27 is the same as in theorem 23 (of course, the sets $A$ and $B$ and the fitness function are different).
9 Conclusions

In the current paper we have further strengthened the “quotient construction method” presented in earlier works. In particular we managed to use it to compute exact ratios of the stationary distribution values of GA Markov chains in a couple of simple examples (see sections 6 and 8). Furthermore, we established another, more subtle rigorous asymptotic result which can easily be extended to a wide class of EAs. We believe this result can serve as an important tool in reducing the size of the state space of the EA Markov chains in the limit of small mutation rates. Hopefully more on this topic will appear in sequel papers.
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