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Summary. In this extended abstract we discuss four related characteristics of semantic spaces as the standard model of meaning representation in quantitative semantics. We argue that these characteristics are challenged from the point of view of social web communities and the possibilities which they offer in terms of exploring semantic and pragmatic data. More specifically, we plead for a reconstruction of the weak contextual hypothesis in order to account for non-linguistic, pragmatic aspects of context. Finally, we mention two consequences of such a pragmatic turn, that is, in the area of named entity recognition and of language evolution.

Predominant models of quantitative semantics are based on assumptions which are challenged from the point of view of the possibilities offered by exploring social web communities. More specifically, approaches to usage-based geometrical models of meaning in the form of semantic spaces make — more or less explicitly — use of the following assumptions:

- **Pragmatic homogeneity**: In order to learn the usage regularities of a word, for example, one starts from a corpus of texts which is assumed to be pragmatically homogeneous in the sense that the variety of authors, genres (functions or purposes), locations and times of origin of these texts has no impact on their status as equally reliable resources of exploring the meaning of that word. In other words: Each occurrence of a word is seen to be equally reliable to contribute to its usage regularities irrespective of the pragmatic context of that co-occurrence.

- **Context as cotext**: As a result of (inherently) assuming this kind of pragmatic homogeneity, the context-sensitivity of sign meaning (Barwise and Perry, 1983) is analyzed from the point of view of cotext-sensitivity only. That is, context building units are solely accounted for in terms of linguistic units surrounding the occurrences under consideration — disregarding the pragmatic context according to which the same word has different meanings in different contexts. Recent trends in corpus linguistics overcome this pragmatic insufficiency. However, when analyzing the formal
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ingredients of predominant models of semantic spaces one searches vainly for a representation model of non-linguistic context.

- **Learnability:** Related to these two assumptions is a predominant procedural model where the meanings of signs are synchronously learnt as meaning points in semantic space. Obviously, this approach does not reflect that the meanings of signs are learnt asynchronously — within a speech community as well as by a single member of that community. Semantic spaces classically start from an input corpus of fixed size which is processed as a whole by being mapped onto a term-document matrix as input to some mathematical operations (including, e.g., single value decompositions or cosine measurements — cf. Berry and Browne 2005). As a consequence, dynamically growing corpora whose extent is initially unknown are hardly taken into consideration when it comes to building semantic spaces. However, this is what human beings do when learning lexical meanings: processing discourses in an iterated manner but not all at once.

- **Single agent-based learning:** To finish this short analysis of assumptions underlying approaches to semantic spaces let us finally mention that the latter ignorance of iterative learnability relates to the fact that semantic spaces as built, e.g., by *Latent Semantic Analysis* (LSA) (Landauer and Dumais, 1997) instantiate the class of single agent models. That is, the learning algorithm behaves as a “lonely agent” who processes all its input texts in isolation irrespective of any communication with other agents of the same community. However, meanings of lexical units are shared among members of a speech community since they are learnt in a process of distributed cognition (Steels, 1996; Hollan et al., 2000; Christiansen and Kirby, 2003; Kirby, 2002) and, therefore, they are represented in a distributed manner among the agents of that community (let alone the propagation of linguistic knowledge among consecutive generations — cf. Kirby and Hurford 2002).

It turns out that we are now in a position in which we can explore data which because of its quality and quantity may help to overcome these shortcomings of semantic spaces.

Let us analyze this potential with a focus on the weak contextual hypothesis of Miller and Charles (1991). It says that the similarity of the contextual representations of words contributes to their semantic similarity. In terms of explorative, emergent semantics we can reformulate this by saying that the semantic similarity of signs is a function of the similarity of the contexts in which they occur. Obviously, this approach goes beyond simply counting co-occurrences within the same contexts — such an approach is restricted to exploring syntagmatic associations among signs and, therefore, hardly deals with their paradigmatic relations (Raible, 1981). In contrast to this, the weak
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¹Think, for example, of the Wikipedia which may be input to building semantic spaces which evolve according to the insertions, deletions and modifications which users make to Wikipedia articles.
contextual hypothesis accounts for paradigmatic associations by exploring the similarity of the contexts in which the signs occur. However, as already stated above, the notion of context is instantiated in terms of linguistic units, e.g. sentences, paragraphs, texts or web pages, that is, in terms of co-texts (as a sort of purely linguistic contexts) — cf. Widdows (2003).

Obviously, this focus on cotext is deficient as it does not sufficiently account for the semantic diversification and the semantic dynamics of signs as a result of the pragmatic diversity of their use. With the rise of social web communities we are in a position that we can leave this narrow focus of quantitative semantics. That is, when analyzing social web communities we do not only have access to the linguistic manifestations of the interactions of agents (e.g. in terms of tags, collectively written wiki articles etc.). In fact, we also have access to manifestations of the participants of these interactions (e.g. in terms of personal profiles manifesting their social role within the corresponding community) and related pragmatic variables. Amongst others, this includes the time and duration of the interactions among agents which are partly accessible by the history function of wikis and related information systems. As a consequence of this qualitative enrichment of accessible pragmatic information we can think of a pragmatically enriched reformulation of the weak contextual hypothesis. This might look as follows:

The similarity of the pragmatic contexts of the uses of words contributes to their semantic similarity.

An approach to semantic spaces in the line of this extended notion of context may help to open the door for a pragmatic turn of quantitative semantics. Take the example of synonymy. We may qualify the question for the synonymy of two words by distinguishing the group of agents, their communicative purposes or the period of time in which these words are partly synonymous. Likewise, we do not need to represent the meaning of a polysemous word as a one-to-many relation between that word and its different readings. In contrast to this, we can think of a relational model — very alike to situation semantics but on the grounds of a geometric or at least topological model (Rieger, 2002; Gärdenfors, 2000) — by which we additionally represent pragmatic variables. That way, any statement about the semantic similarity or relatedness of signs is specified in terms of groups of agents who have generated these signs in certain contexts to meet certain functions and purposes of their communication. In many cases of social web communities there is much more information available about the pragmatic conditions of communication, much more than has been accessible to purely text-based corpus analyzes at any time before in computational linguistics. As a result of such an approach we get an understanding of semantic spaces which are no longer seen to be homogeneous in the sense that information about the underlying agent community is abstracted away — as if a single abstract agent would have produced the text corpus underlying the build-up of the semantic
space. In fact, we may build stratified semantic spaces which split into different subspaces each related to a certain community and probably overlapping in order to enable communication across-the-board of communities.

One can think of many consequences of this pragmatic turn. We mention only two of them:

- **Networked entity recognition:** In contrast to predominant approaches to named entity recognition we may reconsider structuralist models of object identity according to which entities are specified by their relative position in a network of (sign) relations — in our case a network of a social web community. However, any such pragmatic grounding of networked entity recognition asks for distinguishing between semiotic networks (whose vertices are signs and whose edges stand for certain relations of these signs) on the one hand and the social community which by virtue of its web-based communication brings about the latter semiotic network thereby being shaped and stabilized by this very network. In other words: when dealing with semiotic networks one has to deal with the underlying social (agent) networks and vice versa so that semantics gets strongly connected to pragmatics. Such multi-level networks (which because of their internal structure go beyond simple \(n\)-partite graphs) can be called *social-semiotic networks*.

- **Forecasting linguistic dynamics:** Social-semiotic networks, their topology and dynamics are the very object of complex network analyzes of the semantics of web-based units. It can be made an object of the rising area of simulation models of language evolution. More specifically, we can ask about the mutual impact of networking on the social level on the one hand and on the semiotic level on the other. See, for example, Gong and Wang (2005) who consider the community as the dependent variable whose structuring occurs dependent on structure formation on the semiotic level. In contrast to this, Mehler (2008) looks on structure formation on the semiotic level thereby exploring the community model as the independent variable. What may be done now is to combine these two models in order to study the dynamics of community building and semiotic network formation in a single model thereby integrating the naming with the association game. It turns out that social web communities provide the data by which such simulation models can be empirically tested.

Obviously, we face the merging of two related areas: quantitative semantics on the one hand and simulation models of language evolution on the other. That this merging is a realistic stage of the development of quantitative semantics is due to the quantity of high-quality semantic and pragmatic data being available by the traces which emergent social web communities leave behind.
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