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Abstract

Consider the following two-player communication process to decide a language \( L \): The first player holds the entire input \( x \) but is polynomially bounded; the second player is computationally unbounded but does not know any part of \( x \); their goal is to cooperatively decide whether \( x \) belongs to \( L \) at small cost, where the cost measure is the number of bits of communication from the first player to the second player.

For any integer \( d \geq 3 \) and positive real \( \epsilon \) we show that if satisfiability for \( n \)-variable \( d \)-CNF formulas has a protocol of cost \( O(n^{d-\epsilon}) \) then coNP is in NP/poly, which implies that the polynomial-time hierarchy collapses to its third level. The result even holds when the first player is conondeterministic, and is tight as there exists a trivial protocol for \( \epsilon = 0 \). Under the hypothesis that coNP is not in NP/poly, our result implies tight lower bounds for parameters of interest in several areas, namely sparsification, kernelization in parameterized complexity, lossy compression, and probabilistically checkable proofs.

By reduction, similar results hold for other NP-complete problems. For the vertex cover problem on \( n \)-vertex \( d \)-uniform hypergraphs, the above statement holds for any integer \( d \geq 2 \). The case \( d = 2 \) implies that no NP-hard vertex deletion problem based on a graph property that is inherited by subgraphs can have kernels consisting of \( O(k^{2-\epsilon}) \) edges unless coNP is in NP/poly, where \( k \) denotes the size of the deletion set. Kernels consisting of \( O(k^2) \) edges are known for several problems in the class, including vertex cover, feedback vertex set, and bounded-degree deletion.
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1 Introduction

Satisfiability of Boolean formulas constitutes one of the most central problems in computer science. It has attracted a lot of applied and theoretical research because of its immediate relevance in areas like AI and verification and as the seminal NP-complete problem. Of particular interest is \(d\)-Sat, the satisfiability problem for \(d\)-CNF formulas, which is NP-complete for any integer \(d \geq 3 \) [Coo71, Lev73, Kar72].

In this paper we investigate the complexity of \(d\)-Sat and other NP-complete problems in a communication setting that captures several transformations studied in the theory of computing. Assuming the polynomial-time hierarchy does not collapse, we show that a trivial communication protocol is essentially optimal for \(d\)-Sat. Under the same hypothesis the result implies tight lower bounds for parameters of interest in several areas. We first discuss those areas and then state our result for \(d\)-Sat.

Sparsification. The satisfiability of \(d\)-CNF formulas chosen by uniformly at random picking \(m\) clauses out of all possible clauses on \(n\) variables seems to exhibit a phase transition as a function of the ratio \(m/n\). We know that the probability of satisfiability jumps from almost zero to almost one when the ratio \(m/n\) crosses a very narrow region around \(2^d \ln 2\), and the existence of a single threshold point is conjectured [FB99, AM07, AP04]. Experiments also suggest that known SAT solvers have the hardest time on randomly generated instances when the ratio \(m/n\) lies around the threshold, and in some cases rigorous analyses corroborate the experiments.

Nevertheless, from a complexity-theoretic perspective these results fall short of establishing sparse formulas as the hardest instances. This is because formulas that express problems like breaking random RSA instances exhibit a lot of structure and therefore have a negligible contribution to the uniform distribution. An interesting complexity-theoretic formalization would be a reduction from arbitrary formulas to formulas on the same number of variables that are sparse. Impagliazzo et al. [IPZ01] developed such reductions but they run in subexponential time. In polynomial time we can trivially reduce a \(d\)-CNF formula to one with \(m = O(n^d)\) clauses. Since there are only \(2^d \cdot \binom{n}{d} = O(n^d)\) distinct \(d\)-clauses on \(n\) variables, it suffices to remove duplicate clauses. Is there a polynomial-time reduction that maps a \(d\)-CNF formula on \(n\) variables to one on \(n\) variables and \(m = O(n^{d-\epsilon})\) clauses for some positive constant \(\epsilon\)?

Kernelization. Parameterized complexity investigates the computational difficulty of problems as a function of the input size and an additional natural parameter, \(k\), which often only takes small values in instances of practical interest. A good example – and one we will return to soon – is deciding whether a given graph has a vertex cover of size at most \(k\). The holy grail in parameterized complexity are algorithms with running times of the form \(O(f(k) \cdot s^c)\) on instances of size \(s\) and parameter \(k\), where \(f\) denotes an arbitrary computable function and \(c\) a constant. Kernelization constitutes an important technique for realizing such running times: Reduce in time polynomial in \(s\) to an instance of size bounded by some computable function \(g\) of the parameter \(k\) only, and then run a brute-force algorithm on the reduced instance; the resulting algorithm has a running time of the form \(O(s^c + f(k))\). In order to obtain good parameterized algorithms the functions \(f\) and \(g\) should not behave too badly, which justifies the quest for kernels of polynomial or smaller size \(g(k)\).
The number of variables $n$ forms a natural parameter for satisfiability. In the case of $d$-CNF formulas, $n$ is effectively polynomially related to the size of the input, which makes the existence of kernels of polynomial size trivial. Nevertheless, the quest for a small kernel is a relaxation of the quest for sparsification in polynomial time. Eliminating duplicate clauses yields a kernel of bitlength $O(n^d \log n)$. Does satisfiability of $n$-variable $d$-CNF formulas have kernels of size $O(n^{d-\epsilon})$?

**Lossy Compression.** Harnik and Naor [HN06] introduced a notion of compression with the goal of succinctly storing instances of computational problems for resolution in the future, where there may be more time and more computational power available. The compressed version need not be an instance of the original problem, and the original instance need not be recoverable from the compressed version. The only requirement is that the solution be preserved. In the case of decision problems this simply means the yes/no answer. In analogy to image compression one can think of the Harnik-Naor notion of compression as a “lossy compression”, where the only aspect of the scenery that is guaranteed not to be lost is the solution to the problem.

Harnik and Naor applied their notion to languages in NP and showed the relevance to problems in cryptography when the compression is measured as a function of the bitlength of the underlying witnesses. In the case of satisfiability the latter coincides with the number of variables of the formula. This way lossy compression becomes a relaxation of the notion of kernelization – we now want a polynomial-time mapping reduction to any problem, rather than to the original problem, such that the reduced instances have small bitlength as a function of $n$. For $d$-CNF formulas bitlength $O(n^d)$ is trivially achievable – simply map to the characteristic vector that for each possible $d$-clause on $n$ variables indicates whether it is present in the given formula. Can we lossily compress to instances of bitlength $O(n^{d-\epsilon})$?

**Probabilistically Checkable Proofs.** A somewhat different question deals with the size of probabilistically checkable proofs (PCPs). A PCP for a language $L$ is a randomized proof system in which the verifier only needs to read a constant number of bits of the proof in order to verify that a given input $x$ belongs to $L$. Completeness requires that for every input $x$ in $L$ there exists a proof which the verifier accepts with probability one. Soundness requires that for any input $x$ outside of $L$ no proof can be accepted with probability above some constant threshold less than one. For satisfiability of Boolean formulas, Dinur [Din07] constructed PCPs of bitlength $O(s \cdot \text{poly log } s)$, where $s$ denotes the size of the formula. For $d$-CNF formulas on $n$ variables, Dinur’s construction yields PCPs of bitlength $O(n^d \cdot \text{poly log } n)$. On the other hand, standard proofs only contain $n$ bits. Do $n$-variable $d$-CNF formulas have PCPs of bitlength $O(n^{d-\epsilon})$?

**Our Results for Satisfiability.** We give evidence that the answer to all four of the above questions is negative: If any answer is positive then coNP is in NP/poly. The latter is considered unlikely as it means the existence of a nonuniform polynomial-time proof system for tautologies, or equivalently, that coNP has polynomial-size nondeterministic circuits, and implies that the polynomial-time hierarchy collapses to its third level [Yap83].

We obtain those statements as corollaries to a more general result, in which we consider the following communication process to decide a language $L$. 
Definition 1 (Oracle Communication Protocol). An oracle communication protocol for a language $L$ is a communication protocol between two players. The first player is given the input $x$ and has to run in time polynomial in the length of the input; the second player is computationally unbounded but is not given any part of $x$. At the end of the protocol the first player should be able to decide whether $x \in L$. The cost of the protocol is the number of bits of communication from the first player to the second player.

We often refer to the second player as the oracle. Note that the bits sent by the oracle do not contribute towards the cost. By default the players in an oracle communication protocol are deterministic, but one can consider variants in which one or both players are randomized, nondeterministic, etc.

Satisfiability of $n$-variable $d$-CNF formulas has a trivial protocol of cost $O(n^d)$. The following result implies that there is no protocol of cost $O(n^{d-\epsilon})$ unless the polynomial-time hierarchy collapses. In fact, the result even holds when the first player is conondeterministic, i.e., when the first player can have multiple valid moves to choose from in any given step, possibly leading to different conclusions about the satisfiability of a given input formula $\varphi$, but such that (i) if $\varphi$ is satisfiable then every valid execution comes to that conclusion, and (ii) if $\varphi$ is not satisfiable then at least one valid execution comes to that conclusion.

**Theorem 1.** Let $d \geq 3$ be an integer and $\epsilon$ a positive real. If $\text{coNP} \not\subseteq \text{NP}/\text{poly}$, there is no protocol of cost $O(n^{d-\epsilon})$ to decide whether an $n$-variable $d$-CNF formula is satisfiable, even when the first player is conondeterministic.

The corollaries about sparsification, kernelization, and lossy compression follow by considering deterministic single-round protocols in which the polynomial-time player acts as a mapping reduction, sends the reduced instance to the computationally unbounded player, and the latter answers this query as a membership oracle. The corollary about probabilistically checkable proofs follows by considering a similar single-round protocol in which the first player is conondeterministic. Note that Theorem 1 can handle more general reductions, in which multiple queries are made to the oracle over multiple rounds. The above corollaries can be strengthened correspondingly. In fact, Theorem 1 is even more general as it allows the oracle to play a more active role that goes beyond answering queries from the polynomial-time player. We will discuss this potential further in the paper.

**Our Results for Other NP-Complete Problems.** By reducibility the lower bounds from Theorem 1 carry over to other parameterized NP-complete problems, where the tightness depends on how the reduction affects the parameterization. In fact, we derive Theorem 1 from a similar result for the vertex cover problem on $d$-uniform hypergraphs.

**Theorem 2.** Let $d \geq 2$ be an integer and $\epsilon$ a positive real. If $\text{coNP} \not\subseteq \text{NP}/\text{poly}$, there is no protocol of cost $O(n^{d-\epsilon})$ to decide whether a $d$-uniform hypergraph on $n$ vertices has a vertex cover of at most $k$ vertices, even when the first player is conondeterministic.

The cases of Theorem 2 with $d \geq 3$ are equivalent to the corresponding cases of Theorem 1. Note, though, that Theorem 2 also holds for $d = 2$, i.e., for standard graphs.

Similar to Theorem 1, Theorem 2 can be interpreted in terms of (graph) sparsification, kernelization, lossy compression, and probabilistically checkable proofs. Regarding kernelization, Theorem 2...
has an interesting implication for the vertex cover problem parameterized by the size of the vertex cover – one of the prime examples of a parameterized problem that is NP-hard but fixed-parameter tractable. Kernelizations for this problem have received considerable attention. For standard graphs S. Buss [BG93] came up with a kernelization avant la lettre. He observed that any vertex of degree larger than \( k \) must be contained in any vertex cover of size \( k \), should it exist. This gives rise to a kernelization with \( O(k^2) \) vertices and \( O(k^2) \) edges. Subsequently, several researchers tried to reduce the size of the kernel. Various approaches based on matching, linear programming, and crown reductions (see [GN07] for a survey) led to kernels with \( O(k) \) vertices, but the resulting kernels are all dense. It remains open to find kernels with \( O(k^2 - \epsilon) \) edges. Since \( k \leq n \), the case \( d = 2 \) of Theorem 2 implies that such kernels do not exist unless the polynomial-time hierarchy collapses.

In fact, a similar result holds for a wide class of problems known as vertex deletion problems. For a fixed graph property \( \Pi \), the corresponding vertex deletion problem asks whether removing at most \( k \) vertices from a given graph \( G \) can yield a graph that satisfies \( \Pi \). A host of well-studied specific problems can be cast as the vertex deletion problem corresponding to some graph property \( \Pi \) that is inherited by subgraphs. Examples besides the vertex cover problem include the feedback vertex set problem and the bounded-degree deletion problem (see Section 5 for the definitions of these problems and for more examples).

If only finitely many graphs satisfy \( \Pi \) or if all graphs satisfy \( \Pi \), the vertex deletion problem is trivially decidable in polynomial time. For all other graph properties \( \Pi \) that are inherited by subgraphs, Lewis and Yannakakis [LY80] showed that the problem is NP-hard.\(^1\) They did so by constructing a mapping reduction from the vertex cover problem. By improving their reduction such that it preserves the size of the deletion set up to a constant factor, we obtain the following result.

**Theorem 3.** Let \( \Pi \) be a graph property that is inherited by subgraphs, and is satisfied by infinitely many but not all graphs. Let \( \epsilon \) be a positive real. If coNP \( \not\subseteq \) NP/poly, there is no protocol of cost \( O(k^2 - \epsilon) \) for deciding whether a graph satisfying \( \Pi \) can be obtained from a given graph by removing at most \( k \) vertices, even when the first player is conondeterministic.

Theorem 3 implies that problems like feedback vertex set and bounded-degree deletion do not have kernels consisting of \( O(k^2 - \epsilon) \) edges unless the polynomial-time hierarchy collapses. For both problems the result is tight in the sense that kernels with \( O(k^2) \) edges exist. For feedback vertex set we argue that Thomassé’s recent kernel [Tho09] does the job; for bounded-degree deletion a kernel with \( O(k^2) \) edges was known to exist [FGMN09].

**Techniques and Related Work.** At a high level our approach refines the framework developed by Bodlaender et al. [BDFH09] to show that certain parameterized NP-hard problems are unlikely to have kernels of polynomial size. Harnik and Naor [HN06] realized the connection between their notion of lossy compression and kernelization and PCPs for satisfiability of general Boolean formulas, and Fortnow and Santhanam [FS08] proved the connection with the hypothesis coNP \( \not\subseteq \) NP/poly in the superpolynomial setting. Several authors subsequently applied the framework in that setting [CFM07, BTY09, DLS09, FFL+09, KW09a, KW09b].

\(^1\)In fact, Lewis and Yannakakis showed this to be the case even for graph properties that are inherited by induced subgraphs only.
We develop the first application of the framework in the polynomial setting, i.e., to problems that do have kernels of polynomial size, or more generally, oracle communication protocols of polynomial cost. Under the same hypothesis we show that problems like $d$-SAT and vertex cover do not have protocols of polynomial cost of degree less than the best known. In order to obtain these tight results, a crucial new ingredient is the use of high-density subsets of the integers without nontrivial arithmetic progressions of length three.

Our main result, Theorem 2, deals with the vertex cover problem on $d$-uniform hypergraphs, or equivalently, with the clique problem on such graphs, parameterized by the number of vertices. The proof consists of two steps.

**Step 1.** Assuming the clique problem on $n$-vertex $d$-uniform hypergraphs has a protocol of cost $O(n^c)$ for some constant $c < d$, some NP-complete language $L$ has the following property: The problem OR($L$) of deciding whether at least one of $t$ given instances $x_1, x_2, \ldots, x_t$ is in $L$ has a protocol of cost $O(t \log t)$ for instances where $t$ is a sufficiently large polynomial in $s = \max_{1 \leq i \leq t} |x_i|$.

**Step 2.** Any language $L$ with that property is in coNP/poly.

Combining the two steps we conclude that the hypothesis of Step 1 fails unless coNP $\subseteq$ NP/poly.

Since the clique problem on $d$-uniform hypergraphs is NP-complete for any integer $d \geq 2$, without loss of generality we can take $L$ in Step 1 to be this language. In order to obtain a low-cost protocol for OR($L$) it suffices to reduce the question whether at least one of $t$ given graphs has a clique of a given size into a single instance of the clique problem on a $d$-uniform hypergraph with few vertices $n$, and then run the presumed protocol of cost $O(n^c)$ on the latter hypergraph.

As observed by Harnik and Naor [HN06], the disjoint union of the given hypergraphs provides such a reduction. However, the number of vertices is $n = s \cdot t$, so even for $c = 1$ the cost of the resulting protocol for OR($L$) is $\omega(t \log t)$, which is too much for Step 2. As a critical piece in our proof, we present a reduction that works for an NP-hard subset of clique instances and only needs $n = s \cdot t^{1/d+o(1)}$ vertices. The cost of the resulting protocol for OR($L$) then goes down to $O(n^c) = O((s \cdot t^{1/d+o(1)})^c)$, which is $O(t \log t)$ for sufficiently large polynomials $t(s)$ as $c < d$.

Our reduction hinges on a graph packing that is based on high-density subsets of the integers without nontrivial arithmetic progressions of length three. After we developed our construction, we have learned about other applications of those sets in the theory of computing, including three-party communication protocols [CFL83], the asymptotically best known algorithm for matrix multiplication [CW90], the soundness analysis of graph tests for linearity [HW03], and lower bounds for property testing [AFKS00, Alo02, AS06, AS04, AKKR08, AS05]. The latter two applications as well as ours implicitly or explicitly rely on a connection due to Ruzsa and Szemerédi [RS78] between these subsets and dense three-partite graphs whose edges partition into triangles and that contain no other triangles. The graph packing we develop is most akin to a construction by Alon and Shapira [AS05] in the context of property testing. We refer to Section 4 for a more detailed discussion of the relationships.

Step 2 shows that whenever OR($L$) has a cheap protocol, the complement of $L$ has short witnesses that can be verified efficiently with the help of a polynomial-size advice string. We refer to Step 2 as the Complementary Witness Lemma. It involves a refined analysis and generalization of a result by Fortnow and Santhanam [FS08] that establishes the case where the protocol implements
a mapping reduction to instances of bitlength bounded by some fixed polynomial in \( s \). We analyze what happens for mapping reductions without the latter restriction. We also observe that the argument generalizes to our oracle communication protocol setting. Our applications of Theorem 1 only use oracle communication protocols that implement mapping or general reductions. However, the setting of oracle communication protocols is more natural and allows us to prove known results in a simpler way. We refer to Section 6 for more details.

**Organization.** We review some preliminaries in Section 2. Section 3 contains the proof of the main result (Theorem 2) following the two-step approach outlined above, and fleshes out the first step modulo the packing construction. We develop the latter in Section 4. The second step is discussed in Section 6. Section 5 expands on the implications for satisfiability (Theorem 1 and its corollaries) and for vertex deletion problems (Theorem 3). We conclude with some open problems in Section 7.

2 Preliminaries

Most of our notation is standard (see [AB09, Gol08] for general and [DF99, FG06, Nie06] for parameterized complexity). We suffice with a review of some particular notions and notation we use.

**Problems.** By a problem we usually mean a decision problem, i.e., deciding membership to a language \( L \subseteq \{0,1\}^* \). Apart from their bitlength \( |x| \), instances \( x \in \{0,1\}^* \) often have another natural complexity parameter \( k(x) \), such as the number of vertices in the case of graph problems, or the witness length in the case of NP-problems. The function \( k : \{0,1\}^* \rightarrow \mathbb{N} \) is called parameterization and a parameterized problem is a pair \((L,k)\). We often write \( L \) for both the parameterized and unparameterized problem, e.g., when saying that a parameterized problem is NP-complete.

We denote the complement of \( L \) by \( \overline{L} \). The OR of a language \( L \) is the language \( \text{OR}(L) \) that consists of all tuples \((x_1,\ldots,x_t)\) for which there is an \( i \in [t] \) with \( x_i \in L \).

**Satisfiability.** A \( d \)-CNF formula on the variables \( x_1,\ldots,x_n \) is a conjunction of clauses where a clause is a disjunction of exactly \( d \) literals, i.e., the variables \( x_i \) and their negations \( \overline{x}_i \). Now \( d\text{-Sat} \) denotes the problem of deciding whether a given \( d \)-CNF formula has at least one satisfying assignment, i.e., a truth assignment to its variables that makes the formula evaluate to true.

**Hypergraph Problems.** A hypergraph \( G = (V(G),E(G)) \) consists of a finite set \( V(G) \) of vertices and a set \( E(G) \) of subsets of \( V(G) \), the (hyper)edges. A hypergraph is \( d \)-uniform if every edge has size exactly \( d \). A vertex cover of \( G \) is a set \( S \subseteq V(G) \) that contains at least one vertex from every edge of \( G \), and \( d \)-Vertex Cover is the problem of deciding whether, for a given \( d \)-uniform hypergraph \( G \) and integer \( k \), there exists a vertex cover of \( G \) of size at most \( k \). Similarly, a clique of \( G \) is a set \( S \subseteq V(G) \) all of whose subsets of size \( d \) are edges of \( G \), and \( d \)-Clique is the problem of deciding whether, for given \((G,k)\), there exists a clique of \( G \) of size at least \( k \). The two problems are dual to each other, in the sense that \( \overline{G} \), the \( d \)-uniform hypergraph obtained from \( G \) by flipping the presence of all edges of size \( d \), has a clique of size \( k \) if and only if \( G \) has a vertex cover of size \( n - k \). Note that this transformation preserves the number of vertices.
**Reductions.** Unless stated otherwise the reductions we consider are computable in time polynomial in the bitlength of the input. We indicate this by a superscript $p$ in the notation $\leq^p$ for reducibility. We consider both general reductions (also known as Turing reductions) as well as mapping reductions (also known as many-one reductions). A mapping reduction, or $\leq^p_m$-reduction, from $L$ to $L'$ is a mapping $R$ from $\{0,1\}^*$ to $\{0,1\}^*$ such that $R(x) \in L'$ if and only if $x \in L$.

A kernelization of a parameterized problem $(L,k)$ is a $\leq^p_m$-reduction from $L$ to itself that maps instances with parameter $k$ to instances of bitlength at most $g(k)$ for some function $g$ independent of the input size. Note that any parameterized NP-problem that has a kernelization is fixed-parameter tractable, that is, it can be solved in deterministic time $f(k) \cdot \text{poly}(n)$ for some computable function $f$: The reduced instance has size at most $g(k)$ and can be solved in some time $f(k)$ by exhaustively testing all possible NP-witnesses.

**Complexity Classes.** The polynomial-time hierarchy PH is the union $\cup_{i\geq 0} \Sigma_i^p$, where $\Sigma_0^p = P$, and $\Sigma_{i+1}^p = \text{NP}^{\Sigma_i^p}$ for $i \geq 0$. We say that the polynomial-time hierarchy collapses to its $i$th level if $\text{PH} = \Sigma_i^p$. It is widely conjectured that the polynomial-time hierarchy does not collapse to any level.

Given a class $\mathcal{C}$ of languages, we denote by $\text{co}\mathcal{C}$ the class $\{L \mid L \in \mathcal{C}\}$. Apart from the first few levels of the polynomial-time hierarchy and their co-classes, we make use of complexity classes with advice. Given a class $\mathcal{C}$ of languages and a function $\ell : \mathbb{N} \rightarrow \mathbb{N}$, we denote by $\mathcal{C}/\ell(n)$ the class of languages $L$ for which there exists a language $L' \in \mathcal{C}$ and a sequence $a_0, a_1, a_2, \ldots$ of strings with $|a_n| \leq \ell(n)$ such that for any input $x$, we have that $x \in L$ if and only if $\langle x, a_{|x|} \rangle \in L'$, where $\langle \cdot, \cdot \rangle$ denotes a standard pairing function. We call $a_n$ the advice at length $n$. $\mathcal{C}/\text{poly}$ is a shorthand for $\cup_{\ell \geq 0} \mathcal{C}/\ell(n)$. $\text{P}/\text{poly}$ consists exactly of the languages that can be decided by Boolean circuits of polynomial size. Similarly, $\text{NP}/\text{poly}$ consists exactly of the languages that can be decided by nondeterministic Boolean circuits of polynomial size. A nondeterministic circuit has two types of inputs – the actual input $x$ and auxiliary input $y$. It accepts an actual input $x$ if and only if there exists a setting of the auxiliary input $y$ such that the circuit outputs 1 on the combined input $x$ and $y$.

**Communication Protocols.** In general, a two-player communication protocol is described by strategies that tell each of the players when and what to communicate to the other player and how to further behave as a function of the input and the communication history. In the specific case of our oracle communication protocols of Definition 1, there is an asymmetry between the two players. We model the first player as a polynomial-time Turing machine $M$ and the second player as a function $f$. The machine $M$ has a special oracle query tape, oracle query symbol, and oracle answer tape. Whenever $M$ writes the special oracle query symbol on the oracle query tape, in a single computation step the contents of the answer tape is replaced by $f(q)$, where $q$ represents the contents of the oracle query tape at that time. Note that the function $f$ is independent of $M$’s input $x$, which reflects the fact that the second player does not have direct access to the input. The oracle query tape is one-way and is never erased, which allows the strategy of the second player to depend on the entire communication history.

We say that the oracle communication protocol decides a parameterized problem $(L,k)$ if $M$ with oracle $f$ accepts an input $x$ if and only if $x \in L$. The cost $c(k)$ of the protocol is the maximal number of bits written on the oracle query tape over all inputs $x$ with parameter $k(x) = k$. 
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By considering Turing machines other than the standard deterministic model for the first player, we obtain corresponding variants of oracle communication protocols. For example, we can let the first player be a polynomial-time conondeterministic Turing machine. The second player is always modeled as a function. Whenever there are multiple possible valid executions (as in the case of conondeterministic protocols), we define the cost as the maximum cost over all of them, i.e., we consider the worst case.

3 Main Theorem

In this section we establish Theorem 2 – that $d$-VERTEX COVER has no oracle communication protocol of cost $O(n^{d-\varepsilon})$ for any positive constant $\varepsilon$ unless $\text{coNP} \subseteq \text{NP/poly}$, where $n$ represents the number of vertices of the $d$-uniform hypergraph. For ease of exposition we actually develop the equivalent result for $d$-CLIQUE rather than for $d$-VERTEX COVER. Theorem 2 then follows by hypergraph complementation.

We follow the two-step approach outlined in the introduction. In the first step we use a presumed low-cost protocol for $d$-CLIQUE to devise a low-cost protocol for the OR of some NP-complete language $L$. We do so by first translating the given instance of OR($L$) into an equivalent instance of $d$-CLIQUE with few vertices, and then running the presumed low-cost protocol for $d$-CLIQUE on that instance.

The choice of the NP-complete language $L$ does not matter. For convenience we pick it to be 3-Sat. Thus, given $t$ 3-CNF formulas $\phi_1, \ldots, \phi_t$, we need to construct a $d$-uniform hypergraph $G$ on few vertices $n$ and an integer $k$ such that at least one of the $\phi_i$’s is satisfiable if and only if $G$ has a clique of size at least $k$. We first apply a standard translation of the $t$ individual 3-SAT-instances $\phi_1, \ldots, \phi_t$, say of size $s$, into equivalent $d$-CLIQUE-instances consisting of $d$-uniform hypergraphs $G_1, \ldots, G_t$ on $3s$ vertices each, such that $G_i$ has a clique of size $s$ if and only if $\phi_i$ is satisfiable. All that is left then is to turn these $t$ instances into a single instance of $d$-CLIQUE which is positive if and only if at least one of the $t$ instances is. If we take $G$ as the disjoint union of the $G_i$’s, then $G$ is a $d$-uniform hypergraph that has a clique of size $s$ if and only if at least one of the $G_i$’s has a clique of size $s$. However, this $G$ contains $n = s \cdot t$ vertices, which is too many for our purposes. In order to do better, we need to pack the graphs $G_i$ more tightly while maintaining the properties required of the reduction. The following almost-optimal packing of cliques is the critical ingredient in our construction and allows us to achieve the almost-optimal lower bounds given in Theorem 2.

Lemma 1 (Packing Lemma). For any integers $s \geq d \geq 2$ and $t > 0$ there exists a $d$-uniform hypergraph $P$ on $O(s \cdot \max(s, t^{1/d-o(1)}))$ vertices such that

(i) the hyperedges of $P$ partition into $t$ cliques $K_1, \ldots, K_t$ on $s$ vertices each, and

(ii) $P$ contains no cliques on $s$ vertices other than the $K_i$’s.

Furthermore, for any fixed $d$, the hypergraph $P$ and the $K_i$’s can be constructed in time polynomial in $s$ and $t$.

Condition (i) in Lemma 1 formalizes the notion of a packing. The part that $P$ contains the $t$ cliques $K_i$ ensures the completeness of the reduction, i.e., that $G$ has a clique of size $s$ if at least
one of the $G_i$’s does. The part that the $K_i$’s are edge-disjoint and condition (ii) guarantee the soundness of the reduction, i.e., that $G$ has a clique of size $s$ only if at least one of the $G_i$’s does.

We defer the proof of Lemma 1 to Section 4. Using it as sketched above we obtain the following reduction.

**Lemma 2.** For any integer $d \geq 2$, there is a $\leq^p_m$-reduction from OR(3-Sat) to $d$-CLIQUE that maps $t$-tuples of instances of bitlength $s$ to each instances on $O\left(s \cdot \max(s, t^{1/d+o(1)})\right)$ vertices.

**Proof.** Let $\varphi_1, \ldots, \varphi_t$ be the $t$ instances of 3-Sat. Without loss of generality, assume that each formula has exactly $s$ clauses, each consisting of a sequence of $3$ literals. Let $P$ and $K_1, \ldots, K_t$ be the hypergraphs provided by Lemma 1. Along the lines of the standard reduction from 3-Sat to 2-CLIQUE [Kar72], we first translate the 3-CNF formulas $\varphi_i$ into $d$-uniform hypergraphs $G_i$ on the vertex sets $V(K_i) \times [3]$. For each $i$, we identify the elements of $V(K_i) \times [3]$ with (positions of) literals of $\varphi_i$: The first component selects a clause from $\varphi_i$ and the second component selects a literal from the clause. We let $G_i$ be the $d$-uniform hypergraph with as edges all subsets $e \subseteq V(K_i) \times [3]$ of size $d$ such that no two elements of $e$ correspond to the same clause $\varphi_i$ or represent complementary literals. Note that each such $e$ induces a satisfying assignment of the conjunction of the $d$ clauses touched by $e$, and that $G_i$ has a clique of size $s$ if and only if $\varphi_i$ is satisfiable.

Let $G$ be the union of the $G_i$’s, that is, the graph with $V(G) = \bigcup_{i \in [t]} V(G_i) \subseteq V(P) \times [3]$ and $E(G) = \bigcup_{i \in [t]} E(G_i)$. If $\varphi_i$ has a satisfying assignment, then $G_i$ has a clique of size $s$ and so has $G$. For the other direction, let $K$ be a clique of size $s$ in $G$. The projection $K'$ of $K$ onto the first component is a clique of size $s$ in $P$. By property (ii) of Lemma 1, $K' = K_i$ for some $i \in [t]$. Moreover, by property (i) of Lemma 1, the projections of $E(G_i)$ and $E(G_j)$ for $j \neq i$ are disjoint. It follows that $K$ is a clique of size $s$ in $G_i$, and therefore $\varphi_i$ is satisfiable.

Thus, $(G, s) \in d$-CLIQUE if and only if $(\varphi_1, \ldots, \varphi_t) \in$ OR(3-Sat). Since $G$ and $s$ are computable in time polynomial in the bitlength of $(\varphi_1, \ldots, \varphi_t)$ and $|V(G)| \leq 3|V(P)| \leq O\left(s \cdot \max(s, t^{1/d+o(1)})\right)$, we have established the $\leq^p_m$-reductions claimed in Lemma 2.

Lemma 2 represents the essence of the first step of the proof of Theorem 2 – obtaining a low-cost protocol for OR(3-Sat) out of a low-cost protocol for $d$-CLIQUE. The second step shows in general how to use a low-cost protocol for OR($L$) to build a proof system with advice for $L$. That step is captured in the following lemma.

**Lemma 3 (Complementary Witness Lemma).** Let $L$ be a language and $t : \mathbb{N} \rightarrow \mathbb{N} \setminus \{0\}$ be polynomially bounded such that the problem of deciding whether at least one out of $t(s)$ inputs of length at most $s$ belongs to $L$ has an oracle communication protocol of cost $O(t(s) \log t(s))$, where the first player can be nondeterministic. Then $L \in \text{coNP}/\text{poly}$.

We defer the proof of Lemma 3 to Section 6. Having described the outline and the key ingredients, we are now ready for the formal proof of Theorem 2.

**Proof (of Theorem 2).** Suppose $d$-VERTEX COVER on $n$-vertex graphs has a protocol of cost $O(n^c)$ for some constant $c < d$. Let $L$ denote 3-Sat. By combining the reduction from Lemma 2 with the standard reduction from $d$-CLIQUE to $d$-VERTEX COVER (mentioned in the preliminaries) and running the above protocol for $d$-VERTEX COVER on the result of the combined reduction, we obtain a protocol for OR($L$) of cost $O(n^c) = O\left((s \cdot \max(s, t^{1/d+o(1)}))^c\right)$. Since $c < d$ the latter expression is $O(t(s))$ for sufficiently large polynomials $t(s)$. Lemma 3 then shows that 3-Sat is in coNP/poly, which is equivalent to coNP $\subseteq$ NP/poly.
4 The Packing Lemma

In this section we establish Lemma 1, which is a critical ingredient in the proof of Theorem 2. We first develop the construction for the case \(d = 2\), i.e., for standard graphs, and then show how to generalize it to \(d\)-uniform hypergraphs for arbitrary \(d \geq 2\). We also discuss the relationship of our construction to earlier ones.

Our Construction. We need to construct a graph \(P\) on few vertices such that

(i) the edges of \(P\) partition into \(t\) cliques \(K_1, \ldots, K_t\) on \(s\) vertices each, and

(ii) \(P\) contains no other cliques on \(s\) vertices.

We first focus on realizing condition (i) and then see how to modify the construction to also realize (ii).

We construct \(P\) as an \(s\)-partite graph and think of the \(s\) partitions as the columns of a two-dimensional array of vertices, say of size \(p\) by \(s\). Each of the \(K_i\)'s then contains exactly one vertex from each of the \(s\) columns. Condition (i) expresses that \(P\) is a packing of the \(K_i\)'s. The trivial packing consists of the disjoint union and requires \(p = t\) rows, resulting in \(s \cdot t\) vertices in total. The trivial packing is wasteful because it leaves many of the potential edges unused. In an ideal packing each of the \(p^2\) potential edges between two columns of the array are assigned to some \(K_i\). This would only require a number of rows \(p = \sqrt{t}\) and therefore \(s \cdot \sqrt{t}\) vertices. We can realize such a tight packing by picking the vertex of \(K_i\) in column \(j\) as the value of \(j\) under a hash function \(h_i\) from a minimum 2-universal family. If \(p\) is a prime at least \(s\), we can identify the rows as well as the columns with elements of \(\mathbb{F}_p\) and use the family of linear functions over \(\mathbb{F}_p\). More precisely, we construct \(P\) on the vertex set \(V(P) = [s] \times \mathbb{F}_p\) as the union of the \(t\) cliques \(K_i\) on the vertex sets \(V(K_i) = \{(j, h_i(j)) \mid j \in [s]\}\), where \(h_i\) is a linear function over \(\mathbb{F}_p\) uniquely associated with \(K_i\). See Figure 1a. Note that there are \(p^2\) distinct linear functions \(h_i\) over \(\mathbb{F}_p\), so we can accommodate that many cliques \(K_i\). Moreover, since two points define a line, every edge of \(P\) is contained in exactly one of the \(K_i\)'s. For arbitrary values of \(s\) and \(t\), we can pick \(p\) to be the first prime \(p \geq \max(s, \sqrt{t})\), resulting in a packing with \(O(s \cdot \max(s, \sqrt{t}))\) vertices.

Note that this \(P\) is in fact a complete \(s\)-partite graph and therefore fails to satisfy condition (ii) miserably – every clique of size \(s\) that has one vertex from each column is present in \(P\), which is many more than just the \(K_i\)'s. In order to remedy that problem, let us analyze the cliques of size \(s\) in \(P\) more closely.

Let \(K\) denote a clique of size \(s\) in \(P\). Each of the \(s\) columns of \(P\) has to contain exactly one vertex of \(K\), i.e., there exists a function \(h : [s] \to \mathbb{F}_p\) such that \(V(K) = \{(j, h(j)) \mid j \in [s]\}\). We would like to ensure that \(K\) coincides with one of the cliques \(K_i\), or equivalently, that the function \(h\) coincides with one of the linear functions \(h_i\).

Consider three consecutive columns, \(j\), \(j + 1\), and \(j + 2\), and the triangle that \(K\) induces between them – see Figure 1b, where each edge is labeled by the linear function \(h_i\) defining the clique \(K_i\) to which the edge belongs. We claim that the highest-order coefficients of those linear functions have to form an arithmetic progression. This follows by considering the two paths in Figure 1b that go from the vertex in column \(j\) to the one in column \(j + 2\). The direct path on top involves an increase in \(y\)-value of \(2a_2\), whereas the indirect path on the bottom involves an increase in \(y\) of \(a_3\) followed
by an increase of $a_1$. Since both paths end up at the same point, we have that

$$2a_2 = a_1 + a_3,$$

or equivalently, that $a_3 - a_2 = a_2 - a_1$, or yet equivalently, that the sequence $a_1, a_2, a_3$ forms an arithmetic progression. If we restrict the highest-order coefficients of the linear functions to come from a subset $A \subseteq \mathbb{F}_p$ that contains no nontrivial arithmetic progressions of length three, the arithmetic progression $a_1, a_2, a_3$ has to be trivial, i.e., $a_1 = a_2 = a_3$. The latter implies that the three lines in Figure 1b coincide. As this implication holds for all choices of three consecutive columns, we conclude that all vertices of $K$ lie on a single line defined by one of the $h_i$’s, as we wanted.

Of course, the additional restriction on the highest-order coefficients means that we need to choose $p$ larger. However, we only need to increase $p$ slightly thanks to the existence of efficiently constructible subsets $A \subseteq \mathbb{F}_p$ of high density that contain no nontrivial arithmetic progressions of length three. For our purposes the following classical result from additive combinatorics suffices.

**Lemma 4 (AP$_3$-Free Sets [SS42]).** For every positive integer $p$ there exists a subset $A \subseteq \mathbb{Z}_p$ of size at least $p^{1-o(1)}$ which contains no nontrivial arithmetic progressions of length three. Furthermore, such a set $A$ can be determined in time polynomial in $p$.

For completeness we provide a proof of Lemma 4 in the Appendix. The resulting graph $P$ has $s \cdot p$ vertices where $p = O(\max(s, \sqrt{t^{1+o(1)}}))$.

This finishes the construction of the packing lemma for the case of standard graphs. The generalization to $d$-uniform hypergraphs follows by using polynomials of degree $d - 1$ instead of linear functions over $\mathbb{F}_p$. Their use guarantees requirement (i) in Lemma 1. Regarding requirement (ii), the following proof shows that the case $d > 2$ reduces to the case $d = 2$. For arbitrary $d \geq 2$, we fulfill requirement (ii) by restricting the coefficient of degree $d - 1$ to a set that contains no nontrivial arithmetic progressions of length three, namely the set $A \subseteq \mathbb{F}_p$ determined in Lemma 4.

**Proof (of Lemma 1).** Let $p$ be the smallest prime such that $p \geq s$ and $|A| \cdot p^{d-1} \geq t$, where $A$ denotes the set given by Lemma 4. We have that $p = (\max(s, t^{1/d+o(1)}))$ and can compute $p$ and the set $A$ in time polynomial in $s$ and $t$. 

Let $V(P) = [s] \times \mathbb{F}_p$. We consider polynomials of degree at most $d - 1$ over $\mathbb{F}_p$ whose coefficient of $x^{d-1}$ belongs to $A$. Note that there are $|A| \cdot p^{d-1} \geq t$ such polynomials. For $i \in [t]$, let $h_i$ denote the $i$th such polynomial in lexicographic order, and let $K_i$ be the complete $d$-uniform hypergraph on vertex set $V(K_i) = \{(j, h_i(j)) \mid j \in [s]\}$. We define the $d$-uniform hypergraph $P$ as the union of the $t$ cliques $K_i$. The hypergraphs $P$ and $K_i$ can be constructed in time polynomial in $s$ and $t$.

In order to argue property (i), it suffices to observe that every hyperedge of $P$ is contained in at most one of the $K_i$’s. This follows because the requirement that a given hyperedge of $P$ belongs to $K_i$ is equivalent to stipulating the value of $h_i$ on $d$ distinct variables $j \in [s]$, which uniquely determines $h_i$ as a polynomial of degree at most $d - 1$ over $\mathbb{F}_p$, and therefore determines $i$.

In order to argue property (ii), we need to establish the following for any function $h : [s] \rightarrow \mathbb{F}_p$: If for every subset $D \subseteq [s]$ of size $d$ there exists an $i \in [t]$ such that $h$ and $h_i$ agree on $D$, then there exists an $i \in [t]$ such that $h$ and $h_i$ agree on all of $[s]$. The property follows by applying the next claim to successive values of $j \in [s - d]$, where $q_k$ denotes the polynomial $h_i$ which the hypothesis gives for the subset $D = [j, j + d] \setminus \{k\}$.

Claim. For each $k \in [j, j + d]$, let $q_k$ be a polynomial of degree at most $d - 1$ such that the set of coefficients of degree $d - 1$ of the $q_k$’s contains no nontrivial arithmetic progression of length three. If for all $k, \ell \in [j, j + d]$, the polynomials $q_k$ and $q_\ell$ agree on $[j, j + d] \setminus \{k, \ell\}$, then the polynomials $q_k$ are all the same.

We prove the claim by induction on $d$. We already argued the base case $d = 2$, captured by Figure 1b, earlier in Section 4. For the inductive step, assume the claim holds for $d - 1$ and let us prove it for $d$. Let $q_j, \ldots, q_{j+d}$ be polynomials as in the claim. For each $k \in [j, j + d - 1]$, define $q'_k$ as the difference quotient $\Delta_{j+d}(q_k)$, i.e., $q'_k : [j, j + d - 1] \rightarrow \mathbb{F}_p$ such that $q'_k(x) = (q_k(x) - q_k(j + d))/(x - j - d)$ for $x \in [j, j + d - 1]$. Note that $q'_k$ is a polynomial of degree at most $d - 2$ whose coefficient of degree $d - 2$ equals the coefficient of $q_k$ of degree $x^{d-1}$. Moreover, for $k, \ell \in [j, j + d - 1]$, the polynomials $q_k'$ and $q_\ell'$ agree on each $x \in [j, j + d - 1] \setminus \{k, \ell\}$ because the polynomials $q_k$ and $q_\ell$ agree on both $x$ and $j + d$. Thus, by the induction hypothesis, all polynomials $q_k'$ are the same. By the definition of $q_k' = \Delta_{j+d}(q_k)$ and the fact that the polynomials $q_k$ for $k \in [j, j + d - 1]$ agree on $j + d$, this implies that the polynomials $q_k$ for $k \in [j, j + d - 1]$ are all the same, say $q$. All that remains to show is that the polynomial $q_{j+d}$ also coincides with $q$. The latter follows because $q_{j+d}$ is a polynomial of degree at most $d - 1$ which agrees with the polynomial $q$ of degree at most $d - 1$ on all $d$ points in $[j, j + d - 1]$.

**Related Constructions.** After we developed our construction we learned about similar applications of high-density subsets of the integers without nontrivial arithmetic progressions of length three.

Back in 1976, Ruzsa and Szemerédi [RS78] constructed dense three-partite graphs whose edges partition into triangles and that contain no other triangles. Their construction corresponds to the case $(d,s) = (2,3)$ of our Packing Lemma, and appears between any three consecutive columns of our construction for $d = 2$ and general $s$. Our geometric derivation of the arithmetic progression condition 1, as captured in Figure 1b, may be new; all the derivations we have found in the literature work by manipulating equations in a – to us – less intuitive way.

Different aspects of the Ruzsa-Szemerédi construction matter for the various applications we know of in the theory of computing. For their soundness analysis of graph tests for linearity, Håstad and Wigderson [HW03] use the interpretation that for each of the $p$ points in the first
column, the triangles involving that point span an induced matching of $p^{1-o(1)}$ edges between the other columns.

Another application area is the lower bounds for testing the graph property of being $F$-free, where $F$ is some fixed graph. An $\epsilon$-tester for this property accepts all graphs that are $F$-free, and rejects all graphs that are at least $\epsilon$ away from being $F$-free, i.e., from which at least $\epsilon n^2$ edges need to be removed to make it $F$-free [GGR98]. A strategy for proving lower bounds on the number of queries of such a tester is to construct high-density graphs $G$ with the following properties: (i) the edges of $G$ partition into copies of $F$, and (ii) $G$ contains few other copies of $F$ so the total number of copies of $F$ in $G$ is significantly less than expected in a random graphs of the same density as $G$ [Alo02]. Qualitatively, (i) implies that $G$ is far from being $F$-free, and (ii) implies that testers with few queries have a small probability of detecting a violation of $F$-freeness on input $G$. Alon and coauthors [Alo02, AS06, AS04, AKKR08, AS05] constructed such graphs $G$ for various $F$ based on [RS78].

The requirements for our application are similar but not identical to the ones for property testing. On the one hand we only need to consider the cases where $F$ is a clique; on the other hand the graphs $G$ cannot contain any copy of $F$ other than those in which the edges partition. Our actual construction is very similar to the one Alon and Shapira develop in [AS05]. Their construction would also work for our purposes. Our proof differs from theirs and makes the arithmetic progression condition more transparent. Our construction slightly improves on theirs as we only restrict the highest-order coefficient to the set $A$, whereas they restrict all coefficients to that set.

5 Consequences of the Main Theorem

Our lower bound for oracle communication protocols for $d$-Vertex Cover, Theorem 2, has two types of consequences. The first are similar lower bounds for other parameterized NP-complete problems, and follow from parameter-frugal reductions from $d$-Vertex Cover to these problems. The second type involves lower bounds for parameters of interest in settings that are captured by our oracle communication model. In this section we first cover the consequences for satisfiability and then those for vertex deletion problems.

5.1 Satisfiability

Theorem 1, our tight oracle communication lower bound for $d$-Sat parameterized by the number of variables of the formula, immediately follows from Theorem 2 and the next lemma.

Lemma 5. For every $d \geq 3$, there is a $\leq P_n$-reduction from $d$-Vertex Cover to $d$-Sat that maps $d$-uniform hypergraphs on $n$ vertices to $d$-CNF formulas on $O(n)$ variables.

Proof. Let $(G, k)$ be an $n$-vertex instance of $d$-Vertex Cover. The following $d$-CNF formula on variables $x_v$ for $v \in V(G)$ has as satisfying assignments precisely the characteristic vectors of vertex covers of $G$:

$$\varphi := \bigwedge_{e \in E(G)} \bigvee_{v \in e} x_v.$$
Using at most \(O(n)\) new variables, we construct a 3-CNF formula \(\psi\) that is satisfied by all assignments in which at most \(k\) distinct \(x_v\) are set to true. Then \(\varphi \land \psi\) is satisfiable if and only if \(G\) has a vertex cover of size at most \(k\).

For the construction of \(\psi\), we use a Boolean circuit of constant fan-in that has at most \(O(n)\) gates and checks whether at most \(k\) of the \(n\) input variables are set to true. Such circuits can be constructed for any symmetric function in time polynomial in \(n\) when given oracle access to the function [Weg87, Theorem 4.1]. Once we have that circuit, we construct \(\psi\) in a standard way by introducing a new variable for each gate, and letting \(\psi\) be the conjunction of clauses that express the correct behavior of each of the gates, and the clause stipulating that the output gate is set.

**Proof (of Theorem 1).** Suppose there exists an oracle communication protocol of cost \(O(n^{d-\epsilon})\) for \(n\)-variable instances of \(d\)-Sat. By combining the \(\leq_{nP}\)-reduction from Lemma 5 with the former, we obtain an oracle communication protocol of cost \(O(n^{d-\epsilon})\) for \(n\)-vertex instances of \(d\)-Vertex Cover. By Theorem 2 the latter implies that coNP \(\subseteq\) NP/poly.

The following corollary to Theorem 1 embodies the consequences for sparsification, kernelization, and lossy compression.

**Corollary 1.** Let \(d \geq 3\) be an integer. If coNP \(\not\subseteq\) NP/poly, then there is no polynomial-time reduction from \(d\)-Sat to any problem that makes at most \(O(n^b)\) queries and only queries strings of bitlength \(O(n^c)\), where \(b\) and \(c\) are any nonnegative reals with \(b + c < d\).

In particular, under the hypothesis that coNP \(\not\subseteq\) NP/poly, Corollary 1 implies that \(\leq_{nP}\)-reductions cannot reduce the density of \(n\)-variable \(d\)-Sat instances to \(O(n^c)\) clauses for any constant \(c\) below the trivial \(c = d\). This is what the title of the paper refers to, and contrasts the situation at the subexponential-time level. The sparsification lemma of [IPZ01] gives a reduction which, on input an \(n\)-variable \(d\)-CNF formula and a rational \(\epsilon > 0\), runs in time \(2^{en \cdot \text{poly}(n)}\) and makes \(2^{en}\) nonadaptive queries, each of which are \(d\)-CNF formulas with at most \(f(d, \epsilon) \cdot n\) clauses. The best known bound on the sparsification constant \(f(d, \epsilon)\) is \((d/\epsilon)^{3d}\) [CIP06]. The sparsification lemma implies that sparse instances of \(d\)-Sat are hard under subexponential-time reductions while Corollary 1 suggests that such a result is impossible under \(\leq_{nP}\)-reductions. Interpretations of Corollary 1 in terms of kernelization and lossy compression follow along the same lines.

Another consequence of Theorem 1 deals with the size of probabilistically checkable proofs for satisfiability. Recall that Dinur [Din07] constructed such PCPs of size \(O(s \cdot \text{poly log} s)\), where \(s\) denotes the bitlength of the formula. Based on a connection due to Harnik and Naor between PCPs and lossy compression [HN06], Fortnow and Santhanam [FS08] showed that satisfiability of Boolean formulas does not have PCPs of size bounded by a polynomial in the number of variables only, unless coNP \(\subseteq\) NP/poly. Plugging in our lower bound for \(d\)-Sat into their argument shows that \(d\)-Sat does not have \(q\)-query PCPs of size \(O(n^{d/q-\epsilon})\) unless coNP \(\subseteq\) NP/poly. Since \(q \geq 3\) this bound is not tight. Using a different argument and exploiting the fact that Theorem 1 also holds for conondeterministic protocols, we can close the gap between the upper and lower bound.

**Corollary 2.** Let \(d \geq 3\) be an integer and \(\epsilon\) a positive real. If coNP \(\not\subseteq\) NP/poly, then \(d\)-Sat does not have probabilistically checkable proofs of bitlength \(O(n^{d-\epsilon})\) where \(n\) denotes the number of variables of the input formula.
Proof. Suppose that \(d\)-\textsc{Sat} has PCPs of size \(s = O(n^c)\) that make \(q\) nonadaptive queries, where \(c\) and \(q\) are constants. We claim that this implies a conondeterministic multi-valued mapping reduction from \(d\)-\textsc{Sat} to \(q\)-\textsc{Sat} that maps formulas on \(n\) variables to instances of bitlength \(O(n^c \log n)\) in the following sense: There exists a nondeterministic polynomial-time Turing machine \(M\) which outputs a \(q\)-\textsc{CNF} formula on each computation path (where the formula may depend on the input and the computation path) such that (i) if the input is in \(d\)-\textsc{Sat} then every output is in \(q\)-\textsc{Sat}, and (ii) otherwise at least one output is not in \(q\)-\textsc{Sat}. For \(c < d\), Theorem 1 then shows that \(\text{coNP} \subseteq \text{NP/poly}\).

All that remains is to argue the claim. For a given formula \(\varphi\) on \(n\) variables, introduce \(s\) new variables \(y\), namely one for each bit position in a candidate PCP of size \(s\). If the PCP system reads at most \(q\) bits of the proof, each condition the PCP system checks can be expressed efficiently as a \(q\)-\textsc{CNF}. By picking a condition according to the distribution of the PCP system and a clause of the corresponding \(q\)-\textsc{CNF} formula uniformly at random, we obtain a polynomial-time randomized procedure that produces a \(q\)-clause on the variables \(y\) with the property that if \(\varphi\) is satisfiable, then all \(q\)-clauses produced are simultaneously satisfiable, and otherwise less than a constant fraction \(\rho < 1\) is. By averaging, the latter implies that for every collection of candidate PCPs of size \(s\) for an unsatisfiable input \(\varphi\), there exists a produced \(q\)-clause that is violated by more than a fraction \(1 - \rho\) of the collection. Since there are \(2^s\) candidate PCPs of size \(s\) in total, this means that there is a set of \(s / \log(1/\rho)\) produced \(q\)-clauses that cannot be satisfied by any PCP of size \(s\). The reduction nondeterministically guesses \(s / \log(1/\rho)\) many \(q\)-clauses that are produced by the PCP system on input \(\varphi\), and outputs their conjunction. The conjunction has bitlength \(O(n^c \log n)\), is always satisfiable if \(\varphi\) is, and is not satisfiable on at least one computation path otherwise.

5.2 Vertex Cover and Other Vertex Deletion Problems

Theorem 2 yields applications for \(d\)-\textsc{Vertex Cover} similar to Corollaries 1 and 2 for \(d\)-\textsc{Sat}, using the number of vertices \(n\) as the parameter. A more natural parameter for \(d\)-\textsc{Vertex Cover} is the size \(k\) of the vertex cover. We now investigate the consequences of Theorem 2 for this parameterization, first for the case \(d = 2\), i.e., for standard graphs, and then for \(d\)-uniform hypergraphs for general \(d\).

**Result for Standard Graphs.** We consider the following generalization of the vertex cover problem. Recall that a graph property is a predicate on graphs that is invariant under graph isomorphism.

**Definition 2 (Vertex Deletion).** Fix a graph property \(\Pi\). The problem \(\Pi\)-\textsc{Vertex Deletion} is to decide, for a given graph \(G\) and integer \(k\), whether there exists a subset \(S\) of at most \(k\) vertices such that \(G \setminus S\) satisfies \(\Pi\).

We say that a graph property \(\Pi\) is inherited by subgraphs if whenever a graph \(G\) satisfies \(\Pi\), every subgraph of \(G\) also satisfies \(\Pi\). The following natural graph problems are special cases of \(\Pi\)-\textsc{Vertex Deletion} for a graph property \(\Pi\) that is inherited by subgraphs.

- **Vertex Cover:** Can we delete \(k\) vertices to destroy all edges?
- **Feedback Vertex Set:** Can we delete \(k\) vertices to destroy all cycles?
- **Bounded-Degree Deletion:** Can we delete \(k\) vertices to get a maximum degree of \(d\)?
Figure 2: Replacement of an edge $e = \{u, v\}$ in the transformation from $G$ to $G'$ in the proof of Lemma 6. (a) Feedback Vertex Set. (b) Bounded-Degree Deletion. (c) The general case.

- **Non-Planar Deletion**: Can we delete $k$ vertices to make the graph planar?
- Can we delete $k$ vertices to make the graph embeddable into some surface?
- Can we delete $k$ vertices to make the graph exclude any fixed set of minors?

As mentioned in the introduction, if only finitely many graphs satisfy $\Pi$ or if all graphs satisfy $\Pi$, $\Pi$-Vertex Deletion is trivially decidable in polynomial time. For all other graph properties $\Pi$ that are inherited by subgraphs, Theorem 3 implies that $\Pi$-Vertex Deletion does not have kernels with $O(k^{2-\epsilon})$ edges unless coNP $\subseteq$ NP/poly.

We now prove Theorem 3 by constructing a $\leq p_m$-reduction from Vertex Cover to $\Pi$-Vertex Deletion that blows up the size of the deletion set by no more than a constant factor. In order to develop some intuition, we first consider the standard reduction from Vertex Cover to Feedback Vertex Set [Kar72]. The reduction replaces every edge $e$ of a Vertex Cover-instance $G$ by a cycle of length three using an additional new vertex, as depicted in Figure 2a. Let us denote the resulting graph by $G'$. Since every cycle in $G'$ contains two vertices that are adjacent in $G$, every vertex cover of $G$ hits every cycle of $G'$ and therefore is a feedback vertex set of $G'$. Conversely, every feedback vertex set of $G'$ contains a vertex of every triangle we created, and can therefore be turned into a vertex cover of $G$ of at most the same size. Thus, $G$ has a vertex cover of size $k$ if and only if $G'$ has a feedback vertex set of size $k$.

As another example, consider the case of Bounded-Degree Deletion. In the known reduction from Vertex Cover to this problem [KD79], $d$ new edges are attached to every vertex of $G$ (see Figure 2b). Removing any vertex cover of $G$ from $G'$ reduces the maximum degree to $d$. Vice versa, any set that reduces the maximum degree in $G'$ to $d$ can be transformed into a vertex cover of $G$ of at most the same size.

For the completeness of the reduction, we would like to ensure that removing a vertex cover $S$ of $G$ from $G'$ leaves a graph $G' \setminus S$ satisfying $\Pi$. This is not automatically the case because $G' \setminus S$
Figure 3: Connected component $C'$ that might remain after removing a vertex cover $S$ of $G$ from $G'$, centered around a vertex $c$ that has degree 3 in $G$ and does not belong to $S$. (a) Naive construction. (b) Final construction.

may contain components of the form depicted in Figure 3a, where the bullets are vertices of $G$ and the hashed vertices are part of the vertex cover $S$ (and are therefore not part of $G' \setminus S$) but the center vertex is not. Such a component could contain a copy of $F$, in which case $G' \setminus S$ would not satisfy $\Pi$. However, by attaching the copies of $F$ in an appropriate way we can make sure that the connected components of $G' \setminus S$ are all “simpler” than $F$. Picking $F$ to be a “simplest” connected graph that violates $\Pi$ then does the job as long as all minimal graphs violating $\Pi$ are connected.

More generally, consider a graph $F$ violating $\Pi$ whose most complex connected component $C$ is as simple as possible among all graphs violating $\Pi$. If $F$ has no other connected component of the same complexity as $C$, then the above construction still works, using a copy of $C$ to replace every edge in $G$ and including a copy of $F \setminus C$ for every vertex of $G$.

In the most general case, where minimal graphs violating $\Pi$ can have multiple components of the same complexity, we use a slightly different construction that involves multiple copies of $F$. The graph $F$ now becomes a “simplest” graph for which the number of disjoint copies of $F$ that satisfies $\Pi$ is bounded. The reduction is no longer parameter preserving in general, but the parameter $k'$ for $G'$ is still linearly bounded by the parameter $k$ for $G$. The latter ensures that the lower bound for $\Pi$-VERTEX DELETION is as strong as for VERTEX COVER modulo a constant factor.

The simplicity measure we use is the same as in [LY80] but the construction is a bit different. The construction in [LY80] blows up the parameter $k'$ to $\Theta(nk)$. A straightforward modification reduces $k'$ to $\Theta(k^2)$. We further reduce $k'$ to $\Theta(k)$ using a matching argument.

**Lemma 6.** Let $\Pi$ be a graph property that is inherited by subgraphs, and is satisfied by infinitely many but not all graphs. There is a $\leq_p$-reduction from VERTEX COVER to $\Pi$-VERTEX DELETION that maps instances with parameter $k$ to instances with parameter $O(k)$.

**Proof.** We start by spelling out the simplicity measure for graphs. We first consider a connected graph $C$. For any vertex $s$ of $C$, we define the character of $C$ relative to $s$ as the sequence $\chi = (\chi_i)_{i \in \mathbb{N}}$ where $\chi_i$ denotes the number of connected components of $C \setminus \{s\}$ that have exactly $i$ vertices. We compare two characters $\chi$ and $\eta$ using the colexicographical order, i.e., $\chi < \eta$ if there exists a positive integer $i$ such that $\chi_j = \eta_j$ for all integers $j > i$ and $\chi_i < \eta_i$. The corresponding relation $\leq$ defines a well-order on the set of characters, that is, a total order in which every nonempty subset has a smallest element. We define the character of $C$ as a smallest character of $C$ relative to $s$ over all vertices $s$ of $C$.

For an arbitrary graph $G$ we define its signature as a mapping $\sigma$ from the set of all characters
to \( \mathbb{N} \), where \( \sigma(\chi) \) equals the number of connected components of \( G \) with character \( \chi \). We compare two signatures \( \sigma \) and \( \tau \) using the colexicographical order induced by the order on characters, i.e., \( \sigma < \tau \) if there exists a character \( \chi \) such that \( \sigma(\eta) = \tau(\eta) \) for all characters \( \eta > \chi \) and \( \sigma(\chi) < \tau(\chi) \). The corresponding relation \( \leq \) defines a well-order on the set of signatures.

Our simplicity measure on graphs is induced by the \( \leq \)-relation on their signatures. We choose a graph \( F \) with the smallest signature among all graphs for which the number of disjoint copies that satisfy \( \Pi \) is bounded. Note that \( F \) exists because not all graphs satisfy \( \Pi \). Let \( t \) be the positive integer such that the disjoint union of \( t-1 \) copies of \( F \) satisfies \( \Pi \) but \( t \) disjoint copies do not. Let \( C \) denote a connected component of \( F \) with largest character and let \( s \in V(C) \) be a witness for that character. Let \( L \) be the subgraph of \( C \) spanned by \( s \) and the vertices of a largest connected component of \( C \setminus \{s\} \), and let \( \overline{T} \) be the subgraph of \( C \) spanned by \( s \) and the vertices of \( C \setminus L \). Note that \( L \) contains at least one other vertex than \( s \). Otherwise, \( F \) would consist of isolated vertices only and only finitely many graphs would satisfy \( \Pi \). Let \( r \) be an arbitrary vertex of \( L \setminus \{s\} \).

We are now in position to describe the reduction transforming an instance \((G,k)\) of \( \textsc{Vertex Cover} \) into an instance \((G',k')\) of \( \Pi\text{-}\textsc{Vertex Deletion} \) such that \( G \) has a vertex cover of size \( k \) if and only if \( k' \) vertices can be deleted from \( G' \) to make the residual graph satisfy \( \Pi \). For the construction of \( G' \) we start with \( 2t-1 \) disjoint copies \( G_1, \ldots, G_{2t-1} \) of \( G \). We replace every edge \( e \) of \( G_i \) by a copy \( L_e \) of the component \( L \) such that the endpoints of \( e \) are identified with \( s \) and \( r \) in an arbitrary way; the vertices of \( L_e \) outside of \( e \) are new. Furthermore, we attach to every vertex \( v \in V(G) \) a graph \( R_v \) that consists of a copy of \( \overline{T} \) and disjoint copies of \( F \setminus C \); here we identify \( v \) with the vertex \( s \) of \( \overline{T} \) and create all other vertices of \( R_v \) new. See Figure 2c. In the remainder, we show that the reduction works when we set \( k' = (2t-1)k \).

For the soundness of the reduction, let \( S' \) be a set of \( k' \) vertices in \( G' \) such that \( G' \setminus S' \) satisfies \( \Pi \). Let \( S \) denote the projection of \( S' \) onto \( V(G_1) \cup \cdots \cup V(G_{2t-1}) \), where the projection of a vertex \( u \in V(G') \) is one of the vertices of \( e \) (chosen arbitrarily) in case \( u \in V(L_e) \setminus e \) and the vertex \( v \) in case \( u \in V(R_v) \). We claim that \( S \) is at most \( 2t-2 \) vertices away from being a vertex cover of \( G_1 \cup \cdots \cup G_{2t-1} \). Let \( M \) be a maximal matching in \( (G_1 \cup \cdots \cup G_{2t-1}) \setminus S \). If \( M \) contains at least \( t \) edges, then \( S' \) avoids at least \( t \) disjoint subgraphs \( L_e \cup R_u \cup R_v \) for \( e = (u,v) \). In particular, \( G' \setminus S' \) contains \( t \) copies of \( F \) as subgraphs, which contradicts the fact that \( G' \setminus S' \) satisfies \( \Pi \). Thus, \( M \) contains at most \( t-1 \) edges. Adding \( V(M) \) to \( S \), we thus get a vertex cover of \( G_1 \cup \cdots \cup G_{2t-1} \) of size at most \((2t-1)k + 2t - 2\). By averaging, there is an \( i \) with \( |S \cap V(G_i)| \leq |k + 1 - \frac{1}{2t-1}| = k \). Hence \( G \) has a vertex cover of size at most \( k '\).

For the completeness of the reduction, let \( S \) be a vertex cover of \( G \) of size at most \( k \). Let \( S' \) consist of the \( 2t-1 \) copies of \( S \) in the graphs \( G_1, \ldots, G_{2t-1} \). Clearly, \( |S'| \leq (2t-1)k \). Let \( H \) be obtained from \( G' \setminus S' \) by removing duplicate isomorphic copies of connected components. Note that \( G' \setminus S' \) is a subgraph of finitely many disjoint copies of \( H \). Thus, if we can show that \( H \) has a strictly smaller signature than \( F \), then any number of disjoint copies of \( H \) satisfies \( \Pi \) and by inheritance the subgraph \( G' \setminus S' \) also satisfies \( \Pi \). Therefore, \( S' \) is a set of at most \( k' = (2t-1)k \) vertices such that \( G' \setminus S' \) satisfies \( \Pi \).

It remains to argue that \( H \) has a strictly smaller signature than \( F \). In order to do so we consider the connected components of \( H \), and we distinguish four types: (1) components isomorphic to components of \( F \setminus C \), (2) components isomorphic to components of \( L \setminus \{s,r\} \), (3) components isomorphic to components of \( \overline{T} \setminus \{s\} \), and (4) components as in Figure 3b consisting of a single copy of \( \overline{T} \) and one or more copies of \( L \setminus \{s\} \) and \( L \setminus \{r\} \) in which all remaining copies of \( s \) and \( r \) have
been identified with the vertex $c$. We show that for each of the connected components of types (2), (3), and (4), the character is strictly less than for $C$. Since $C$ is the connected component of $F$ with the largest character and $H$ has no duplicate isomorphic connected components, this implies that no connected component of $H$ has a character larger than $C$, and that the number of connected components of $H$ with the same character as $C$ is strictly less than in $F$. Therefore, the signature of $H$ is strictly less than the one of $F$.

Let us first consider a connected component $C'$ of $H$ of type (4). Consider removing the vertex $c$ in Figure 3b. Since $L \setminus \{s\}$ is a largest connected component of $C \setminus \{s\}$, no connected component of $C' \setminus \{c\}$ can have more vertices than $L \setminus \{s\}$. Moreover, the only components in $C' \setminus \{c\}$ that can have $|V(L \setminus \{s\})|$ vertices must come from the part $\overline{T} \setminus \{s\}$. Since $C = L \cup \overline{T}$, this means that $C \setminus \{s\}$ has one more connected component with $|V(L \setminus \{s\})|$ vertices than $C' \setminus \{c\}$. Thus, the character of $C'$ relative to $c$, and a fortiori the character of $C''$, is strictly less than the character of $C$.

The claim that connected components of types (2) and (3) have characters strictly less than $C$ follows from the corresponding claim for type (4) since (2) and (3) are subgraphs of a graph of type (4) and taking subgraphs cannot result in larger characters.

We point out that the proof in [LY80] only needs inheritance by induced subgraphs. The only step in the proof of Lemma 6 that requires the stronger property of inheritance by subgraphs is the matching argument. That step is vacuous when $t = 1$, e.g., when all minimal graphs violating $\Pi$ are connected. The stronger property is also not necessary when the vertex $s$ is not connected to all vertices of $L$ (and we choose $r$ as one of those vertices). In such cases our proof can do with inheritance by induced subgraphs.

**Proof (of Theorem 3).** Suppose that $\Pi$-VERTEX DELETION parameterized by the size of the deletion set has a cost $O(k^{2-\epsilon})$ protocol. By combining the $\leq^p_m$-reduction from Lemma 6 with that protocol, we obtain a cost $O(k^{2-\epsilon})$ protocol for VERTEX COVER parameterized by the size of the vertex cover. Since $k \leq n$, the case $d = 2$ of Theorem 2 then implies that coNP $\subseteq$ NP/poly.

Theorem 3 applies, among others, to FEEDBACK VERTEX SET, another problem whose kernelization has received considerable attention in parameterized complexity. Theorem 3 implies that FEEDBACK VERTEX SET does not have kernels consisting of $O(k^{2-\epsilon})$ edges unless coNP $\subseteq$ NP/poly. This result is tight – a kernel with $O(k^2)$ edges follows from recent work by Thomassé [Tho09]. He constructs a kernel with at most $4k^2$ vertices and maximum degree at most $4k$. For such an instance to be positive, the number of edges can be no larger than $8k^2$. Indeed, suppose that $S$ is a feedback vertex set of $G$ of size at most $k$. Then the graph induced by $V(G) \setminus S$ is a forest and has at most $4k^2$ edges. All other edges of $G$ are incident to a vertex of $S$. As the maximum degree is no larger than $4k$, at most $4k^2$ edges are incident to $S$. Summing up, $G$ has at most $8k^2$ edges. Thus, if $G$ has more than $8k^2$ edges, we can reduce to a trivial negative instance; otherwise, we reduce to $G$. This results in a kernel with $O(k^2)$ edges.

**Extension to Hypergraphs.** We now turn to vertex cover and related problems on $d$-uniform hypergraphs. Since $k \leq n$, Theorem 2 implies that $d$-VERTEX COVER does not have kernels with $O(k^{d-\epsilon})$ edges unless coNP $\subseteq$ NP/poly. We point out that kernels with $O(k^d)$ edges exist for $d$-VERTEX COVER. This follows from a generalization of Buss’ high-degree rule (see the introduction).
and a folklore application of the sunflower lemma (see [FG06, chapter 9.1], for example). Recall that for a hypergraph $G$, a sunflower with heart $h \subseteq V(G)$ and $p$ petals is a set of distinct edges whose pairwise intersection is exactly $h$. The kernelization proceeds by repeatedly picking a sunflower with at least $k + 1$ petals, removing the involved edges, and adding the heart as a new edge to the graph. Note that in this process, edges of size less than $d$ may be added to $G$. To get back a $d$-uniform graph, one can complete those edges with fresh vertices, which doesn’t affect the number of edges nor the minimum size of a vertex cover. The process continues until no sunflower with $k + 1$ petals exists, which is bound to happen as the number of edges decreases in every step. The sunflower lemma of Erdős and Rado [ER60] states that any $d$-uniform hypergraph with more than $d! \cdot k^d$ edges has a sunflower with $k + 1$ petals. Thus, the hypergraph that remains at the end has at most $d \cdot d! \cdot k^d = O(k^d)$ edges, and has a vertex cover of size at most $k$ if and only if the original hypergraph does.

Regarding extensions of Theorem 3 to $d$-uniform hypergraphs for $d > 2$, we cannot expect to rule out protocols of cost $O(k^{d-\epsilon})$ for all hypergraph properties $\Pi$ that are inherited by subgraphs and for which the deletion problem is nontrivial. This is because the property $\Pi$ could only depend on the primal graph underlying the hypergraph, for which protocols of cost $O(k^2)$ are known in some cases.

### 6 The Complementary Witness Lemma

In this section we prove Lemma 3 and mention some applications other than the main theorem of this paper.

**Proof of the Lemma.** We first describe the special case of Lemma 3 where the language $L$ is P-selective. The simpler argument for that case provides a good starting point for the proof of the general case.

A P-selector for a language $L$ is a polynomial-time algorithm that takes two instances $x$ and $y$ as input and outputs one of them, with the guarantee that if at least one of the inputs belongs to $L$ then so does the one that is output. Note that a P-selector for $L$ immediately yields a low-cost oracle communication protocol for deciding $\text{OR}(L)$ on inputs consisting of $t$ instances of size $s$ each – the first player uses the selector $t - 1$ times to determine which of the instances is “most likely” to be in $L$, sends that instance to the oracle, who responds with the membership of that instance to $L$. Since the cost of this protocol is $s$, any P-selective language satisfies the promise of Lemma 3 with $t = s$.

Ko [Ko83] showed that the existence of a P-selector for $L$ implies that $\overline{L}$ (and thus $L$) can be decided by circuits of polynomial size. The key insight is the following way to prove that an instance $x$ belongs to $L$: Exhibit an instance $y$ that is known to be in $\overline{L}$ and which the selector $S$ outputs when given $x$ and $y$ as input. We call such a $y$ a complementary witness. By viewing $S$ on all pairs of a given subset $F \subseteq \overline{L}$ as a tournament, there always exists a $y \in F$ that beats at least half of the $x \in F$ and therefore can be used as a proof of membership of $x$ to $\overline{L}$. Starting from the set of all instances of size $s$ in $\overline{L}$, we repeatedly apply this procedure to the remaining set $F$ of instances that have not yet been beaten by some of the $y$’s we picked, until the set becomes empty. This way, we obtain a collection $A_s$ of at most $s$ elements $y$ such that $x \in \overline{L}$ if and only if there exists a $y \in A_s$ such that $S(x, y) = y$. Using the set $A_s$ as advice, this shows that $\overline{L} \in \text{P/poly}$. 21
If we allow the selector $S$ to be nondeterministic (even multivalued), we similarly obtain that $\mathcal{L} \in \text{NP/poly}$ [HHN+95].

Fortnow and Santhanam [FS08] established the case of Lemma 3 where the protocol implements a $\leq^p_m$-reduction from $\text{OR}(L)$ to some language $L'$ such that $t$-tuples consisting of instances of bitlength $s$ are mapped to an instance of bitlength bounded by some fixed polynomial in $s$, independent of $t$. Their proof can be viewed as an extension of the above argument. The witnesses $y$ are now elements from $\overline{L'}$, and the requirement on the bitlength of the reduced instances guarantees that sufficiently popular $y$’s exist, so we don’t need too many of them. The statement of Lemma 3 results from a more careful analysis of that argument for bounds that can grow slowly with $t$, and from the extension to the general setting of our oracle communication model.

Proof (of Lemma 3). Let us first consider the case of a deterministic oracle communication protocol $P$ modeled by a deterministic polynomial-time Turing machine $M$ and a function $f$ (see Section 2 for the notation). In this proof we make use of the notion of a communication transcript on a given input $x$. Such a transcript consists of the sequence of all queries $P$ makes on input $x$ (i.e., the contents of $M$’s oracle query tape at the end of the protocol) as well as the answers $f(q)$ to each of the oracle queries $q$.

The key ingredient of the proof is the following equivalence: An instance $x$ of bitlength $s$ is in $\overline{L}$ if and only if there exists a sequence $x_2, \ldots, x_{t(s)}$ of instances of bitlength $s$ such that $P(x, x_2, \ldots, x_{t(s)})$ rejects. By including a large enough set $A_s$ of communication transcripts and the value of $t(s)$ as advice, this leads to the following proof system with advice for $\overline{L}$. On input an instance $x$ of bitlength $s$:

1. Guess a sequence $x_2, \ldots, x_{t(s)}$ where each $x_i$ has bitlength $s$.

2. Check whether there is a communication transcript $\tau$ in $A_s$ that is consistent with $P$ on input $(x, x_2, \ldots, x_{t(s)})$ and that $P(x, x_2, \ldots, x_{t(s)})$ rejects. If so, accept; otherwise, reject.

The check for a given transcript $\tau$ involves running the first player on input $(x, x_2, \ldots, x_{t(s)})$. Whenever the first player sends a bit to the second player (by writing on the oracle query tape), verify that it agrees with the corresponding bit in $\tau$. Whenever the first player expects a bit from the second player (by reading from the oracle answer tape), use the corresponding bit in $\tau$. This process continues until a discrepancy is detected or the first player halts.

This proof system is sound as long as all communication transcripts in $A_s$ are consistent with the protocol $P$. All that remains to show is the existence of a small subset $A_s$ of such transcripts that guarantees completeness.

We construct $A_s$ for a fixed $s$ in the following greedy way. Consider instances $x_1, \ldots, x_{t(s)}$ of $L$ of bitlength $s$, and let $T(x_1, \ldots, x_{t(s)})$ denote the communication transcript of $P$ on input $(x_1, \ldots, x_{t(s)})$. Since the second player is not given the input $(x_1, \ldots, x_{t(s)})$, the transcript $T(x_1, \ldots, x_{t(s)})$ is determined solely by the bits sent from the first player to the second player.

Therefore, the number of distinct such transcripts is less than $2^{c(s)+1}$, where $c(s)$ denotes the cost of the protocol on inputs consisting of $t(s)$ instances of bitlength $s$ each. We say that a rejecting transcript $\tau$ covers an instance $x \in \overline{L}$ of bitlength $s$ if there exists a sequence $x_2, \ldots, x_{t(s)}$ of instances of bitlength $s$ each such that $T(x, x_2, \ldots, x_{t(s)}) = \tau$. We start with $A_s$ empty and successively pick a rejecting communication transcript $\tau$ that covers the largest number of instances.
$x \in \overline{L}$ of length $s$ that are not covered thus far, and add $\tau$ to $A_s$. We keep doing so until there are no more instances $x \in \overline{L}$ of bitlength $s$ left to cover.

Consider one step in the construction of $A_s$ and let $F$ denote the set of uncovered instances $x \in \overline{L}$ of bitlength $s$ at the beginning of the step. Since every tuple in $F^{t(s)}$ is mapped by $T$ to one of the rejecting transcripts above and there are less than $2^{c(s)+1}$ distinct such transcripts, there exists a rejecting transcript $\tau^*$ such that at least a fraction $1/2^{c(s)+1}$ of the tuples in $F^{t(s)}$ are mapped by $T$ to this particular $\tau^*$, i.e., $|T^{-1}(\tau^*) \cap F^{t(s)}| \geq |F^{t(s)}/2^{c(s)+1}|$. Now, each component of a tuple in $T^{-1}(\tau^*) \cap F^{t(s)}$ is covered by $\tau^*$ since we can regard the input of $T$ as an unordered sequence.

Thus, if we let $G$ denote the subset of $F$ that is covered by $\tau^*$, we have that $T^{-1}(\tau^*) \cap F^{t(s)} \subseteq G^{t(s)}$. We conclude that

$$|G^{t(s)}| \geq |T^{-1}(\tau^*) \cap F^{t(s)}| \geq |F^{t(s)}/2^{c(s)+1}|,$$

whence $|G| \geq \varphi(s) \cdot |F|$ where $\varphi(s) = 1/2^{c(s)+1}/t(s)$.

Thus, every step covers a fraction at least $\varphi(s)$ of the remaining instances to be covered. Since there are at most $2^s$ instances of bitlength $s$ to begin with, after $\ell$ steps there are no more than $(1 - \varphi(s))^\ell \cdot 2^s \leq \exp(-\varphi(s)\ell) \cdot 2^s$ instances left to cover, so the process ends after $O(s/\varphi(s))$ steps. Now, $1/\varphi(s) = 2^{c(s)+1}/t(s)$ is polynomially bounded in $t(s)$ as long as $c(s) = O(t(s) \log t(s))$. Since each transcript as well as the running time of the proof system are polynomially bounded in $s$ and $t(s)$, for polynomially bounded $t(s)$ the resulting algorithm for $\overline{L}$ runs in NP/poly.

This finishes the proof for the case of deterministic protocols $P$. For conondeterministic protocols we can define $T(x_1, \ldots, x_{t(s)})$ to be an arbitrary transcript of an execution on which $P$ produces the correct output. The check in step 2 now involves nondeterminism. The fact that $P$ has no valid rejecting executions for inputs $(x_1, \ldots, x_{t(s)})$ in OR($L$) guarantees the soundness of the proof system, and the existence of at least one valid rejecting execution of $P$ on an input $(x_1, \ldots, x_{t(s)})$ outside of OR($L$) guarantees completeness. The counting argument carries over verbatim.

Other Applications. To illustrate the use of our oracle communication model we describe two applications in the original framework of [BDFH09].

For several NP-hard parameterized problems $L$ there exists a $\leq^p_m$-reduction from OR($L$) to $L$ that maps $t$ instances of size $s$ each to a single instance of $L$ of size $\text{poly}(s) \cdot t^{1+o(1)}$ and parameter $k = O(\text{poly}(s))$. For example, for problems like SAT and CLIQUE, such reductions follow from the disjoint union construction mentioned in the introduction. For certain other problems such reductions are more involved but still exist (see [CFM07, BTY09, DLS09, FFL+09, KW09a, KW09b] for examples). Whenever such reductions exist, Lemma 3 implies that $L$ does not have an oracle communication protocol of cost $O(\text{poly}(k))$ unless coNP $\subseteq$ NP/poly. In particular, such problems do not have kernels of polynomial size unless coNP $\subseteq$ NP/poly.

Turing kernelizations. Fernau et al. [FFL+09] exhibit a parameterized problem that has no standard kernel of polynomial size unless coNP $\subseteq$ NP/poly, but does have a “Turing kernelization” of size $O(k^3)$ in the following sense: The problem has a self-reduction which, on inputs of size $s$ and parameter $k$, makes at most $s$ queries, all of which are of size $O(k^3)$. Using oracle communication protocols that implement general reductions rather than mapping reductions, Lemma 3 allows us to rule out the following for that problem, assuming coNP $\not\subseteq$ NP/poly: Reductions that, on inputs of size $s$ and parameter $k$, make at most $s^{1-\epsilon}$ queries for some positive real $\epsilon$ and only query instances
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of bitlength bounded by a polynomial in \( k \). In particular, this shows that the number of queries in the Turing kernel of [FFL+09] is likely to be tight – reducing it from \( s \) to \( s^{1-\epsilon} \) for some positive real \( \epsilon \) would collapse the polynomial-time hierarchy.

**Density of NP-hard languages.** Buhrman and Hitchcock [BH08] showed that a language \( S \) that contains no more than \( 2^{n^{o(1)}} \) strings of any length \( n \) cannot be hard for NP under reductions that make \( n^{1-\epsilon} \) queries for some positive real \( \epsilon \) unless \( \text{coNP} \subseteq \text{NP}/\text{poly} \). The proof in [BH08] is a modification of the proof in [FS08]. As an illustration of the power of our oracle communication model, we show that this result immediately follows from Lemma 3 using an oracle that actively tries to extract enough information from the first player to decide the membership to \( S \) of any query that the first player wants to make.

Suppose such an NP-hard language \( S \) does exist and consider the reduction from \text{SAT} to \( S \) that makes \( n^{1-\epsilon} \) queries. Since the reduction runs in polynomial time, the size of the queries is bounded by \( m = \text{poly}(n) \). Consider the lexicographic ordering of all strings of length up to \( m \). The set \( S \) breaks up this ordering into at most \( 2 \cdot |S \cap \{0, 1\}^{\leq m}| + 1 \) intervals on which the membership to \( S \) is constant. In order for the oracle to decide the membership to \( S \) of a query, it suffices for the oracle to figure out which interval the query falls in. It can do so by running a binary search with the help of the first player, who knows the exact query. The binary search only takes \( \log(2 \cdot |S \cap \{0, 1\}^{\leq m}| + 1) \) bits of communication from the first player to the oracle. Overall, this leads to a communication protocol for \text{SAT} of cost \( O(n^{1-\epsilon} \cdot \log(2 \cdot |S \cap \{0, 1\}^{\leq m}| + 1)) = O(n^{1-\epsilon+o(1)}) \). Combining this protocol with the \( \leq^p_m \)-reduction from \text{OR(SAT)} to \text{SAT} mentioned above, we obtain an oracle communication protocol for \text{OR(SAT)} of cost \( O(\text{poly}(s) \cdot t^{1-\epsilon+o(1)}) \) on inputs consisting of \( t \) instances of size \( s \) each. As the latter quantity is \( O(t \log t) \) for \( t \) a sufficiently large polynomial in \( s \), Lemma 3 implies that \( \text{coNP} \subseteq \text{NP}/\text{poly} \).

### 7 Conclusion

In this paper we introduced a model of communication that captures various settings of interest in the theory of computing. For NP-complete problems like \( d \)-\text{SAT}, \( d \)-\text{VERTEX COVER}, and \( d \)-\text{CLIQUE} we showed that trivial protocols are essentially optimal as function of the witness size, unless the polynomial-time hierarchy collapses. Under the hypothesis that the latter does not happen, the result implies tight lower bounds for parameters captured by the communication model, including the size of PCPs, and polynomial-time sparsification, kernelization, and lossy compression. Under stronger hypotheses similar results hold for larger time bounds.

In the near future we would like to develop more applications with an active oracle, exploiting the full power of our oracle communication model; we presented some in Section 6. Another direction regards the extension to the randomized setting with false negatives, and with false positives as well as false negatives; we know how to handle false positives only. Finally, can we relax the hypothesis \( \text{coNP} \not\subseteq \text{NP}/\text{poly} \) to the minimal \( P \neq \text{NP} \)?
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We now prove Lemma 4, following an elegant construction due to Behrend [Beh46], which improves on the original construction due to Salem and Spencer [SS42].

Proof (of Lemma 4). Let \( p \) be a positive integer. We want to construct a set \( A \subseteq \mathbb{Z}_p \) of size \( p^{1-o(1)} \) that contains no nontrivial arithmetic progressions of length three over \( \mathbb{Z}_p \).

For positive integers \( d, m \) and a real \( r \) to be chosen later, let \( S_r \subseteq \mathbb{R}^d \) denote the \( d \)-dimensional sphere of radius \( r \) restricted to vectors whose components are from \( \mathbb{Z}_m \):

\[
S_r = \left\{ (a_1, \ldots, a_d) \in \mathbb{Z}_m^d \mid a_1^2 + \cdots + a_d^2 = r^2 \right\}.
\]

The midpoint between any two distinct points \( \vec{a} \) and \( \vec{b} \) on a sphere is not itself on the sphere. This means that

\[
\vec{a} + \vec{b} \neq 2\vec{c} \quad \text{for all distinct } \vec{a}, \vec{b}, \vec{c} \in S_r.
\]
This is the type of property we need except that we want it for a subset of integers rather than vectors with integer coordinates. We can transform $S_r$ into a set of integers and maintain (2) by applying a linear mapping $\langle . \rangle : \mathbb{N}^d \to \mathbb{N}$ that is 1-to-1 on $\mathbb{Z}_{2m-1}^d$. Then the set $\langle S_r \rangle = \{ \langle a \rangle | a \in S_r \}$ satisfies

$$\langle a \rangle + \langle b \rangle = \langle a + b \rangle \neq 2\langle c \rangle = 2\langle \bar{c} \rangle$$

for all distinct $\langle a \rangle, \langle b \rangle, \langle c \rangle \in \langle S_r \rangle$. (3)

Moreover, if

$$\max_{\vec{a} \in \mathbb{Z}_{2m-1}^d} \langle \vec{a} \rangle < p$$

then $\langle S_r \rangle \subseteq \mathbb{Z}_p$ and (3) implies that

$$\langle a \rangle + \langle b \rangle \neq 2\langle c \rangle \mod p$$

for all distinct $\langle a \rangle, \langle b \rangle, \langle c \rangle \in \langle S_r \rangle$.

That is, $\langle S_r \rangle \subseteq \mathbb{Z}_p$ contains no nontrivial arithmetic progressions of length three over $\mathbb{Z}_p$.

We define the function $\langle . \rangle$ by interpreting a vector $\vec{a} = (a_1, \ldots, a_d) \in \mathbb{Z}_{2m-1}^d$ as a $d$-digit number in base $2m - 1$, i.e., $\langle \vec{a} \rangle = \sum_{i=1}^d a_i(2m - 1)^{i-1}$. This yields a linear function from $\mathbb{N}^d$ to $\mathbb{N}$ which is 1-to-1 on $\mathbb{Z}_{2m-1}^d$ and achieves a maximum value of $(2m - 1)^d - 1$ on $\mathbb{Z}_{2m-1}^d$. Thus, (4) is satisfied if $(2m - 1)^d \leq p$.

It remains to choose $d, r, m$ such that $(2m - 1)^d \leq p$ and $|\langle S_r \rangle| = |S_r| \geq p^{1-o(1)}$. For this, note that the sets $S_r$ partition the set $\mathbb{Z}_m^d$. The number of $r$ for which $S_r$ has a non-empty intersection with $\mathbb{Z}_m^d$ is less than $dm^2$. By averaging, for each $m$ there exists an $r$ for which $|S_r| \geq |\mathbb{Z}_m^d|/(dm^2) = m^{d-2}/d$. Setting $d = \sqrt{\log p}$ and $m = 2^{\sqrt{\log p} - 1}$ ensures that $(2m - 1)^d \leq p$ and that $m^{d-2}/d = (2^{\sqrt{\log p} - 1})(\sqrt{\log p}^2 - 1)/\sqrt{\log p} \geq p^{1-O(1/\sqrt{\log p})}$. We set $r^*$ as the first $r$ for which $|S_r| \geq m^{d-2}/d$. We can compute $r^*$ and $\langle S_r^* \rangle$ in time polynomial in $p$. Thus, setting $A = \langle S_r^* \rangle$ satisfies all the requirements.

We point out that the construction in the proof of Lemma 4 guarantees that the cardinality of the set $A$ is at least $p^{1-O(1/\sqrt{\log p})}$ rather than just $p^{1-o(1)}$. By considering a thin annulus rather than a sphere for the set $S$, Elkin [Elk08, GW08] recently further improved the cardinality by a factor of the form $\log^c p$ for some positive constant $c$. However, the analysis becomes more complicated and Behrend’s already gives us more than we need.