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Abstract

A classic result in probability theory known as de Finetti’s theorem states that exchangeable random variables are equivalent to a mixture of distributions where each distribution is determined by an i.i.d. sequence of random variables (an “i.i.d. mix”). Motivated by a recent application in [18] and more generally by the relationship of local vs. global correlation in randomized rounding, we study weaker notions of exchangeability that still imply the conclusion of de Finetti’s theorem. We say that a bivariate distribution $\rho$ is $G$-realizable for a graph $G$ if there exists a joint distribution of random variables on the vertices such that the marginal distribution on each edge equals $\rho$.

We first characterize completely the $G$-realizable distributions for all symmetric/arc-transitive graphs $G$. Our main results are forms of de Finetti’s theorem for general graphs, based on spectral properties. Let $\lambda_1(G) \geq \ldots \geq \lambda_n(G)$ denote the eigenvalues of the adjacency matrix of $G$.

1. We prove that if $\rho$ is $G_n$-realizable for a sequence of graphs such that $\lim_{n \to \infty} \frac{\lambda_n(G_n)}{\lambda_1(G_n)} = 0$, then $\rho$ is described by a probability matrix that is positive-semidefinite. For random variables on domains of size $|D| \leq 4$, this implies that $\rho$ must be an i.i.d. mix.

2. If $\rho$ is $G_n$-realizable for a sequence of $(n, d, \lambda)$-graphs $G_n$ ($d$-regular with all eigenvalues except one bounded by $\lambda$ in absolute value) such that $\lim_{n \to \infty} \frac{\lambda(G_n)}{d(G_n)} = 0$, then $\rho$ is an i.i.d. mix.

3. If $\rho$ is $G_n$-realizable for a sequence of directed graphs such that each of them is an arbitrary orientation of an $(n, d, \lambda)$-graph $G_n$, and $\lim_{n \to \infty} \frac{\lambda(G_n)}{d(G_n)} = 0$, then $\rho$ is an i.i.d. mix.
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1 Introduction

De Finetti’s theorem [3] is a classic result in probability theory and statistics which states that exchangeable observations are equivalent to independent observations conditioned on a latent variable. Formally, a finite sequence of random variables $X_1, X_2, \ldots, X_n$ (or their joint distribution) is said to be exchangeable if their joint distribution is the same as that of the sequence $X_{\pi(1)}, X_{\pi(2)}, \ldots, X_{\pi(n)}$ for all permutations $\pi$ on $[n]$. Note that every i.i.d. sequence satisfies this property and so does every convex combination of distributions determined by i.i.d. sequences (over the same domain). Following [21], we call such a distribution an i.i.d. mix. An infinite sequence of random variables is said to be exchangeable if every finite prefix is itself exchangeable. De Finetti’s theorem states that every infinite exchangeable sequence is equivalent to an i.i.d. mix (of infinite sequences). Originally shown for Bernoulli random variables [4], it is now part of a broad theory of exchangeability; Kallenberg’s book [8] is an excellent reference.
Diaconis [5] was the first one to study exchangeability for finite sequences, and observe that de Finetti’s theorem fails, e.g. for length two.\footnote{Take the distribution \((X,Y) \sim \rho\) on \([0,1]^2\) given by \(\Pr[X = 1, Y = 0] = \Pr[X = 0, Y = 1] = 1/2\). In particular, \(\Pr[X = Y] = 0\). However, for any pair \((U,V)\) of i.i.d. Bernoulli variables, \(\Pr[U = V] \geq 1/2\). Therefore, \(\rho\) cannot be a mix of i.i.d. distributions.} Diaconis and Freedman [6] considered a stronger form of exchangeability. Say that an exchangeable sequence \(X_1, X_2, \ldots, X_k\) is \(n\)-extendable, for \(n \geq k\), if it can be extended to an exchangeable sequence \(X_1, X_2, \ldots, X_n\).

Diaconis and Freedman [6] showed that every \(k\)-variate \(n\)-extendable distribution \(\rho\) is at variation distance at most \(k(k-1)/2n\) from an i.i.d. mix, independent of the size of the domain of each \(X_i\). For finite domains of size \(d\), they showed a bound of \(2dk/n\). This can be improved to \(O(k\sqrt{d}/n)\) [19]. Here, we mostly deal with finite domains unless stated otherwise.

In recent work [18], a related question arose in the design of randomized rounding schemes for the Multiway Cut problem. A bivariate distribution \(\rho\) was defined in [18] to be pairwise realizable, if for each \(n\) there exist \(X_1, X_2, \ldots, X_n\) such that the marginal distribution of \((X_i, X_j)\) for every distinct \(i, j \in [n]\) equals \(\rho\). The authors showed that a distribution \(\rho\) is pairwise realizable if and only if \(\rho\) is an i.i.d. mix. Although this statement does not appear to have been formulated explicitly before, it is implicit in several works in the area of exchangeability (e.g. [21]). We observe here that it can be actually derived directly from the Diaconis-Freedman theorem (more generally for \(k\)-variate distributions and with the same quantitative bounds; see the last part of this section for details).

Since pairwise realizability is sufficient to derive the conclusion of the Diaconis-Freedman theorem (that such a bivariate distribution must be close to an i.i.d. mix), it is natural to ask whether the assumption could be weakened even further. In particular, is it necessary to assume that all pairs have the same distribution to conclude that this distribution is close to an i.i.d. mix? More precisely, we investigate the following concept.

**G-realizable Distributions.** We say that a bivariate distribution \(\rho\) is \(G\)-realizable for an undirected graph \(G\) if there exists a joint distribution of variables \(\{X_v : v \in V(G)\}\) such that the distribution of \((X_u, X_v)\) is \(\rho\) for each edge \((u,v) \in E(G)\). Similarly, \(\rho\) is \(\overrightarrow{G}\)-realizable for a directed graph \(\overrightarrow{G}\) if the marginal distribution of \((X_u, X_v)\) for each directed edge \((u,v)\) is \(\rho\). Note that the condition of being pairwise realizable is equivalent to being \(K_n\)-realizable for every \(n\). The question we ask is, what distributions are \(G\)-realizable for a given graph \(G\), and how does this depend on the structure of \(G\)? In particular, what kinds of graphs admit non-trivial \(G\)-realizable distributions and what kinds of graphs admit only i.i.d. mixes similar to de Finetti’s theorem?

**Motivation.** Apart from pure mathematical curiosity, we are motivated by the question of local vs. global correlation in algorithm design [2, 1]. Generally speaking, mathematical relaxations of combinatorial optimization problems assign fractional values to elements or small subsets of the ground set, which can be interpreted as probabilities of certain local configurations. Hence a fractional solution can be viewed as a collection of local distributions. The question is whether these distributions can be realized globally, on the entire ground set. Usually this is possible only with some loss in the objective function, which leads to the design of approximation algorithms. In this paper, we study the basic question of characterizing the local distributions that can be realized globally for all pairs given by a certain graph.
Our Results. First, we establish some basic properties of $G$-realizability. We show that it suffices to consider the core of $G$, that is, a minimal induced subgraph $H$ of $G$ such that $H$ and $G$ are homomorphically equivalent, whence being $H$-realizable is equivalent to being $G$-realizable. In particular, $G$-realizability for a bipartite graph $G$ does not impose any restrictions at all. For arc-transitive directed graphs and for the analogous property of symmetric undirected graphs, we completely characterize the class of distributions that are $G$-realizable.

Our main results can be viewed as variants of the Diaconis-Freedman theorem (for $k = 2$), under weaker assumptions. For example, if $\rho$ is $K_n$-realizable, the Diaconis-Freedman theorem shows that the distribution tends to an i.i.d. mix as $n \to \infty$. We show that even realizability on much sparser graphs leads to the same conclusion.

Realizability on Graphs with Spectral Properties. In the following, $\lambda_1 \geq \ldots \geq \lambda_n$ denote the eigenvalues of the adjacency matrix of $G$. For comparison with the Diaconis-Freedman theorem, recall that the eigenvalues of $K_n$ are $\lambda_1 = n - 1$ and $\lambda_2 = \ldots = \lambda_n = -1$.

1. We prove that if $\rho$ is $G_n$-realizable for a sequence of graphs such that $\lim_{n \to \infty} \frac{\lambda_n(G_n)}{\lambda_1(G_n)} = 0$, then $\rho$ is described by a probability matrix that is positive-semidefinite. For random variables on domains of size $|\mathcal{D}| \leq 4$, this implies that $\rho$ must be an i.i.d. mix.

2. If $\rho$ is $G_n$-realizable for a sequence of $(n, d, \lambda)$-graphs $G_n$ ($d$-regular with all eigenvalues except for one bounded by $\lambda$ in absolute value) such that $\lim_{n \to \infty} \frac{\lambda(G_n)}{\lambda(G_n)} = 0$, then $\rho$ is an i.i.d. mix.

3. If $\rho$ is $\overline{G}_n$-realizable for a sequence of directed graphs such that each of them is an arbitrary orientation of an $(n, d, \lambda)$-graph $G_n$, and $\lim_{n \to \infty} \frac{\lambda(G_n)}{\lambda(G_n)} = 0$, then $\rho$ is an i.i.d. mix.

Let us discuss some aspects of the above results. It is easy to see that being realizable on a bipartite graph $G$ does not impose any restrictions at all and hence some condition forbidding bipartiteness is necessary to derive any non-trivial result. Result (1) applies to graphs that are “far from bipartite” in the sense that the normalized minimum eigenvalue is close to 0. (See [20] for an explicit connection.) More precisely (see Section 3.1), our result states that every $G$-realizable distribution is within $\frac{1}{\lambda_1(G)}$-distance of a distribution whose probability matrix is positive semidefinite. For domains of size up to 4, this implies that $\rho$ must be close to an i.i.d. mix (due to a connection between doubly nonnegative and completely positive matrices which we discuss in Section 3.2). It is an interesting question whether there is a distribution on a domain larger than 4 that is not an i.i.d. mix and realizable on a sequence of graphs such that $\lim_{n \to \infty} \frac{\lambda_n(G_n)}{\lambda_1(G_n)} = 0$.

Result (2) applies to all finite domains, by making a stronger assumption: Here, the distribution should be realizable on a family of pseudorandom graphs, defined in terms of normalized eigenvalues (see Section 3.3). The quantitative bound that we prove here is that a distribution on domain $\mathcal{D}$ realizable on an $(n, d, \lambda)$-graph must be $\frac{1}{\lambda} |\mathcal{D}|$-close to an i.i.d. mix. In contrast to the Diaconis-Freedman theorem, we have a dependence on $|\mathcal{D}|$ here which seems to be necessary. We show that for any (fixed) symmetric and triangle-free pseudorandom graph $G_n$, there is a canonical $G_n$-realizable distribution on a domain of size $n$ which is at distance $1/2$ from any i.i.d. mix. However, if a distribution on a fixed domain $\mathcal{D}$ is realizable on a family of pseudorandom graphs with $\frac{1}{\lambda} \to 0$, then it must be an i.i.d. mix.

Finally, (3) is our most technically involved result (which in the limit form subsumes result (2); however, the quantitative bounds here are much weaker). It shows that if the second normalized eigenvalue for a sequence $\{G_n\}$ tends to zero, then it is sufficient to assume just that $\rho$ is $\overline{G}_n$-realizable for some arbitrary orientation of each $G_n$. In other words,
We state the following (formal) strengthening of the Diaconis-Freedman theorem that apart from properties of pseudorandom graphs, the proof of this result relies on the sparse probability is at most that between sampling each pair \( i, j \in [n] \), i.e. \( \rho \) is \( T \)-realizable for some tournament \( T \), then \( \rho \) must be close to an i.i.d. mix. More generally, we prove this for orientations of pseudorandom graphs. Apart from properties of pseudorandom graphs, the proof of this result relies on the sparse regularity lemma, together with a counting argument adapted from [21].

1.1 Characterization of Realizable \( k \)-variate Distributions

We state the following (formal) strengthening of the Diaconis-Freedman theorem that illustrates the relationship between the notions of realizability and exchangeability, which are formally different but in some contexts closely related.

\[\text{Proposition 1.} \text{ Fix a } k \text{-variate distribution } \rho. \text{ Suppose there are random variables } X_1, X_2, \ldots, X_n \text{ such that the marginal distribution of } (X_{i_1}, X_{i_2}, \ldots, X_{i_k}) \text{ equals } \rho \text{ for every } k \text{-tuple } (i_1, i_2, \ldots, i_k) \text{ of distinct indices in } [n]. \text{ Then } \rho \text{ is } \frac{k(k-1)}{2n} \text{-close in variation distance to an i.i.d. mix. Therefore, if this property holds for all } n, \text{ then } \rho \text{ is an i.i.d. mix.}\]

Note that we assume only that every \( k \) distinct indices realizes the same distribution, rather than a full exchangeability of the sequence. Nonetheless, the result follows easily from the Diaconis-Freedman theorem as follows: Take a random permutation \( \pi \) of \( [n] \) and consider the sequence \( V_1, V_2, \ldots, V_n \), where \( V_i = X_{\pi(i)} \) for \( i \in [n] \). Then \( V_1, V_2, \ldots, V_n \) is an exchangeable sequence that also realizes \( \rho \) on all \( k \) distinct indices. Therefore, \( \rho \) is \( \frac{k(k-1)}{2n} \)-close to an i.i.d. mix by the Diaconis-Freedman theorem. In the following, we give a short self-contained proof to illustrate the techniques that will be useful in the sequel. We will use the following standard fact from information theory.

\[\text{Proposition 2 (Data-processing inequality for total variation distance).} \text{ Let } A, B, X \text{ be random variables such that } X \text{ is independent of } (A, B). \text{ Then for all functions } h: \]

\[d_{TV}(h(A, X), h(B, X)) \leq \max_{x} d_{TV}(h(A, x), h(B, x)) \leq d_{TV}(A, B)\]

Proof of Proposition 1. Pick uniformly a random \( k \)-tuple of distinct indices \((i_1, \ldots, i_k)\), and let \( (Y_1, \ldots, Y_k) = (X_{i_1}, \ldots, X_{i_k}) \). By the realizability property, \( (Y_1, \ldots, Y_k) \sim \rho \). Define another distribution as follows: pick uniformly random and independent indices \( j_1, \ldots, j_k \in [n] \) and define \( (Z_1, \ldots, Z_k) = (X_{j_1}, \ldots, X_{j_k}) \). Let \( (Z_1, \ldots, Z_k) \sim \mu \).

We show that the two distributions are close to each other in variation distance. Note that the two distributions are obtained by choosing \( k \) indices by sampling with or without replacement, respectively, and then followed by applying the same (random) function \( f(\ell) = X_{\ell} \) to each selected index \( \ell \). Since the sampling process was chosen independently of \( X_1, X_2, \ldots, X_n \), the data-processing inequality implies that the variation distance between \( \mu \) and \( \rho \) is at most that between sampling \( k \) times from \( [n] \) with and without replacement. It is easy to see that this variation distance is upper-bounded by the probability that there are at least two equal indices among \( k \) independent samples from \( [n] \); by the union bound, this probability is at most \( \binom{k}{2} \frac{1}{n} = \frac{k(k-1)}{2n} \). \( \square \)
2 Realizability on Graphs: Basic Properties

A distribution $\rho$ over $\mathcal{D} \times \mathcal{D}$ is $\vec{G}$-realizable for a directed graph $\vec{G} = (V, A)$, if there is a joint distribution of random variables $(X_v : v \in V)$ such that $(X_i, X_j) \sim \rho$, for all arcs $(i, j) \in A$. Extend this definition to undirected graphs $G$ by requiring that $\rho$ is symmetric and that $(X_i, X_j) \sim \rho$, for all edges $(i, j) \in E$. We develop a few basic properties of $G$-realizability.

2.1 Realizability and Homomorphisms

A homomorphism from $G$ to $H$ is a mapping $f : V(G) \to V(H)$ such that $\{i, j\} \in E(G) \Rightarrow \{f(i), f(j)\} \in E(H)$ (for undirected graphs); and $(i, j) \in A(G) \Rightarrow (f(i), f(j)) \in A(H)$ (for directed graphs), for all $i, j$. We write $G \to H$ if such a homomorphism exists. We observe the following simple connection between realizability and homomorphisms.

Lemma 3. If $\rho$ is $H$-realizable and $G \to H$ (directed or undirected), then $\rho$ is $G$-realizable.

Proof. Let $(Y_v : v \in V(H))$ be a collection of random variables such that for each edge $(i, j) \in E(H)$, $(Y_i, Y_j)$ is distributed according to $\rho$. Let $f : G \to H$ be a homomorphism. Then we define a collection of random variables $(X_u : u \in V(G))$ such that $X_u = Y_{f(u)}$. For each edge $(i, j) \in E(G)$, we have $(f(i), f(j)) \in E(H)$ and hence $(X_i, X_j) = (Y_{f(i)}, Y_{f(j)})$ is distributed according to $\rho$. This proves that $\rho$ is $G$-realizable.

It is well known (e.g., Proposition 3.5 in [17]) that for every graph $G$ (directed or undirected), there is a unique minimal graph $H$ such that $G \to H$ and $H \to G$. We call $H$ the core of $G$ and denote it as $C(G)$.

Corollary 4. A distribution $\rho$ is $G$-realizable if and only if $\rho$ is $C(G)$-realizable.

In other words, it is only the core $C(G)$ that determines what distributions are $G$-realizable. For example, core of each bipartite graph is $K_2$ (a single edge), where every symmetric distribution is realizable. Containing a clique $K_q$ is equivalent to the existence of a homomorphism $K_q \to G$. In particular, having a clique number $\omega(G) = q$ means that every $G$-realizable distribution satisfies the assumptions of Proposition 1 with $k = 2, n = q$, and is at distance at most $1/q$ from an i.i.d. mix. Conversely, having chromatic number $\chi(G) = k$ is equivalent to $G \to K_k$. This implies that any distribution realizable on $K_k$ is also realizable on $G$. In particular, sampling twice without replacement from $[k]$ is realizable on $G$, which is at distance $1/k$ from an i.i.d. mix.

2.2 Symmetric (Edge/Arc-transitive) Graphs

Next, we consider the class of symmetric graphs, which possess a canonical realizable distribution — one corresponding to the adjacency matrix of the graph itself. We prove that in some sense all distributions realizable on symmetric graphs arise in this fashion.

Definition 5. A directed graph $G = (V, E)$ is arc-transitive, if for each pair of directed edges $(u, v), (w, z) \in E$, there is an automorphism $\pi : V \to V$ such that $\pi(u) = w$ and $\pi(v) = z$. An undirected graph $G = (V, E)$ is symmetric, if for each pair of edges $(u, v), (w, z) \in E$ and each pairing $u - w, v - z$ of their endpoints, there is an automorphism $\phi : V \to V$ such that $\pi(u) = w$ and $\pi(v) = z$.

We now characterize all $G$-realizable distributions for symmetric graphs. In short, the distributions are obtained by labeling the vertices of $G$ arbitrarily with values in $\mathcal{D}$ and taking the labeling of a uniformly random edge. We need a preliminary fact.
Lemma 6. For an arc-transitive directed graph $\vec{G} = (V, A)$ and any arc $(u, v) \in A$, if $\pi$ is a uniformly random automorphism of $\vec{G}$ then $(\pi(u), \pi(v))$ is a uniformly random arc in $E$.

Proof. Let $A$ denote the set of automorphisms of $\vec{G}$. Fix $(u, v) \in A$. For every arc $(w, z) \in A$ (possibly equal to $(u, v)$), define $A_{uw} = \{ \pi \in A : \pi(u) = w, \pi(v) = z \}$. Fix an automorphism $\pi_1 \in A_{uw}$ (which exists by arc-transitivity) and define $\phi : A \rightarrow A$ by $\phi(\pi) = \pi_1 \circ \pi$. We claim that $\phi$ is a bijection between $A_{uw}$ and $A_{uw}$: For each $\pi_0 \in A_{uw}$, $(\phi(\pi_0))(u) = \pi_1(\pi_0(u)) = \pi(u) = w$ and $(\phi(\pi_0))(v) = \pi_1(\pi_0(v)) = \pi(v) = z$. Similarly, $\phi^{-1}(\pi) = \pi_1^{-1} \circ \pi$ is the inverse of $\phi$ and maps $A_{uw}$ to $A_{uw}$. Therefore, $|A_{uw}| = |A_{uw}|$ and this holds for every $(w, z) \in A$. Thus a random automorphism is equally likely to map $(u, v)$ to any other arc.

Theorem 7. Let $G = (V, E)$ be a symmetric (undirected) or arc-transitive (directed) graph. Then $\rho$ is a $G$-realizable distribution on $D \times D$ if and only if $\rho$ is a convex combination of distributions $\rho_f$, where $\rho_f$ for $f : V \rightarrow D$ is defined as follows: $(X, Y)$ is distributed according to $\rho_f$, if $(X, Y) = (f(u), f(v))$ where $(u, v) \in E$ is uniformly random edge in $G$ (randomly ordered in the undirected case).

Proof. First, if $G$ is undirected, let us replace it by its bidirected version $\vec{G}$. Observe that a uniformly random arc $(u, v)$ in $\vec{G}$ corresponds to a random ordering of a uniformly random edge in $G$, therefore our definition of $\rho_f$ for directed/undirected graphs is consistent with this reduction to the directed case.

We prove that the distribution $\rho_f$ is $\vec{G}$-realizable for every $f : V \rightarrow D$. We define a random variable $X_v$ for each vertex $v \in V$: $X_v = f(\pi(v))$ where $\pi$ is a uniformly random automorphism of $G$. By Lemma 6, $(\pi(u), \pi(v))$ for any fixed edge $(u, v) \in E$ is uniformly distributed over all edges in $E$ (uniformly over both orderings in the undirected case). Therefore, $(X_u, X_v) = (f(\pi(u)), f(\pi(v)))$ is distributed according to $\rho_f$.

Conversely, assume that $\rho$ is $\vec{G}$-realizable and let $\{X_v : v \in V\}$ be a collection of random variables realizing $\rho$ on each edge $(u, v) \in E$. Consider a pair of random variables $(Y, Z)$ generated by $(Y, Z) = (X_u, X_v)$ where $(u, v)$ is a uniformly random edge in $E$ (randomly ordered in the undirected case). Since conditioned on $(u, v)$, the distribution of $(X_u, X_v)$ is $\rho$, the distribution of $(Y, Z)$ is also $\rho$. We claim that the distribution of $(Y, Z)$ is a convex combination of distributions $\rho_f$ as in the statement above. To see this, consider some assignment of values $X_v = f(v)$ of nonzero probability. Conditioned on $X_v = f(v) \ \forall v \in V$, we have $(Y, Z) = (f(u), f(v))$ where $(u, v)$ is a random edge — i.e., $(Y, Z)$ is distributed according to $\rho_f$. Therefore, $\rho$ is a convex combination of such distributions.

In particular, the distribution $\rho_{td}$ on $D = V$, obtained by taking $(X, Y) = \text{uniformly random edge of } G$ is $G$-realizable for any symmetric graph. We call $\rho_{td}$ the canonical $G$-realizable distribution. Using a classical theorem of Motzkin and Straus [16], we can show that the exact distance of $\rho_{td}$ from an i.i.d. mix is determined by the clique number of $G$.

Theorem 8. For an undirected symmetric graph $G$, the canonical $G$-realizable distribution $\rho_{td}$ is at variation distance exactly $1/\omega(G)$ from an i.i.d. mix, where $\omega(G)$ is the maximum size of a clique in $G$. This is the maximum distance from an i.i.d. mix among all $G$-realizable distributions.

Proof. Let $A$ be the adjacency matrix of $G$. The Motzkin-Straus theorem [16] states that

$$\max_{\|p\|_1 \geq 0} p^T Ap = 1 - \frac{1}{\omega(G)}.$$

Therefore, for any probability distribution $p$ on $V$, we have $\sum_{a,b \in V} p_a p_b A_{ab} \leq 1 - \frac{1}{\omega(G)}$. By taking convex combinations, for any i.i.d. mix $\mu_{ab} = \sum \alpha_i p_{a,b}^{i}$, we still have $\sum_{a,b \in V} \mu_{ab} A_{ab} \leq$
1 - \frac{1}{\omega(G)}$. In other words, $\rho_{ab}$ has at most $1 - \frac{1}{\omega(G)}$ probability mass on the edges of $G$. However, the canonical $G$-realizable distribution $\rho_{1d}$ is supported on the edges of $G$. Therefore, it is at distance at least $\frac{1}{\omega(G)}$ from $\mu$. As we discussed above, every $G$-realizable distribution $\rho$ must be at distance at most $\frac{1}{\omega(G)}$ from an i.i.d. mix, due to Proposition 1. Therefore, $\rho_{1d}$ has distance exactly $\frac{1}{\omega(G)}$ from an i.i.d. mix.  

Example 9. For a cycle $C_n$, the canonical $C_n$-realizable distribution $\rho$ is defined as follows: $\rho(i, i + 1 \mod n) = \rho(i, i - 1 \mod n) = \frac{1}{2n}$; this is at variation distance $1/2$ from an i.i.d. mix.

3 Realizability Based on Spectral Properties

In this section we consider undirected graphs. We showed in Theorem 7 that each fixed symmetric graph $G$ possesses a rather rich collection of $G$-realizable distributions, similar to the structure of the graph itself. However, perhaps a more interesting question is: What fixed distributions are $G_n$-realizable for a family of graphs $\{G_n\}$ of growing size? Here we do not have many non-trivial examples, other than those where all the graphs $G_n$ map homomorphically to a fixed symmetric graph $H$, and then we can realize all the $H$-realizable distributions. Similar to de Finetti’s theorem, one can ask — what are the families of graphs that admit only i.i.d. mix distributions to be realized?

Example 10. Consider any family of $d$-regular graphs $\{G_n\}$, for example $d$-regular expanders (even Ramanujan graphs). These graphs are $(d + 1)$-colorable, therefore any $K_{d+1}$-realizable distribution is also realizable on each $G_n$. In particular, sampling from $[d + 1]$ without replacement is realizable and at a fixed distance $\frac{1}{d + 1}$ from an i.i.d. mix; i.e this family does not force a realizable distribution to be an i.i.d. mix.

On the other hand, even though this family may not contain any clique $K_{d+1}$, even any triangles, it seems to force realizable distributions to be quite close to an i.i.d. mix. This motivates us to investigate the relationship of realizability and spectral properties of graphs.

Definition 11. The eigenvalues of a graph $G$ are the eigenvalues of its adjacency matrix $A(G)$, $(A(G))_{ij} = 1$ if $\{i, j\} \in E(G)$ and 0 otherwise.

It is known that the eigenvalues are all real and contained in $[-\Delta, \Delta]$ where $\Delta$ is the maximum degree in $G$. We order the eigenvalues in a descending order and label them $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$. By the trace formula, we have $\sum_{i=1}^{n} \lambda_i = 0$. The gap between $\lambda_1$ and $\lambda_2$ is related to expansion properties of $G$, while the minimum (most negative) eigenvalue $\lambda_n$ is related to how close $G$ is to a bipartite graph. For a bipartite graph, we have $\lambda_n = -\lambda_1$. Graphs where $\lambda_n/\lambda_1$ is close to zero are those where “MaxCutGain” is small: for any two disjoint sets $A, B \subset V$, the number of edges between $A$ and $B$ is not significantly larger than the number of edges inside $A$ and $B$ (see [20]). Thus these graphs can be considered “far from bipartite”. In the following, we prove that this property imposes a natural condition on what distributions are $G$-realizable.

3.1 Graphs Without Large Negative Eigenvalues

We begin with a result that is proved using a standard spectral argument.

Lemma 12. Let $\rho$ be a $G$-realizable distribution on $\mathcal{D} \times \mathcal{D}$ for a graph $G = (V, E)$, and let $\mu$ be the marginal distribution of $X$ in $(X, Y) \sim \rho$. Then for any function $\phi : \mathcal{D} \rightarrow \mathbb{R}$,

$$\mathbb{E}_{(X,Y) \sim \rho} [\phi(X)\phi(Y)] \geq \frac{\lambda_n(G)}{\lambda_1(G)} \mathbb{E}_{X \sim \mu} [\phi^2(X)].$$
Proof. We can assume that $G$ has no isolated vertices (which add only zero eigenvalues to the spectrum). Let $(X_v : v \in V)$ be a collection of random variables realizing $\rho$ on $G$. Since the distribution of $(X_i, X_j)$ is $\rho$ for each edge $(i, j) \in E$, we have

$$\mathbb{E}_{(X_i, X_j) \sim \rho} [\phi(X_i) \phi(X_j)] = \frac{1}{|E|} \sum_{(i, j) \in E} \mathbb{E}_{(X_i, v \in V)} [\phi(X_i) \phi(X_j)] = \frac{1}{|E|} \sum_{(i, j) \in E} \phi(X_i) \phi(X_j).$$

Let $A$ be the adjacency matrix of $G$. The sum inside the expectation is a quadratic form which can be lower-bounded using the minimum eigenvalue of $A$:

$$\sum_{(i, j) \in E} \phi(X_i) \phi(X_j) \geq \frac{1}{2} \sum_{i, j \in V} \phi(X_i) A_{ij} \phi(X_j) \geq \frac{1}{2} \lambda_n \sum_{i \in V} \phi^2(X_i).$$

Let us take the expectation over the distribution of $(X_v : v \in V)$. Using the fact that each $v \in V$ is in some edge and hence the marginal distribution of $X_v$ is $\mu$, we obtain

$$\mathbb{E}_{(X, Y) \sim \rho} [\phi(X) \phi(Y)] \geq \frac{\lambda_n}{2|E|} \mathbb{E}_{(X_v, v \in V)} \sum_{i \in V} \phi^2(X_i) = \frac{|V| \lambda_n}{2|E|} \mathbb{E}_{X \sim \mu} \phi^2(X) \leq \frac{\lambda_n}{\lambda_1} \mathbb{E}_{X \sim \mu} \phi^2(X),$$

since $2|E| = \mathbf{1}^T A \mathbf{1} \leq \lambda_1 \mathbf{1}^T \mathbf{1} = \lambda_1 |V|$. This proves the lemma. \(\blacktriangleright\)

Using the above lemma, we can perturb the distribution $\rho$ and obtain a probability matrix which is positive semidefinite.

**Theorem 13.** If $\rho$ is a $G$-realizable distribution, then $\rho$ is at distance at most $\frac{\lambda_n(G)}{\lambda_1(G)}$ from a distribution $\rho'$ whose probability matrix $\rho'_{ab} = \Pr((X, Y) \sim \rho' | X = a, Y = b)$ is positive semidefinite.

**Proof.** Let $\rho$ be a $G$-realizable distribution on $D \times D$ and let $\mu$ be its marginal on the first variable, as in Theorem 12. Let $\delta_{ab} = 1$ if $a = b$ and 0 otherwise. We define

$$\rho'_{ab} = \frac{\rho_{ab} + |\frac{\lambda_n(G)}{\lambda_1(G)}| \mu_a \delta_{ab}}{1 + |\frac{\lambda_n(G)}{\lambda_1(G)}|}.$$ 

It can be checked easily that $\rho'_{ab} \geq 0$ and $\sum_{a, b \in D} \rho'_{ab} = 1$, so this is a probability distribution. The total variation distance between $\rho$ and $\rho'$ is

$$\frac{1}{2} ||\rho - \rho'||_1 = \frac{1}{2} \sum_{a, b \in D} |\rho_{ab} - \rho'_{ab}| = \frac{1}{2(1 + |\frac{\lambda_n}{\lambda_1}|)} \sum_{a, b \in D} |(1 + |\frac{\lambda_n}{\lambda_1}|) \rho_{ab} - (\rho_{ab} + |\frac{\lambda_n}{\lambda_1}| \mu_a \delta_{ab})|$$

$$= \frac{|\frac{\lambda_n}{\lambda_1}|}{2(1 + |\frac{\lambda_n}{\lambda_1}|)} \sum_{a, b \in D} |\rho_{ab} - \mu_a \delta_{ab}| \leq \frac{|\frac{\lambda_n}{\lambda_1}|}{1 + |\frac{\lambda_n}{\lambda_1}|}.$$ 

We claim that $\rho'$ is a positive-semidefinite matrix: For any $\phi : D \rightarrow \mathbb{R}$, we have

$$\sum_{a, b \in D} \rho'_{ab} \phi(a) \phi(b) = \frac{1}{1 + |\frac{\lambda_n}{\lambda_1}|} \left( \sum_{a, b \in D} \rho_{ab} \phi(a) \phi(b) + \frac{\lambda_n}{\lambda_1} \sum_{a \in D} \mu_a \phi^2(a) \right).$$

By Theorem 12, $\sum_{a, b \in D} \rho_{ab} \phi(a) \phi(b) \geq \frac{\lambda_n}{\lambda_1} \sum_{a \in D} \mu_a \phi^2(a)$ (which is a negative number), so we obtain $\sum_{a, b \in D} \rho'_{ab} \phi(a) \phi(b) \geq 0$. \(\blacktriangleright\)

This has the following corollary which is one of the results claimed in the introduction.
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Corollary 14. Let \( \rho \) be a distribution over \( \mathcal{D} \times \mathcal{D} \) such that for an arbitrarily large \( n \), \( \rho \) is \( G_n \)-realizable for a graph \( G_n \) such that \( |V(G_n)| = n \) and

\[
\lim_{n \to \infty} \frac{\lambda_n(G_n)}{\lambda_1(G_n)} = 0,
\]

then \( \rho_{ab} = \Pr_{(X,Y) \sim \rho} [X = a, Y = b] \) is a positive-semidefinite matrix.

Therefore, distributions \( \rho \) realizable on a sequence of graphs with normalized minimum eigenvalue tending to 0 must be positive semidefinite. Since \( \sum_{a,b \in \mathcal{D}} \rho_{ab} = 1 \) and \( \rho_{ab} \geq 0 \), this seems close to the condition of being an i.i.d. mix: \( \rho_{ab} = \sum_i q_i p_i(a)p_i(b) \) for distributions \( \sum_i q_i = 1 \) and \( \sum_{a \in \mathcal{D}} p_i(a) = 1 \). However, these two conditions have been extensively studied and they are not equivalent.

3.2 Completely Positive and Doubly Nonnegative Matrices

Definition 15. A matrix \( A \in \mathbb{R}^{n \times n} \) is completely positive if \( \forall i,j; A_{ij} = v_i \cdot v_j \) for nonnegative vectors \( v_1, \ldots, v_n \in \mathbb{R}_+^n \). A matrix \( A \in \mathbb{R}^{n \times n} \) is doubly nonnegative if \( A \) is positive semidefinite and \( \forall i,j; A_{ij} \geq 0 \).

In our setting, completely positive matrices correspond to i.i.d. mixes (up to normalization), while doubly nonnegative matrices correspond to the distributions arising in Corollary 14. Clearly, every completely positive matrix is doubly nonnegative, but the opposite is not true. Nonetheless, the smallest known counterexamples are \( 5 \times 5 \) matrices, and in fact for matrices up to \( 4 \times 4 \) the two conditions are equivalent.

Theorem 16 ([15]). A matrix in \( \mathbb{R}^{4 \times 4} \) is completely positive if and only if it is doubly nonnegative.

Therefore, we obtain the following corollary for domains of size up to 4 (in particular, Boolean random variables).

Corollary 17. If \( \rho \) is a distribution on \( \mathcal{D} \times \mathcal{D} \), \( |\mathcal{D}| \leq 4 \), and \( \rho \) is \( G_n \)-realizable for an arbitrarily large \( n \) on graphs \( G_n \) such that \( |V(G_n)| = n \) and

\[
\lim_{n \to \infty} \frac{\lambda_n(G_n)}{\lambda_1(G_n)} = 0,
\]

then \( \rho \) is an i.i.d. mix.

Proof. By Corollary 14, \( \rho_{ab} \in \mathbb{R}^{\mathcal{D} \times \mathcal{D}} \) is a doubly nonnegative matrix, and hence for \( |\mathcal{D}| \leq 4 \) it is completely positive: \( \rho_{ab} = v_a \cdot v_b \) for vectors \( v_a \geq 0 \). For each coordinate \( i \), let \( q_i = \sum_{a \in \mathcal{D}} v_{ai} \) and define \( p_i(a) = v_{ai}/q_i \) (we can assume \( q_i > 0 \), otherwise we remove that coordinate). We have \( p_i(a) \geq 0 \) and \( \sum_{a \in \mathcal{D}} p_i(a) = \sum_{a \in \mathcal{D}} v_{ai}/q_i = 1 \), so each \( p_i(a) \) is a distribution on \( \mathcal{D} \) and we have \( \rho_{ab} = \sum_i q_i p_i(a)p_i(b) \). Since \( \sum_{a,b \in \mathcal{D}} \rho_{ab} = 1 \), it is easy to verify that \( \sum_i q_i = 1 \) as well.

3.3 Realizability on Pseudorandom Graphs

Next, we show that if we assume that all eigenvalues except for one are close to 0, then \( G \)-realizable distributions must be close to an i.i.d. mix. We follow the exposition on pseudorandom graphs in [13].

Definition 18. \( G \) is an \((n, d, \lambda)\)-graph if \( G \) is a \( d \)-regular graph on \( n \) vertices such that all eigenvalues except for the largest one are bounded by \( \lambda \) in absolute value.
Note that the largest eigenvalue itself equals \( d \). The definition above implies pseudorandom properties whenever \( \lambda/d \) is small. This is a rather strong definition of pseudorandomness; however, most of the known constructions of pseudorandom graphs fall in this category.

\[ \begin{align*} \textbf{Definition 19.} & \quad \text{For an undirected graph } G \text{ and two sets of vertices } S, T \subseteq V(G) \text{ (not necessarily disjoint), we define } e(S, T) = |\{u \in S, v \in T : (u, v) \in E(G)\}| \text{ to denote the number of edges between } S \text{ and } T. \text{ For a directed graph } \hat{G}, \text{ we define } \hat{e}(S, T) = |\{u \in S, v \in T : (u, v) \in E(\hat{G})\}| \text{ to denote the number of arcs from } S \to T. \end{align*} \]

Note that in the undirected case, each edge inside \( S \cap T \) is counted twice in \( e(S, T) \). In the directed case, each arc inside \( S \cap T \) is counted once in \( \hat{e}(S, T) \). (This is consistent with the view that an undirected graph can be viewed as a directed graph by replacing each undirected edge with the two arcs representing possible orientations of that edge.)

Next, we formulate the well-known \textit{expander mixing lemma} (for undirected graphs).

\[ \begin{align*} \textbf{Proposition 20} \quad \text{(Expander Mixing Lemma [13]).} & \quad \text{Let } G \text{ be an } (n, d, \lambda)\text{-graph. Then for any } S, T \subseteq V(G), \\
& \quad \left| e(S, T) - \frac{d}{n} |S| \cdot |T| \right| \leq \frac{\lambda}{n} \sqrt{|S|(|n - |S|)|T|(|n - |T|)} \leq \lambda \sqrt{|S||T|} \end{align*} \]

In particular, this implies that \((n, d, \lambda)\)-graphs for small values of \( \lambda/d \) are good expanders (by taking \( T = V \setminus S \)).

\[ \begin{align*} \textbf{Theorem 21.} & \quad \text{Let } G \text{ be an } (n, d, \lambda)\text{-graph. If a distribution } \rho \text{ is } G\text{-realizable, then } \rho \text{ is } \left( \frac{\lambda}{d} \cdot \sqrt{|D|} \right)\text{-close in variation distance to an i.i.d. mix.} \\
\textbf{Proof.} & \quad \text{Let } \rho \text{ be a } G\text{-realizable distribution and let } X = (X_1, X_2, \ldots, X_n) \text{ certify the } G\text{-realizability of } \rho. \text{ Let } \hat{G} \text{ denote the directed graph obtained by replacing each undirected edge by two arcs in opposite directions. Choose an edge } \hat{e} = (i, j) \text{ uniformly from } E(\hat{G}) \text{ which consists of } nd \text{ arcs. By } G\text{-realizability, it follows that the distribution of } (X_i, X_j) \text{ also equals } \rho. \text{ As before, conditioned on } X = x, \text{ for a uniformly chosen vertex } i \in V(G) \text{ the distribution of } X_i \text{ is the empirical distribution } p_x. \text{ So the distribution } \mu \text{ of } (X_i, X_j) \text{ when } (i, j) \text{ is chosen uniformly from } [n]^2 \text{ is an i.i.d. mix, a convex combination of products of such empirical distributions.} \\
& \quad \text{We now show that } d_{TV}(\mu, \rho) \text{ is small. By the data-processing inequality, it suffices to show that this holds when conditioned on } X = x, \text{ for every } x. \text{ Let } \phi = (\phi_{ab}) \text{ (respectively, } \psi) \text{ be the probability distribution of } (x_i, x_j) \text{ when } (i, j) \text{ is uniformly random in } [n]^2 \text{ (respectively, } (i, j) \text{ is uniformly random in } E(\hat{G})). \text{ Let } V_a \text{ denote the set of vertices labeled } a, \text{ for each } a \in D. \text{ Note that the label sets partition } V. \text{ Then } \phi_{ab} = |V_a| \cdot |V_b|/n^2. \text{ On the other hand, it can be checked for both the cases } a = b \text{ and } a \neq b \text{ that } \psi_{ab} = e(V_a, V_b)/(nd). \\
& \quad \text{Let } Q = \{(a, b) \in D : \phi(a, b) < \psi(a, b)\} \text{ so that } d_{TV}(\phi, \psi) \leq \sum_{(a, b) \in Q} (\psi_{ab} - \phi_{ab}). \text{ Fix } a \in D \text{ and let } W_a = \bigcup_{b: (a, b) \in Q} V_b. \text{ Observe that } \sum_{b: (a, b) \in Q} e(V_a, V_b) = e(V_a, W_a), \text{ since the } V_a\text{'s are pairwise disjoint. Similarly } \sum_{b: (a, b) \in Q} |V_b| = |W_a|. \text{ By the Expander Mixing Lemma:} \\
& \quad \sum_{b: (a, b) \in Q} (\psi_{ab} - \phi_{ab}) = \frac{1}{nd} \left(e(V_a, W_a) - \frac{d}{n} |V_a| \cdot |W_a|\right) \leq \frac{\lambda}{nd} \sqrt{|V_a|} \cdot |W_a| \leq \frac{\lambda}{d} \frac{\sqrt{|V_a|}}{n} \tag{1} \end{align*} \]

By the Cauchy-Schwarz inequality, \( \sum_{a \in D} \sqrt{|V_a|}/n \leq \sqrt{|D|} \cdot \sqrt{\sum_{a \in D} |V_a|}/n = \sqrt{|D|} \), because the label sets partition \( V \). Using this bound, we conclude the proof using eq. (1) as follows:

\[ \begin{align*} d_{TV}(\phi, \psi) & \leq \sum_{a \in D} \sum_{b: (a, b) \in Q} (\psi_{ab} - \phi_{ab}) \leq \frac{\lambda}{d} \sum_{a \in D} \sqrt{|V_a|}/n \leq \frac{\lambda}{d} \cdot \sqrt{|D|} \quad \blacksquare \end{align*} \]
Corollary 22. If for arbitrarily large $n$, $\rho$ is $G_n$-realizable on an $(n,d(n),\lambda(n))$-graph $G_n$ such that
\[
\lim_{n \to \infty} \frac{\lambda(n)}{d(n)} = 0
\]
then $\rho$ is an i.i.d. mix.

In other words, the only distributions realizable on a family of pseudorandom graphs with $\frac{\lambda}{2} \to 0$ are i.i.d. mixes. However, it is not true that a distribution realizable on a single pseudorandom graph with very good parameters must be close to an i.i.d. mix. In contrast to the Diaconis-Freeman theorem, some dependence on $|D|$ seem to be necessary in Theorem 21.

Example 23. Consider a symmetric $(n,d,\lambda)$-graph $G$. It is known that there are such graphs with arbitrarily small $\lambda/d$ (see e.g. [11, 9]; these graphs are described as edge-transitive but in fact can be seen to be symmetric in the stronger sense of Theorem 5 as well). In addition, these graphs have high girth [14, 10]; for us it is sufficient that they are triangle-free. Consider the canonical distribution $(X,Y) \sim \rho$ where $(X,Y) = (u,v)$ is a (randomly ordered) uniformly random edge of $G$. This is $G$-realizable by Theorem 7. By Theorem 8, this distribution has variation distance $1/\omega(G) = 1/2$ from any i.i.d. mix.

4 Orientations of Pseudorandom Graphs

Since we know that realizability on pseudorandom graphs implies being an i.i.d. mix, one can ask whether it is really necessary to require the distribution $\rho$ to be symmetric to start with. Perhaps being realizable on a suitable directed graph already implies being an i.i.d. mix and in particular being symmetric?

First, we have the following simple lemma which shows that in non-trivial cases the marginals of $\rho$ must be symmetric.

Lemma 24. Let $\rho$ be $\vec{G}$-realizable for a non-bipartite directed graph $\vec{G}$. Then for all $a \in D$:
\[
\Pr_{(X,Y) \sim \rho} [X = a] = \Pr_{(X,Y) \sim \rho} [Y = a].
\]

Proof. We claim that there is a vertex $v$ that is a head and also a tail of some edge: $\exists u, w \in V; (u,v) \in A(\vec{G})$ and $(v,w) \in A(\vec{G})$. If not, the orientation of $\vec{G}$ is such that vertices can be divided into head-only and tail-only; but this means that $\vec{G}$ is bipartite.

Thus, we have random variables $X_u, X_v, X_w$ such that $(X_u, X_v) \sim \rho$ and also $(X_v, X_w) \sim \rho$. So, $\Pr_{(X,Y) \sim \rho} [X = a] = \Pr_{(X,Y) \sim \rho} [Y = a] = \Pr [X_v = a]$. □

However, this does not mean that $\rho$ must be symmetric. An example is a directed cycle $\vec{G}_n$ with vertices identified with $\Z_n$, where we can have the following distribution: $X_i = Z + i \mod n$, where $Z$ is uniformly random in $\Z_n$. Then the distribution on each directed edge is given by $(X_i, X_{i+1}) = (j, j+1)$ for each $j \in \Z_n$ with probability $1/n$. This distribution has symmetric marginals but it is not symmetric.

Nevertheless, if $\rho$ is $\vec{G}_n$-realizable on a sufficiently dense directed graph $\vec{G}_n$, it seems to force $\rho$ to be symmetric. One example of this is the transitive tournament $A = \{(i,j) : i, j \in [n], i < j\}$: If $(X_i, X_j)$ has the same distribution for each $i < j$, then the distribution must be close to an i.i.d. mix. (This was proved implicitly by Trotter and Winkler [21].) Is being realizable on an arbitrary tournament sufficient to conclude that $\rho$ must be close to an i.i.d. mix? In this section, we consider an even more general question: If $\rho$ is realizable on some arbitrary orientation of a pseudorandom graph, does $\rho$ have to be close to an i.i.d. mix? We prove that the answer is yes.
Theorem 25. Let \( \rho \) be a distribution such that for an arbitrarily large \( n \), \( \rho \) is \( \vec{G}_n \)-realizable for some orientation \( \vec{G}_n \) of an \((n, d(n), \lambda(n))\)-graph and

\[
\lim_{n \to \infty} \frac{\lambda(n)}{d(n)} = 0.
\]

Then \( \rho \) is an i.i.d. mix.

### 4.1 Directed Sparse Regularity Lemma

The main tool that we use here is a directed version of the sparse regularity lemma. The sparse regularity lemma of Kohayakawa and Rödl says roughly that any subgraph of a “well-behaved graph” of a certain density \( p \), for example a pseudorandom graph, can be partitioned in such a way that most pairs of parts are regular with an error proportional to \( p \). In addition, we need a directed version of this lemma. We follow the exposition in [7], Section 2.1.

Definition 26. For a directed graph \( \vec{G} = (V, A) \) and a parameter \( p > 0 \), we define the oriented \( p \)-density for a pair of sets \( U, W \subseteq V \) as

\[
d_p(U, W) = \frac{2e(U, W)}{p|U||W|}.
\]

Definition 27. A directed graph \( \vec{G} = (V, A) \) is \((\eta, D, p)\)-bounded if, for any pair of disjoint sets \( U, W \subseteq V \) with \( |U|, |W| \geq \eta |V| \), we have \( d_p(U, W) \leq D \).

Definition 28. A pair of disjoint sets \( U, W \subseteq V \) is \((\epsilon, p)\)-regular if for all \( U' \subseteq U, |U'| \geq \epsilon |U| \) and \( W' \subseteq W, |W'| \geq \epsilon |W| \), we have

\[
|d_p(U', W') - d_p(U, W)| < \epsilon.
\]

A partition \( \mathcal{P} = \{V_0, V_1, \ldots, V_k\} \) of \( V \) is \((\epsilon, k, p)\)-regular if \( |V_0| \leq \epsilon |V| \), \( |V_1| = |V_2| = \ldots = |V_k| \) and for more than \((1 - \epsilon)k/2\) pairs \( \{i, j\} \subseteq [k], i \neq j \), we have that \( (V_i, V_j) \) and \( (V_j, V_i) \) are both \((\epsilon, p)\)-regular.

Lemma 29 (directed sparse regularity lemma, [7]). For any real \( \epsilon > 0, D > 1 \) and integer \( k_0 \geq 1 \) there exists \( \eta > 0 \) and \( K \geq k_0 \) such that for every \( 0 < p \leq 1 \), every \((\eta, D, p)\)-bounded directed graph \( \vec{G} \) admits an \((\epsilon, k, p)\)-regular partition for some \( k_0 \leq k \leq K \).

### 4.2 Application of the Sparse Regularity Lemma

Starting with an arbitrary orientation of a pseudorandom graph \( \vec{G} \), we use the regularity lemma to identify a certain bipartite subgraph \((A, B)\) of \( \vec{G} \) where the orientation behaves also in a pseudorandom way, with a significant density \( \beta \) in one direction.

Lemma 30. For every \( \epsilon \in (0, \frac{1}{2}) \), there is \( K \geq 2 \) and \( \gamma > 0 \) such that given any orientation of an \((n, d, \lambda)\)-graph \( \vec{G} \) with \( \lambda \leq \gamma d \), there are disjoint sets \( A, B \subseteq V \), \( |A| = |B| \geq \frac{n}{2K} \) and \( \beta = \frac{\vec{e}(A, B)}{|A||B|} \geq \frac{d}{4n} \) such that

\[
\forall A' \subseteq A, B' \subseteq B; \left| \vec{e}(A', B') - \beta |A'||B'| \right| < 8\epsilon |A||B|.
\]
We have to handle the case where the number of undirected edges between $S$ and $T$ (both directions). Our goal is to bound the normalized density $d_p(S, T) = \frac{\bar{e}(S, T)}{|S||T|}$. We have

$$
\bar{e}(S, T) \leq \frac{d}{n} |S||T| + \eta d \sqrt{\frac{|S||T|}{n}} = p|S||T| + \eta \sqrt{\frac{|S||T|}{n}}.
$$

For $|S|, |T| \geq \eta |V| = \eta n$, we obtain $\eta n \leq \sqrt{|S||T|}$, $\bar{e}(S, T) \leq 2p|S||T|$ and $d_p(S, T) = \frac{2\bar{e}(S, T)}{p|S||T|} \leq 4$. This verifies that $\hat{G}$ is $(\eta, D, p)$-bounded for $D = 4$. Consequently, Lemma 29 states that $\hat{G}$ admits an $(\epsilon, k, p)$-regular partition $\mathcal{P} = \{V_0, V_1, \ldots, V_k\}$ where $k \leq K$.

Pick any $(\epsilon, p)$-regular pair $(V_i, V_j)$, $1 \leq i < j$. We have $|V_i| = |V_j| \geq \frac{1}{\sqrt{n}} n \geq \frac{\eta n}{2 \sqrt{n}}$. By Proposition 20 and the condition $\lambda \leq \sqrt{\frac{K}{K}}$, the number of undirected edges between $V_i$ and $V_j$ satisfies

$$
\left| e(V_i, V_j) - \frac{d}{n} |V_i||V_j| \right| \leq \lambda \sqrt{|V_i||V_j|} \leq \frac{d}{4K} \sqrt{|V_i||V_j|} \leq \frac{d}{2n} |V_i||V_j|.
$$

This implies that the number of undirected edges between $V_i$ and $V_j$ is $e(V_i, V_j) \geq \frac{d}{2n} |V_i||V_j|$. In at least one direction, assume from $V_i$ to $V_j$, we get $e(V_i, V_j) \geq \frac{d}{4n} |V_i||V_j|$. Then set $A = V_i, B = V_j$ and $\beta = \frac{\bar{e}(A, B)}{|A||B|}$. By the above we have $\beta \geq \frac{d}{4n}$. We claim that the conclusion of the lemma holds with these parameters.

We know that $(A, B)$ is an $(\epsilon, \rho)$-regular pair. This means that for any $A' \subseteq A, B' \subseteq B$ with $|A'| \geq \epsilon |A|, |B'| \geq \epsilon |B|$, we have

$$
d_p(A', B') - d_p(A, B) < \epsilon.
$$

Here, $d_p(A', B') = \frac{2\bar{e}(A', B')}{p|A'||B'|}$. So we can rewrite this bound as

$$
\left| \frac{2\bar{e}(A', B')}{p|A'||B'|} - \frac{2\bar{e}(A, B)}{p|A||B|} \right| = \frac{2}{p} \frac{\bar{e}(A', B') - \beta |A'||B'|}{|A'||B'|} < \epsilon.
$$

Recalling that $p = \frac{d}{n} \leq 4\beta$, we have $\left| \bar{e}(A', B') - \beta |A'||B'| \right| < \frac{p}{2} \epsilon |A'||B'| \leq 2\beta \epsilon |A||B|$. We still have to handle the case where $|A'| < \epsilon |A|$ or $|B'| < \epsilon |B|$. Then applying Proposition 20 again (ignoring the regularity property of $(A, B)$), we obtain

$$
\left| e(A', B') - \frac{d}{n} |A'||B'| \right| \leq \gamma d \sqrt{|A'||B'|}
$$

and since $\gamma \leq \frac{\sqrt{K}}{n^2}$, $|A'||B'| \leq \epsilon |A||B|$ and $|A| = |B| \geq \frac{n}{2\sqrt{n}}$, we get

$$
\bar{e}(A', B') \leq \frac{d}{n} |A'||B'| + \gamma d \sqrt{|A'||B'|} \leq \frac{\epsilon d}{n} |A||B| + \frac{\epsilon d}{4K} \sqrt{|A||B|} \leq \frac{2\epsilon d}{n} |A||B|.
$$

We have $\beta \geq \frac{d}{4n}$, thus we conclude that $\bar{e}(A', B') \leq 8\epsilon \beta |A||B|$. \hfill \blacktriangle
4.3 The Second Moment Argument

Once we have identified the regular pair \((A, B)\), our goal is to prove that the realizability of \(\rho\) on this regular pair implies that \(\rho\) must be close to a symmetric distribution. We adapt an approach of Trotter and Winkler [21] for the case of a transitive tournament \(\{(i, j) : i, j \in [n], i < j\}\). Roughly speaking, their argument is that if \((X_i, X_j)\) has the same distribution for each \(i < j\), then any particular value in \(D\) has a similar number of occurrences among \(\{X_1, X_2, \ldots, X_n\}\) and in \(\{X_{n/2+1}, \ldots, X_n\}\). Then, counting the pairs across the two blocks, the number of \((a, b)\) pairs is similar to the number of \((b, a)\) pairs for any \(a, b \in D\), which means that the distribution is close to symmetric. Technically, the proof involves a second moment computation and the Cauchy-Schwarz inequality. We show here that a similar argument still goes through in the setting of an (arbitrary) orientation of a pseudorandom graph.

The first part of the proof does not depend on the regularity of the directed pair \((A, B)\). It uses only properties of the undirected pseudorandom graph \(\vec{G}\).

**Lemma 31.** Let \(\xi \in (0, \frac{1}{2})\) and let \(\rho\) be a \(\vec{G}\)-realizable distribution for some orientation \(\vec{G}\) of an \((n, d, \lambda)\)-graph \(G\) (non-bipartite, without isolated vertices). Let \(\{X_v : v \in V\}\) the random variables realizing \(\rho\) on \(\vec{G}\). For every \(a \in D\) and \(S \subseteq V\), define a random set \(S_a = \{v \in S : X_v = a\}\).

Let \(A, B \subseteq V\) be two disjoint sets such that \(|A| = |B| \geq \frac{\lambda n}{\xi^2 d}\). Then for every \(a, b \in D\),

\[
|\mathbb{E}[|A_a||B_b| - |A_b||B_a||] | \leq 4\xi \sqrt{\mu_a \mu_b} |A|
\]

where \(\mu_a = \Pr_{(X, Y) \sim \rho}[X = a]\).

**Proof.** We write the target quantity as follows:

\[
\mathbb{E}[|A_a||B_b| - |A_b||B_a||] = \mathbb{E}[|A_a||B_b| - |A_b||B_a||] + (|A_a| - |B_a|||A_b|||.
\]

By Cauchy-Schwarz,

\[
|\mathbb{E}[|A_a||B_b| - |A_b||B_a||] | \leq \sqrt{\mathbb{E}[|A_a||^2] \mathbb{E}[|B_b||^2] + \sqrt{\mathbb{E}[|A_b||^2] \mathbb{E}[|B_a||^2]} \sqrt{\mathbb{E}[|A_a|| - |B_a||^2]} - (2)
\]

We estimate the second moments of \(|A_a|, |A_b|, \text{ etc.}\) by relating \(|A_a||^2\) to the number of edges inside \(A\) labeled \((a, a)\), etc. This is possible, since \(G\) is pseudorandom and hence its edges are in some sense a good representation of all possible pairs.

Recall that \(A_a\) denotes the random subset of \(A\) whose random variables attain value \(a\). Each vertex in \(G\) in contained in some directed edge; hence \(\forall v \in V; \Pr[X_v = a] = \mu_a\) and \(\mathbb{E}[|A_a||] = \mu_a |A|\) (see Lemma 24). Further, let us consider

\[
e(S_a, T_a) = |\{u \in S, v \in T : \{u, v\} \in E(G), X_u = X_v = a\}|.
\]

Since the distribution on each directed edge of \(\vec{G}\) is \(\rho\), the probability that \(X_u = X_v = a\) for \(\{u, v\} \in E(G)\) is \(\rho_{aa}\). Note that the orientation does not matter here, because we are looking at the event of each endpoint having the same value.

We obtain

\[
\mathbb{E}[e(S_a, T_a)] = \rho_{aa} e(S, T).
\]

On the other hand, \(e(S_a, T_a)\) is equal to the number of edges between \(S_a\) and \(T_a\). Since \(G\) is an \((n, d, \lambda)\)-graph, Proposition 20 gives

\[
|e(S_a, T_a) - \frac{d}{n} |S_a||T_a|| | \leq \lambda \sqrt{|S_a||T_a|}.
\]

We use this bound for the following choices of \(S\) and \(T\):
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\[ e(A, A_a) \geq \frac{d}{n} |A_a|^2 - \lambda |A_a| \]
\[ e(B_a, B) \geq \frac{d}{n} |B_a|^2 - \lambda |B_a| \]
\[ e(A_a, B_a) \leq \frac{d}{n} |A_a||B_a| + \lambda \sqrt{|A_a||B_a|} \leq \frac{d}{n} |A_a||B_a| + \frac{1}{2} \lambda (|A_a| + |B_a|) \]

using the arithmetic-geometric inequality in the last bullet. From here, we get

\[ \frac{d}{n} \mathbb{E}[|A_a|^2] \leq \mathbb{E}[e(A_a, A_a)] + \lambda |A_a| \]
\[ = \rho_{aa} e(A, A) + \lambda \mu_a |A| \]

Using Proposition 20 again, we have \( e(A, A) \leq \frac{d}{n} |A|^2 + \lambda |A| \). Therefore,

\[ \mathbb{E}[|A_a|^2] \leq \rho_{aa} |A|^2 + \frac{n\lambda}{d} (\rho_{aa} + \mu_a) |A|. \] (3)

A similar bound holds for \( \mathbb{E}[|B_a|^2] \). Next, we estimate

\[ \frac{d}{n} \mathbb{E}[|A_a||B_a|] \geq \mathbb{E}[e(A_a, B_a) - \frac{1}{2} \lambda (|A_a| + |B_a|)] \]
\[ = \rho_{aa} e(A, B) - \frac{1}{2} \lambda \mu_a (|A| + |B|) \]
\[ \geq \rho_{aa} \left( \frac{d}{n} |A||B| - \lambda \sqrt{|A||B|} \right) - \frac{1}{2} \lambda \mu_a (|A| + |B|) \]
\[ \geq \rho_{aa} \frac{d}{n} |A||B| - \frac{1}{2} \lambda (\rho_{aa} + \mu_a) (|A| + |B|). \]

From here,

\[ \mathbb{E}[(|A_a| - |B_a|)^2] = \mathbb{E}[|A_a|^2 - 2 |A_a||B_a| + |B_a|^2] \]
\[ \leq \rho_{aa} |A|^2 - 2 \rho_{aa} |A||B| + \rho_{aa} |B|^2 + \frac{2n\lambda}{d} (\rho_{aa} + \mu_a) (|A| + |B|). \]

Since \( |A| = |B| \), this simplifies to

\[ \mathbb{E}[(|A_a| - |B_a|)^2] \leq \frac{4\lambda n}{d} (\rho_{aa} + \mu_a) |A|. \] (4)

An analogous bound holds for \( \mathbb{E}[(|A_b| - |B_b|)^2] \). Combining equations (2), (3) and (4), we conclude that

\[ \mathbb{E}[|A_a||B_b| - |A_b||B_a|] \leq \sqrt{\mathbb{E}[|A_a|^2]} \sqrt{\mathbb{E}[(|B_b| - |A_b|)^2]} + \sqrt{\mathbb{E}[|A_b|^2]} \sqrt{\mathbb{E}[(|A_a| - |B_a|)^2]} \]
\[ \leq \sqrt{\rho_{aa} |A|^2 + \frac{\lambda n}{d} (\rho_{aa} + \mu_a) |A|} \sqrt{\frac{4\lambda n}{d} (\rho_{bb} + \mu_b) |A|} \]
\[ + \sqrt{\rho_{bb} |A|^2 + \frac{\lambda n}{d} (\rho_{bb} + \mu_b) |A|} \sqrt{\frac{4\lambda n}{d} (\rho_{aa} + \mu_a) |A|.} \]

We assumed \( |A| \geq \frac{\lambda n}{\sqrt{d}} \), and also we have \( \rho_{aa} \leq \mu_a, \rho_{bb} \leq \mu_b, \xi \leq \frac{1}{2} \), so we can simplify this bound:

\[ \mathbb{E}[|A_a||B_b| - |A_b||B_a|] \leq 4\sqrt{\mu_a \mu_b} \sqrt{|A|^2 + 2 \xi^2 |A|^2 \sqrt{2}\xi^2 |A|^2} \]
\[ \leq 4\xi \sqrt{\mu_a \mu_b} |A|^2. \]

Now we employ the properties of the regular pair \( (A, B) \).

\[ \Box \]
Lemma 32. Let \( \epsilon \in (0, \frac{1}{2}) \), let \( \rho \) be a \( \tilde{G} \)-realizable distribution for an orientation of an \((n,d,\lambda)\)-graph \( G \) (non-bipartite, without isolated vertices) and let \( A, B \subseteq V(G) \) be disjoint sets such that \( \beta = \frac{\lambda(A,B)}{|A||B|} \geq \frac{d}{2n} \geq |A| = |B| \geq \frac{\lambda_n}{\epsilon^2} \), and

\[
\forall A' \subseteq A, B' \subseteq B; \left| \tilde{c}(A', B') - \beta|A'||B'| \right| < 8\epsilon \beta |A|^2.
\]

Then

\[
|\rho_{ab} - \rho_{ba}| < 20\epsilon.
\]

Proof. Using the notation as above, let us define \( S_a = \{ v \in S : X_v = a \} \) and let us estimate \( \tilde{c}(A_a, B_b) \), the number of directed edges from \( A \) to \( B \) labeled \( (a,b) \). On the one hand, each directed edge gets labeled \((a,b)\) with probability \( \rho_{ab} \), so \( E[\tilde{c}(A_a, B_b)] = \rho_{ab} \tilde{c}(A, B) \). Similarly, \( E[\tilde{c}(A_b, B_a)] = \rho_{ba} \tilde{c}(A, B) \). On the other hand, by assumption we have

\[
|\tilde{c}(A_a, B_b) - \beta|A_a||B_b| < 8\epsilon \beta |A|^2 \quad \text{and} \quad |\tilde{c}(A_b, B_a) - \beta|A_b||B_a| < 8\epsilon \beta |A|^2
\]

for every particular choice of \( A_a \subseteq A, A_b \subseteq A, B_a \subseteq B, B_b \subseteq B \). From here,

\[
|\rho_{ab} - \rho_{ba}| \tilde{c}(A, B) \leq E[\tilde{c}(A_a, B_b)] - \beta|A_a||B_b| \leq \beta E[|A_a||B_b| - |A_b||B_a|] + 16\epsilon \beta |A|^2
\]

Since \( |A| = |B| \geq \frac{\lambda_n}{\epsilon^2} \), we can apply Lemma 31 with \( \xi = \epsilon \), and we get

\[
E[|A_a||B_b| - |A_b||B_a|] \leq 4\epsilon \sqrt{\rho_a \rho_b} |A|^2.
\]

Combining these two bounds, we get

\[
|\rho_{ab} - \rho_{ba}| \tilde{c}(A, B) \leq 4\epsilon \beta \sqrt{\rho_a \rho_b} |A|^2 + 16\epsilon \beta |A|^2 \leq 20\epsilon \beta |A|^2.
\]

We also have \( \tilde{c}(A, B) = \beta |A||B| = \beta |A|^2 \), so we conclude that \( |\rho_{ab} - \rho_{ba}| \leq 20\epsilon \).

Now we can finish the proof of Theorem 25.

Proof of Theorem 25. We assume that \( \rho \) is \( \tilde{G}_n \)-realizable for arbitrarily large \( n \), where \( \tilde{G}_n \) is an orientation of an \((n,d(n),\lambda(n))\)-graph and

\[
\lim_{n \to \infty} \frac{\lambda(n)}{d(n)} = 0.
\]

Clearly, such graphs cannot have isolated vertices and cannot be bipartite. We prove that \( |\rho_{ab} - \rho_{ba}| \leq 20\epsilon \) for every \( \epsilon > 0 \), which implies that \( \rho \) is symmetric.

For a given \( \epsilon > 0 \), let \( K \geq 1 \), \( \gamma > 0 \) be the constants given by Lemma 30. Then we choose \( n \) large enough so that \( \frac{\lambda(n)}{d(n)} < \min\{\gamma, \frac{\epsilon^2}{2K}\} \), and \( \rho \) is \( \tilde{G}_n \)-realizable on some orientation of an \((n,d(n),\lambda(n))\)-graph. Lemma 30 gives a pair of disjoint sets \( A, B \subseteq V \) such that \( \beta = \frac{\lambda(A,B)}{|A||B|} \geq \frac{d}{2n} \) and

\[
\forall A' \subseteq A, B' \subseteq B; \left| \tilde{c}(A', B') - \beta|A'||B'| \right| < 8\epsilon \beta |A|^2.
\]

Moreover, the parameters are chosen so that \( |A| = |B| \geq \frac{\lambda(n)}{2K} \geq \frac{\lambda_n n}{\epsilon^2} \). Therefore, Lemma 32 applies and we conclude that \( |\rho_{ab} - \rho_{ba}| \leq 20\epsilon \).

Since this holds for every \( \epsilon > 0 \), \( \rho \) is in fact a symmetric distribution \( (\rho_{ab} = \rho_{ba}) \) and we obtain that \( \rho \) is \( G_n \)-realizable for each \( G_n \) as an undirected graph. Therefore, Theorem 22 implies that \( \rho \) is an i.i.d. mix.
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