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Abstract

We show that #SAT on $\beta$-acyclic CNF-formulas can be solved in polynomial time. In contrast to previous algorithms for other structurally restricted classes of formulas, our algorithm does not proceed by dynamic programming. Instead, it works along an elimination order, solving a weighted version of constraint satisfaction. We give evidence that this deviation from more standard algorithms is no coincidence by showing that it is outside of the framework recently proposed by Sæther et al. (SAT 2014) which subsumes all other structural tractability results for #SAT known so far.

1998 ACM Subject Classification F.2.2 Nonnumerical Algorithms and Problems, G.2.1 Combinatorics, G.2.2 Graph Theory

Keywords and phrases model counting, hypergraph acyclicity, structural tractability

Digital Object Identifier 10.4230/LIPIcs.STACS.2015.143

1 Introduction

The propositional model counting problem #SAT is, given a CNF-formula $F$, to count the satisfying assignments of $F$. #SAT is the canonical #P-complete problem and is thus central to the area of counting complexity. Moreover, many important problems in artificial intelligence research reduce to #SAT (see e.g. [19]), so there is also great interest in the problem from a practical point of view.

Unfortunately, #SAT is computationally very hard: even for very restricted CNF-formulas, e.g. monotone 2-CNF-formulas, the problem is #P-hard and in fact even #P-hard to approximate [19]. Thus the focus of research in finding tractable classes of #SAT-instances has turned to so-called structural classes, which one gets by assigning a graph or hypergraph to a CNF-formula and then restricting the class of (hyper)graphs considered.

The general idea is that if the (hyper)graph associated with an instance has a treelike decomposition that is “nice” enough, e.g. a tree decomposition of small width, then there is a dynamic programming algorithm that solves #SAT for the instance. In the recent years, many such dynamic programming algorithms for ever more general classes of graphs and hypergraphs have been found, see e.g. [13, 21, 18, 22, 7].

It had been an open question for some time how far this approach could be pushed, until very recently Sæther, Telle and Vatshelle, in a striking contribution [20], introduced a new
framework for \#SAT. This framework which we call STV-framework is centered around a new width measure called PS-width and aims to formalize the most general class for which efficient dynamic programming for \#SAT is possible (see Section 2.5 for details). We consider the STV-framework to be a very convincing formalization, delineating the limits of dynamic programming for \#SAT. This belief is supported by the fact that in the full version of this paper we show that the STV-framework gives a uniform explanation for all previously known structural tractability results for \#SAT.

In this article, we focus on \(\beta\)-acyclic CNF-formulas, i.e., formulas whose associated hypergraph is \(\beta\)-acyclic. There are several different reasonable ways of defining acyclicity of hypergraphs that have been proposed [12, 11], and \(\beta\)-acyclicity is the most general acyclicity notion generally considered in the literature for which \#SAT could be tractable (see the discussions in [17, 7]). The complexity of \#SAT for \(\beta\)-acyclic formulas is left as an open problem in [7] because it is interesting for several reasons: First, up to this paper, it was the only structural class of formulas for which we know that SAT is tractable [17] without this directly generalizing to a tractability result for \#SAT. This is because the algorithm of [17] does not proceed by dynamic programming but uses resolution, a technique that is known to generally not generalize to counting. Moreover, \(\beta\)-acyclicity can be generalized to a width-measure [15], so there is hope that a good algorithm for \(\beta\)-acyclic formulas might generalize to wider classes for which even the status for SAT is left as an open problem in [17]. Since decomposition techniques based on hypergraph acyclicity tend to be more general than graph-based techniques [14], this might lead to large, new classes of tractable \#SAT-instances.

The contribution of this paper is twofold: First, we show that \#SAT on \(\beta\)-acyclic formulas is tractable. In fact, we show that a more general counting problem which we call weighted counting for constraint satisfaction with default values, for short \#CSP_{def}, is tractable on \(\beta\)-acyclic hypergraphs. We remark that there is another line of research on \#CSP, the counting problem related to constraint satisfaction, where dichotomy theorems for weighted \#CSP depending on fixed constraint languages are proven, see e.g. [5, 6]. We stress that we do not assume that the relations of our instances are fixed but we consider them as part of the input. Thus our results and those on fixed constraint languages are completely unrelated. Instead, the structural restrictions we consider are similar to those considered e.g. in [9], but since we allow clauses, resp. relations, of unbounded arity, our results and those of [9] are incomparable as well.

We note that our algorithm is very different in style from the algorithms for structural \#SAT in the literature. Instead of doing dynamic programming along a decomposition, we proceed along a vertex elimination order which is more similar to the approach to SAT in [17]. But in contrast to using well-understood resolution techniques, we develop from scratch a procedure to update the weights of our \#CSP_{def} instance along the elimination order. Our algorithm is non-obvious and novel, but it is relatively easy to write down and its correctness is easy to prove. Indeed, most of the work in the full version of this paper is spent on showing the polynomial runtime bound which requires a thorough understanding of how the weights of instances evolve during the algorithm. Unfortunately, these considerations cannot be presented in this version of this paper due to space restrictions.

Our second contribution is showing that our tractability result is not covered by the STV-framework, which, as discussed before, covers all other known structural tractability results for \#SAT. In fact, we show that from [20] we cannot even get subexponential runtime bounds for \(\beta\)-acyclic \#SAT. This can be seen as an explanation for why the algorithm for \(\beta\)-acyclic \#SAT is so substantially different from the algorithms from the literature. We
feel that the deviation from the usual dynamic programming techniques is not a coincidence but instead due to the fact that \(\beta\)-acyclic \(\#\text{SAT}\) is the first known tractable class which is not explained by the unifying framework of [20]. Thus, our algorithm indeed introduces a new algorithmic technique for \(\#\text{SAT}\) that allows the solution of instances that could not be solved with techniques known before.

## 2 Preliminaries and notation

### 2.1 Weighted counting for constraint satisfaction with default values

Let \(D\) and \(X\) be two sets. \(D^X\) denotes the set of functions from \(X\) to \(D\). We think of \(X\) as a set of variables and of \(D\) as a domain, and thus we call \(a \in D^X\) an assignment to the variables \(X\). A partial assignment to the variables \(X\) is a mapping in \(D^Y\) where \(Y \subseteq X\). If \(a \in D^X\) and \(Y \subseteq X\), we denote by \(a|_Y\) the restriction of \(a\) onto \(Y\). For \(a \in D^X\) and \(b \in D^Y\), we write \(a \sim b\) if \(a|_{X \cap Y} = b|_{X \cap Y}\) and if \(a \sim b\), we denote by \(a \cup b\) the mapping in \(D^{X \cup Y}\) with \((a \cup b)(x) = a(x)\) if \(x \in X\) and \((a \cup b)(x) = b(x)\) otherwise. Let \(a \in D^X\), \(y \notin X\) and \(d \in D\). We write \(a \oplus_d y \triangleq a \cup \{y \mapsto d\}\). We denote by \(\mathbb{Q}_+\) the set of nonnegative rationals.

\[ \textbf{Definition 1.} \ \ \text{A weighted constraint with default value} \ c = (f, \mu) \ \text{on variables} \ X \ \text{and domain} \ D \ \text{is a function} \ f : S \to \mathbb{Q}_+ \ \text{with} \ S \subseteq D^X \ \text{and} \ \mu \in \mathbb{Q}_+. \ \text{The support of} \ c, \ \mu(c) = \mu \ \text{is called the default value and we denote by} \ \var(c) = X \ \text{the variables of} \ c. \ \text{We define the size} \ |c| \ \text{of the constraint} \ c \ \text{to be} \ |c| := |S| \cdot |\var(c)|. \ \text{The constraint} \ c \ \text{naturally induces a total function on} \ D^X, \ \text{also denoted by} \ c, \ \text{defined by} \ c(a) := f(a) \ \text{if} \ a \in S \ \text{and} \ c(a) := \mu \ \text{otherwise.} \]

To ease the notation, when \(a\) is an assignment to a set \(X \supseteq \var(c)\), we make the convention \(c(a) = c(a|_{\var(c)})\). Observe that we do not assume \(\var(c)\) to be non-empty. A constraint whose set of variables is empty has only one possible value in its support: the value associated with the empty assignment (the assignment that assigns no variable).

Since we only consider weighted constraints with default value in this paper, we will only say weighted constraint where the default value is always implicitly understood. Note that we restrict ourselves to non-negative weights, because non-negativity will be crucial in the proofs. This is not a problem in our context, non-negative numbers are sufficient to encode \(\#\text{SAT}\) as we will see in Section 2.3. We however use rational numbers for convenience and all our results can be extended easily to non-negative algebraic numbers.

\[ \textbf{Definition 2.} \ \ \text{The problem} \ \#\text{CSP}_{\text{def}} \ \text{is the problem of computing, given a finite set} \ I \ \text{of weighted constraints on domain} \ D, \ \text{the partition function} \]

\[ w(I) = \sum_{a \in \text{Def}(I)} \prod_{c \in I} c(a), \]

where \(\var(I) \triangleq \bigcup_{c \in I} \var(c)\).

The size \(\|I\|\) of a \#CSP\(_{\text{def}}\)-instance \(I\) is defined to be \(\|I\| := \sum_{c \in I} |c|\). Its structural size \(s(I)\) of \(I\) is defined to be \(s(I) := \sum_{c \in I} |\var(c)|\).

Note that the size of an instance as defined above roughly corresponds to that of an encoding in which the non-default values, i.e., the values on the support, are given by listing the support and the associated values in one table for each relation. We consider this convention as very natural and indeed it is near to the conventions in database theory and artificial intelligence.
Given an instance $I$, it will be useful to refer to subinstances of $I$, that is, a set $J \subseteq I$. We will also refer to partition function of subinstances under some partial assignment, that is, the partition function of $J$ where some of its variables are forced to a certain value. To this end, for $a \in D^W$, with $W \subseteq \text{var}(I)$, and $J \subseteq I$ with $V' = \text{var}(J)$ we define

$$w(J,a) := \sum_{b \in D^{V'} \setminus \{a\}} \prod_{c \in J} c(b).$$

### 2.2 Graphs and hypergraphs associated to CNF-formulas

We use standard notation for graphs which can e.g. be found in [10]. A hypergraph $H = (V,E)$ consists of a finite set $V$ and a set $E$ of non-empty subsets of $V$. The elements of $V$ are called vertices while the elements of $E$ are called edges. As usual for graphs, we sometimes denote the vertex set of a hypergraph $H$ by $V(H)$ and the edge set of $H$ by $E(H)$. The size of a hypergraph is defined to be $|H| = \sum_{e \in E(H)} |e|$. We denote by $H \setminus v$ the hypergraph we get from $H$ after deleting $v$ from $V(H)$ and all edges $e \in E(H)$ and then deleting the empty edge if it occurs.

We are interested in structural restrictions of the problem $\#\text{CSP}_{\text{det}}$. i.e., we restrict the way the variables interact in the different constraints. To formalize this, we introduce the hypergraph associated to an instance of $\#\text{CSP}_{\text{det}}$: The hypergraph $H(I)$ associated to $\#\text{CSP}_{\text{det}}$-instance $I$ is the hypergraph $H(I) := (\text{var}(I), E_I)$ where $E_I := \{\text{var}(c) \mid c \in I\}$. The hypergraph of a CNF-formula is defined as $H(F) := (\text{var}(F), E_F)$ where $E_F := \{\text{var}(C) \mid C \in \text{cla}(F)\}$ where $\text{var}(F)$ denotes the set of variables of $F$ and $\text{cla}(F)$ denotes the set of clauses of $F$.

The incidence graph $I(H)$ of a hypergraph $H = (V,E)$ is the bipartite graph with the vertex set $V \cup E$ and an edge between $v \in V, e \in E$ if and only if $v \in e$. Similarly, the incidence graph $I(F)$ of a CNF-formula $F$ has the vertex set $\text{var}(F) \cup \text{cla}(F)$ and $x \in \text{var}(F)$ and $C \in \text{cla}(F)$ are connected by an edge if and only if $x$ appears in $C$.

### 2.3 Relation to $\#\text{SAT}$

We show in this section how we can encode $\#\text{SAT}$ into $\#\text{CSP}_{\text{det}}$-instances with the same hypergraphs.

Classically, in CSP, all the solutions to a constraint are explicitly listed. For a CNF-formula however, each clause with $n$ variables has $2^n - 1$ solutions, which would lead to a CSP-representation exponentially bigger than the CNF-formula. One way of dealing with this is encoding CNF-formulas into CSP-instances by listing all assignments that are not solution of a constraint, see e.g. [8]. In this encoding, each clause has only one counterexample and the corresponding CSP-instance is roughly of the same size as the CNF-formula.

The strength of the CSP with default values is that it can easily embed both representations. This leads to a polynomial reduction from $\#\text{SAT}$ to $\#\text{CSP}_{\text{det}}$.

**Lemma 3.** Given a CNF-formula $F$ one can construct in polynomial time a $\#\text{CSP}_{\text{det}}$-instance $I$ on variables $\text{var}(F)$ and domain $\{0,1\}$ such that

- $H(F) = H(I)$,
- for all $a \in \{0,1\}^{\text{var}(F)}$, $a$ is a solution of $F$ if and only if $\prod_{c \in I} c(a) = 1$, and $0$ otherwise, and
- $s(I) = |I| = |F|.$
Proof. For each clause \( C \) of \( F \), we define a constraint \( c \) with default value 1 whose variables are the variables of \( C \) and such that \( \text{supp}(c) = \{a\} \) and \( c(a) = 0 \), where \( a \) is the only assignment of \( \text{var}(C) \) that is not a solution of \( C \). It is easy to check that this construction has the above properties. ▶

2.4 \( \beta \)-acyclicity of hypergraphs

In this section we introduce the characterizations of \( \beta \)-acyclicity of hypergraphs we will use in this paper. We remark that there are many more characterizations, see e.g. [12, 3, 4].

Definition 4. Let \( H \) be a hypergraph. A vertex \( x \in V(H) \) is called a nest point if \( \{e \in E(H) \mid x \in e\} \) forms a sequence of sets increasing with respect to inclusion, that is \( \{e \in E(H) \mid x \in e\} = \{e_1, \ldots, e_k\} \) with \( e_i \subseteq e_{i+1} \) for \( i \in \{1, \ldots, k-1\} \).

A \( \beta \)-elimination order for \( H \) is defined inductively as follows:

1. If \( H = \emptyset \), then only the empty tuple is a \( \beta \)-elimination order for \( H \).
2. Otherwise, \((x_1, \ldots, x_n)\) is a \( \beta \)-elimination for \( H \) if \( x_1 \) is a nest point of \( H \) and \((x_2, \ldots, x_n)\)
   is a \( \beta \)-elimination order for \( H \setminus x_1 \).

A hypergraph \( H \) called \( \beta \)-acyclic if and only if there exists a \( \beta \)-elimination order for \( H \).

One can easily show [4] that removing a nest point in a hypergraph does not change its \( \beta \)-acyclicity. Since deciding if a vertex is a nest point could be done in polynomial time, a greedy elimination of nest points yields a polynomial time algorithm to test the \( \beta \)-acyclicity of a hypergraph and to compute a \( \beta \)-elimination order if it exists.

We will also make use of another equivalent characterization of \( \beta \)-acyclic hypergraphs. A graph \( G \) is defined to be chordal bipartite if it is bipartite and every cycle of length at least 6 in \( G \) has a chord.

Theorem 5 ([1]). A hypergraph is \( \beta \)-acyclic if and only if its incidence graph is chordal bipartite.

We say that a \#CSP_{\text{def}}\text{-instance } I \text{ is } \beta \text{-acyclic if } H(I) \text{ is } \beta \text{-acyclic and we use an analogous convention for } \#\text{SAT}. \text{ Note that the incidence graph of an instance } I \text{ and that of its hypergraph in general do not coincide, because } I \text{ might contain several constraints with the same sets of variables. But with Theorem 5, it is not hard to see that the incidence graph of an instance } I \text{ is chordal bipartite if and only if the incidence graph of the hypergraph of } I \text{ is chordal bipartite, so we can interchangeably use both notions of incidence graphs in this paper without changing the class of instances.}

Using Lemma 3 gives the following easy corollary.

Corollary 6. \#\text{SAT} is polynomial time reducible to \#\text{CSP}_{\text{def}}. Moreover, \#\text{SAT restricted to } \beta \text{-acyclic formulas is polynomial time reducible to } \#\text{CSP}_{\text{def}} \text{ restricted to } \beta \text{-acyclic instances.}

2.5 Width measures of graphs and CNF-Formulas

In this section we introduce several width measures on graphs and CNF-formulas that are used when relating our algorithm for \( \beta \)-acyclic \#CSP_{\text{def}} to the framework of Sæther, Telle and Vatshelle [20]. Readers only interested in the algorithmic part of this paper may safely skip to Section 3.

We consider several width notions that are mainly defined by branch decompositions. For an introduction into this area and many more details see [23]. For a tree \( T \) we denote by
Given a symmetric function \( f : 2^V \times 2^V \to \mathbb{R} \) we define the \( f \)-width of a branch decomposition \((T, \delta)\) to be \( \max_{x \in V(T)} f(L(T_x), V \setminus L(T_x)) \), i.e., the \( f \)-width is the maximum value of \( f \) over all cuts of the vertices of \( T \). The \( f \)-branch width of a graph \( G \) is defined as the minimum \( f \)-width of all branch decompositions of \( G \).

Given a graph \( G = (V, E) \) and a cut \((X, \bar{X})\) of \( V \), we define \( G[X, \bar{X}] \) to be the graph with vertex set \( V \) and edge set \( \{uv \mid u \in X, v \in \bar{X}, uv \in E \} \).

We will use at several places the well-known notion of treewidth of a graph \( G \), denoted by \( \text{tw}(G) \). Instead of working with the usual definition of treewidth (see e.g. [2]), it is more convenient for us to work with the strongly related notion of Maximum-Matching-width (for short MM-width) introduced by Vatshelle [23]. The MM-width of a graph \( G \), denoted by \( \text{mmw}(G) \), is defined as the \( f \)-branch width of \( G \) for the function \( f \) that, given a cut \((X, \bar{X})\) of \( G \), computes the size of the maximum matching of \( G[X, \bar{X}] \). MM-width and treewidth are linearly related [23, p. 28].

**Lemma 7.** Let \( G \) be a graph, then \( \frac{1}{2}(\text{tw}(G) + 1) \leq \text{mmw}(G) \leq \text{tw}(G) + 1 \).

The Maximum-Induced-Matching-width (for short MIM-width) is another width measure of graphs that we will use extensively: The MIM-width of a graph \( G \), denoted by \( \text{mimw}(G) \), is defined as the \( f \)-branch width of \( G \) for the function \( f \) that, given a cut \((X, \bar{X})\) of \( G \), computes the size of the maximum induced matching of \( G[X, \bar{X}] \).

Given a CNF-formula \( F \), we say that a set of clauses \( \mathcal{C} \subseteq \text{cla}(F) \) is projection satisfiable if there is an assignment to \( F \) that satisfies all clauses in \( \mathcal{C} \) and no clause in \( \text{cla}(F) \setminus \mathcal{C} \). The PS-value of \( F \) is defined to be the number of projection satisfiable subsets of \( \text{cla}(F) \). Let \( F \) be a CNF-formula, \( X \subseteq \text{var}(F) \) and \( \mathcal{C} \subseteq \text{cla}(F) \). Then we denote by \( F_{X, \mathcal{C}} \) the formula we get from \( F \) by deleting first every clause not in \( \mathcal{C} \) and then every variable not in \( X \).

Let \( I(F) \) be the incidence graph of \( F \) and let \((A, \bar{A})\) be a cut of \( I(F) \). Let \( X := \text{var}(F) \cap A \), \( \bar{X} := \text{var}(F) \cap \bar{A} \), \( \mathcal{C} := \text{cla}(F) \cap A \) and \( \bar{\mathcal{C}} := \text{cla}(F) \cap \bar{A} \). Let \( \text{ps}(A, \bar{A}) \) be the maximum of the PS-values of \( F_{X, \mathcal{C}} \) and \( F_{X, \bar{\mathcal{C}}} \). Then the PS-width of a branch decomposition \((T, \delta)\) of \( I(F) \) is defined as the ps-width branch width of \((T, \delta)\). Moreover, the PS-width of \( F \), denoted \( \text{psw}(F) \), is defined to be the ps-width branch width of \( I(F) \).

Let us try to give an intuition why we believe that PS-width is a good notion to model the limits of tractable dynamic programming for \#SAT: The dynamic programming algorithms in the literature typically proceed by cutting instances into subinstances and then iteratively solving the instance along these cuts. During this process, some information has to be propagated between the subinstances. Intuitively, a minimum amount of such information is which sets of clauses are already satisfied by certain assignments and which clauses still have to be satisfied later in the process. In doing this, the individual clauses can be “bundled together” if they are satisfied by an assignment simultaneously. The number such bundles is exactly the PS-width of a cut, so we feel that PS-width is a good formalization of the minimum amount of information that has to be propagated during dynamic programming in the style of the algorithms from the literature.
Not only is PS-width in our opinion a good measure for the limits of dynamic programming, but Sæther, Telle and Vatshelle also showed that it allows efficient solving of \#SAT.

\textbf{Theorem 8 ([20]).} Given a CNF-formula \( F \) with \( n \) variables and \( m \) clauses and of size \( s \), and a branch decomposition \((T,\delta)\) of the incidence graph \( I(F) \) of \( F \) with PS-width \( k \), one can count the number of satisfying assignments of \( F \) in time \( O(k^3s(m+n)) \).

We admit that the intuition explained above is rather vague and informal, so the reader might or might not share it, but we stress that it is supported more rigorously by the fact that all known tractability results from the literature that were shown by dynamic programming can be explained by a combination of PS-width and Theorem 8 (see the full version of this paper).

\section{The algorithm}

In this section we describe an algorithm that, given an instance \( I \) of \#CSP\textsubscript{det} on domain \( D \) and a nest point \( x \) of \( \mathcal{H}(I) \), constructs in a polynomial number of arithmetic operations an instance \( I' \) such that \( \mathcal{H}(I') = \mathcal{H}(I) \setminus x \), \( \|I'\| \leq \|I\| \) and \( w(I) = |D|w(I') \). We then explain that if \( I \) is \( \beta \)-acyclic, we can iterate the procedure to compute \( w(I) \) in a polynomial number of arithmetic operations.

To make the presentation of the algorithm more clear, we will first consider a special case before presenting the algorithm for the general case.

\subsection{The special case of nested constraints}

In this section we consider \#CSP\textsubscript{det}-instances whose variable scopes are nested, i.e., instances of the form \( I = \{c_1, \ldots, c_p\} \) where \( \text{var}(c_1) \subseteq \ldots \subseteq \text{var}(c_p) \). Note that these instances are \( \beta \)-acyclic, but of course there are \( \beta \)-acyclic instances not of this form which will be treated in the next section. Let us first sketch the idea behind the algorithm.

Fix an instance \( I \) as above and let \( x \in \text{var}(c_1) \). Observe that \( x \) chosen this way is a nest point of \( \mathcal{H}(I) \). We want to eliminate \( x \) from \( I \) to get an instance \( I' \) such that

\[ w(I) = |D|w(I'). \quad (1) \]

For each constraint \( c_i \), the instance \( I' \) will have a constraint \( c'_i \) in the variables \( \text{var}(c_i) \setminus \{x\} \).

The idea behind the computation of the weights of \( I' \) is as follows: For every subinstance \( I_i = \{c_1, \ldots, c_i\} \) we want for all assignments \( a \) to \( \text{var}(I') \) that \( w(I_i, a) = |D|w(I'_i, a) \) where \( I'_i = \{c'_1, \ldots, c'_i\} \). Note that (1) follows directly from this. Since \( a \) is an assignment to all the variables of \( I' \), we have \( w(I'_i, a) = \prod_{j=1}^{i} c'_j(a) \). So let us compute the weights of the \( c'_j \).

For \( i = 1 \) we have

\[ c'_1(a) = w(I'_1, a) = \frac{w(I_1, a)}{|D|} = \frac{\sum_{d \in D} c_1(a \oplus_x d)}{|D|}. \]

For \( i > 1 \) we have \( |D| \prod_{j=1}^{i} c'_j(a) = |D|w(I'_i, a) = w(I_i, a) = \sum_{d \in D} \prod_{j=1}^{i} c_j(a \oplus_x d) \). It follows that

\[ c'_i(a) = \frac{\sum_{d \in D} \prod_{j=1}^{i} c_j(a \oplus_x d)}{|D| \prod_{j=1}^{i-1} c'_j(a)} = \frac{\sum_{d \in D} \prod_{j=1}^{i-1} c_j(a \oplus_x d)}{|D|w(I'_{i-1}, a)}. \]

By construction we have \( |D|w(I'_{i-1}, a) = w(I_{i-1}, a) = \sum_{d \in D} \prod_{j=1}^{i-1} c_j(a \oplus_x d) \). The case where the denominator is zero will be dealt with in the proof Theorem 9.
Choosing the weights for the $c'_i$ as described above, yields an instance $I'$ that satisfies $f_i$. Iterating this process then yields an algorithm to solve the instance $I$. The following theorem formalizes the above discussion, applies some arithmetic simplifications and analyzes the number of arithmetic operations performed in the procedure.

**Theorem 9.** Let $I$ be a set of weighted constraints on domain $D$ of the form $I = \{c_1, \ldots, c_p\}$ where $\mathbf{var}(c_1) \subseteq \ldots \subseteq \mathbf{var}(c_p)$. Let $x \in \mathbf{var}(c_1)$.

We define a new instance $I' = \{c'_1, \ldots, c'_p\}$ such that $c'_i := (f'_i, \mu_i)$ is the weighted constraint on variables $\mathbf{var}(c'_i) = \mathbf{var}(c_i) \setminus \{x\}$, with default value $\mu(c_i)$ and $\mathbf{supp}(c'_i) := \{a \in D^{\mathbf{var}(c'_i)} \mid \exists d \in D, (a \oplus_x d) \in \mathbf{supp}(c_i)\}$. Moreover, for all $a \in \mathbf{supp}(c'_i)$, define

$$f'_i(a) := \frac{\sum_{d \in D} c_i(a \oplus_x d)}{|D|}, \quad \text{and} \quad f'_i(a) := \frac{\sum_{d \in D} \prod_{j=1}^{|I|} c_j(a \oplus_x d)}{\sum_{d \in D} \prod_{j=1}^{|I|} c_j(a \oplus_x d)}, \text{for } i > 1$$

if the denominator is non-zero and $f'_i(a) := 0$ otherwise.

Then $H(I') = H(I) \setminus x$, $\|I'\| \leq \|I\|$ and $w(I) = |D|w(I')$. Moreover, one can compute $I'$ with $O(|p||I|)$ arithmetic operations.

**Proof.** Observe first that for $a \in \mathbf{supp}(c'_i)$ and $j \leq i$ and $d \in D$, the assignment $a \oplus_x d$ assigns values to all variables of $c_j$, since $\mathbf{var}(c_j) \subseteq \mathbf{var}(c_i)$ and thus all terms defined above are well-defined.

$H(I') = H(I) \setminus x$ is obvious because for every $i$ we have $\mathbf{var}(c'_i) = \mathbf{var}(c_i) \setminus \{x\}$.

Moreover, $\|I'\| \leq \|I\|$ because for every $i$, $|c'_i| \leq |c_i|$ since $|\mathbf{supp}(c'_i)| = \{|a \in D^{\mathbf{var}(c'_i)} \mid \exists d \in D, (a \oplus_x d) \in \mathbf{supp}(c_i)\|$ and $|\mathbf{supp}(c_i)|$. Inspired by the discussion at the beginning of this section, we now show by induction on $i$ that for all $a \in D^{\mathbf{var}(c'_i)}$,

$$|D|\prod_{j=1}^i c'_j(a) = 1 \prod_{d \in D} c_j(a \oplus_x d).$$

For $i = 1$, let $a \in D^{\mathbf{var}(c'_1)}$. If $a \in \mathbf{supp}(c'_1)$, this statement is clear from the definition.

If $a \notin \mathbf{supp}(c'_1)$, then for all $d \in D$, $(a \oplus_x d) \notin \mathbf{supp}(c_1)$. Thus $c_1(a \oplus_x d) = \mu_1$ for all $d$ and consequently $\sum_{d \in D} c_1(a \oplus_x d) = |D|\mu_1 = |D|c'_1(a)$.

Now suppose that the result holds for $i$. Let $a \in D^{\mathbf{var}(c'_i)}$. Then we get by induction

$$|D|\prod_{j=1}^{i+1} c'_j(a) = \left(\sum_{d \in D} \prod_{j=1}^i c_j(a \oplus_x d)\right)c'_{i+1}(a).$$

First, assume that $\sum_{d \in D} \prod_{j=1}^i c_j(a \oplus_x d) = 0$. Since this is a sum of non-negative rationals, we have that for all $d$, $\prod_{j=1}^i c_j(a \oplus_x d) = 0$. Thus, $\prod_{j=1}^{i+1} c_j(a \oplus_x d) = 0$ for all $d$ and it follows that $\sum_{d \in D} \prod_{j=1}^{i+1} c_j(a \oplus_x d) = 0$ which proves the claim.

Now assume that $\sum_{d \in D} \prod_{j=1}^{i+1} c_j(a \oplus_x d) \neq 0$. If $a \notin \mathbf{supp}(c_{i+1})$, then by definition of $c'_{i+1}$, the claim follows directly.

If $a \notin \mathbf{supp}(c_{i+1})$, then $\prod_{j=1}^{i+1} c_j(a \oplus_x d) = \mu_{i+1} \prod_{j=1}^{i} c_j(a \oplus_x d)$ for all $d$. Thus

$$\sum_{d \in D} \prod_{j=1}^{i+1} c_j(a \oplus_x d) = \mu_{i+1} \sum_{d \in D} \prod_{j=1}^i c_j(a \oplus_x d) = c'_{i+1}(a) \sum_{d \in D} \prod_{j=1}^i c_j(a \oplus_x d),$$

which establishes the claim for $i + 1$. 


Applying the result for \( i = p \), we get
\[
|D| w(I', a) = |D| \prod_{j=1}^{p} c_j'(a) = \sum_{d \in D} \prod_{j=1}^{p} c_j(a \oplus_x d) = w(I, a).
\]

It follows directly that \( w(I) = |D| w(I') \) as desired.

We now analyze the number of arithmetic operations we make in the construction of \( I' \). Clearly, if we have computed the \( \sum_{d \in D} \prod_{j=1}^{p} c_j(a \oplus_x d) \) for all \( i \leq p \) and \( a \in \text{supp}(c_i) \), then we can compute \( c_i' \) with one division. Thus we need to do \( p \) divisions. Moreover, if we have computed \( \prod_{j=1}^{i} c_j(a \oplus_x d) \), then we only need one more multiplication to compute \( \prod_{j=1}^{i+1} c_j(a \oplus_x d) \).

Now, we prove by induction on \( i \) that \( \prod_{j=1}^{i} c_j(a \oplus_x d) \) can take at most \( 1 + \sum_{j=1}^{i} |c_j| \) different values when \( a \) varies. This is trivial for \( i = 0 \). Now remark that if \( a \oplus_x d \notin \text{supp}(c_i) \), then \( \prod_{j=1}^{i} c_j(a \oplus_x d) = \mu_i \prod_{j=1}^{i-1} c_j(a \oplus_x d) \), thus by induction, we have at most \( 1 + \sum_{j=1}^{i-1} |c_j| \) different values for \( \prod_{j=1}^{i} c_j(a \oplus_x d) \). Moreover, there are at most \( |\text{supp}(c_i)| \leq |c_i| \) other values for \( a \oplus_x d \in \text{supp}(c_i) \), which completes the induction.

It follows that we can compute at most \( O(p|I|) \) different values for the \( \prod_{j=1}^{i} c_j(a \oplus_x d) \) which can be done with \( O(p|I|) \) multiplications. Now if \( i \) is fixed, for all \( a \), the sum \( \sum_{d \in D} \prod_{j=1}^{i} c_j(a \oplus_x d) \) has at most \( 1 + \sum_{j=1}^{i} |c_j| \) different terms that are already computed. Thus we only need \( O(|I|) \) operations to compute each of them. As there are \( p \) different sums to compute, we can do everything with \( O(p|I|) \) arithmetic operations.

## 3.2 The general case

In this section, we extend Theorem 9 to the case where we have a general nest point in a \#CSP_{def}-instance. This will allow us to solve \#CSP_{def} for all \( \beta \)-acyclic instances.

In the following, for \( x \in \text{var}(I) \), we denote by \( I(x) = \{ c \in I \mid x \in \text{var}(c) \} \).

\[\begin{align*}
\text{if } c \notin I(x) \text{ then } c_i' & := c_i \\
\text{if } c = c_i & \text{, then } c_i' := \left( f_i'; \mu_i \right) \text{ is the weighted constraint on variables } \text{var}(c_i') = \text{var}(c_i) \setminus \{ x \}, \text{ with default value } \mu(c_i) \text{ and } \text{supp}(c_i') := \{ a \in D_{\text{var}(c_i')} \mid \exists d \in D_x(a \oplus_x d) \in \text{supp}(c_i) \}.
\end{align*}\]

Moreover, for all \( a \in \text{supp}(c_i) \), define
\[
f_i'(a) := \frac{\sum_{d \in D} c_i(a \oplus_x d)}{|D|} \text{ and } f_i'(a) := \frac{\sum_{d \in D} \prod_{j=1}^{i} c_j(a \oplus_x d)}{\sum_{d \in D} \prod_{j=1}^{i} c_j(a \oplus_x d)}, \text{ for } i > 1
\]

if the denominator is non-zero and \( f_i'(a) := 0 \) otherwise.

Then \( \mathcal{H}(I') = \mathcal{H}(I) \setminus x, \|I'\| \leq |I| \|I\| \) and \( w(I) = |D| w(I') \). Moreover, one can compute \( I' \) with a \( O(p|I|) \) arithmetic operations.

\[\begin{align*}
\text{Proof.} \text{ Note first that the definition of the } c_i' \text{ is identical to the construction in Theorem 9.}
\end{align*}\]

\[\begin{align*}
\text{Let us explain why } I' \text{ is well-defined. As } x \text{ is a nest point, we can write } I(x) = \{ c_1, \ldots, c_p \} \text{ with } \text{var}(c_1) \subseteq \ldots \subseteq \text{var}(c_p). \text{ If two constraints have the same variables, we choose an arbitrary order for them. Note that in the full version we will choose a specific order that ensures that the algorithm runs in polynomial time on a RAM, but in this proof any order will do.}
\end{align*}\]
\( \mathcal{H}(I') = \mathcal{H}(I) \setminus x \) and \( \|I'\| \leq \|I\| \) is shown as before. Moreover, the bound on the number of arithmetic operations follows from Theorem 9.

We have
\[ w(I) = \sum_{a \in D^{\text{var}}(I) \setminus \{x\}} \prod_{i=1}^{p} c_i(a \oplus x d) \prod_{c \notin I(x)} c(a \oplus x d). \]
For \( c \notin I(x) \) we have \( c(a \oplus x d) = c(a) = c'(a) \) by definition. Moreover, we have seen in the proof of Theorem 9 that
\[ \sum_{d \in D} \prod_{i=1}^{p} c_i(a \oplus x d) = |D| \prod_{i=1}^{p} c'_i(a). \]
It follows that
\[ w(I) = |D| \sum_{a \in D^{\text{var}}(I) \setminus \{x\}} \prod_{i=1}^{p} c'_i(a) \prod_{c \notin I(x)} c'(a) = |D|w(I'). \]

Our algorithm for \( \#\text{CSP}_{\text{def}} \) iteratively applies the procedure of Theorem 10 along a \( \beta \)-elimination order. Clearly, this only uses a polynomial number of arithmetic operations, because applying Theorem 10 only needs a polynomial number of arithmetic operations and the size of the instances is decreasing. Note that this does not directly give that the algorithm runs in polynomial time. We iteratively multiply and divide numbers which could lead to an iterative squaring effect and result in numbers of exponential bitsize. However, in the full version of this paper, we show that this actually does not happen: The weights computed in each step are essentially a ratio of weights of two subinstances of the original instance. It follows that the bitsize of the numerator and the denominator of all numbers is polynomially bounded and thus all arithmetic operations can be done in polynomial time. Implementing this yields the following result.

\[ \text{Theorem 11.} \quad \text{There exists an algorithm that, given a} \ \beta \text{-acyclic instance} \ I \ \text{of} \ \#\text{CSP}_{\text{def}}, \ \text{computes} \ w(I) \ \text{in polynomial time.} \]

Combining Theorem 11 and Corollary 6 we get the main tractability result for \( \#\text{SAT} \).

\[ \text{Corollary 12.} \quad \#\text{SAT} \ \text{on} \ \beta \text{-acyclic CNF-formulas can be solved in polynomial time.} \]

4 Relation to the STV-framework

In this section we compare our algorithmic result for \( \#\text{SAT} \) on \( \beta \)-acyclic hypergraphs to the framework proposed by Sæther, Telle and Vatshelle in [20] which we call for short the STV-framework. In the full version of this paper we show that the STV-framework gives a uniform explanation of all tractability results for \( \#\text{SAT} \) in the literature, extending the results of [20]. We see this as strong evidence that the STV-framework is indeed a good formalization of the intuitive notion of “dynamic programming for \( \#\text{SAT} \)”.

To show that our result is not covered by the STV-framework, we now show that it cannot give any subexponential time algorithms for \( \beta \)-acyclic \( \#\text{SAT} \). To this end, we prove an exponential lower bound on the PS-width of \( \beta \)-acyclic CNF-formulas.

We start off with a simple lemma.

\[ \text{Lemma 13.} \quad \text{For every bipartite graph} \ G \ \text{there is a monotone CNF-formula} \ F \ \text{such that} \ F \ \text{has the incidence graph} \ G \ \text{and} \ \text{psw}(F) \geq 2^{\text{minw}(G)/2}. \]

\[ \text{Proof.} \quad \text{We construct} \ F \ \text{by choosing arbitrarily one color class of} \ G \ \text{to represent clauses and the other one to represent variables. This choice then uniquely yields a monotone formula where a clause} \ C \ \text{contains a variable} \ x \ \text{if and only if} \ x \ \text{is connected to} \ C \ \text{by an edge in} \ G. \]
Let \((T, \delta)\) be a branch decomposition of \(G\) and \(F\). Let \(t\) be a vertex of \(T\) with cut \((A, \overline{A})\). Set \(X := \text{var}(F) \cap A, \overline{X} := \text{var}(F) \cap \overline{A}, \mathcal{C} := \text{cla}(F) \cap A\) and \(\overline{\mathcal{C}} := \text{cla}(F) \cap \overline{A}\). Moreover, let \(M\) be a maximum induced matching of \(G[A, \overline{A}]\) and let \(V_M\) be the end vertices of \(M\).

First assume that \(|\mathcal{C} \cap V_M| \geq |\overline{\mathcal{C}} \cap V_M|\). Let \(C_1, \ldots, C_k\) be the clauses in \(\mathcal{C} \cap V_M\) and let \(x_1, \ldots, x_k\) be variables in \(X \cap V_M\). Note that \(k \geq |M|/2\). Since \(M\) is an induced matching, every clause \(C_i\) contains exactly one of the variables \(x_j\), and we assume w.l.o.g. that \(C_i\) contains \(x_i\). Let \(a\) be an assignment to the \(x_i\) and let \(a'\) be the extended assignment of \(\overline{X}\) that we get by assigning 0 to all other variables. Then \(a'\) satisfies in \(F_{\overline{X}}\) exactly the clauses \(C_i\) for which \(a(x_i) = 1\) since the formula is monotone. Since there are \(2^k\) assignments to the \(x_i\), we have \(|PS(F_{\overline{X}})\| \leq 2^{k} \geq 2^{|M|/2}|M|/2\). Consequently, we have in either case that the PS-width of \(F\) is at least \(2^{|M|/2}|M|/2\) and the claim follows.

We will now define for every graph \(G\) a graph \(G'\). The construction will be such that, if \(G\) is chosen in the right way, then \(G'\) will be chordal bipartite and of high \(\text{MIM-width}\). Combining this with Lemma 13 yields a class of \(\beta\)-acyclic CNF-formulas of high PS-width. Since PS-width is the crucial parameter in the STV-framework, this shows that \(\beta\)-acyclic \#SAT cannot be solved efficiently by this framework.

Given a graph \(G = (V, E)\) we define \(G' = (V', E')\) as follows:

- for every \(v \in V\) there are two vertices \(x_v, y_v \in V'\),
- for every edge \(e = uv \in E\) there are four vertices \(p_{e,u}, q_{e,u}, p_{e,v}, q_{e,v} \in V'\),
- every \(u, v \in V\) we add the edge \(x_u y_v \in E'\), and
- for every edge \(e = uv \in E\) we add the edges \(p_{e,u} q_{e,u}, p_{e,v} q_{e,v}, x_u p_{e,u}, y_v q_{e,u}, x_v p_{e,v}, y_u q_{e,v}\).

These are all vertices and edges of \(G'\).

\textbf{Lemma 14.} \(G'\) is chordal bipartite.

\textbf{Lemma 15.} Let \(G\) be bipartite. Then \(\text{tw}(G) \leq 6 \text{minw}(G')\).

\textbf{Proof.} Let \((T', \delta')\) be a branch decomposition of \(G'\). Let \(A, B \subseteq V(G)\) be the two colour classes of \(G\). We construct a branch decomposition \((T, \delta)\) of \(G\) by deleting the leaves labeled with \(p_{e,u}, q_{e,u}, p_{e,v}, q_{e,v}\) and those labeled \(x_v\) for \(v \in A\) or with \(y_v\) for \(v \in B\). Then we delete all internal vertices of of \(T'\) that have become leaves by these deletions until we get a branch decomposition \(T\) with the leaves \(x_v\) for \(v \in B\) and \(y_v\) for \(v \in A\). For the leaves of \(T\) we define \(\delta(t) := v\) where \(v \in V\) is such that \(\delta'(t) = x_v\) or \(\delta'(t) = y_v\). The result \((T, \delta)\) is a branch decomposition of \(G\).

Let \(t\) be a vertex of \(T\) with the corresponding cut \((X, \overline{X})\). Let \(M \subseteq E\) be a matching in \(G[X, \overline{X}]\). Let \((X', \overline{X}')\) be the cut of \(t\) in \((T', \delta')\). Let \(e = uv \in M\), then \(x_u\) and \(y_v\) are on different sides of the cut \(X'\) and they are connected by the path \(x_u p_{e,u} q_{e,u} y_v\). Consequently, there is at least one edge along this path in \(G'[X', \overline{X'}]\). Choose one such edge arbitrarily.

Let \(M'\) be the set of edges we have chosen for the different edges in \(M\). Let \(M'_x\) be the set of edges in \(M'\) that do not have an end vertex \(y_v\), and let \(M'_y\) be the set of edges in \(M'\) that do not have an end vertex \(x_v\). Let \(M''\) be the bigger of these two sets. Since \(e' \in M'\) can only have an end vertex \(x_v\) or \(y_v\) but not both, we have \(|M'_x| + |M'_y| \geq |M'|\) and thus \(|M''| \geq |M'|/2|\).

We claim that \(M''\) is an induced matching in \(G'\). Clearly, \(M'\) is a matching because \(M\) is one. Consequently, \(M'' \subseteq M'\) is also a matching. We now show that \(M''\) is also induced. By way of contradiction, assume this were not true. Then there must be two adjacent vertices \(u, v \in V'\) that are end vertices of edges in \(M''\) but not in the same edge in \(M''\). If \(u = p_{e', w}\) for some \(e' \in E\) and \(w \in V\), then \(v\) must be \(x_w\). But then by construction of \(M'\), the vertex
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$w$ must be incident to two edges in $M$ which contradicts $M$ being a matching. Similarly, we can rule out that $v$ is $q_w$. Thus, $u$ must be $x_w$ or $y_w$, and $v$ must be $x_w'$ or $y_w'$. Since $x_w$ and $x_w'$ are in the same colour class of $G'$, they are not adjacent. Similarly $y_w$ and $y_w'$ are not adjacent. Consequently, we may assume that $u = x_w$ and $v = y_w'$. But then they cannot both be an endpoint of an edge in $M''$ by construction of $M''$. Thus $M''$ is induced.

By Lemma 7 we know that there is a $t \in T$ with cut $(X, \bar{X})$ such that we can find a matching $M$ of size at least $\frac{\text{tw}(G)}{2}$ in $G[X, \bar{X}]$. By the construction above the corresponding cut $(X', \bar{X}')$ yields an induced matching of size $\frac{\text{tw}(G)}{n}$ in $G'[X', \bar{X}']$. This completes the proof.

The connection between expansion and treewidth (see [16]) yields the following lemma.

Lemma 16. There is a family $\mathcal{G}$ of graphs and constants $c > 0$ and $d \in \mathbb{N}$ such that for every $G \in \mathcal{G}$ the graph $G$ has maximum degree $d$ and we have $\text{tw}(G) \geq c|E(G)|$.

Corollary 17. There is a family $\mathcal{G}'$ of chordal bipartite graphs and a constant $c$ such that for every graph $G \in \mathcal{G}'$ we have $\text{mimw}(G) \geq c|V(G)|$.

Proof. Let $\mathcal{G}$ be the class of Lemma 16. We first transform every graph $G \in \mathcal{G}$ into a bipartite one $G_1$ by subdividing every edge, i.e., by introducing for each edge $e = uv$ a new vertex $w_e$ and by replacing $e$ by $uw_e$ and $w_ev$. It is well-known that subdividing edges does not decrease the treewidth of a graph (see e.g. [10]), and thus $\text{tw}(G) \leq \text{tw}(G_1)$. Moreover, $|E(G_1)| = 2|E(G)|$, and thus $\text{tw}(G_1) \geq \frac{1}{2}|E(G_1)|$. Now let $\mathcal{G}' = \{G_1 \mid G \in \mathcal{G}\}$. Then the graphs in $\mathcal{G}'$ are chordal bipartite by Lemma 14 and the bound on the MIM-width follows by combining Lemma 16 and Lemma 15.

Combining Corollary 17 and Lemma 13 yields the main result of this section.

Corollary 18. There is a family of monotone $\beta$-acyclic CNF-formulas of PS-width $2^{\Omega(n)}$ where $n$ is the number of variables in the formulas.

Since the runtime in Theorem 8 depends linearly on the PS-width, we get that the STV-framework cannot prove subexponential runtime bounds for #SAT on $\beta$-acyclic formulas.

5 Conclusion

We have shown that $\beta$-acyclic #SAT can be solved in polynomial time, a question left open in [7]. Our algorithm does not follow the dynamic programming approach that was used in all other structural tractability results that were known before, and as we have seen this is no coincidence. Instead, $\beta$-acyclic #SAT lies outside the STV-framework of [20] that explains all earlier results in a uniform way.

We close this paper with several open problems that we feel should be explored in the future. First, our algorithm for #SAT is specifically designed for the case of $\beta$-acyclic formulas, but we feel that the techniques developed might possibly be extended to other classes of hypergraphs that one can characterize by elimination orders. In this direction, it would be interesting to see if hypergraphs of bounded $\beta$-hypertree width, a width measure generalizing $\beta$-acyclicity proposed in [15], can be characterized by elimination orders and if such a characterization can be used to solve #SAT on the respective instances. Note that this case lies outside of the STV-framework, therefore dynamic programming without new ingredients is unlikely to work. Also, even the complexity of deciding SAT on instances of bounded $\beta$-hypertree width is an open problem [17].
It might also be interesting to generalize our algorithm to solve cases for which we already have polynomial time algorithms. For example, is there any uniform explanation for tractability of bounded cliquerwidth \#SAT and \(\beta\)-acyclic \#SAT, similarly to the way in which the framework of [20] explains tractability for all previously known results?

Finally, we feel that, although we have shown that the STV-framework does not explain all tractability results for \#SAT, it is still a framework that should be studied in the future. We believe that there are still many classes to be captured by it and thus we see a better understanding of the framework as an important goal for future research. One question is the complexity of computing branch decompositions of (approximately) minimal MIM-width or PS-width. Alternatively, one could try to find more classes of bipartite graphs for which one can efficiently compute branch decompositions of small MIM-width. This would then directly extend the knowledge on structural classes of CNF-formulas for which dynamic programming can efficiently solve \#SAT.
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