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Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 14491 “Socio-Technical Security Metrics”. In the domain of safety, metrics inform many decisions, from the height of new dikes to the design of nuclear plants. We can state, for example, that the dikes should be high enough to guarantee that a particular area will flood at most once every 1000 years. Even when considering the limitations of such numbers, they are useful in guiding policy. Metrics for the security of information systems have not reached the same maturity level. This is partly due to the nature of security risk, in which an adaptive attacker rather than nature causes the threat events. Moreover, whereas the human factor may complicate safety and security procedures alike, in security this “weakest link” may be actively exploited by an attacker, such as in phishing or social engineering. In order to measure security at the level of socio-technical systems, one therefore needs to compare online hacking against such social manipulations, since the attacker may simply take the easiest path. In this seminar, we searched for suitable metrics that allow us to estimate information security risk in a socio-technical context, as well as the costs and effectiveness of countermeasures. Working groups addressed different topics, including security as a science, testing and evaluation, social dynamics, models and economics. The working groups focused on three main questions: what are we interested in, how to measure it, and what to do with the metrics.
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Introduction
Socio-technical vulnerabilities

Information security, or cyber security, is not a digital problem only. Humans have been termed “the weakest link”, but also physical access plays a role. Recent cyber attacks cleverly exploit multiple vulnerabilities of very different nature in the socio-technical systems that they target. For example, the StuxNet attack relied both on Industrial Control System (ICS) vulnerabilities and on the physical distribution of infected USB sticks, allowed by the business processes in the target facilities [8]. With new developments such as cloud computing, the attack surface of the systems only increases, and so do the options for potential attackers.

At any company in the service supply chain, there may be malicious insiders or benevolent employees who fall victim to social engineering, and they influence the security of the system as a whole significantly. In order to compare and prioritize attacks and countermeasures, for example in terms of risk, the different types of vulnerabilities and threats need to be expressed in the same language. The seminar on “Socio-technical security metrics” aims at developing cross-domain metrics for this purpose.

Defining metrics

The idea of defining information security in terms of risk already appeared quite a while ago [2, 10]. Since then, many metrics have been proposed that aim to define attacks and attack opportunities in information systems in quantitative terms (see e.g. [7, 12]). Often, likelihood and impact of loss are mentioned as the key variables, from which risk can then be calculated. Furthermore, notions of vulnerability, difficulty, effort, cost, risk for the attacker, and many more, show up in the literature.

Even in a purely technical setting it is not always clear how all these different concepts are related. Still, including the human element forms a particular challenge, which deserves a separate event and a better integrated community. Too often it is thought that models of humans in the social sciences and models of technology are fundamentally incompatible. This inhibits progress on some very relevant questions: How does sending a phishing message compare to an SQL injection, in terms of the above mentioned variables? Or do we need additional notions in the technical models to express the human elements, or in the social science models to express the technical ones?

We thus need unified – or at least comparable – metrics that apply to all types of vulnerabilities. In order to represent socio-technical attacks, the key concepts need to apply to very different types of actions in an attack, including technical exploits and social engineering alike. This requires knowledge on technical infrastructures, social science, and actual incidents. To enable meaningful socio-technical security metrics, key features to be addressed in the seminar are outlined below.
**Multi-step attacks**

Cyber attacks, like StuxNet, tend to consist of multiple steps, combining technical and social or organizational vulnerabilities. Attack trees [17] are often used to represent possible multi-step attacks on systems, and they can be annotated with quantitative metrics. It has also been proposed to develop formal analysis techniques and simulations (“attack navigators”) that generate such trees based on a model of the socio-technical system at hand [5, 16]. By defining methods to calculate metrics for attacks from metrics for steps, one can compare the attacks in terms of the metrics, e.g. difficulty. However, next to methods for prediction, one would also want to be able to estimate the relevant parameters for the model based on observed events. For example, if one observes a set of successful and unsuccessful attacks, what does that say about the difficulty of the steps involved, and how does that influence the prediction of possible future events? Statistical methods from social science may assist here [15].

**Estimating metrics from data**

Data is thus key to developing good metrics, but obtaining them requires care. Given the data that is typically available in organizations already, including enterprise architecture, network logs, and potentially even organizational culture, how to obtain the right metrics from that data? What could be the role of “Big Data” in improving security metrics? And how to acquire additional data in tailor-made experiments? From the modeling point of view, a distinction can be made here between bottom-up approaches, leveraging existing data, and top-down approaches, defining targeted data collection methods and experiments. A good example on the social side are the phishing studies by Jakobsson & Ratkiewicz [6]. On the technical side, intrusion detection systems may constitute an important source of data.

**Attacker models**

As security threats originate from attackers and not from nature, attacker models are key for security metrics [9]. Attackers will adapt their strategies to the security situation, and also to newly deployed countermeasures. We therefore need meaningful and measurable features of attackers that can be used as a basis for the metrics. For example, the motivation of an attacker may determine the goal of the attack, the resources available to an attacker may determine the number of attacks that he can attempt, and attacker skill may determine the likelihood of success. Costs of an attack as well as risk of detection influence attacker behavior [3]. Again, the theoretical and empirical basis of such models needs to be carefully studied, and (security) economics may provide important insights here.

**Countermeasures**

All these aspects come together in one final goal: supporting investments. In order to estimate the cost-effectiveness of security measures (also called ROSI, for return on security investment), one would need metrics for both the risk prevented by the countermeasures, and of their cost. The former could be calculated based on the properties discussed above. The latter, however, is far from trivial by itself, as costs not only involve investment, but also operational costs. Operational costs, in turn, may include maintenance and the like, but an important factor in the total cost of ownership is impact on productivity. Security features may increase the time required to execute certain tasks, and people have a limited capacity for complying with security policies. If security is too cumbersome or misdirected,
people will find workarounds, and this may reduce the effect of the measures on risk [1]. Thus, metrics for countermeasure cost form an important topic in itself, requiring input from the human factors and usable security domains.

Another application area for the metrics would be selection among alternative system designs. For example, if two vendors offer the same equipment or service, but one is much cheaper, how to take security risk into account when making this decision? Both vendors as well as customers may be interested in security metrics from this point of view. However, metrics would need to be designed carefully in order to avoid creating perverse incentives, tweaking systems to score high on the metrics without actually being “better”.

Communities

In order to develop meaningful metrics for socio-technical security, participants from the following communities were invited:

- Security metrics and data-driven security, for obvious reasons;
- Security risk management, to provide input on suitable risk variables to be included;
- Security economics, to build upon economic theories of behavior of both attackers and defenders;
- Security architectures, to get relevant data on information system architecture and incidents;
- Formal methods, to analyze attack opportunities in complex systems;
- Social / crime science, to understand attacker behavior and the influence of controls;
- Human factors, to understand the impact of security controls on users.

Main findings

Paraphrasing some ancient philosophical questions (what is there, what can we know, what should we do), we can structure the main outcomes of this seminar as follows:

1. What properties are we interested in?
2. What can we measure?
3. What should we do with the measurements?

What properties

One of the main outcomes of the seminar is a much better view on which types of security metrics there are and for which purposes they can be used.

This leads to a distinction between metrics that exclude the real-life threat environment (type I) and metrics that include the real-life threat environment (type II). Metrics describing difficulty or resistance are typically of type I. They give a security metric that is independent of the actual activity of adversaries, or of the targets that they might be after. For example, which percentage of the people fall for a simulated phishing mail. This is similar to what Böhme calls “security level” [4]. The threat environment is often specified explicitly in such metrics, and the metrics may thus enumerate threat types. However, they do not estimate their occurrence rates, and in fact the occurrence rate is often controlled. In the phishing case, the researchers control the properties and occurrence of the phishing e-mails, and describe the e-mail (controlled threat) in their results.

Metrics describing loss (risk) or incidents are typically of type II. They describe undesired events that happen based on interaction of the system with a threat environment (activity of
adversaries), and their consequences. For example, the number of infected computers of a particular Internet Service Provider [18].

An illustration of this difference is the following. Consider two systems, system A and system B [13]. In system A, a locked door protects €1,000. In system B, an identical locked door protects €1,000,000. Which system is more secure? Or, alternatively, which door is more secure? One might say that system A is more secure, as it is less likely to be attacked (assuming the attacker knows the system). On the other hand, one might say that the doors are equally secure, as it is equally difficult to break the lock. The former argument is based on including an evaluation of the threat environment, the latter on excluding it.

Obviously, when trying to derive type II metrics from type I metrics, one needs metrics on the threat environment as well. For example, when one wants to calculate risk related to phishing attempts, and one knows how likely one’s employees are to fall for phishing mails based on their sophistication, then one also needs information on the expected frequency of phishing mails of certain levels of sophistication in order to calculate the risk. Such models of the threat environment may be probabilistic or strategic (game-theoretic), representing non-adaptive and adaptive attackers, respectively. Probabilistic models, in turn, may be either frequentist (based on known average frequencies) or Bayesian (based on subjective probabilities). The various points of view have not been fully reconciled up to this point, although integration attempts have been made [14].

Another consideration is the integration of security metrics from different domains: digital, physical and social. Often, there are different styles of type I metrics, which one would like to integrate in a single type II metric representing the level of risk in a socio-technical system (e.g. an organization). Digital metrics may represent difficulty as required skill (e.g. CVSS), physical metrics may use required time (e.g. burglar resistance), and social metrics may use likelihood of success (e.g. likelihood of success of phishing attempts). Integration of these metrics is still an open challenge.

**What measurements**

The seminar discussed methods applied in different scientific communities for measurement purposes. Some of those methods rely on quantitative indicators, some rely on qualitative indicators, and some combine both. A further distinction can be made between subjective and empirical metrics, e.g. expert judgements versus monitoring data. Hereafter, and for the purpose of illustration, we have drawn a non-comprehensive list of such methods. They can be applied individually or in a complementary way, covering one measure or combined measures. A specific usage we consider underrepresented so far is the combination of methods in an effort to augment the measurement quality, or to provide information about the validity of a new measure. This approach has often been referred to, during the seminar, as triangulation of measures.

These are social methods discussed in the seminar:
- semi-structured interviews; in-depth interviews; surveys;
- observations of behavior;
- critical incident analysis;
- laboratory experiments; field experiments;
- expert / heuristic analysis / cognitive walkthrough;
- root cause analysis.

These are technical methods discussed in the seminar:
- security spending;
implemented controls;
- maturity models;
- incident counts;
- national security level reports;
- service level agreements.

It is important to assess which type of metric (type I or type II) is produced by each of the techniques. For example, penetration testing experiments produce type I metrics, whereas incident counts produce type II. Maturity models and national security level reports may be based on a combination of type I and type II metrics. In such cases, it is important to understand what the influence of the threat environment on the metrics is, in order to decide how the metrics can be used.

What usage

Security metrics can contribute to answering questions about a concrete system or questions about a design (hypothetical system), and questions about knowledge versus questions about preferences. Here, we focus on a simpler distinction, namely between knowledge and design questions. In the case of knowledge questions, metrics are used to gather information about the world. In the case of design questions, metrics are used to investigate a design problem or to evaluate the performance of a design, such as a security control. In terms of knowledge questions, a typical usage discussed is a better understanding of the human factor in security. In terms of design, possible questions are how much security feedback a system should give to users or operators, or how to provide decision support for security investment.

Security metrics may have several limitations. In particular, many metrics suffer from various forms of uncertainty. It may be unclear whether the metrics measure the right thing (validity). Even if this is the case, random variations may induce uncertainty in the values produced (reliability). It is therefore important to understand the implications of such uncertainties for decisions that are made based on the metrics. Triangulation may contribute to the reduction of uncertainty. In some cases, quantitative metrics may not be possible at all, and qualitative methods are more appropriate.

Another limitation is that stakeholders may behave strategically based on what they know about the metrics (gaming the metrics). If stakeholders are rewarded when their security metrics become higher, they may put effort into increasing the metrics, but not “actual security”. Even if the metrics are valid under normal circumstances, this needs not be the case under strategic behavior.

Conclusions

Security is difficult to measure, which should not be a surprise to those involved. However, to understand security in today’s complex socio-technical systems, and to provide decision support to those who can influence security, rigorous conceptualisation, well-defined data sources and clear instructions for use of the metrics are key assets. This seminar laid the foundations for understanding and applying socio-technical security metrics.

In particular, we strove for clarity on (a) the different types of security metrics and their (in)compatibility, (b) the different sources and methods for data extraction, and (c) the different purposes of using the metrics, and the link with types, methods and sources. Several papers are planned as follow-up activities, as described in the reports of the working groups (Section 4). On many topics there are different views, which may not always be compatible, as was clear from the panel discussion (Section 5). Future follow-up seminars would be very valuable to address the open problems (Section 6).
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The usefulness of measures for raising security awareness in organizations and for the general public is controversially discussed in the current IT security research and practice. The differences in opinions range from publishing detailed guidelines for planning and conducting security awareness campaigns to reasoning that most security awareness measures are pointless. Measuring the effectiveness of security awareness interventions is an important tool for resolving this debate. Unfortunately, approaches from the computer science and information systems literature are not sufficiently well developed to fulfill this task. Moreover, the state of the art does not clearly define security awareness, which makes measuring anything connected to this concept even more difficult, if not impossible.

An attempt to characterize the existing security awareness definitions according to three orthogonal dimensions “Knowledge about threats”, “Knowledge about protection mechanisms” and “Behavior” is presented in this talk. Its purpose is to understand what security awareness actually means and what is missing in the current research on this topic. A preliminary version of this systematization can be found in the joint work with Norman Hänsch [1].
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The Dutch government needs the help of the research community to develop better, quantitative cyber security metrics for use at the national level. What data do we need and how can we combine it together to form coherent, relevant cybersecurity indicators?
3.3 Normative Security

Simon N. Foley (University College Cork, IE)

The increasing scale and complexity of modern computer systems means that the provision of effective security is challenging, as well as being prohibitively expensive. Consequently, security tends to regulate those activities perceived to be critical, with the assumption that other unregulated activities, whether known or unknown, are not of significance. An added complication with security regimes that are overly strict, is that such unregulated activities can become the means of getting things done in the system. However, the difficulty is that these side-activities often lead to the compromise of security in a system. While security controls may provide monitoring and enforcement of the critical activities related to the security policy, little may be known about the nature of the other activities.

Normative security seeks to view a system as a society in which security is achieved by a combination of legislative provisions and normative behaviors. Drawing solely on legislative provisions is insufficient to achieve a just and orderly society. Similarly, security regimes that focus solely on security policies and controls are insufficient. Our position is that systems have analogous normative behaviors – behavioral norms – whereby the security of a system is based not only on the regulation of what is perceived to be its security critical activities, but also on the orderliness of its unregulated activities.

Using this analogy we are exploring how current theories about social norms in society can provide insight into using normative behavior in systems to help achieve security. We are investigating how these behavioral norms, representing potentially unknown side-activities, can be revealed by mining detailed system logs. The assumption is that, absent other information, adherence to past normative behavior can be taken as some indication of continuing orderliness. However, we note that these behavioral norms can be used to gauge the order or disorder in a system and, therefore, adherence to past normative behavior may also indicate a continuation of disorderliness.

3.4 Socio-Technical Security Metrics

Aleksandr Lenin (Technical University – Tallinn, EE)

The talk outlines the socio-technical metrics used by the so-called “Failure-Free” models for quantitative security analysis, describes the problems obtaining quantitative input data from expert estimations, as well as suggests approaches that may be used to deal with the complexities of socio-technical security metrics.
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3.5 Attack Trees and Socio-Technical Trees

Sjouke Mauw (University of Luxembourg, LU)
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In this presentation I sketched two tree-based modelling formalisms: attack trees and socio-technical trees. I briefly highlighted their syntax, semantics and pragmatics.

3.6 Security-Related Behavior and Economics

Frank Pallas (KIT – Karlsruher Institut für Technologie, DE)
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URL http://dx.doi.org/10.1007/978-3-319-14609-6_3

The application of economic theories and concepts to the field of information security has led to important findings and insights throughout the past years. In particular, the role of the yearly Workshop on the Economics of Information Security deserves explicit mention here. From an economic perspective, achieving better information security does in most cases require cooperation between different players who pursue different goals. This cooperation, in turn, is hallmarked by information asymmetries, externalities and therefore often counterproductive incentives that lead to unfavourable security outcomes for all involved parties. In particular, this is the case when ultimate security-related decisions and activities are delegated from one party to another one which is assumed to have better capabilities and/or better situational knowledge allowing for more appropriate outcomes. This does, for example, apply to all security instruments focused on individual users as well as to most scenarios of cloud computing.

1 See http://econinfosec.org
As laid out in the talk, economic agency theory provides valuable insights on the fundamental characteristics shaping such settings, the respective conflicts of interests and the reasonableness of different countermeasures. Socio-technical security metrics, in turn could be employed to diminish agency-related inefficiencies. In particular, they could in the future play an important role in the context of signalling (e.g. audit certificates), screening (e.g. inspections), and monitoring.

3.7 Comparison of Cloud Provider Security

Sebastian Pape (TU Dortmund, DE)
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Suppose, you want to start a new service and have the task of selecting a cloud provider. How do you determine which one is most secure? How do you decide which data is helpful for the selection? There already exist some approaches, but each of them (more or less) has its own utility function. How do you decide which approach returns the best results for ranking / comparison? Obviously the solution depends on the requirements of the tenant. Is it possible to come up with a 'requirement independent' ranking?

3.8 Metrics for Security Behaviour in Organisations

Simon Parkin (University College London, GB)
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In this short presentation I discuss monitoring of security behaviour in organisations, looking at user compliance and non-compliance, and the appropriateness of the security implementation for users and the business. I then discuss directions for measurement, including articulating incentives and costs for organisations to measure security behaviour, and the approachability and packaging of socio-technical expertise for practitioners and business in education and tools.

3.9 Metrics in social engineering experiments

Wolter Pieters (TU Delft, NL)
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In social science, experimental setups can provide information on the risk associated with attack steps that involve social engineering, i.e. the manipulation of people. Typically, the threat environment is controlled by executing carefully scripted actions, which may involve phishing e-mails but also real-life interaction. One example of such an experiment is the “persuasion and security awareness experiment”, in which we measured the success rate of obtaining physical credentials from university employees. It was found that a combined
awareness intervention was effective in reducing this success rate. Other possible metrics may
include the time taken until success, or the stage in which the attack succeeds (if the script
supports multiple stages). In this way, social science experiments with controlled threat
evironments can provide information on the difficulty of social engineering attack steps,
and the effect of interventions. Because the threat environment is controlled, the metrics
obtained are independent of actual attacker activity, which is not the case in studies that
measure actual victimisation.

3.10 Metrics for Security of Cooperating Systems
Roland Rieke (Fraunhofer SIT – Darmstadt, DE)
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Systems of systems that collaborate for a common purpose are called cooperating systems.
They are characterised by freedom of decision and loose coupling of their components. Typical
examples of cooperating systems are electronic health systems, vehicular ad hoc networks,
distributed air traffic management systems, telephone systems, and electronic money transfer
systems.

In this talk, three problems with respect to security metrics for cooperating systems have
been addressed, namely, (1) abstract representation of security information, (2) security
information quality, and (3) elicitation, linkage, and management of security information.
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3.11 Three challenges with respect to measurement from a risk perspective

Ketil Stolen (SINTEF – Oslo, NO)

One challenge is the gap between the data or information required by methods and tools for risk analysis put forward in mainstream academic publications and the data available in practice.

A second challenge is the communication of risk relevant information among humans. What scales are best suited for what purpose? In particular, how should we measure likelihood and uncertainty?

A third challenge is the validation of risk models. How to determine that a risk model is sufficiently reliable?

3.12 Ideas for Socio-Technical Security Metrics

Axel Tanner (IBM Research GmbH – Zürich, CH)

To induce discussions, four ideas for potential socio-technical security metrics are presented:

- Graph based: as many models used or proposed for security analysis, e.g. in TRESPASS, are based on graph structures, with additional data on nodes and edges, could we use graph characterising parameters, like connectivity or centrality, possibly in combination with data like ‘value’ on nodes and ‘resistance’ on edges to build and define security relevant metrics?

- Coverage based: many processes and operations happen in every organisation – can we measure what part of these is covered by operations and automated security policies? Or what part is covered by information flowing into tamper-proof log files?

- Reality gap: out of the security policies covering processes and operations in an organisation – how many and to which degree are these actually fulfilled in reality?

- Time to detect: in case of a breach of a security policy – how long will it take to detect this non-compliance?

3.13 Susceptibility to Social Engineering

Sven Übelacker (TU Hamburg-Harburg, DE)

In my short presentation I discussed my research on factors influencing the susceptibility to social engineering attacks which I try to categorise via existing research. Beside factors like socio-demographics, knowledge, impulsiveness, or stressors, I focused on the question: How big is the impact of personality traits on this susceptibility? I talked about my ongoing work on a scenario-based social engineering questionnaire including many of the aforementioned factors.
3.14 How should we measure implementation complexity?

Jan Willemson (Cybernetica AS – Tartu, EE)
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One of the weakest points in computer security are the implementations. The amount of potential mistakes correlates with complexity of the application. Should we acknowledge application complexity as one source of insecurity? Should we design a measure for this?

Some examples of implementation complexity:
- Highway speed limits do not guarantee the globally optimal outcome (e.g. that the total time needed for everyone to get home is minimal), but they have a virtue of being easy to follow and easy to verify.
- The definition of safe elliptic curves by Dan Bernstein and Tanja Lange includes several criteria that are designed to minimize the risk of getting the implementation wrong.

3.15 Playing poker for fun, profit and science

Jeff Yan (Newcastle University, GB)
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I propose to use poker as a new instrument for studying the psychology of deception, which is fundamental to many security and cybercrime problems such as social engineering. Poker enables the studies of a wide range of deceptive behaviours, and in these settings, observable, measurable and computable metrics are often available. Moreover, poker offers better ecological validity than trust games that have been widely used in economics studies.

I also explore how to inform cyber security with poker research, and discuss experiments designed for this purpose.

4 Working Groups


Tristan Caulfield, Kas Clark, Trajce Dimkov, Carrie Gates, Cormac Herley, Mass Soldal Lund, Sjouke Mauw, Roland Rieke, and Jeff Yan
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In the cyber security domain, policy makers in both the public and private sectors make decisions regarding which project to fund, which legislation to propose and how to increase the overall resilience of their respective society or company given their finite resources. These decisions are made based on the best information available at that given moment. Generally speaking, these decisions are based on qualitative metrics, such as expert or public opinion.

Some policy makers, including the Dutch Parliament, have officially asked that the existing metrics are supplemented with quantitative metrics. The underlying assumption is that quantitative metrics are more reliable as they are impartial and less susceptible to
anecdotal evidence. This working group is interested in exploring the available metrics and creating a framework to organize and evaluate them. To this end, this working group will: (1) identify relevant socio-technical security metrics, (2) estimate the desired properties of these metrics and (3) define a taxonomy to organize and correlate these metrics.

4.2 Social Dynamics Metrics – Working Group Report

Zinaida Benenson, Sören Bleikertz, Simon N. Foley, Carlo Harpes, Stewart Kowalski, Gabriele Lenzini, Daniela Oliveira, Simon Parkin, Shari Lawrence Pfleeger, Paul Smith, and Sven Übelacker

Introduction

Individuals continually interact with security mechanisms when performing tasks in everyday life. These tasks may serve personal goals or work goals, be individual or shared. These interactions can be influenced by peers and superiors in the respective environments (workplace, home, public spaces), by personality traits of the users, as well as by contextual constraints such as available time, cognitive resources, and perceived available effort.

All these influencing factors, we believe, should be considered in the design, implementation and maintenance of good socio-technical security mechanisms. Therefore, we need to observe reliable socio-technical data, and then transform them into meaningful and helpful metrics for user interactions and influencing factors.

More precisely, there are three main questions that the group discussed:
1. What data do we need to observe and what of this data we actually can observe and measure?
2. How can we observe and measure?
3. What can we do with the results of the observations?

What do we need to (and can) observe?

General data and metrics for individuals and groups

The discussion converged towards the idea of observing elements of behavior, not knowledge or attitudes, as the latter are not considered reliable indicators of security-related behavior. These observations can focus on behavior at an individual or group level.

Additionally to observing behavioral elements, e.g. patterns, we need to understand which factors influence people’s behavior and trigger actions, and how to measure them. Among possible factors are personality traits, including irrationality and heuristics in decision-making. For example, deception susceptibility (or resilience) is an important personality trait that has been studied in the psychology of persuasion. The group also discussed measuring moral dimensions and risk perception. Other possible metrics include habits and cognitive abilities.

Collecting socio-demographic data such as age and sex is also important in order to know how these characteristics relate to other observable data.
Data and metrics for organizations
In the context of organizations, the group discussed what data and metrics can be used to indicate, estimate and quantify the security culture of the organization, its behavioral norms, risk perception (from the organization point of view), national differences, and the level of commitment of the group and individuals to the organization's goals. Metrics relating to individuals' capacity to expend effort for organization security without a perception of personal benefit (their 'compliance budget' is also important, as the employees can experience a number of draws from the security mechanisms on their available effort).

Data and metrics for adversaries
In the adversary domain, the group discussed metrics on attackers' risk perception of the possibility of being caught. Other possible metrics are organizational defense strengths as perceived by the attackers and attack resource costs (time, money and cognitive effort).

Data and metrics for employees
Collecting data on employees' privilege levels and roles is important, as this information helps to identify potentially dangerous deviations in behavior. Regarding employee activity, especially in the context of insider attacks, important metrics discussed were artifact collection rate per employee (number of artifacts per hour, week, and day), number and size of files transferred (flash drive, other local machines, remote machines), and number of artifacts printed.

Unintentional mistakes (such as accidentally printing out a document that is not allowed to be printed) or intentional workarounds in cases where security measures are perceived as impediments to task execution (such as sharing of login credentials) can mislead inferences about the prevalence of malicious insider behavior, indicating misconfigured systems and unusable security mechanisms instead. Therefore, it is important to develop metrics that can reduce false positives and lead to adjustments of security mechanisms. These metrics are especially related to organizational culture in terms of learning from mistakes, how mistakes are treated and reported, and also to individual metrics such as level of commitment and risk perception.

Limitations and future work
The group did not have enough time to discuss metrics for the general public and society, and also for special groups such as software developers, system administrators or managers, leaving these metrics to future work.

How can we observe and measure?
Most of the mentioned data can be collected using qualitative and quantitative methods from social sciences and psychology, although some data have technical nature (such as artifact collection rates). Quantitative methods include field and laboratory experiments, large-scale observations of behavior and carefully designed surveys, whereas qualitative methods include semi-structured interviews and in-depth observations (e.g., ethnography). Quantitative methods can be used to collect descriptive statistics as well as to test hypotheses.

Researchers and practitioners should pay attention to the constraints and limitations of the respective methods, such as external and internal validity and generalizability. Observations in organizations are challenging because it will usually take time before a relevant number of
events is collected. However, this approach represents probably the most natural means of measuring security behaviors.

**What can we do with the results of the measurements?**

Good social dynamics metrics support decision-making in an organization, improve its security processes and promote visibility of security policies. They also help with the communication of security needs at the high level of the organization, thus influencing the company’s security budget.

**Provide appropriate security**

Security provisioning over time is important – stable metrics can allow baseline measurement of security before changes are made. This allows managers and providers to objectively measure elements of behavior over time to determine if end-users are being adequately supported.

**Communicate human factors evidence**

Social dynamics metrics can provide a common language that has the potential to support engagement with technology-oriented security researchers and practitioners. This common language would communicate the value of considering human factors in the design and implementation of future security solutions. Further, this common language would help to better frame the expectations and requirements for security training programs and security policies within organizations. We need both, social and technical metrics, as only a combination of them can provide enough supporting evidence for the design of better security processes.

**Understand the appropriation of security**

Social dynamic metrics also help discovering optimal levels of feedback about the security state of a system and of the control that the users can and should have over the security means. One possibility is the personalization of user engagement in security depending on their personality traits and experience (at the individual or per-task level, depending on the qualities of a task or group of tasks). Some people may wish to defer choices about security to the technology and receive minimal feedback (we call this *black box security*), whereas some other people may wish to have a lot of control and detailed feedback (*white box security.*)

**Next steps**

The group discussed the importance of studying metrics for specific domains and producing a generalized framework for social security metrics, as some metrics will be valid for several domains or perspectives. A subset of the working group agreed to continue research within this area and to consolidate findings towards producing publications that support researchers and practitioners. This group includes Zinaida Benenson, Carlo Harpes, Stewart Kowalski, Gabriele Lenzini, Daniela Oliveira, Simon Parkin, and Sven Übelacker.
Questions and objectives

The WG session started by brainstorming potential research questions around the topics of security evaluation and testing using security metrics. Some of the questions were:

- What are different types of (technical) security metrics?
- What kind of outcomes can we expect using different types of security metrics?
- What kind of metric can be used for evaluation/testing purposes?
- What kind of data is required for using specific types of security metrics?

The WG then focused on two concrete objectives: (i) identify different dimensions to characterise a security metric and (ii) discuss the existing metrics with respect to the identified dimensions.

Properties of security metric

Böhme [2] presents a framework characterising security levels with different indicators mapped across the level of abstraction (as concrete or abstract) and the amount of probabilistic nature in measuring (as deterministic or probabilistic). The framework represented an excellent starting point for the WG discussion on different types of security metrics. For example, security spending represents an abstract but deterministic measure of security investment (i.e., as it represents the total spending). By contrast, specific protection measures represent concrete and deterministic measure (i.e., as they provide concrete technical checklists which can be directly related to security vulnerabilities). In this context, incident counts represent concrete yet probabilistic measure (i.e., as it reasons on the level of security based on the outcomes).

During the WG session, we introduced another aspect of the characterisation: inclusion of threat environment. More specifically, indicators like protection measures and penetration testing do not consider specific threat environment into the measure (as they mainly focus on the system itself). On the other hand, incident counting implicitly includes the specific threat environments (i.e., by referring to attackers and specific attack vectors).

Security metrics in practice

To understand how metrics used in practice map to the theoretical framework, the WG focused on discussing several approaches for measuring the security level:

**Security service level agreement** The agreements are typically used by security-service providers to indicate the scope and the character of the provided security service. Commonly, the agreements include guarantees on service availability (e.g., 99%), the maximum time for incidents response (e.g., 30 minutes) and repair time (e.g., 3 business days) [1].

**Maturity models** Organisations use maturity models to evaluate the overall level of security awareness and technological implementation of the organisation. Common approaches include maturity models like O-ISMS [4], OpenSAMM [6] and BSIMM [3]. The models use
combinations of checklists to indicate the estimated level of security in the organisation or in software. For example, “have a lightweight approach to risk classification and prioritization” corresponds to the first (lowest) maturity model regarding architecture design, while “build proactive security architecture” corresponds to the fourth (highest) maturity level in architecture design.

**Government-driven security level assessment** Different countries annually publish a general, nation-wide, report on the cyber security level. One such example is the Cyber Security Assessment in the Netherlands, published by National Cyber Security Centre (NCSC) [5]. As the input information, the report uses incidents across different industry and public domains to draw the threat landscape, current trends and predictions.

**Observations**

With respect to the security metric framework, the WG discussions on the existing security metrics resulted in the following observations:

- Security service level agreements and maturity models represent metrics which weakly include threat environment into consideration (by focusing on protection measures) while security assessment reports largely include the threat environment (by using incident statistics).
- Metrics which do not consider the threat environment focus on security controls (e.g., protection measures).
- Metrics which consider the threat environment focus on evaluating the existing security controls (e.g., incidents indicate the accuracy of protection measures).
- Risk distribution in metrics is directly related to the inclusion of the threat environment. For example, security metrics in service level agreements focus on specifying controls (e.g., response time), and avoiding risk of guaranteeing the level of attack impact.
- A desirable security metric should include indicators across the whole spectrum of measurements (i.e., w/ and w/o threat environment).

**Follow up**

As the follow up activity, the participants of the WG agreed to revision the initial framework by introducing more practical examples and case studies, and exploring new possibilities for measuring the security level (e.g., measuring botnet/malware mitigation, measuring outcomes of penetration testing).

**References**
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This working group initially focused on identifying the type of research that is done in computer science in general, in an attempt to answer the question what kind of science does computer security as a research field practice? The discussions that followed from this question led to the conclusion that security research involves answering both knowledge questions and design questions:

- **Knowledge questions** are the archetypical form of science designed to answer specific questions by way of experimentation. The added value of answering these questions comes in the form of knowledge about the world as it is.
- **Design questions** are challenges: A call to change the world by introducing a new artefact in a certain context. This is something designed to improve the context into which it is introduced, such as a faster search algorithm, a test methodology or a new software system.

To define a scope for the discussion that fits the aim of the seminar, we then focused on design science and the role it plays in answering the following questions: what can we measure, how do we measure it, and what can we do with these measurements? We found that we could map these questions to elements of the design cycle illustrated by Wieringa [1] (see Figure 1). The design cycle corresponds closely with the engineering cycle of investigation, design, implementation and evaluation.

**Metrics and the Design Cycle**

The design cycle uses metrics in different stages of the cycle. Below is a summary of these relationships:

- **Problem investigation**: In this stage, problems and stakeholders are identified. Completion of this step results in a clearly defined problem. As such, the question what do we measure? can be answered using the results of this step.
Treatment design: In this stage, the solution (new artefact) is designed to solve or mitigate the problem. The result of this step is a blueprint of the solution. By considering this proposed solution, we can find guidelines on how to measure, since the implementation guides what measurements are possible/practical.

Implementation: In this stage, the proposed solution is inserted into the context. This corresponds to an application of the chosen security metrics.

Evaluation: Finally, in this stage we consider the effects of applying this solution to the context. Using the measurements performed in the previous step, we can now consider the question what to do with these measurements.

Having identified the relationship of these questions and the design cycle, we can now reason about the issues with using the design cycle with security.

Problems and Pitfalls when using the Design Cycle

We identified three problems with the use of this cycle within the context of security research:

Invalidation by anecdote: Often, a proposed treatment for a problem is invalidated by anecdotes, the availability of which being random. As a result, the random absence of anecdotes (i.e., the absence of proof for invalidation) might be confounded with the proof that no such anecdote exists (i.e., the proof of absence of arguments that could invalidate a treatment). Systematic evidence, supported by metrics, should however be sought for invalidation: a single counter-example to a security measure will lead to redesign of the treatment and only the proof of absence of such counter-examples will validate a design.

Skipping problem identification: After the proposed treatment is deemed unsatisfactory, the problem is often not reconsidered. The treatment is immediately adapted to incorporate a defense to the anecdote. However, such counterexamples might be indicative of an incorrect problem investigation. Care has to be taken not to skip this step without due thought being given to the matter.

Problem considered static in following cycles: When an iteration of the design cycle is complete and problems are identified with the current solution, often the problem definition is not reconsidered. Subsequent iterations of the process should consider whether the gathered evidence suggests that the problem identification needs updating (because of changing requirements, or identified shortcomings).

We feel that these problems are typical in security research. Good socio-technical security metrics can offer valuable support to mitigate these problems, especially for systemising the invalidation by anecdote rather than relying on random availability of anecdotes.

Conclusions

We feel that metrics should play a larger role in supporting treatment validation, lowering the reliance on randomly available anecdotes to validate (often expensive to implement) treatments. Additionally, we feel that metrics can play a vital role in reassessing whether the solution has proven successful. Finally, we are interested in the question of whether the design cycle is an effective methodology to use in the development of these metrics, rather than just the evaluation. To this end, as future work, we intend to use a case study in order to further investigate the interactions between design science and security metrics.
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5 Panel Discussion

At the end of the seminar, a panel discussion was organized with the following participants:
- Sasse, Martina Angela (moderator)
- Gates, Carrie
- Herley, Cormac
- Pfleeger, Shari Lawrence
- Stølen, Ketil

The panel helped identify fundamental differences in metrics, as well as open problems. It discussed a variety of key points as represented hereafter.

Definitions

The first discussion focused on defining what we need when intending to measure human behaviour in a security context. The panel suggests defining:
- what behaviours we can expect to see;
- what triggers behaviours;
- what the range of behaviours is;
- what behaviours we want to encourage or discourage;
- what the differences between individual and group behaviours are;
- what triggers for sharing are;
- what attitudes lead to what behaviours.

The panelists identify an additional challenge which is understanding when people want to be in control, and when they want ‘to be taken care of’ in terms of security.

Data and research methods

The second point of discussion regarded the difficulty to rely on the ‘right’ data and the right methods for producing such data. There is a gap between the data that is required, and what is available – one reason being that data capture techniques originate from safety and process industry, where capturing data is much simpler than in cyber security.

The panel focused on the difficulty of getting reliable data; they formulated the following problems and recommendations:
- Use metrics that are as explicit as possible;
- People collecting data need hands-on experience of risk analysis – this is currently often confused with requirements analysis;
- Predict risk level after changes have been implemented;
- Combine risk analysis with other techniques to check risk model;
- Use two risk models – before and after;
- Combine with other measures, e.g. vulnerability scans, to check predictions – program and functional testing.

The panel agreed that there are many ways of measuring risk, e.g. attack trees; the ISO 27000 2-factor measure of risk consequence and risk likelihood; or by quantifying the ability of threat – e.g. OWASP risk rating methodology.
Transition to practice

It is felt that research methods can contribute to gathering reliable data. The transfer from research to practice however is difficult and might be very slow. To illustrate how distant research and practice might sometimes be, the panel provides a set of statements meant to describe the “industry view”, as opposed or distant to the research view:

- “Social metrics are hard and expensive, which is why we don’t do it”;
- “Security awareness – we assume that it works if people pass the test” (we want to believe it works);
- “Testing is hard and expensive to do” – technical responses are easy and cheap, and work ‘well enough’ – so people buy them – measuring staff ‘grumpiness’ is not easy and cheap;
- “We prefer capital expenditure to consultancy” – results need to be easy and cheap to measure;
- “It’s very hard to resist a good test” – people test and measure what’s easy to test and measure;
- “Standards drive adoption”.

In addition, the following observations were made:
- ‘Best practices’ are not quickly updated;
- Gartner and other influencers have a lot of power – everybody wants to be ‘best of breed & forward looking’ quadrant;
- As far as socio-technical security metrics are concerned, the phrase “garbage in, garbage out” applies;
- The industry approach to measurement is insufficiently mature – it’s a vacuum that research could fill;
- Honest and authoritative tests and criteria are needed.

The usage of metrics is another important point of discussion and the panelists feel that metrics and numbers are used to justify decisions already made. It is thus unsure why we want the measure. The answer ought to be: we should spend on things that have value for the system overall, not just to prevent something bad from happening, which is also the argument of Harvey Molotch [1]. We must combat exceptionalism – ‘security is special’ – as this seems to be an excuse for not working along scientific principles.

Also, we should not measure proxies or shortcuts. Examples:
- Studies on how many users give their passwords for a chocolate bar – these are numbers that don’t tell us very much;
- Mechanical Turk (mTurk) studies: the composition of participant groups is often limited, and motivation of those who participate for very little money may be to complete the study as quickly as possible.

The panelists feel there are too many of this type of debatable study – and bad data drives out good, myths about user behaviour are perpetuated. These hide the need to consider if technology and policies are actually working.

Finally, the panel agrees on a series of concrete recommendations and take-home messages:
- Be honest about what you don’t know;
- Throw out data that is not grounded, and start with what is left over;
- Triangulate your measurements or results with other metrics;
- Look at multiple metrics, especially context metrics, to understand what is causing changes in metrics;
Relate your measurements to business metrics to understand cost and benefit of doing the measurements;

Question how good the metric is. Are any of the insights actionable?

Conclusion

We need to work together to develop better studies, experimental paradigms, data collection and analysis techniques, and standards of proof and evidence.
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Open Problems

Despite interdisciplinary efforts, progress in socio-technical security is still slow. Research and practice are relying on security approaches that are felt to be unsatisfactory, but we are currently lacking demonstrably better alternatives. This seminar has made important contributions to advancing understanding, developing ontologies and identifying key issues, but much more research is needed in this domain. The following open problems have been identified:

- Reconciling metrics based on cost, time, and probability;
- Analysing security of complex systems based on attack step metrics;
- Relation with economic metrics;
- Relation with privacy metrics;
- Application to specific domains, such as critical infrastructures;
- Simulation of socio-technical systems;
- Defining “good” policies that are not only oriented towards liability but well grounded in what really happens in companies; that also rely on an understanding of human behavior rather than a prescription of behavior only;
- Triangulation of metrics;
- A clear definition of what socio-technical means, as opposed to the sum of two systems with different rules and concepts.

In particular, we recommend a follow-up seminar on analyzing the security of complex socio-technical systems based on metrics.

Relation with previous seminars

This seminar builds on the Insider Threat series (08302, 10341, 12501) and the seminar Secure Architectures in the Cloud (11492). However, this new seminar is focused on risk and security metrics, which is a specialized topic that can be of value to a broader community, and as such does not belong to the series.

Other related seminars include Verifying Reliability (12341), and From Security to Dependability (06371). Furthermore, a GI Dagstuhl Research Seminar on Dependability Metrics was held Oct. 30 – Nov. 1, 2005 (http://link.springer.com/book/10.1007/978-3-540-68947-8/)
These seminars covered broader classes of metrics, not specifically focused on security or socio-technical integration. The present seminar brings together the socio-technical security angle from the Insider Threat series and the focus on metrics of the above mentioned seminars.

In the Lorentz Center in the Netherlands, a related seminar took place on Formal Methods for the Informal World (http://www.lorentzcenter.nl/lc/web/2013/531/info.php3?wsid=531). In this seminar, formal models of socio-technical systems were discussed, although not primarily focused on cyber security.

### Programme overview / Organisation

In an effort to foster exchange among the participants and take full advantage of the Dagstuhl seminar concept, the organizers purposefully defined a program without long ex cathedra talks (Figure 2). The aim was twofold: (1) put emphasis on short presentations, involving a broad variety of people, each followed by sufficient discussion time; (2) avoid the style of presentations that are given in other contexts and that focus more on reporting rather than on sharing new ideas, visions, questions. As a result, the program included the following activities:

- 24 pitches (short talks, focusing at new ideas, visions, major questions);
- 3 tutorials (same objective than pitches, with increased talking and discussion time; suited for topics that are felt shared across the participants);
- 3 demo sessions (focus on concrete use-cases, video material, etc.);
- 1 panel discussion;
- 4 working groups (parallel break-out sessions; see Section Working Groups).

Furthermore, the parallel activities have been complemented by plenary sessions in order to present results to the entire group of participants and facilitate discussing those results.

![Figure 2 The programme of the seminar.](image-url)
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Abstract

Increasingly, modern cryptography (crypto) has moved beyond the problem of secure communication to a broader consideration of securing computation. The past thirty years have seen a steady progression of both theoretical and practical advances in designing cryptographic protocols for problems such as secure multiparty computation, searching and computing on encrypted data, verifiable storage and computation, statistical data privacy, and more.

More recently, the programming-languages (PL) community has begun to tackle the same set of problems, but from a different perspective, focusing on issues such as language design (e.g., new features or type systems), formal methods (e.g., model checking, deductive verification, static and dynamic analysis), compiler optimizations, and analyses of side-channel attacks and information leakage.

This seminar helped to cross-fertilize ideas between the PL and crypto communities, exploiting the synergies for advancing the development of secure computing, broadly speaking, and fostering new research directions in and across both communities.

1 Executive Summary

Michael Hicks

The seminar schedule consisted of three components: short, two minute introduction talks (one for each participant), longer technical talks (Section 3) and open discussions on four different subjects. The first two days consisted of the introduction talks, followed by most of the technical talks. The seminar attendees had a mix of backgrounds, with one half (roughly) leaning heavily toward the PL (programming languages) side, and the other half leaning more towards the crypto side. The diversity of talks reflected this diversity of backgrounds.
but there was much opportunity to meet in the middle and discuss open problems. The latter days mixed some remaining technical talks with open discussion sessions focusing on various problems and topics. In particular, participants voted to select four breakout sessions: Secure Computation Compilers, Crypto verification, Obfuscation, and Verified implementations.

This section summarizes some interesting discussions from the seminar, in three parts. First, we consider the activities involved in developing programming languages the interface with cryptography, and surveying the research of the seminar participants. Second, we explore how reasoning in PL and Crypto compare and contrast, and how ideas from one area might be relevant to the other. Finally, we survey open problems identified during the discussions.

Programming languages for cryptography

One connection emerged repeatedly in the talks and discussions: the use of programming languages to do cryptography, e.g., to implement it, optimize it, and prove it correct.

Programming languages can be compiled to cryptographic mechanisms

Programming languages can make cryptographic mechanisms easier to use. For example, the systems Sharemind, ShareMonad, CBMC-GC, and Wysteria are all designed to make it easier for programmers to write secure multiparty computations (SMCs).

In an SMC, we have two (or more) parties $X$ and $Y$ whose goal is to compute a function $F$ of their inputs $x$ and $y$, whereby each party only learns the output $F(x, y)$, but does not “see” the inputs. Cryptographers have developed ways to compute such functions, such as garbled circuits\(^2\) and computing on secret shares\(^3\), without need of a trusted third party. These systems shield the programmer from the workings of these mechanisms, compiling normal-looking programs to use the cryptography automatically. The languages can also provide additional benefits, such compiler-driven optimization.

This line of work is motivated by privacy- and/or integrity-preserving outsourcing of computation, e.g., as promised by The Cloud. Programming languages have been designed to compile to other kinds of crypto aside from SMC, like zero-knowledge proofs and authenticated data structures. Examples include Geppetto\(^4\), SNARKs for C\(^5\) and LambdaAuth\(^6\).

Combinations also exist, such as compiling to support Authenticated SNARKs.

Programming languages for implementing cryptography

The above languages aim to make computations secure through the use of cryptography, introduced by the language’s compiler. We are also interested in implementing the cryptographic algorithms themselves (e.g., for symmetric or public key encryption). The implementation

\(^1\) As a break from the technical program, we went on a group outing to Trier on Wednesday afternoon, where we enjoyed a guided historical tour and enjoyed the city’s Christmas market.

\(^2\) https://www.usenix.org/legacy/event/sec11/tech/full_papers/Huang.pdf

\(^3\) http://www.math.ias.edu/~avi/PUBLICATIONS/MYPAPERS/GMW87/GMW87.pdf

\(^4\) https://eprint.iacr.org/2014/976.pdf

\(^5\) http://eprint.iacr.org/2013/507

\(^6\) http://amiller.github.io/lambda-auth/
task could be made easier, more efficient, or more secure by employing a special-purpose language. Two representatives in this space are CAO\(^7\) and Cryptol\(^8\). Both are domain-specific, and both make it easier to connect implementations to tools for automated reasoning. The Seminar also featured work on synthesizing cryptography (block ciphers) from constraint-based specifications.\(^9\)

**Programming languages methods to prove security of cryptographic protocols and/or their implementations**

When a cryptographer defines a cryptographic protocol, she must prove it is secure. Programming languages methods can be used mechanically confirm that a proof of security is correct. Systems like ProVerif\(^10\), CryptoVerif\(^11\), EasyCrypt\(^12\) and CertiCrypt\(^13\) support cryptographic protocol verification, with varying kinds of assurance. These systems build on ideas developed in general verification systems like Coq or Isabelle.

Likewise, when a programmer implements some cryptography (in a language like C), she would like to formally verify that the implementation is correct (no more Heartbleed!). For example, we'd like to know that an implementation does not have side channels, it uses randomness sufficiently, it has no buffer overflows, etc. Once again, verification can be achieved using tools that are underpinned by PL methods developed in formal verification research. Frama-C\(^14\) and Fstar\(^15\) have been used to verify implementations.

**Formal reasoning for PL and Crypto**

Beyond using PLs as a tool for easier/safer use of Crypto, there is an opportunity for certain kinds of thinking, or reasoning, to cross over fruitfully between the PL an Crypto communities. In particular, both communities are interested in formalizing systems and proving properties about them but they often use different methods, either due to cultural differences, or because the properties and systems of interest are simply different. During the seminar we identified both analogous, similar styles of reasoning in two communities and connection points between the different styles of reasoning.

**Analogies between PL and Crypto reasoning**

The Ideal/Real paradigm was first proposed by Goldreich, Micali, and Widgerson in their work on Secure Multiparty Computation (SMC) \([3, 4]\), and further developed by Canetti in his universal composability (UC) framework\(^16\). The basic idea is to treat a cryptographic computation among parties as if it were being carried out by a trusted third party (the “ideal”), and then prove that the actual implementation (the “real”) emulates this ideal, in
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\(^7\) http://haslab.uminho.pt/mbh/software/cao-domain-specific-language-cryptography

\(^8\) https://galois.com/project/cryptol/

\(^9\) https://eprint.iacr.org/2014/774

\(^10\) http://prosecco.gforge.inria.fr/personal/bblanche/proverif/

\(^11\) http://prosecco.gforge.inria.fr/personal/bblanche/cryptoverif/

\(^12\) https://www.easycrypt.info/trac/

\(^13\) http://certicrypt.gforge.inria.fr/

\(^14\) http://frama-c.com/

\(^15\) http://research.microsoft.com/en-us/projects/fstar/

that the parties can learn nothing more than they would in a protocol involving a trusted party. (The paradigm also handles correctness, robustness, and other emergent properties.)

This is a classic kind of abstraction also present in formal verification: If a program $P$ uses a module $M$ that implements specification $S$, then relinking $P$ to use $M'$, which also implements $S$, should preserve the correct execution of $P$. One talk, by Alley Stoughton, made the interesting observation that the Real/Ideal notion might be a suitable organizing principle around which to verify software is secure, essentially by using the Ideal as a richer kind of security property than is typical in PL (which often looks at properties like information flow control), and using abstraction in key ways to show it is enforced.

In the Crypto setting, the Real-to-Ideal connection is established probabilistically, considering a diminishing likelihood that a computationally bounded adversary would be able to tell the difference between the Real and Ideal. In the PL setting, the specification-implementation connection is established using methods of formal reasoning and logic, and usually without considering an adversary.

However, a notion of adversary does arise in PL-style reasoning. In particular, an adversary can be expressed as a context $C[\cdot]$ into which we place a computation $e$ of interest that is subject to that adversary; the composition of the two is written $C[e]$. One PL property in this setup with a Crypto connection is contextual equivalence, which states that $e$ and $e'$ are equivalent iff for all contexts $C$ the outcome of running $C[e]$ is the same as running $C[e']$—e.g., both diverge or evaluate to the same result. In a PL setting this property is often of interest when proving that two different implementations of the same abstract data type have the same semantics (in all contexts). In a security setting we can view the contexts as adversaries, and $e$ and $e'$ as the Real and Ideal.

Another useful property is full abstraction. This property was originally introduced to connect an operational semantics to a denotational semantics—the former defines a kind of abstract machine that explains how programs compute, while the latter denotes the meaning of a program directly, in terms of another mathematical formalism (like complete partial orders). Both styles of semantics have different strengths, and full abstraction connects them: it requires that $e$ and $e'$ are observationally equivalent (according to the operational semantics) if and only if they have the same denotation (according to the denotational semantics).

In a Crypto setting, we might view the operational semantics as the Ideal and the denotational semantics as the Real, and full abstraction then states that despite the added observational power of the Real setting, an adversary cannot distinguish any more programs (i.e., learn any additional information) than he could in the Ideal setting. As a recent example of its use, Abadi and Plotkin used full abstraction to reason about the effectiveness of address space randomization. Another recent result is a fully abstract compiler from a type-safe high-level language to Javascript; the compiler effectively defines the denotational semantics, and the fact that it is fully abstract means that the added adversarial power that Javascript provides cannot violate the source language’s semantics.

Connections between PL and Crypto

The seminar also brought out ways that PL-style reasoning can be connected to Crypto-style reasoning for stronger end-to-end assurance of security. One connection point was at the Real/Ideal boundary. In particular, for privacy-preserving computation (or computation

---
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preserving some other security property), Crypto-style reasoning can first be used to establish that the Real emulates the Ideal, and then PL-style reasoning can consider the security of the Ideal itself.

For example, consider the setting of SMC. Here, we have two (or more) parties $X$ and $Y$ that wish to compute a function $F$ of their inputs $x$ and $y$, whereby each party only learns the output $F(x, y)$, but does not “see” the inputs. That is, the security goal is to establish that the Real computation of $F(x, y)$ is indistinguishable from the Ideal model of executing $F$ at a trusted third party. While Crypto can establish that a technique like garbled circuits effectively emulates a trusted third party, it does not establish that the output of $F$, even when computed by the Ideal, does not reveal too much information. For example, if $F(x, y) = y$ then $X$ learns $Y$’s value $y$ directly. More subtly, if $F(x, y) = x > y$, then if $x = 1$, an output of TRUE tells $X$ that $Y$’s value $y = 0$. PL-style reasoning can be applied to functions $F$ to establish whether they are sufficiently private, e.g., by using ideas like knowledge-based reasoning\(^{19}\) or type systems for differential privacy.\(^{20}\) PL-style reasoning about knowledge can also be used to optimize SMCs by identifying places where a transformation would not affect security (e.g., no more is learned by an adversary observing the transformed program), but could improve performance.\(^{21}\)

Another way to connect PL to Crypto is to factor security-sensitive computations into general-purpose and cryptographic parts. Then PL-style methods can be used to specify the overall computation with the Crypto parts carefully abstracted out. The proof of security then follows a PL approach, assuming guarantees provided by the Crypto parts, which are separately proved using Crypto techniques. In a sense we can think of the PL techniques as employing syntactic/symbolic reasoning, and the Crypto techniques employing computational/probabilistic reasoning.

This is the approach taken in LambdaAuth, a language extension for programming authenticated data structures (in the style of Merkle trees), in which the key idea involving the use of cryptographic hashes was abstracted into a language feature, and the proof of security combined a standard PL soundness proof along with a proof of the assumption that hash collisions are computationally difficult to produce. Recent work by Chong and Tromer on proof-carrying data similarly considers a language-level problem and proves useful guarantees by appealing to abstracted cryptographic mechanisms.\(^{22}\) Likewise, work on Memory Trace Obliviousness reasons about Oblivious RAM abstractly/symbolically in a PL setting to prove that the address trace of a particular program leaks no information.\(^{23}\)

**Open problems**

Beyond work that is being done, one goal of the seminar was to identify possible collaborations on future work. PL researchers and cryptographers work on common problems from different points of view, so one obvious next step is to collaborate on these problems.

One relevant problem is side channels. Cryptographers are concerned with side channels in their implementations, e.g., to make sure the time, space, or power consumption during

---
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an encryption/decryption operation does not reveal anything about the key. Likewise, PL
tolk care about side channels expressed at the language level, e.g. work by Andrew Myers’
group on timing channels\textsuperscript{24}. Both groups bring a useful perspective.

Another common problem is code obfuscation. It was cryptographers that proved
that virtual black box (VBB) obfuscation is impossible\textsuperscript{25}, and proposed an alternative
indistinguishability-based definition. PL researchers, on the other hand, have looked at
language-oriented views of obfuscation effectiveness, e.g., based on abstract interpretation\textsuperscript{26}.

Just as the halting problem is undecidable, but practical tools exist that prove termination\textsuperscript{27},
I believe that there is an opportunity here to find something useful, if not perfect.

Finally, the question of composability comes up in both Crypto and PL: Can we take
two modules that provide certain guarantees and compose them to create a larger system
while still ensuring properties proved about each module individually? Each community has
notions for composability that are slightly different, though analogous, as discussed above.
Can we make precise connections so as to bring over results from one community to the other?

Crypto currencies, exemplified by BitCoin, are an area of exploding interest. An interesting
feature about these currencies is that they provide a foundation for fair, secure multiparty
computation, as demonstrated by Andrychowicz, Dziembowski, Malinowski, and Mazurek
in their best paper at IEEE Security and Privacy 2014 \cite{1,2}. Could PL-style reasoning
be applied to strengthen the guarantees provided by such computations? Cryptographic

properties are often proved by making probabilistic statements about a system subject to a
computationally bounded adversary. Could program analyses be designed to give probabilistic
guarantees, drawing on the connection between adversary and context mentioned above,
to thus speak more quantitatively about the chances that a property is true, or not, given
the judgment of an analysis? How might random testing, which has proved highly useful in
security settings, be reasoned about in a similar way?

Acknowledgements. We would like to thank Jonathan Katz for his initial involvement in
organizing the seminar and Matthew Hammer for his help in preparing this report.
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3 Talk Abstracts

3.1 SNARKs on Authenticated Data

Manuel Barbosa (University of Minho – Braga, PT)

License © Creative Commons BY 3.0 Unported license © Manuel Barbosa

Joint work of Barbosa, Manuel;Backes, Michael;Fiore, Dario; Reischuk, Raphael;


URL http://eprint.iacr.org/2014/617

Presentation of joint work with M. Backes, D. Fiore and R. Reischuk, available on ePrint. We discuss the problem of privacy-preserving proofs on authenticated data, where a party receives data from a trusted source and is requested to prove computations over the data to third parties in a correct and private way, i.e., the third party learns no information on the data but is still assured that the claimed proof is valid. We formalize the above three-party model, discuss concrete application scenarios, and then we design, build, and evaluate ADSNARK, a nearly practical system for proving arbitrary computations over authenticated data in a privacy-preserving manner. ADSNARK improves significantly over state-of-the-art solutions for this model. For instance, compared to corresponding solutions based on Pinocchio (Oakland’13), ADSNARL achieves up to 25x improvement in proof-computation time and a 20x reduction in prover storage space.

3.2 Introduction to computer-aided cryptographic proofs

Gilles Barthe (IMDEA Software – Madrid, ES)

License © Creative Commons BY 3.0 Unported license © Gilles Barthe

In this tutorial I will present some recent developments in computer-aided cryptography.

3.3 From CryptoVerif Specifications to Computationally Secure Implementations of Protocols

Bruno Blanchet (INRIA – Paris, FR)

License © Creative Commons BY 3.0 Unported license © Bruno Blanchet
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This talk presents a novel technique for obtaining implementations of security protocols, proved secure in the computational model. We formally specify the protocol to prove, we prove this specification secure using the computationally-sound protocol verifier CryptoVerif, and we automatically translate it into an implementation in OCaml using a new compiler that we have implemented. We proved that our compiler preserves security. We applied this approach to the SSH Transport Layer protocol: we proved the authentication of the...
3.4 A two-level approach for programming secure multi-party computing

Dan Bogdanov (Cybernetica AS – Tartu, EE)

License © Creative Commons BY 3.0 Unported license

Joint work of Bogdanov, Dan; Kerik, Liisi; Laud, Peeter; Pankova, Alisa; Pettai, Martin; Randmets, Jaak; Ristioja, Jaak; Sim, Sander; Tarbe, Karl
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The implementation of secure multi-party computation applications needs specialized programming tools to hide the complexity of cryptography from the developer. Furthermore, secure multi-party computation seems to fit naturally into shared data analysis. We need tools that keep development simple, while preserving optimization opportunities and allowing formal security analyses.

Our solution is to separate the development into two layers. First, a high-level imperative language is used by the IT system developer to implement the algorithms and business logic. This language is independent of the underlying cryptographic protocols and the number of parties used in the execution. It emits bytecode that is interpreted by a specific virtual machine.

Second, a lower level language is used to implement the atomic secure operations in this virtual machine. This language is used by experts in secure computation to implement the protocols. Thus, it knows about parties, network channels and other necessary primitives. The language can be functional in order to simplify optimization and security analysis.

We have implemented this model in the Sharemind secure multi-party computation system with good results. The high-level language SecreC is used by non-cryptographers to implement real-world applications and it has a standard library of over 25,000 lines of code. For the lower layer, we have two options. Our own protocol DSL is a functional language for implementing protocols based on secret sharing. But we also support protocols generated by the CBMC-GC compiler as Boolean circuits.
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3.5 CBMC-GC: Secure Two-Party Computations in ANSI C

Niklas Buescher (TU Darmstadt, DE)
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Secure two-party computation (STC) is a computer security paradigm where two parties can jointly evaluate a program with sensitive input data, provided in parts from both parties. By the security guarantees of STC, neither party can learn any information on the other party’s input while performing the STC task. For a long time thought to be impractical, until recently, STC has only been implemented with domain-specific languages or hand-crafted Boolean circuits for specific computations. Our open-source compiler CBMC-GC is the first ANSI-C compiler for STC. It turns C programs into Boolean circuits that fit the requirements of garbled circuits, a generic STC approach based on circuits. Here, the size of the resulting circuits plays a crucial role since each STC step involves encryption and network transfer and is therefore extremely slow when compared to computations performed on modern hardware architectures. We report on newly implemented circuit optimization techniques that substantially reduce the circuit sizes compared to the original release of CBMC-GC.
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3.6 Enforcing Language Semantics Using Proof-Carrying Data

Stephen Chong (Harvard University – Cambridge, US)

License © Creative Commons BY 3.0 Unported license © Stephen Chong
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Sound reasoning about the behavior of programs relies on program execution adhering to the language semantics. However, in a distributed computation, when a value is sent from one party to another, the receiver faces the question of whether the value is well-traced: could it have been produced by a computation that respects the language semantics? If not, then accepting the non-well-traced value may invalidate the receiver’s reasoning, leading to bugs or vulnerabilities.
Proof-Carrying Data (PCD) is a recently-introduced cryptographic mechanism that allows messages in a distributed computation to be accompanied by proof that the message, and the history leading to it, complies with a specified predicate. Using PCD, a verifier can be convinced that the predicate held throughout the distributed computation, even in the presence of malicious parties, and at a verification cost that is independent of the size of the computation producing the value. Unfortunately, previous approaches to using PCD required tailoring a specialized predicate for each application, using an inconvenient formalism and with little methodological support.

We connect these two threads by introducing a novel, PCD-based approach to enforcing language semantics in distributed computations. We show how to construct an object-oriented language runtime that ensures that objects received from potentially untrusted parties are well-traced with respect to a set of class definitions. Programmers can then soundly reason about program behavior, despite values received from untrusted parties, without needing to be aware of the underlying cryptographic techniques.

### 3.7 Secure composition of protocols

**Veronique Cortier (LORIA – Nancy, FR)**

License: Creative Commons BY 3.0 Unported license
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Consider your favorite key-exchange protocol. Assume it is secure. Is it possible to use it to implement a secure channel?

In all generality, the answer is no. In this talk, we review techniques for securely composing protocols, for various notions of composition.

### 3.8 Wysteria: A Programming Language for Generic, Mixed-Mode Multiparty Computations

**Matthew A. Hammer (University of Maryland, US)**

License: Creative Commons BY 3.0 Unported license
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In a Secure Multiparty Computation (SMC), mutually distrusting parties use cryptographic techniques to cooperatively compute over their private data; in the process each party learns only explicitly revealed outputs. In this paper, we present **Wysteria**, a high-level programming language for writing SMCs. As with past languages, like Fairplay, **Wysteria** compiles secure computations to circuits that are executed by an underlying engine. Unlike past work, **Wysteria** provides support for mixed-mode programs, which combine local, private computations with synchronous SMCs. **Wysteria** complements a standard feature set with built-in support for secret shares and with wire bundles, a new abstraction that supports generic n-party computations. We have formalized **Wysteria**, its refinement
type system, and its operational semantics. We show that Wysteria programs have an easy-to-understand single-threaded interpretation and prove that this view corresponds to the actual multi-threaded semantics. We also prove type soundness, a property we show has security ramifications, namely that information about one party’s data can only be revealed to another via (agreed upon) secure computations. We have implemented Wysteria, and used it to program a variety of interesting SMC protocols from the literature, as well as several new ones. We find that Wysteria’s performance is competitive with prior approaches while making programming far easier, and more trustworthy.

3.9 Compiling SQL for encrypted data

Florian Kerschbaum (SAP AG – Karlsruhe, DE)

We present a problem in processing SQL over encrypted data. Encrypted database enable outsourcing to the cloud, but require adapting the encryption scheme to the SQL operation. A problem arises when one operator requires a different encryption scheme than its predecessor. Most notably sorting of (or range queries on) homomorphically encrypted data is not possible. A query like “SELECT TOP 3 zipcode GROUP BY zipcode ORDER BY SUM(revenue)” cannot be performed on encrypted data. The solution to this problem is deeper query analysis and compilation. We build the operator tree (relational algebra) bof the SQL query, split it at the bottom most conflict and execute one part on the database and one part on the client. This implies a performance penalty for transferring more data to the client for some queries and always for query analysis, but enables full SQL functionality and policy configuration of the encryption (and hence potentially increasing security).
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3.10 Rational Protection Against Timing Attacks

Boris Köpf (IMDEA Software – Madrid, ES)

We present a novel approach for reasoning about the trade-off between security and performance in timing attacks, based on techniques from game theory and quantitative information-flow analysis. Our motivating example is the combination of input blinding and discretization...
of execution times, for which the trade-off between security and performance can be cast formally.

We put our techniques to work in a case study in which we identify optimal countermeasure configurations for the OpenSSL RSA implementation. We determine situations in which the optimal choice is to use a defensive, constant-time implementation and a small key, and situations in which the optimal choice is a more aggressively tuned (but leaky) implementation with a longer key.
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3.11 Proving the TLS Handshake Secure (as it is) – and will be

Markulf Kohlweiss (Microsoft Research UK – Cambridge, GB)

The TLS Internet Standard features a mixed bag of cryptographic algorithms and constructions, letting clients and servers negotiate their use for each run of the handshake.

I present an analysis of the provable security of the TLS handshake, as it is implemented and deployed. To capture the details of the standard and its main extensions, it relies on miTLS, a verified reference implementation of the protocol. This motivates the use of new agile security definitions and assumptions for the signatures, key encapsulation mechanisms (KEM), and key derivation algorithms used by the TLS handshake. To validate the model of key encapsulation, the analysis shows that the KEM definition is satisfied by RSA ciphersuites under the plausible assumption that PKCS#1v1.5 ciphertexts are hard to re-randomize.

I also touch on the need to adapt our KEM model to support the recent session hash and extended master secret draft TLS extension that binds TLS master secrets to the context in which they were generated.

3.12 Automated Analysis and Synthesis of Modes of Operation and Authenticated Encryption Schemes

Alex Malozemoff (University of Maryland, US)

In this talk, we present two approaches to synthesizing encryption schemes. We first discuss a work published at CSF 2014, where we synthesize block-cipher modes of operations, which
are mechanisms for probabilistic encryption of arbitrary length messages using any underlying block cipher. We propose an automated approach for the security analysis of block-cipher modes of operation based on a 'local' analysis of the steps carried out by the mode when handling a single message block. We model these steps as a directed, acyclic graph, with nodes corresponding to instructions and edges corresponding to intermediate values. We then introduce a set of labels and constraints on the edges, and prove a meta-theorem showing that any mode for which there exists a labeling of the edges satisfying these constraints is secure (against chosen-plaintext attacks). This allows us to reduce the security of a given mode to a constraint-satisfication problem, which in turn can be handled using an SMT solver. We couple our security-analysis tool with a routine that automatically generates viable modes; together, these allow us to synthesize hundreds of secure modes.

In the second part of the talk, we discuss recent work extending this approach to authenticated encryption schemes, which both encrypts and authenticates arbitrary-length messages using a block-cipher as a building block.

3.13 Crash Course on Cryptographic Program Obfuscation

*Alex Malozemoff (University of Maryland, US)*

**License**: Creative Commons BY 3.0 Unported license

**Joint work of**: Apon, Daniel; Huang, Yan; Katz, Jonathan; Malozemoff, Alex
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In this talk, we give a brief overview of cryptographic program obfuscation, discussing the definitions, a high-level description of the main construction, and some performance results.

3.14 A Practical Testing Framework for Isolating Hardware Timing Channels

*Sara Meiklejohn (University College London, GB)*

**License**: Creative Commons BY 3.0 Unported license

3.15 Deéjà Q: Using Dual Systems to Revisit q-Type Assumptions

Sarah Meiklejohn (University College London, GB)

After more than a decade of usage, bilinear groups have established their place in the cryptographic canon by enabling the construction of many advanced cryptographic primitives. Unfortunately, this explosion in functionality has been accompanied by an analogous growth in the complexity of the assumptions used to prove security. Many of these assumptions have been gathered under the umbrella of the “uber-assumption,” yet certain classes of these assumptions—namely, q-type assumptions—are stronger and require larger parameter sizes than their static counterparts. In this paper, we show that in certain groups, many classes of q-type assumptions are in fact implied by subgroup hiding (a well-established, static assumption). Our main tool in this endeavor is the dual-system technique, as introduced by Waters in 2009. We show that q-type assumptions are implied—when instantiated in appropriate groups—solely by subgroup hiding.
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3.16 A Computational Model including Timing Attacks

Esfandiar Mohammadi (Universität des Saarlandes, DE)

Cryptographic proofs about security protocols typically abstract from timing attacks. For some security protocols, however, timing attacks constitute the most effective class of attacks, such as the anonymous communication protocol Tor. We present TUC (for Time-sensitive Universal Composability): the first universal composability framework that includes a comprehensive notion of time. TUC, in particular, includes network-based timing attacks against multi-party protocols (e.g., Tor). We, furthermore, discuss how system-level can be modelled in TUC.
3.17 Proving the Security of the Mini-APP Private Information Retrieval Protocol in EasyCrypt

Alley Stoughton (MIT Lincoln Laboratory – Lexington, US)

License Creative Commons BY 3.0 Unported license
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Mini-APP is a simple private information retrieval (PIR) protocol involving a very simple kind of database. It’s my simplification of a PIR protocol developed by cryptographers at the University of California, Irvine, as part of IARPA’s APP (Advanced Privacy Protection) program. I will describe the Mini-APP protocol, define its security using the real/ideal paradigm, and give a high level explanation of how I proved its security using the EasyCrypt proof assistant.

3.18 Using the Real/Ideal Paradigm to Define Program Security

Alley Stoughton (MIT Lincoln Laboratory – Lexington, US)

License Creative Commons BY 3.0 Unported license
© Alley Stoughton
Joint work of Stoughton, Alley; Johnson, Andrew; Beller, Samuel; Chadha, Karishma; Chen, Dennis; Foner, Kenneth; Zhivich, Michael
URL http://dx.doi.org/10.1145/2637113.2637115

I present an example of how the real/ideal paradigm of theoretical cryptography can be used as a framework for defining the security of programs that don’t necessarily involve any cryptographic operations, and in which security is enforced using programming language abstractions. Our example is the two player board game Battleship, and we’ll consider an implementation of Battleship in the concurrent functional programming language Concurrent ML, giving an informal argument as to why its players are secure against possibly malicious opponents.

3.19 Enforcing Language Semantics Using Proof-Carrying Data

Eran Tromer (Tel Aviv University, IL)

License Creative Commons BY 3.0 Unported license
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Sound reasoning about the behavior of programs relies on program execution adhering to the language semantics. However, in a distributed computation, when a value is sent from one party to another, the receiver faces the question of whether the value is well-traced: could it have been produced by a computation that respects the language semantics? If not, then accepting the non-well-traced value may invalidate the receiver’s reasoning, leading to bugs or vulnerabilities.
Proof-Carrying Data (PCD) is a recently-introduced cryptographic mechanism that allows messages in a distributed computation to be accompanied by proof that the message, and the history leading to it, complies with a specified predicate. Using PCD, a verifier can be convinced that the predicate held throughout the distributed computation, even in the presence of malicious parties, and at a verification cost that is independent of the size of the computation producing the value. Unfortunately, previous approaches to using PCD required tailoring a specialized predicate for each application, using an inconvenient formalism and with little methodological support.

We connect these two threads by introducing a novel, PCD-based approach to enforcing language semantics in distributed computations. We show how to construct an object-oriented language runtime that ensures that objects received from potentially untrusted parties are well-traced with respect to a set of class definitions. Programmers can then soundly reason about program behavior, despite values received from untrusted parties, without needing to be aware of the underlying cryptographic techniques.

3.20 Information leakage via side channels: a brief survey

Eran Tromer (Tel Aviv University, IL)

License © Creative Commons BY 3.0 Unported license

Security of modern computer systems relies on the ability to enforce separation between mutually-untrusting processes or virtual machines. The communication between these processes/VMs is supposedly controlled by the platform (OS, VMM and hardware) according to a policy. Alas, information flow is a fickle thing: subtle and unexpected interaction between processes through the underlying hardware can convey information, and thereby violate enforcement of separation. Such “side channels” have long been the bane of secure system partitioning. In recent years, they have been recognized as especially dangerous in the age of multitenancy in cloud computing. Analogous challenges arise for corruption of computation and data by induced faults. This talk briefly surveys the challenge, and approaches to mitigating such attacks at the levels of engineering, algorithms, software and program analysis.

3.21 Verification of Quantum Crypto

Dominique Unruh (University of Tartu, EE)

License © Creative Commons BY 3.0 Unported license

We discussed the challenge of verifying post-quantum secure cryptography, and argue that support for such verification might be achievable at little extra cost in tools like EasyCrypt, both for the implementer of the tool, as well as for the user who writes the proof.

Follow-up discussions have already led to active and fruitful collaboration with the developers of EasyCrypt (specifically Gilles Barthe, François Dupressoir, Pierre-Yves Strub) on this topic.
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1 Executive Summary

James Cheney
Torsten Grust
Dimitrios Vytiniotis

Large-scale data-intensive computing, commonly referred to as “Big Data”, has been influenced by and can further benefit from programming languages ideas. The MapReduce programming model is an example of ideas from functional programming that has directly influenced the way distributed big data applications are written. As the volume of data has grown to require distributed processing potentially on heterogeneous hardware, there is need for effective programming models, compilation techniques or static analyses, and specialized language runtimes. The motivation for this seminar has been to bring together researchers working on foundational and applied research in programming languages but also data-intensive computing and databases, in order to identify research problems and opportunities for improving data-intensive computing.
To this extent, on the database side, the seminar included participants who work on databases, query languages and relational calculi, query compilation, execution engines, distributed processing systems and networks, and foundations of databases. On the programming languages side, the seminar included participants who work on language design, integrated query languages and meta-programming, compilation, as well as semantics. There was a mix of applied and foundational talks, and the participants included people from universities as well as industrial labs and incubation projects.

The work that has been presented can be grouped in the following broad categories:

- **Programming models and domain-specific programming abstractions** (Cheney, Alexandrov, Vitek, Ulrich). How can data processing and query languages be integrated in general purpose languages, in type-safe ways and in ways that enable traditional optimizations and compilation techniques from database research? How can functional programming ideas such as monads and comprehensions improve the programmability of big data systems? What are some language design issues for data-intensive computations for statistics?


- **Interactive and live programming** (Green, Vaz Salles, Stevenson, Binnig, Suciu). What are some challenges and techniques for interactive applications. How to improve the live programming experience of data scientists? Ways to offer data management and analytics as cloud services.

- **Query compilation** (Neumann, Henglein, Rompf, Ulrich). Compilation of data processing languages to finite state automata and efficient execution. Programming languages techniques, such as staging, for enabling implementors to concisely write novel compilation schemes.

- **Data programming languages and semantics** (Wisnesky, Vansummeren). Functorial semantics for data programming languages, but also foundations for languages for information extraction.

- **Foundations of (parallel) query processing** (Suciu, Neven, Hidders). Communication complexity results, program equivalence problems in relational calculi.

- **Big data in/for science** (Teubner, Stoyanovich, Ré). Challenges that arise in particle physics due to the volume of generated data. How can we use data to speed up new material discovery and engineering? How to use big data systems for scientific extraction and integration from many different data sources?

- **Other topics**: architecture and runtimes (Ahmad), coordination (Foster), language runtimes (Vytiniotis), weak consistency (Gotsman).

The seminar schedule involved three days of scheduled talks, followed by two days of free-form discussions, demos, and working groups. This report collects the abstracts of talks and demos, summaries of the group discussion sessions, and a list of outcomes resulting from the seminar.
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3 Overview of Talks

3.1 Self-Adjusting Computation for Dynamic and Large Data Sets

Umut A. Acar (Carnegie Mellon University – Pittsburgh, US)

License © Creative Commons BY 3.0 Unported license
© Umut A. Acar

Developing efficient and reliable software is a difficult task. Rapidly growing and dynamically changing data sets further increase complexity by making it more challenging to achieve efficiency and performance. We present practical and powerful abstractions for taming software complexity in this domain. Together with the algorithmic models and programming languages that embody them, these abstractions enable designing and developing efficient and reliable software by using high-level reasoning principles and programming techniques. As evidence for their effectiveness, we consider a broad range of benchmarks including sophisticated algorithms in geometry, machine-learning, and large data sets. On the theoretical side, we show asymptotically significant improvements in efficiency and present solutions to several open problems using the proposed techniques. On the practical side, we present programming languages, compilers, and related software systems that deliver significant improvements in performance, usually with little effort from the programmer. This talk is based on research done jointly with collaborators including A. Ahmed, G. Blelloch, M. Blume, Y. Chen, J. Dunfield, M. Fluet, M. Hammer, R. Harper, B. Hudson, R. Ley-Wild, O. Sumer, K. Tangwongsan, D. Turkoglu.

3.2 Deconstructing Big Data Stacks

Yanif Ahmad (Johns Hopkins University, US)

License © Creative Commons BY 3.0 Unported license
© Yanif Ahmad

Modern big data applications deployed in datacenter environments are complex layered software stacks that provide functionality ranging from the networking and storage hardware, to the high-level analytics logic required by the application. Today’s data systems play a central role in facilitating distributed data movement, query scheduling and fault tolerance for large-scale data processing. In this talk, we survey and deconstruct the design decisions made in the modern data systems architectures commonly found in a Big Data stack. This includes the storage services provided for input data as well as large intermediate results, support for both mid-query and inter-query fault tolerance, and the architectural impact of providing low-latency results, ideally without a long tail. The systems considered include HDFS, Hadoop, Spark, Impala, Storm and briefly NoSQL and NewSQL DBMS.
3.3 Data Analytics with Flink

*Alexander Alexandrov (TU Berlin, DE)*

License Creative Commons BY 3.0 Unported license
© Alexander Alexandrov
Joint work of Katsifodimos, Asterios; Alexandrov, Alexander
URL http://flink.apache.org/

In this demo session we give an overview of Apache Flink – an open-source system for scalable data analysis. We present Flink’s functional programming model and discuss some unique system features: (1) the approach of managing a JVM-based heap through aggressive object serialization on byte buffers, (2) the cost-based dataflow optimizer, and (3) the support for native incremental iterations and their resemblance with semi-naive Datalog evaluation.

3.4 Interactive & Visual Data Exploration

*Carsten Binnig (DHBW – Mannheim, DE)*

License Creative Commons BY 3.0 Unported license
© Carsten Binnig
Joint work of Sam Zhao; Binnig, Carsten; Tim Kraska; Ugur Cetintemel; Stan Zdonik

Data-centric applications in which data scientists of varying skill levels explore large data sets are becoming more and more relevant to make sense of the data, identify interesting patterns, and bring aspects of interest into focus for further analysis. Enabling these applications with ease of use and at “human speeds” is key to democratizing data science and maximizing human productivity. As a first step towards visual interactive data exploration, we implemented a visual index for computing histograms based on a $B^+$-tree. The major differences to the traditional $B^+$-tree are: (1) We annotate the index nodes with count values as discussed before. (2) We offer optimized index traversal strategies for all requested bins of a histogram. (3) We use typical bin definitions of a histogram as separators for the upper levels instead of using the normal balancing rules.

3.5 From LINQ to QDSLs

*James Cheney (University of Edinburgh, GB)*

License Creative Commons BY 3.0 Unported license
© James Cheney
Joint work of Cheney, James; Lindley, Sam; Wadler, Philip
URL http://dx.doi.org/10.1145/2544174.2500586

Language-integrated query techniques ease database programming by placing queries and ordinary program code on the same level, so that the language implementation can check and coordinate communication between the host language and database. Such techniques are based on foundations developed in the 90s including comprehension syntax, normalization results for nested relational calculus, and more recent work on generalizing normalization to a higher-order setting and embedding query languages in host languages using quotation (a technique we identify as Quotation-based Domain Specific Languages, or QDSLs). In this talk I give an overview of this prior work exemplifying interaction between database and programming language research, and illustrate its impact on LINQ for F#.
3.6 Demo: Normalization and Query Composition in LINQ

James Cheney (University of Edinburgh, GB)

License Creative Commons BY 3.0 Unported license
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Joint work of Cheney, James; Lindley, Sam; Wadler, Philip
URL http://dx.doi.org/10.1145/2500365.2500586

In this demo I explained the underlying ideas of LINQ in F#, and application of recent work with Lindley and Wadler on normalization of query expressions. LINQ already performs some transformations to query expressions at run time using quotation and reflection capabilities of F#, but it has some gaps in support for queries that involve higher-order functions. Our work overcomes this limitation by providing a guarantee that all query expressions of a certain class normalize to a form that can be turned into SQL – even if the query expression makes use of lambda-abstraction and application. This has subtle implications, and allows writing efficient queries using lambda-abstraction that are not executed efficiently by the built-in F# LINQ library, and constructing queries at run time by recursion over in-memory data (illustrated by showing how XPath queries and their mapping to SQL can be defined in F# LINQ).

3.7 The Homeostatis Protocol: Avoiding Transaction Coordination Through Program Analysis

Nate Foster (Cornell University – Ithaca, US)

License Creative Commons BY 3.0 Unported license
© Nate Foster
Joint work of Roy, Sudip; Bender, Gabriel; Kot, Lucja; Ding, Bailu; Foster, Nate; Gehrke, Johannes; Koch, Christoph

Many datastores rely on distribution and replication to achieve improved performance and fault-tolerance. But correctness of many applications depends on strong consistency properties – something that can impose substantial overheads, since it requires coordinating the behavior of multiple nodes. This work developed a new approach to achieving strong consistency in distributed systems while minimizing communication between nodes. The key insight was to allow the state of the system to be inconsistent during execution, as long as this inconsistency is bounded and does not affect transaction correctness. In contrast to previous work, our approach used program analysis to extract semantic information about permissible levels of inconsistency and is fully automated. We also developed a novel “homeostasis protocol” to allow sites to operate independently, without communicating, as long as any inconsistency is governed by appropriate treaties between the nodes. We designed mechanisms for optimizing treaties based on workload characteristics to minimize communication, built a prototype implementation, and conducted experiments to demonstrate the benefits of our approach on transactional benchmarks.

To appear in SIGMOD 2015.
3.8  Weak Consistency in Cloud Storage

Alexey Gotsman (IMDEA Software Institute, ES)

License © Creative Commons BY 3.0 Unported license
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Modern geo-replicated databases underlying large-scale Internet services guarantee immediate availability and tolerate network partitions at the expense of providing only weak forms of consistency, commonly dubbed eventual consistency. At the moment there is a lot of confusion about the semantics of eventual consistency, as different systems implement it with different sets of features and in subtly different forms, stated either informally or using disparate and low-level formalisms.

We address this problem by proposing a framework for formal and declarative specification of the semantics of eventually consistent systems using axioms. Our framework is fully customisable: by varying the set of axioms, we can rigorously define the semantics of systems that combine any subset of typical guarantees or features, including conflict resolution policies, session guarantees, causality guarantees, multiple consistency levels and transactions. We prove that our specifications are validated by an example abstract implementation, based on algorithms used in real-world systems. These results demonstrate that our framework provides system architects with a tool for exploring the design space, and lays the foundation for formal reasoning about eventually consistent systems.

3.9  Live Programming for Big Data

Todd J. Green (LogicBlox – Atlanta, US)

License © Creative Commons BY 3.0 Unported license
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We observe that the emerging category of self-service enterprise applications motivates support for “live programming” in the database, where the user’s iterative exploration of the input data triggers changes to installed application code and its output in real time. This talk discusses the technical challenges in supporting live programming in the database and presents the solution implemented in version 4.1 of the LogicBlox commercial database system. The workhorse architectural component is a novel “meta-engine” that incrementally maintains metadata representing application code, guides compilation of input application code into its internal representation in the database kernel, and orchestrates maintenance of materialized views based on those changes. Our approach mirrors LogicBlox’s declarative programming model and describes the maintenance of application code using declarative meta-rules; the meta-engine is essentially a “bootstrap” version of the database engine proper. Beyond live programming, the meta-engine turns out effective for a range of static analysis and optimization tasks, which we discuss. Outside of the database systems context, we speculate that our design may even provide a novel means of building incremental compilers for general-purpose programming languages.
3.10 Towards Regular Expression Processing at 1 Gbps/core

Fritz Henglein (University of Copenhagen, DK)

License © Creative Commons BY 3.0 Unported license
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Joint work of Bjørn Grathwohl; Henglein, Fritz; Ulrik Rasmussen

URL http://dx.doi.org/10.1007/978-3-319-10882-7_14
URL http://www.diku.dk/kmc

We describe how type theory, prefix codes, nondeterministic automata, streaming and determinization to register automata yield a worst-case linear-time regular expression parser for fixed regular expressions. Early tests indicate that it operates at a sustained 100+ Mbps rate on complex regular expressions and large data sets; this seems to be significantly faster than existing tools, which operate at 2 to 20 Mbps (commodity PC). We sketch how we believe an expressive regular expression processor executing at 1 Gbps per 64-bit core can be designed and implemented, without employing machine-specific or hardware oriented tricks.

3.11 MapReduce Optimisation in the Nested Relational Calculus

Jan Hidders (TU Delft, NL)

License © Creative Commons BY 3.0 Unported license
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Joint work of Grabowski, Marek; Hidders, Jan; Sroka, Jacek; Vansummeren, Stijn

URL http://dx.doi.org/10.1007/978-3-642-39467-6_17

We introduced sNRC, a variant of the Nested Relational Calculus over bags which allows heterogeneous bags and has two special operations: basic value equality and a duplicate elimination operator that selects only basic values. In this language we can readily represent a MapReduce operator, and so reasoning about equivalence of expressions in the language becomes equivalent to reasoning over MapReduce workflows over nested data. It is discussed how it might be possible to axiomatise equivalence of expressions with relatively simple equations. We also show some conjectures about the decidability of this problem for the presented fragment, and how this relates to existing results and open problems.

3.12 Incremental Computation: The Database Approach

Christoph Koch (EPFL – Lausanne, CH)

License © Creative Commons BY 3.0 Unported license
© Christoph Koch

URL http://dx.doi.org/10.1007/s00778-013-0348-4

In this talk, I presented the database approach to incremental computation – incremental view maintenance by compile-time query transformation. I first presented the classical approach
to incremental view maintenance using delta queries and then presented the DBToaster approach – recursive or higher-order incremental view maintenance. I also gave a demo of the DBToaster system, available at www.dbtoaster.org. Finally, I presented our recent work on higher-order incremental view maintenance for nested relational queries and the simply-typed lambda calculus, available as a preprint as [1].

References

3.13 Compiling SQL Queries into Executable Code

Thomas Neumann (TU München, DE)

License © Creative Commons BY 3.0 Unported license © Thomas Neumann
Joint work of Neumann, Thomas; Leis, Viktor
URL http://sites.computer.org/debull/A14mar/p3.pdf

On modern servers the working set of database management systems becomes more and more main memory resident. Slow disk accesses are largely avoided, and thus the in-memory processing speed of databases becomes an important factor. One very attractive approach for fast query processing is just-in-time compilation of incoming queries. By producing machine code at runtime we avoid the overhead of traditional interpretation systems, and by carefully organizing the code around register usage we minimize memory traffic and get excellent performance. In this talk we show how queries can be brought into a form suitable for efficient translation, and how the underlying code generation can be orchestrated. By carefully abstracting away the necessary plumbing infrastructure we can build a query compiler that is both maintainable and efficient. The effectiveness of the approach is demonstrated by the HyPer system that uses query compilation as its execution strategy and achieves excellent performance.

3.14 Parallel-Correctness and Transferability for Conjunctive Queries

Frank Neven (Hasselt University – Diepenbeek, BE)

License © Creative Commons BY 3.0 Unported license © Frank Neven
Joint work of Ameloot, Tom; Geck, Gaetano; Ketsman, Bas; Neven, Frank; Schwentick, Thomas

A dominant cost for query evaluation in modern massively distributed systems is the number of communication rounds. For this reason, there is a growing interest in single-round multiway join algorithms where data is first reshuffled over many servers and then evaluated in a parallel but communication-free way. The reshuffling itself is specified as a distribution policy. We introduce a correctness condition, called parallel-correctness, for the evaluation of queries with respect to a distribution policy. We study the complexity of parallel-correctness for conjunctive queries as well as transferability of parallel-correctness between queries. We also investigate the complexity of transferability for certain families of distribution policies, including, for instance, the Hypercube distribution.
3.15  DeepDive: A Data System for Macroscopic Science

Christopher Ré (Stanford University, US)

Many pressing questions in science are macroscopic in that these questions require that a scientist integrate information from many data sources. Often, these data sources are documents that contain natural language text, tables, and figures. Such documents contain valuable information, but they are difficult for machines to understand unambiguously. This talk describes DeepDive, a statistical extraction and integration system to extract information from such documents. For tasks in paleobiology, DeepDive-based systems are surpassing human volunteers in data quantity, recall, and precision. This talk describes recent applications of DeepDive and DeepDive’s technical core. One of those core technical issues is efficient statistical inference. In particular, we describe our recent Hogwild! and DimmWitted engines that explore a fundamental tension between statistical efficiency (steps until convergence) and hardware efficiency (efficiency of each of those steps). In addition, we offer thoughts about how domain specific languages can help.


3.16  An Efficient SQL to C Compiler in 500 lines of Scala

Tiark Rompf (Purdue University, US)

For hard-core systems level programming, low-level C code is still the industry standard. The drawbacks are well known: buggy systems, security vulnerabilities, poor programmer productivity, etc. Generative programming is an alternative: writing expressive high-level programs that generate fast low-level code at runtime. While many languages come with basic code generation facilities, generative programming has remained somewhat of a black art. Recent developments, however, promise to make generative programming much more accessible. This talk will provide a step-by-step introduction to the open-source LMS (Lightweight Modular Staging) framework, which brings runtime code generation and compilation to Scala programs. We will build a SQL query engine that outperforms commercial and open source database systems and consists of just about 500 lines of high-level Scala code. Along the way, we will discuss concepts such as mixed-stage data structures that contain both static and dynamic parts (e.g. static schema and dynamic values for data records) and staged interpreters which can be mechanically turned into compilers (e.g. for SQL queries or regular expressions).
3.17  **F#3.0 – Strongly-Typed Language Support for Internet-Scale Information Sources**

*Andrew Stevenson (Queen’s University – Kingston, CA)*

**License** [Creative Commons BY 3.0 Unported license](https://creativecommons.org/licenses/by/3.0/)
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**Main reference**


**URL** [http://research.microsoft.com/apps/pubs/?id=173076](http://research.microsoft.com/apps/pubs/?id=173076)

A growing trend in both the theory and practice of programming is the interaction between programming and rich information spaces. From databases to web services to the semantic web to cloud-based data, the need to integrate programming with heterogeneous, connected, richly structured, streaming and evolving information sources is ever-increasing. Most modern applications incorporate one or more external information sources as integral components. Providing strongly typed access to these sources is a key consideration for strongly-typed programming languages, to insure low impedance mismatch in information access. At this scale, information integration strategies based on library design and code generation are manual, clumsy, and do not handle the internet-scale information sources now encountered in enterprise, web and cloud environments. In this report we describe the design and implementation of the type provider mechanism in F# 3.0 and its applications to typed programming with web ontologies, web-services, systems management information, database mappings, data markets, content management systems, economic data and hosted scripting. Type soundness becomes relative to the soundness of the type providers and the schema change in information sources, but the role of types in information-rich programming tasks is massively expanded, especially through tooling that benefits from rich types in explorative programming.

3.18  **(Big) Data Challenges in Materials Science and Engineering**

*Julia Stoyanovich (Drexel University – Philadelphia, US)*
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© Julia Stoyanovich

Materials Science and Engineering (MSE) is focused on the process of engineering matter into new and useful forms. It is a vast field that seeks to understand the properties of materials, to create materials appropriate for particular tasks, and to predict material behavior. Like many other disciplines, MSE is looking for ways to leverage data-driven approaches to make the process of scientific discovery and engineering more efficient. In this talk I present two interesting MSE use cases, outline ongoing efforts towards making MSE a data-intensive domain, and discuss ingredients of an MSE cyberinfrastructure.
3.19 Big Data Management with the Myria Cloud Service

Dan Suciu (University of Washington – Seattle, US)

Myria is a novel cloud service for big data management and analytics designed to improve productivity. Myria’s goal is for users to simply upload their data and for the system to help them be self-sufficient data science experts on their data – self-serve analytics. From a web browser, Myria users can upload data, author efficient queries to process and explore the data, and debug correctness and performance issues. Myria queries are executed on a scalable, parallel cluster that uses both state-of-the-art and novel methods for distributed query processing.

3.20 Communication Cost in Parallel Query Processing

Dan Suciu (University of Washington – Seattle, US)

We study the problem of computing a conjunctive query \( q \) in parallel using \( p \) servers on a large database. We consider algorithms with one round of communication, and study the complexity of the communication. We prove matching upper and lower bounds based on the fractional edge packing of the query.

3.21 Big Data Problems in Particle Physics

Jens Teubner (TU Dortmund, DE)

The Large Hadron Collider at CERN is often cited as a source of extremely large data volumes, or “Big Data”. The talk gives a brief intuition of the type of experiments that are being run at CERN (specifically the LHCb sub-project) and I will show what types of data are being produced and how they are being accessed by physical analyses. I will sketch my vision on how database-oriented techniques could be used to allow for more efficient data analysis and – as a consequence – to improve the insights that can be gained from the experimental data.
3.22 Query Compilation Based on the Flattening Transformation

Alexander Ulrich (Universität Tübingen, DE)

License Creative Commons BY 3.0 Unported license © Alexander Ulrich


We tackle the problem of supporting an expressive, fully compositional list-based query language that allows nested results efficiently on off-the-shelf relational query engines. Query formulation is centered around comprehensions and a rich set of order-aware combinators including grouping, aggregation and sorting. This query language provides a basis for the construction of language-integrated query systems that seamlessly embed querying capabilities into functional programming languages. In this talk, we sketch the internals of a query compiler centered around the flattening transformation, a program transformation originally conceived to support nested data parallelism on vector processors. Adapted to query compilation, the flattening-based approach shreds nested queries into a small, statically determined number of efficient relational queries. In contrast to previous work, flattening-based query compilation (a) consists of a composition of simple steps that build on previous work and are easy to reason about (b) supports ordered collections and operations like aggregation, grouping and sorting and (c) produces efficient code.

In addition, we demonstrate Database-Supported Haskell (DSH), an implementation of flattening-based query shredding. DSH is an embedded query DSL that allows to formulate complex queries in idiomatic Haskell style. DSH queries are constructed from (higher-order) combinators and comprehensions, support abstraction over sub-queries and are subject to the same static typing discipline as other parts of a Haskell program. DSH compiles such queries with nested results into a bundle of efficient flat queries for off-the-shelf relational query engines.

3.23 Spanners: A Formal Framework for Information Extraction

Stijn Vansummeren (University of Brussels, BE)
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An intrinsic part of information extraction is the creation and manipulation of relations extracted from text. In this talk, we present a foundational framework where the central construct is what we call a spanner. A spanner maps an input string into relations over the spans (intervals specified by bounding indices) of the string. The focus of this presentation is on the representation of spanners. Conceptually, there are two kinds of such representations. Spanners defined in a primitive representation extract relations directly from the input string; those defined in an algebra apply algebraic operations to the primitively represented spanners. This framework is driven by SystemT, an IBM commercial product for text analysis, where the primitive representation is that of regular expressions with capture variables. We define additional types of primitive spanner representations by means of two kinds of automata that assign spans to variables. We prove that the first kind has the same expressive power as regular expressions with capture variables; the second kind expresses precisely the algebra of the regular spanners – the closure of the first kind under standard relational operators.
The core spanners extend the regular ones by string-equality selection (an extension used in SystemT). We give some fundamental results on the expressiveness of regular and core spanners.

3.24 Challenges in Interactive Applications

Marcos Vaz Salles (University of Copenhagen, DK)
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Interactive applications, such as data visualizations and maps, computer games and simulations, or in-memory transactional and analytics systems, are becoming ever more pervasive and important to our society. In this talk, we describe lessons learned and challenges emerging from our research with these applications. First, we explore the challenge of declarative pre-computation of complex data transformations in these applications, discussing an example of selecting data for zoomable maps [1]. Second, we discuss the challenge of performance visibility in programming models for online computations, suggesting a way to revisit the transaction model for this goal [2].

References


3.25 The R Project and Language

Jan Vitek (Northeastern University – Boston, US)

License © Creative Commons BY 3.0 Unported license
© Jan Vitek
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Jan introduced the seminar attendees to the R project for statistical computing and the associated R scripting language. Through a series of live examples, from simple and obvious to quirky and outright surprising, Jan demonstrated relevant bits of the R language semantics. The discussion with the audience had a particular focus on R’s family of collection data types (vectors, matrices, arrays, lists, factors, and data frames). Issues of R’s interpreted execution model and the possibility of compiling R code were brought up later in the seminar.

Jan maintains his collection AllR of R-related implementation projects on GitHub: https://github.com/allr/.
3.26 Broom: Sweeping Out Garbage Collection from Big Data systems

Dimitrios Vytiniotis (Microsoft Research UK – Cambridge, GB)
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Many popular systems for processing “big data” are implemented in high-level programming languages with automatic memory management via garbage collection (GC). However, high object churn and large heap sizes put severe strain on the garbage collector. As a result, applications underperform significantly: GC increases the runtime of typical data processing tasks by up to 40%. We propose to use region-based memory management instead of GC in distributed data processing systems. In these systems, many objects have clearly defined lifetimes. It is natural to allocate these objects in fate-sharing regions, obviating the need to scan a large heap. Regions can be memory-safe and could be inferred automatically. Our initial results show that region-based memory management reduces emulated Naïad vertex runtime by 34% for typical data analytics jobs.

3.27 The Functorial Data Model

Ryan Wisnesky (MIT – Cambridge, US)
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We study the data transformation capabilities associated with schemas that are presented by directed multi-graphs and path equations. Unlike most approaches which treat graph-based schemas as abbreviations for relational schemas, we treat graph-based schemas as categories. A schema \( S \) is a finitely-presented category, and the collection of all \( S \)-instances forms a category, \( S \text{-inst} \). A functor \( F \) between schemas \( S \) and \( T \), which can be generated from a visual mapping between graphs, induces three adjoint data migration functors, \( \Sigma_F : S \text{-inst} \to T \text{-inst} \), \( \Pi_F : S \text{-inst} \to T \text{-inst} \), and \( \Delta_F : T \text{-inst} \to S \text{-inst} \). We present an algebraic query language FQL based on these functors, prove that FQL is closed under composition, prove that FQL can be implemented with the select-project-product-union relational algebra (SPCU) extended with a key-generation operation, and prove that SPCU can be implemented with FQL.

4 Working Groups

The participants expressed a clear preference to avoid splitting into smaller groups to have discussions; instead, on Thursday and Friday there were plenary discussions in the main seminar room.
“Standard” intermediate language for data-centric programming

There are now lots of “programming languages for big data”, exhibiting signs of convergent evolution, with similar primitives (usually starting with some variation on map and reduce operations). Nevertheless, most such languages seem not to be well-informed by principles of programming language design, or at least, these appear to be afterthoughts. One discussion session considered the question whether these efforts are now stable enough that there is a case for a community-led “standard” – drawing inspiration from the lazy functional programming community, which consolidated its effort behind a single language design (Haskell) after a number of exploratory language designs gained momentum in the 1980s and early 1990s.

There was an extensive discussion of what this would mean, with different participants taking different views of what a “standard” would mean and what its benefits would be. One question raised was the community that such a standard would serve – would it serve PL researchers (as a “standard calculus” for language-based work on big data / data-centric computation)? Would it serve system developers (as an API) or users (as a standard surface language)? Another concern raised was that industry tends to view academic work as irrelevant due to limited scale – would this limit the value of a standard language model?

One participant mentioned recent experience with eventual consistency: after an initial burst of enthusiasm, industry seems to be reverting to stronger consistency models and tested higher-level abstractions such as transactions. Thus, it may be premature to try to consolidate effort on language designs/calculi for dealing with big data, as work in this area may still be at an experimental stage and may be at risk of abandonment if its value is not realized soon.

At a more concrete level, participants discussed what kind of standard would be of value for their research. The lambda-calculus was cited as a (widely successful) example of a “standard” formalism that programming languages researchers use as a starting point for understanding and formalizing language design ideas, abstracting away somewhat from the full complexity of implemented languages. By analogy, a calculus that plays a similar role for cloud computing, MapReduce systems, or multicore CPU or GPU code could be valuable (it should be noted that there are already some such proposals). It might be a good idea to take experience from the OpenFlow standard in software-defined networking into account; OpenFlow was established by an industry consortium but has enabled programming languages and systems researchers to work to a common interface. Likewise, formalisms such as the relational calculus/algebra (and formal standards such as SQL) have played a similar role in the database community for decades.

An interesting issue for a proposed “standard model” is that of cost modeling: a calculus or language that attempts to abstract away from the implementation details risks abstracting away the computational costs as well, so there is a tension between abstraction/portability and performance transparency/scalability. A standard model that is operationally transparent would be valuable for parallel or distributed computing (but there was no clear consensus on what this would mean). It would be desirable for such a model to give an explicit account of physical properties or distances between components in the system to avoid cost-opacity. Cellular automata models were mentioned as an example of how to do this but it was argued that they are too low-level. The Delite system was also mentioned as an example providing a set of high-level operators that can be mapped to different execution architectures; it is higher-level than real hardware or systems and needs to be mapped to abstract machines that model the underlying hardware well. A standard formalism might need to handle multiple layers of abstraction (by analogy with relational query optimization with its logical, physical and run-time layers). Something that is “good enough” for typical uses and portable might
be the best tradeoff (analogously to C which is not perfect but represents a workable tradeoff between abstraction and performance).

In addition, there was a short side-discussion about the desirability of benchmarking and diversity clusters for the evaluation of “big data” systems (and language techniques for them). This would aid performance tuning and portability. The Stabilizer system from the University of Massachusetts was mentioned as an example of this. The general topic of reproducibility for computer science/systems research was also mentioned (and it was pointed out that this is currently receiving attention from several quarters).

Community-building

Another topic that was discussed was the need for, and options for, building a community to improve communication among and interaction between communities relevant to the topics of the seminar. There seemed to be consensus that it would be beneficial to encourage community-building in this area. Some participants expressed concern that existing workshops seem to be diminishing in popularity and value, while it is at least possible (sometimes with greater effort) to publish work with (for example) a significant DB component in PL venues or vice-versa. Others expressed the opinion that workshops are no longer as worthwhile and a lighter-weight approach such as Dagstuhl-like events every 2 years or so is preferable. This approach, however, has the disadvantage that it limits participation to those whom the organizers can identify well in advance of the event, so may limit diversity and community growth.

One concrete option that was discussed was the possibility of organizing a new conference (rather than workshop) on “data-centric computing” to encourage work and cross-fertilization between PL and systems/databases/machine learning. The pros and cons of this strategy were discussed. On the one hand, it was recognized that this would require buy-in from “big names” / thought leaders (beyond the participants in the Dagstuhl seminar). Another potential challenge was the need to encourage significant industry participation, which could impose constraints on logistics or venues. On the other hand, participants cited recent experience with new workshops on hot topics such as USENIX HotCloud and HotSDN workshops, the ACM Symposium on Cloud Computing, which has grown rapidly to an independent event since its inception in 2010.

Overall, it was recognized that a new venue might be feasible but a strong scientific case (going beyond identifying the shortcomings of existing venues) needs to be made, in terms of increased benefit to participants and better science. One participant (Umut Acar) volunteered to coordinate subsequent discussion of the idea of a new “data-centric computation” conference. Establishing such a new conference may be difficult and so experience with DBPL 2015 may help build the case for this.

DBPL

The final morning of the seminar saw a discussion of the future of DBPL, the International Symposium on Database Programming Languages, which has been running biennially since 1987. Recent occurrences of DBPL in 2011 and 2013 had seen a decrease in submissions and participation compared to previous years. Members of both events PC chair teams were present and as of the week of the seminar its status in 2015 was unclear. There was some
feeling that DBPL may have run its course, but also that it would be a shame for the series to end when events such as this Dagstuhl seminar showcase such a range of relevant activity. It was felt that this question was largely orthogonal to the question of developing a new conference venue (though a strong showing for DBPL in 2015 might contribute to a case for the “data-centric computation” conference idea).

DBPL had been co-located with VLDB (a major database conference, which seminar participants from the DB community would typically attend) until 2013, and since 2009 took place as a one-day workshop. In 2015, VLDB takes place the same week as ICFP, a major PL conference (and one which a number of seminar participants would normally attend). This clash highlighted a problem with DBPL’s recent role as a “VLDB workshop”: even in years when there is no clash with other events, participants from outside the DB community may find it difficult to justify the time/expense of attending another conference (or of just attending one day of an event they would otherwise not attend).

A number of alternatives were discussed, including the possibility of co-locating DBPL with ICFP in 2015, holding it as a stand-alone event (close in time/space to VLDB or ICFP but not formally affiliated with either), or seeking another co-location option. The possibility of co-locating with SPLASH 2015 (an umbrella PL conference including OOPSLA and several other events) was also raised, but did not seem to generate much enthusiasm at the seminar. An alternative proposal was considered, which attracted considerable support: to try to hold DBPL at both venues, with a video link connecting speakers and audience members at VLDB (in Hawaii) and ICFP (in Vancouver). Although this arrangement was recognized to have disadvantages (e.g. the inability to talk to speakers or other participants informally outside the conference room), participants felt that it offered the most promising route if it could be done. Of approximately 20 participants present in the discussion, a clear majority indicated willingness to either help organize or participate in/submit to DBPL if it were held in 2015.

5 Outcomes

- Umut Acar agreed to coordinate a discussion of the possibility of starting a “data-centric computation” conference.
- James Cheney started a “data-centric programming languages” mailing list, invited Dagstuhl participants to join and subsequently advertised it on relevant mailing lists such as TYPES and DBworld. The list currently has over 120 members.
- Fritz Henglein and Torsten Grust agreed to investigate the possibility of DBPL taking place “virtually” at two locations, with VLDB in Hawaii and ICFP in Vancouver connected by a video link. This turned out to be infeasible due to the high up-front cost of the link.
- Based on a straw poll conducted with Dagstuhl participants it was decided to approach the SPLASH 2015 organizers to see if DBPL could be co-located there. The SPLASH organizers were willing to approve this without going through the formal workshop application process. The two co-chairs are James Cheney and Thomas Neumann and 6 of the 10 PC members were participants in the Dagstuhl seminar.
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Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 14512 “Collective Adaptive Systems: Qualitative and Quantitative Modelling and Analysis”. Besides presentations on current work in the area, the seminar focused on the following topics: (i) Modelling techniques and languages for collective adaptive systems based on the above formalisms. (ii) Verification of collective adaptive systems. (iii) Humans-in-the-loop in collective adaptive systems.
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1 Executive Summary
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Jeremy Pitt
Martin Wirsing
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Modern systems are often structured as complex, multi-layered networks of interconnected parts, where different layers interact and influence each other in intricate and sometimes unforeseen ways. It is infeasible for human operators to constantly monitor these interactions and to adjust the system to cope with unexpected circumstances; instead systems have to adapt autonomously to dynamically changing situations while still respecting their design constraints and requirements. Because of the distributed and decentralized nature of modern systems, this usually has to be achieved by collective adaptation of the nodes comprising the system. In open systems exhibiting collective adaptation, unforeseen events and properties can arise, e.g. as side effects of the interaction of the components or the environment. Modelling and engineering collective adaptive systems (CAS) has to take into account such “emergent” properties in addition to satisfying functional and quantitative requirements.
Finding ways to understand and design CAS, and to predict their behaviour, is a difficult but important endeavour. One goal of this seminar was to investigate techniques for modelling and analysing systems that adapt collectively to dynamically changing environment conditions and requirements. In many cases, these models and analysis techniques should not only capture qualitative properties of the system, such as absence of deadlocks, they should also be able to express quantitative properties such as quality of service.

Research on CAS builds on and integrates previous research efforts from several areas:

- Formal foundations and modelling techniques for concurrent systems deal with problems such as enabling and limiting concurrency, access to shared resources, avoidance of anomalies, communication between processes, and estimation of performance.
- Analysis of concurrent systems typically exploits such notions as bisimilarity of different processes or reasons on stochastic properties of systems consisting of many equivalent processes.
- The area of adaptive systems also investigates systems consisting of interacting entities, but is more concerned with the reaction of whole systems or individual actors in a system to a changing environment.

An important aim of this seminar was to combine research from concurrent systems with results from the adaptive systems community in order to develop formalisms for specifying CAS, to increase the scalability of qualitative and quantitative modelling and analysis techniques to large systems, and to apply them to systems that dynamically change their structure or adapt to novel situations.

The seminar was organised with a mixture of talks and working group sessions which facilitated more in-depth discussions and exploration of topics. In this report we include the abstracts of a selection of the presented talks, and three longer contributions compiled after the meeting which seek to reflect the activities of the working groups. The first group, considering modelling, specification and programming for CAS, start their presentation with brief descriptions of four diverse applications developed on the basis of CAS, ranging from national level power management to personal wearable devices. To complement this identification of application domains, the group also catalogued common and contrasting features that can be found in CAS. This consideration highlights the role of physical space in all the considered domains and the urgent need to develop modelling and analysis techniques which reflect this central role played by space. This was key amongst a number of challenges identified by the group in their conclusions. Spatio-temporal aspects were also identified as a key challenge by the second working group who considered verification of CAS. The report from this group outlines the role of verification within the design and management of CAS ranging from seeking to guarantee global emergent behaviour from local specifications to using online verification to drive adaptation. Two specific challenges were explored in more detail, namely handling the inherent uncertainty in CAS, and specification and verification of spatial properties of systems composed of self-organising patterns. The third working group focused on the issues that arise from the recognition that some of the entities within a CAS may be humans and outside technological control, i.e. the design of socio-technical systems. A number of different scenarios are provided to illustrate the difference between socio-technical CAS and ‘technical’ CAS, and the human factors which must be taken into account. To remediate some of the problems identified, the group propose the idea of a general intervention framework, based around the 3I life-cycle – inspection-innovation-intervention. It was foreseen that intervention would be achieved by shaping mechanisms, and the report goes on to describe some possible shaping mechanisms which were considered. To conclude a number of research challenges are discussed.
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3 Overview of Talks

3.1 Creating Predictable Collective Behaviors with Aggregate Programming

Jacob Beal (BBN Technologies – Cambridge, US)

Practical collective adaptive systems typically comprise many different interacting elements, with a great degree of heterogeneity in the activities required of any given element and the capabilities of different elements. This tends to make engineering such systems extremely difficult, and proving properties about the engineered systems effectively impossible. Recently developed methods in aggregate programming, however, offer the possibility of creating “operator algebras” in any collective adaptive system created using a fairly general API is proved by construction to have desirable adaptive properties such as self-stabilization, scalability, and tolerance of network perturbation. These methods thus offer a path to engineering systems that exhibit implicit, safe, and ubiquitous adaptivity.

3.2 Algebraic Reinforcement Learning

Lenz Belzner (LMU München, DE)

This talk expands on support for decision making in autonomous adaptive systems by identifying proper qualitative state abstractions through quantitative (i.e. statistical) analysis of environment data sampled at system runtime. The TG relational reinforcement learning algorithm [1] learns relational decision trees by statistical evaluation of runtime data. Here, qualitative state abstractions to be analyzed statistically are specified manually and a-priori.

The talk introduces a quantifiable metric for adaptation in the context of learning systems to allow for quantitative evaluation of adaptation. By identifying operators for model modification and evaluation, the relation of relational reinforcement learning to evolutionary programming is shown. An approach for automatic extraction of relevant qualitative abstractions via algebraic term generalization with the ACUOS system [2] is presented.
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3.3 Dynamic change of collaboration patterns: motivations and perspectives

Giacomo Cabri (University of Modena, IT)

Today’s complex distributed systems must adapt to the unexpected execution conditions they face, in an autonomous way. This requires not only the adaptation feature at component level, but also the capability of adapting at the system level, modifying the collaboration pattern among components [3]. In this talk I will introduce the scenario, motivate the need for collaboration pattern changes at runtime [1], and propose some approaches to enact them, one based on formal models, one based on roles [4], and one bio-inspired [2].
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3.4 A formal approach to autonomic systems programming: The SCEL Language

Rocco De Nicola (IMT Lucca, IT)

The autonomic computing paradigm has been proposed to cope with size, complexity and dynamism of contemporary software-intensive systems. The challenge for language designers is to devise appropriate abstractions and linguistic primitives to deal with the large dimension of systems, and with their need to adapt to the changes of the working environment and to the evolving requirements. We introduced a set of programming abstractions that permit to represent behaviours, knowledge and aggregations according to specific policies, and to support programming context-awareness, self-awareness and adaptation. Based on these abstractions, we described SCEL (Software Component Ensemble Language), a kernel language whose
solid semantic foundations lay also the basis for formal reasoning on autonomic systems behaviour. To show expressiveness and effectiveness of SCCL’s design, we presented a Java implementation of the proposed abstractions and showed how it has been exploited for programming a robotics scenario used as a running example for describing features and potentials of our approach.

3.5 Discrete Time Markovian Agents

Marco Gribaudo (Politecnico di Milano, IT)

Markovian Agents is a formalism that has been used to model large systems composed by interacting entities. Agents interacts using a mechanism based on what is called “Induction”: the states in which neighbor agents are, influences the transition rates. The concept is quite natural in continuous time, and it is supported by strong theory coming from mean-field analysis and spatial Poisson processes. The transition to discrete time however is not trivial, and opens new questions and new possibilities.

3.6 On bootstrapping sensori-motor patterns for a constructivist learning system in continuous environments

Salima Hassas (University Claude Bernard – Lyon, FR)

The theory of cognitive development from Jean Piaget (1923) is a constructivist perspective of learning that has substantially influenced cognitive science domain. Within AI, lots of works have tried to take inspiration from this paradigm since the beginning of the discipline. Indeed it seems that constructivism is a possible trail in order to overcome the limitations of classical techniques stemming from cognitivism or connectionism and create autonomous agents, fitted with strong adaptation ability within their environment, modelled on biological organisms. Potential applications concern intelligent agents in interaction with a complex environment, with objectives that cannot be predefined. Like robotics, Ambient Intelligence (AmI) is a rich and ambitious paradigm that represents a high complexity challenge for AI. In particular, as a part of constructivist theory, the agent has to build a representation of the world that relies on the learning of sensori-motor patterns starting from its own experience only. This step is difficult to set up for systems in continuous environments, using raw data from sensors without a priori modelling. With the use of multi-agent systems, we investigate the development of new techniques in order to adapt constructivist approach of learning on actual cases. Therefore, we use ambient intelligence as a reference domain for the application of our approach.
3.7 Challenges for Quantitative Analysis of Collective Adaptive Systems

Jane Hillston (University of Edinburgh, GB)

Quantitative analysis plays an important role in the design of systems as it allows us to predict their dynamic behaviour. Thus in addition to the functional properties that can be assessed by qualitative analysis we can also investigate properties such as the timeliness of response and the efficient and fair access to resources. However the scale of collective adaptive systems imposes serious challenges on the usual approaches to quantitative analysis which are based on discrete state representations. In this talk I will talk about these challenges and explain how in some circumstances making a fluid approximation of the discrete state space can be beneficial.

3.8 Role-based Adaptation

Annabelle Klarl (LMU München, DE)

A self-adaptive component keeps track of its individual and shared goals, perceives its internal state as well as its environment, and adapts its behavior accordingly. Based on these characteristic features, we propose a pragmatic methodology to develop self-adaptive systems from specification to design. We specify the system’s adaptation logic by adaptation automata. A design model refines the specification by adding application logic and providing an architecture. We take inspiration from the autonomic manager pattern [2] where an adaptation manager is employed on an adaptable component to control appropriate behavioral adaptation in response to observations of the environment. To realize the architecture of the autonomic manager pattern, we make use of the Helena modeling approach [1] to encapsulate the manager, sensors of the environment, and different behavioral modes of the component into roles applied to the component. The system design therefore gets structured into self-contained roles providing a clear architecture separating adaptation logic and application logic.
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3.9 Diversity, Heterogeneity and Dynamics in Collective Systems

Peter Lewis (Aston University Birmingham, UK)

Diversity plays an important role in many natural and engineered systems. In this talk, I will describe two different forms of diversity present in engineered collective systems: (i) heterogeneity (genotypic/phenotypic diversity) and (ii) dynamics (temporal diversity). I will discuss these forms of diversity through two qualitatively different case studies (smart camera networks and particle swarm optimisation). The analysis shows that both forms of diversity can be beneficial in very different problem and application domains, and can indeed impact more than the ability of the collective to adapt. I will end by raising some questions regarding how to engineer effective diversity in collective systems.

3.10 Modelling Collective Adaptive Systems in CARMA

Michele Loreti (University of Firenze, IT)

In this talk we present CARMA, a language recently defined to support specification and analysis of collective adaptive systems. CARMA is a stochastic process algebra equipped with linguistic constructs specifically developed for modelling and programming systems that can operate in open-ended and unpredictable environments. This class of systems is typically composed of a huge number of interacting agents that dynamically adjust and combine their behaviour to achieve specific goals. A CARMA model, termed a collective, consists of a set of components, each of which exhibits a set of attributes. To model dynamic aggregations, which are sometimes referred to as ensembles, CARMA provides communication primitives that are based on predicates over the exhibited attributes. These predicates are used to select the participants in a communication. Two communication mechanisms are provided in the CARMA language: multicast-based and unicast-based. In the talk, we first introduce the basic principles of CARMA and then we show how our language can be used to support specification with a simple but illustrative example of a socio-technical collective adaptive system.

3.11 Stochastic Coordination in CAS: Expressiveness and Predictability

Stefano Mariani (Università di Bologna, IT)

Recognising that (i) coordination is a fundamental concern when both analysing and modelling CAS, and that (ii) CAS often exhibit stochastic behaviours, stemming from probabilistic and time-dependent local (interaction) mechanisms, in this talk we argue that (a) measuring
expressiveness of coordination languages, and (b) predicting behaviours of stochastic systems based on coordination models are two fundamental steps in the quest for designing well-engineered CAS. As a concrete ground where to or discussion, we describe some of our current works as well as our ideas for further research.

3.12 On-the-fly Fast Mean Field Model Checking for Collective Adaptive Systems

Mieke Massink (CNR – Pisa, IT)
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Typical self-organising collective systems consist of a large number of interacting objects that coordinate their activities in a decentralised and often implicit way. Design of such systems is challenging and requires suitable, scalable analysis tools to check properties of proposed system designs before they are put into operation. Model checking has shown to be a successful technique for the verification of distributed and concurrent systems, but in the context of collective systems we need these techniques to be highly scalable. Model checking approaches can be divided into two broad categories: global approaches that determine the set of all states in a model M that satisfy a temporal logic formula F, and local approaches in which, given a state s in M, the procedure determines whether s satisfies F. When s is a term of a process language, the model-checking procedure can be executed “on-the-fly”, driven by the syntactical structure of s. For certain classes of systems, e.g. those composed of many parallel components, the local approach is preferable because, depending on the specific property, it may be sufficient to generate and inspect only a relatively small part of the state space. Recently global stochastic model-checking approaches for collective systems have been explored, combining fast simulation and fluid approximation in a continuous time setting, for example in the work by Bortolussi and Hillston. In this presentation we explore the use of on-the-fly techniques in this direction in a discrete time setting. We first present an efficient, probabilistic, on-the-fly, PCTL model checking procedure that is parametric with respect to the semantic interpretation of the language. The procedure comprises both bounded and unbounded until modalities. The correctness of the procedure is shown and its efficiency has been explored on a number of benchmark applications in comparison with the global PCTL model checker PRISM. We then show how to instantiate the procedure with a mean field semantics to verify bounded PCTL properties of selected individuals in the context of very large systems of independent interacting objects. The asymptotic correctness of the procedure is shown and some results of the application of a prototype implementation of the FlyFast model-checker will be presented.
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3.13 Declarative vs. Procedural Approach for SCSP with an Application to an E-mobility Optimization Problem

Ugo Montanari (University of Pisa, IT)
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URL http://dx.doi.org/10.1007/978-3-319-16310-9_5

Large optimization problems tend to be overly complex to solve and often a globally optimal solution may be impossible to find. For this reason specific strategies are needed to solve them. We propose an approach for the coordination of declarative knowledge – that is the exact specification of the complete optimization problem – and of procedural knowledge – that is the specific knowledge about subproblems and their, possibly approximated, solution strategies. We consider Soft Constraint Satisfaction Problems (SCSPs) and we introduce a formalism, similar to a process calculus, for their specification. Cost functions are associated to terms and form a model of such specification, where operators are interpreted as optimization steps. We compare our approach with Courcelle’s approach for efficient monadic second-order evaluations on tree composable graphs. We apply our approach to a problem studied in the ASCENS e-mobility case study, for which we provide a model in terms of cost functions. The procedural part concerns heuristic choices about which dynamic programming strategy should be employed and how different ad-hoc approximation heuristics could be applied.

3.14 Procedural Justice and ‘Fitness for Purpose’ of Self-Organising Electronic Institutions
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In many multi-agent systems, it is a commonplace requirement to distribute a pool of collectivised resources amongst those agents. One way to address typical problems, like unrestrained resource access, or to ensure some desirable property, like fairness, is for the agents to mutually agree a set of rules to self-organise and self-regulate the distribution process. We propose a framework for measuring the ‘fitness for purpose’ of such a set of rules, as represented in the Event Calculus. This framework encapsulates metrics for principles of participation, transparency and balancing, as derived from various conceptions of procedural justice. We define a metric for the empowerment aspect of the participation principle, and report some experimental results which show how this metric can reveal an inherent ‘fairness’ or ‘unfairness’ in the distribution of (institutionalised) power over time, and inform decision-making or rule-adaptation accordingly. We conclude with some discussion of how procedural justice can be used for analysis of collective adaptive systems.
3.15  **LollyScript, a concurrent programming language to ensure that promises are kept**
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It is difficult to reason about the synchronisation between a set of concurrently executing tasks. One of the main reasons for this complexity is that the amount of possible states a system can be in increases exponentially with the amount of concurrent tasks that are executing at the same time. Programming languages abstractions can help the programmer to prune the state space by eliminating those states that lead to inconsistencies. In this talk we will focus on the use of promises and futures to structure the asynchronous communication between two tasks. Unfortunately, in current systems the use of promises can easily lead to deadlocks. For example, the programming model can not ensure that all the promises in the system will be resolved. In this talk we present a concurrent programming language with a linear type system to statically verify the correct use of promises in concurrent programs.

3.16  **Testing as a useful complement to verification of SOAS?**

*Hella Seebach (Universität Augsburg, DE)*
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Self-organization and adaptivity are important techniques for building flexible and robust systems. Though, applying verification and testing is crucial for their acceptance. We propose techniques (software engineering guideline, coalition formation, compositional reasoning, verified result checking, etc.) for the construction and partial verification of self-organizing resource-flow systems. These techniques allow for example to reason about global properties by verifying single agent properties. In this talk, I want to discuss in which way new techniques for testing SOAS can be a complement to further extend the quality assurance of our partially verified system.
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The talk examines the computing principles inspired by the nature (in a broader sense) and explores the design and deployment issues of technical systems that interfere with individuals and/or societies (placing humans directly into the processing loop). Due to inevitable impact that smart, mobile and web technologies have on individual and social behavior, inclusion of humanities in the early design phase is condition sine qua non. The talk further explore the possibilities of enriching current collective adaptive approaches with some concepts from social sciences and psychology.

3.18 Three Behavioural Equivalences for Chemical Reaction Networks
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Chemical reaction networks (CRNs) can be seen as a compact language for parallel computation, where the output of an algorithm is given by the concentration of the species at some point in time according to an underlying semantics based on continuous-time Markov chains (CTMCs) or on ordinary differential equations (ODEs).

Using a species-as-process analogy, we study behavioural equivalences over species of a CRN inspired by traditional approaches in established models of computation such as labelled transition systems. We define three equivalences in the Larsen-Skou style of probabilistic bisimulation that identify a partition of the species such that the dynamics of a CRN can be described only in terms of the equivalence classes. In Exact Fluid Lumpability, equivalent species have the same ODE solutions when starting from identical initial conditions. In Differential Species Bisimulation, each equivalence class represents the exact sum of the ODE trajectories of its member species. In Markovian Species Bisimulation, a partition over species identifies an exact aggregation in terms of ordinary lumpability over the states of the underlying CTMC.

For each equivalence relation we develop an efficient partition-refinement algorithm for computing the coarsest aggregations. Using a prototypical implementation, we find significant reductions in a number of models of biological processes available in the literature.
3.19 Engineering Autonomous Ensembles
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Today’s developers often face the demanding task of developing software for ensembles: systems with massive numbers of nodes, operating in open and non-deterministic environments with complex interactions, and the need to dynamically adapt to new requirements, technologies or environmental conditions without redeployment and without interruption of the system’s functionality. Conventional development approaches and languages do not provide adequate support for the problems posed by this challenge.

The goal of the ASCENS project is to develop a coherent, integrated set of methods and tools to build software for ensembles. To this end we research foundational issues that arise during the development of these kinds of systems, and we build mathematical models that address them. Based on these theories we design a family of languages for engineering ensembles, formal methods that can handle the size, complexity and adaptivity required by ensembles, and software-development methods that provide guidance for developers.

In this lecture I presented a systematic approach for engineering ensembles including an ensemble engineering process, the SOTA approach to ensemble requirements, the underlying formal model called GEM, the SCEL language for designing ensembles, and techniques for the quantitative analysis of ensembles.

3.20 Smart Cities as Heterogeneous Superorganisms: Scenarios and Challenges
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The smartness of future cities will be in their capabilities of working like immense heterogeneous superorganisms, bringing together a very diverse actors, from humans, to robots, to ICT devices of any kind.

Engineering the behavior of such systems for the good of our society as a whole and for the good of each individuals in it will be the key societal challenge of the future, and a source for fascinating research challenges in the area of computer science and collective adaptive systems.
4 Working Group Reports

4.1 Modelling, Specification, and Programming for Collective Adaptive Systems
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4.1.1 Introduction

Over the last decades we have witnessed a steep growth in the world population. This increase has a vast impact in the large scale on how cities operate. For example, how to route traffic in the city and where to place parking spots in such a way that the individuals commuting time is minimized. On a smaller scale, big events such as festivals have to be able to predict how the crowd will react in case of a major incident. It is needless to say that each of the individuals at a festival are autonomous entities, yet it is surprising to see that certain patterns can be observed from the group as a whole. Systems consisting out of a large number of individuals exhibiting group behaviour are called collective adaptive systems (CAS). While the collective adaptive systems described above consist solely out of humans the idea is that these systems can consist both out of human entities and/or ICT components.

While our understanding of CAS is getting better over time, the field is not widely understood by the big audience. CAS are omnipresent in current society and it is thus essential to be able to provide the correct set of abstraction in order to model, verify and implement them.

In this paper we show four typical domains of CAS (Sec. 4.1.2). Afterwards we give a description of what collective adaptive system are and how they can be characterized (Sec. 4.1.3). Section 4.1.4 shows how CAS can be modelled and implemented on a computer system. From this overview we conclude that each of the non-trivial collective adaptive systems has a vast need to reason over spatio-temporal properties. Surprisingly, most of the modelling and implementation techniques, do not provide spatio-temporal operations as first class entities. This means that programmers must encode these properties themselves which is time consuming and prone to error. We thus argue that in order to better reason about collective adaptive systems it is essential to focus on these operations. We conclude this paper with perspectives on future research and propose a set of challenges for future researchers to tackle elegantly.

4.1.2 Application Domains

Collective adaptive systems can be found in a lot of different domains. Each application domain naturally leads to different characteristics of CAS which will need multiple new enabling technologies. We just discussed four domains in this workshop which perfectly fit for developing and evaluating techniques for CAS.

Power Management Systems

In current power management systems, big power plants are controlled by electric utilities and other organisations in a flat hierarchy. Utilities and companies manage parts of the
overall power system independently from each other. For each of the big power plants, a schedule is created that postulates the output of the power plant at a given time. Schedules are coarse-grained, providing target values in 15 minute intervals. Small power plants and especially DERs (distributed energy resources) under the control of small cooperatives or individuals produce without external control and feed the power produced into the grid. This lack of control by the electric utilities is compensated by powerful controllable power plants. Current plans are to scale the controllable output further by installing more plants, especially flexible gas-powered ones. Geographical distribution is even increasing with the wide-spread installation of DERs such as biogas plants, solar plants, and wind farms. The relative stability in the network is an emergent behaviour. No single entity of the system can provide this stability in the face of load fluctuations, weather changes, and generator outages.

What makes power systems difficult to manage and optimize is the cost of storing energy: since energy consumption varies remarkably with time (day, week and season), the unit cost of production varies also, because less efficient plants are turned on only at peak time. On the other hand, DERs production capacity is also heavily dependent on weather conditions, and thus quite variable in time. Physical storage systems (hydro pumping stations, batteries, e.g. of electric vehicles) are not very practical, thus the best policy is to try to match consumption and production in an integrated or unbundled market. The goal is to make demand active, trying to move it, whenever possible, to slots where energy is less expensive. Therefore, there is a need for a future power grid in which even small power plants, consumers, as well as prosumers (entities that produce and consume power like an electric vehicle) can be controlled or participate in a scheduling scheme or market, since entrance requirements to power markets, such as the lower limit of 100 kW for contracts at the European Energy Exchange (EEX), exclude access for small organisations. Networked measuring equipment must be equipped to allow observing the grid status and make decisions based on current conditions. Power plants and consumers will be networked, too, and provide future production or consumption. Producers, consumers, and prosumers must be combined into groups, e.g., as aggregators [1] or Autonomous Virtual Power Plants (AVPPs) [2],[3],[4] that create schedules to cover a portion of the load (depending on the demand) aiming at: (i) lowering peak energy consumption by exploiting their flexibility; (ii) reducing electricity cost for the whole population of actors; (iii) increasing robustness by locally dealing with load and output fluctuations; and (iv) making a profit. Remaining research challenges comprise the robust autonomous scheduling of large-scale open heterogeneous systems (including spatial and temporal constraints) as well as security, privacy, and safety aspects, amongst others.

Cloud Computing

Contemporary cloud computing platforms rely on server farms that host a number of dedicated workload processing servers together with the necessary networking and storage infrastructure. The infrastructure does not expose the details of virtual server location at the level of individual server racks or individual network ports – these are managed transparently by the platform provider, possibly using mechanisms such as virtual machine migration [5] or software defined networks [6]. In contrast, higher granularity location is exposed – complex application deployment scenarios use it to make sure that both application code and application data is distributed appropriately to accommodate the (often conflicting) requirements on communication efficiency, failure resiliency, cost and other factors.

Although many cloud computing applications adopt somewhat conservative resource management techniques (such as limiting dynamic server allocation to manually selected server farms), many research directions seek to amplify the existing cloud computing benefits.
by introducing mechanisms such as cloud federations or ad hoc and opportunistic clouds [7, 8].

On many levels, these directions strengthen the collective adaptive system characteristics of the cloud. There are multiple focus areas for research in the domain of cloud computing. **Efficient resource allocation:** Both the cloud platform and the cloud applications seek to maximize utility and minimize cost by sharing resources (servers, storage, network). Efficient resource allocation is a collective task where multiple adaptive entities (platform components and application components) allocate and release resources to meet their specific requirements. The domain offers research challenges in both cooperative and competitive resource allocation algorithms in presence of changing requirements [9, 10, 11, 12, 13, 14, 15]. In turn, these contain challenges in monitoring and predicting the impact of particular resource allocation, needed to perform allocation decisions. **Robustness against failures:** Especially in an open cloud with voluntary participation, node failures and application failures are expected rather than exceptional situations. The domain requires research into efficient failure resilient algorithms, behaviour modelling in presence of (possibly dependent) failures and other challenging problems [16]. **Security against abuse:** As an open environment with heavy resource sharing, cloud computing exposes many opportunities for abuse. These include not only the more traditional security related issues (virtual machine hijacking, data theft and other), but also the possibility of using the available resources beyond fair share or outright free-loading. There is a need for strategies and mechanisms that would prevent such abuse [17, 18, 19, 20]. **Preventing negative emergence:** The cloud environment incorporates entities whose behaviour is largely automated but rarely fully disclosed or even fully understood. Such an environment is easily prone to emergent behaviour with negative consequences, for example oscillations in the adaptive feedback mechanisms. The domain can benefit from research into preventing, detecting or managing cases of negative emergence.

As another practical benefit of the cloud computing domain, the difficulty of the identified challenges varies with the degree of openness and heterogeneity that is considered – a centralized resource allocation in a closed homogeneous cloud faces different issues than a cooperative distributed resource allocation in an open heterogeneous cloud with voluntary participation. Although multiple projects already started tackling some of the listed challenges [21, 22, 23, 24, 25, 26, 27, 28], there are still many topics waiting for advances.

**Telecommunication – LTE Resource Allocation**

LTE technology, used in 4G mobile phone communications, employs a channel resource allocation scheme based on orthogonal frequency-division multiplexing. In particular it supports for both time-division multiplexing and frequency-division multiplexing, splitting the communication spectrum in a set of resource blocks.

Each participating device is equipped by multiple antennas, and can transmit on more frequencies at the same time. The total bandwidth available to a device depends on the number of blocks it can use to transmit/receive data. The LTE technology envisage the possibility of dynamically allocating the resource blocks depending on the actual demand, to improve the performances that can be achieved by the single user. The service provider usually operates block allocation in a centralized manner: this however limits the bandwidth that could be achieved since interference might arise from the carrier being shared by different providers. An autonomous solution, where each mobile agent can acquire and release block resources, could improve the available bandwidth overcoming these difficulties. This however is not an easy task due to the characteristics of the wireless medium that is affected by limitations such as the hidden terminal problem [29]. The problem can become even more interesting when the cellular infrastructure is complemented with alternative wireless access
technologies such as WiFi hotspots [30]. In this way data traffic can be offloaded whenever possible towards such hotspots, at the price of a possible degradation in the quality of service experienced by the users [31, 32]. Preliminary studies of such systems using CAS-based techniques have been proposed in [33, 34]. The key solutions in this direction will also be the basis to the next generation of wireless and cellular communications that exploits more advanced techniques such as cognitive radio [35] in which terminals and base stations harvest for unused radio frequencies and spectrum bandwidths to increase their transmission capacity.

Wearable Computational Devices

Due to the advances in hardware technology and the miniaturisation of electronic components it has become feasible to make wearable computational devices. These wearable devices open up opportunities for new and exciting applications. Also in the world of collective adaptive systems this new technology can be exploited. One particular application is the use of wristbands equipped with wireless near field communication. When a large number of people are equipped with such wristbands these wristbands could light up in order to provide additional functionalities to the users. One application of these wristbands could be to make figures at large scale events by lighting up the wristbands at synchronised moments in time. Additionally the same wristbands could be used at mass events to drive people to the exit in case of disaster. Challenging is amongst others the situation of simple, limited nodes (simple communication, limited resources) and the unpredictable position of the nodes.

4.1.3 Common Features and Characteristics of Application Domains

In the workshop, we identified multiple characteristics for CAS. The four mentioned application domains can be categorized against a set of different features that will guide in the selection of the most appropriate modelling technique. Figure 1 summarizes the results.

The first aspect we considered is the type of elements that compose the CAS. The elements can be homogeneous: all the cooperating entities can be considered to be identical. This is for example the case of the bracelets in the wristband application, where all the devices are exactly the same. Heterogeneous applications are instead composed of agents that are completely different one from the other. A typical example is the power grid scenario, where each producer or consumer is completely different from the others, of course depending on the level of abstraction. Both the cloud and the LTE scenario have some degree of heterogeneity due to the fact that they are composed by different devices, produced by different manufacturers. However all the devices are abstracted by the role they are playing in the application: this allows us to consider them homogeneous from a modelling perspective.

The second aspect we discussed is whether the agents are collaborative or competitive. For
example, the wristband application is a clear example of a collaborative system: each agent cannot gain any advantage by not cooperating with the others. The LTE network is instead an example of a competitive application, where each mobile device tries to acquire all the available bandwidth to improve its communication performance. Cloud computing can be either collaborative or competitive depending on the specific application we are considering. A Big Data application might be competitive to gain more resource to parallelize its execution and to reduce its running time. A Platform-as-a-service job can instead be consolidated with other applications to increase the chance of having idle machines that can be switched off, reducing the total energy consumption. The prosumer in the power management systems are first and foremost competitive to optimize their benefit. But in future energy grid scenarios they have to collaborate in organisational structures to be able to participate for example on the energy market.

The third feature is the impact that a local agent can have on the entire community. In the wristband application it can be minimal, since an agent can at most do not propagate a message and do not properly switch the colour of the bracelet. In the power grid example the impact is instead maximum, since other nodes might be relying on the production or consumption of energy of other participants in the network. 4G LTE might have a limited impact, since most of devices are autonomous. However, the presence of a shared environment (the communication spectrum) can have an impact on a large set of devices in case of malicious signals that could be generated to interfere with the regular transmissions. The particular characterization of the cloud-computing scenario depends on the considered application since it can have either a low impact (as the exclusion of a physical node in an Infrastructure-as-a-service scenario), or a high impact (for example when the shut down of a node in a distributed storage application makes a file no longer accessible).

Other important features that characterize an application from a modelling point of view are the presence of space, the fact of being synchronous or asynchronous, discrete or continuous, open or closed. All the examples that we consider in this work rely somehow on a concept of space. Space can be either a physical space or a logical space. For example, both the stadium where the concert is held in the wristband application, or the area where base stations are located in the LTE application, are examples of physical spaces. The nodes interconnected by the distribution network in the power grid application, and the servers and routers in the cloud application, are examples of logical space. In both cases the system topology can be described by a graph, where nodes of the system correspond to nodes on the graph. All the considered applications are asynchronous, but they build up some level of synchronism to allow the system to reach their goals: depending on the level of abstraction that we want to consider, different modelling techniques can be used to specifically target their synchronous or asynchronous features. Most of the applications are discrete, in the sense that they change their state according to events that happens in discrete time instants. The power grid application however, requires a continuous time approach since problems can arise and must be handled in few milliseconds. This leads to the requirement of radically different modelling techniques. Finally applications can be considered either open or closed. The wristband is a classical example of a closed application. Also in this case, depending on the level of abstraction and on the features we are interested to consider, different modelling techniques could be employed.

4.1.4 Methods to approach CAS

We identified three different main approaches to model CAS: systems of systems, autonomy, and aggregation. They are not exclusive; rather they should be regarded as a kind of
dimensions that a particular system or solution exhibits. Afterwards we discussed several modelling techniques for the different levels of abstraction.

**Systems of Systems (Roles)**

A core characteristic of CAS to be modelled are behavioural and communicational aspects, both on the individual and the collective level. A key challenge here is the specification of organisational, communicational or behavioural collectives. Also, modelling these structures has to take into account reconfiguration of collectives at runtime due to changing situations (i.e. adaptation). The properties stated above lead to the idea of considering systems of systems [36] as an appropriate way of modelling CAS. The collectives may be organized in hierarchical or overlapping ways, also depending on spatial aspects. In the workshop, aggregation and organization based on roles, communication patterns and spatio-temporal properties have been discussed.

**Autonomy (Reasoning)**

One way to drive adaptation is to provide learning and planning capabilities to individuals and collectives alike. Reasoning and planning provide ways for autonomic system reorganization according to current needs and system goals. In the context of CAS, this gives rise to questions about individual and collective knowledge gathering and transformation as well reasoning capabilities. In especial, if considering systems of systems the question arise how to compare and evaluate systems e.g. on different or equal levels of hierarchies [37] or in different locations leading to different circumstances.

**Aggregation (Quantification)**

CAS may consist of extreme numbers of individuals. Also, these numbers may be unknown at design-time and/or runtime. Quantitative analysis approaches identify and abstract away symmetries and structure of the system in order to allow for efficient computation of system properties. While this scalability is highly desirable, it comes at the cost of specializing towards a particular problem or situation – quantitative approaches are strongly coupled to the way a CAS is modelled. Thus, they should drive modelling approaches as well as respect any abstractions made when modelling CAS. Most of the techniques in this field rely on mean field solutions [38, 39]: the system is studied by considering variables that counts the number of elements in the same state, and by studying their evolution using a set of ordinary differential equations. The mean field approximation basically states that a large number of objects that randomly evolve tend to show a deterministic mean behaviour as their count tends to infinity. On this assumption, many higher level modelling techniques based on process algebra [40, 41], or Markovian agents [42] have been developed.

Each of the approaches already provides solutions for problems studied under particular aspects. What remains a mostly open challenge is the combination of modelling and solutions from the different perspectives as well as the integration of spatio-temporal aspects in the mentioned techniques. For example, modelling and collective organization formalisms have to (a) provide methods for integration of reasoning in the modelling process and (b) allow for autonomous, goal- or situation-based reconfiguration. On the other hand, reasoning has to account for structural changes, and has to infer about the collective structure. Also, it seems an interesting challenge how different quantitative approaches could be instrumented autonomously based on current system configuration and accounting for autonomous reconfiguration at runtime.
Modelling CAS at different level of abstractions

Different languages have been proposed or used to support modelling, analysis and deployment of CAS. Some of these are general purpose languages, like Java, that, while providing appropriate API, can be used to program and deploy systems also on complex distributed infrastructures. Others languages are domain specific [43, 44, 45, 46, 47] and are equipped with syntactic constructs specifically thought for modelling relevant aspects of CAS. These domain specific languages are typically more oriented to specification than to deployment and provide formal and automatic tools that can be used to support analysis.

This variety of tools and languages can be used by a CAS designer to tackle the system modelling at different level of abstractions. Indeed, each language can be used to describe and analyse a system from different perspective. However, to take a real advantage from this plethora of tools formal links between the considered formalism are definitively needed. The links, that can be rendered in terms of model transformation, will be first of all used to relate the different models described in the different languages. These relations will be then instrumental to use the results of analysis performed in a given language to update/improve the other models.

4.1.5 Conclusion and Open Challenges

After we discussed the different application domains for CAS and considered suitable modelling and specification techniques we identified a set of challenges that must be tackled before CAS will be integrated in today’s or future ICT systems. As one main result the working group came to the conclusion that spatio-temporal properties are of great value for the modelling and implementation of CAS but are not yet appropriately integrated in the available methods. One concrete challenge: Investigation of the design of CAS learning spatio-temporal requirements. The idea is to optimise the specification and implementation of the space features in the model in such a way that the satisfiability of a spatio-temporal property is maximised. As we know, the verification of global properties on CAS is often an intractable task from a computational point of view. For this reason, such properties will have to be decomposed in a set of local requirements in the optimisation process.

Further the participants of CAS need methods to reason about local versus global or even conflicting goals of the system. These decisions strongly depend on the organisational structures and the presence or absence of central institutions in the CAS. One concrete challenge: When describing/implementing CAS two aspects are crucial: The specification of the actual actions that the different components have to perform (behavioural specification) and the specification of the goal that the single components or the collectives have to achieve (goal specification). Usually these two kinds of activities are performed by taking advantage of very different tools, the former are performed with classical imperative programming language while the latter rely on declarative specifications. The foreseen challenge is the reconciliation of these two approaches to, e.g., able to take decisions about the next actions after having measured how far the goal is and what is the best choice to get closer to it.

Quantitative approaches for modelling and analysis of CAS help to meet the challenge of state space explosion if considering large-scale CAS. Beside the mean field solutions outlined in the previous section, new physically inspired techniques could be applied. One example could come from fluid dynamics, leading to fluid approximations to CAS modelling. If we consider a very large number of agents, densely packed, their evolution can be approximated as the motion of a fluid. To give an idea, let us imagine that agents can evolve through a finite set of modes $i \in \{1, \ldots, M\}$. Let us also focus on two-dimensional space where agents
can evolve. The state of whole system at time $t$ can be characterized by a set of functions $p_i(x, y, t)$ that describes the density of agents (measured in agents per unit area) in state $i$ at position $(x, y)$. The evolution of $p_i(x, y, t)$ can be described by a set of partial differential equations, similar to the one used by the mass continuity law in fluid dynamics. From the state density $p_i(x, y, t)$ several performance metrics can be derived. These measures can be used to assess several properties, such as for example determining if an emergent behaviour can appear, and which could be the convergence rate as function of the parameters of the model.
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4.2 Verification of CAS
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Verification is the process of assessing how well a system meets a specification or requirement. A variety of approaches have appeared in the literature, ranging from model checking to...
static analysis of source code and theorem proving. In this working group, we primarily focused on verification based on model checking [2, 13], in which a state-based description of the system is assessed with respect to a property expressed in an appropriate specification language, like a temporal logic. In particular, we considered the challenges that arise in the model checking of Complex Adaptive Systems (CAS), which are systems comprised of a large number of heterogeneous agents which, interacting together, produce a complex array of collective behaviours.

In our working group in Dagstuhl, we first identified the major issues and more interesting challenges that arise in the process of verification of CAS. Afterwards, we divided in two subgroups to discuss in detail specific topics related to this general framework. In particular, we chose to investigate: (1) the quantitative or stochastic model checking in the presence of uncertainty, and (2) the specifications and logics which capture the spatial arrangements of systems, characterising the impact of those arrangements on collective behaviour. A brief account of each subgroup is given below.

4.2.1 Introduction

In our discussion, we first identified the numerous important issues and challenges that arise when we want to verify a CAS. In the following, we outline just a few of them.

Adaptation and verification

Adaptation is itself an interesting phenomenon which could be subjected to verification. In particular, we considered the issue of quantifying how adaptive the system is, and we identified a number of different measures that can be used to validate the adaptation of a CAS. For example:

Speed of adaptation – Once an adaptation is initiated, how rapidly does the system enter a stable behaviour? In this requirement the stable behaviour is not necessarily a single state, but could be a new stable equilibrium with a given probability distribution over a set of states.

Robustness – How often does the system adapt? Is there a danger of “thrashing”, meaning that the system alternates between different adaptations, achieving one, and shortly after pursuing another?

Effectiveness of adaptation – How closely does a system satisfy the revised property or goal after an adaptation?

Verifying global properties based on local behaviours

In many cases, the properties that are of interest to both system developers and system users are global requirements related to emergent behaviours of CAS. But the populations of CAS are comprised of a large number of single entities, whose local behaviour is usually more accessible and intuitive than the collective description of the system (due to the way CAS are implemented). Hence, there is a need for compositional approaches that are able to validate global properties of CAS, building on the verification of local requirements related to single agents or group of individuals. First promising results in this respect were achieved in [6] in the context of quantitative model checking of population models.
Verification in the presence of uncertainty

A characteristic feature of CAS is the uncertainty. For example, the structure of part of the system may be totally unknown or unknown at a particular instant in time. Moreover, the goals and objectives of a single agent may be hidden from the others, possibly due to an ongoing adaptation process. At a finer level of detail, the rates or probabilities that govern the dynamic behaviour of the system may be unknown, or changing in undefined ways, meaning that model of the CAS could be underspecified.

Scalability

Many verification techniques rely upon explicit representation of the state space of the model. In a CAS this is challenging in two respects. Firstly, not all possible states may be known due to future adaptation, as discussed above. Secondly, even if the “complete” state space is known or can be anticipated, the model will typically include too many states to be represented explicitly. Alternatives such as statistical model checking avoid constructing the whole state space at once, but then become computationally very expensive due to the sampling approach that must be adopted, necessitating many simulation runs before a verification can be approximated. An alternative is to use techniques based on fluid or mean field representation of the discrete state space [20, 4, 5, 6], but these approaches are still in their infancy.

Openness

Openness is an inherent property of CAS, as agents may join or leave the system throughout its lifetime. This poses severe challenges for state-based modelling techniques, particularly if there is the possibility that the population of the system grows unboundedly. In these scenarios, care is needed in phrasing the properties to be satisfied by the system. For example, it may be more appropriate to express goals in terms of proportions of agents rather than absolute numbers.

Quantified verification as a driver for adaptation

When the models contain quantitative information about the system, such as information about the timing and likelihood of events, it is possible to assess a system against a property not just in terms of boolean satisfaction but in a more quantified way. This can be viewed as measuring the degree to which a system satisfies a property, or the distance that a system is from satisfying the property. When this form of quantification is added to the verification process it is possible to see how verification can become a driver for adaptation. As the system undergoes adaptation, its progress towards a goal can be explicitly measured.

In recent years several authors have considered quantitative satisfaction of properties. In this framework, when a system is assessed against a property the result is a measure of distance indicating how close the system comes to satisfying the property [23, 21, 18]. For example, if the property is satisfied then the distance is zero. In this framework a system which fails to satisfy a property at distance 0.2 may be considered preferable to a system which fails to satisfy the property at distance 0.8. This approach has been used to conduct sensitivity analysis of model parameters with respect to desirable properties [24] and to seek parameters that bring a model closest to property satisfaction [25, 1]. This latter approach could be deployed to drive adaptation through verification.
Spatial aspects

In many CAS the location of agents, and bounded ranges of communication are an important factor in the design and realisation of the system. Thus it is essential that location and movement are treated as primitives in both modelling and verification techniques developed to support CAS. Often in existing techniques, if handled at all, space is treated only logically, and the relationships between locations are qualitative rather than quantitative. Thus a model may capture that locations are in some sense “adjacent” but not the actual distance between them. However, if agents are operating, for example, in a wireless sensor network, the actual distance between them will determine whether or not they are able to communicate, or the energy cost of doing so. Incorporating detailed spatial information means that model checking must consider spatio-temporal properties, a further level of challenge.

4.2.2 Motivation

To motivate our discussions in the working group we considered possible applications, where some of the discussed issues would have practical relevance. In particular, we identified the following:

**Global adaptation:** In this application, the adaptation takes place in the environment, while the agents operating within the system keep the same behaviour. An example of this would be a smart grid, where differential pricing is used to stimulate a change in the behaviour of the end users. In this scenario, a collective change in the dynamics of the system is obtained by acting on the environment (lowering the price of the energy during less busy period of the day), while the agents (the end users) keep the same goals and objectives (to buy energy at the cheapest possible price).

**Agent adaptation:** In these scenarios the agents change their behaviour based on local information, generating an effect on the collective behaviour of the system. An example of this is a peer-to-peer file sharing systems such as BitTorrent [14, 22]. In this application, the end users locally adapt to improve their own quality of service, while the environment, the BitTorrent protocol, remains unchanged. Moreover, the choices made by the single user affect its rate of uploading content to the network, thus altering the behaviour of the whole network.

4.2.3 Subgroup I: Uncertainty in CAS

When there is uncertainty in the behaviour of the system under consideration it makes the task of verifying a system even more challenging. Unfortunately in CAS, the inherent adaptability means that uncertainty is also inherent in the system. Broadly speaking, we identified two distinct approaches:

- Offline verification, before the system is deployed, tries to anticipate the possible range of behaviours that can be encountered.
- Online verification, conducted while the system is running, reflects the observed behaviour.

We anticipate that in many CAS both approaches may be needed.

**Offline verification**

In this case we might assume that a model is available which aims to capture all the possible behaviours, but that some aspect of the model, in particular the parameters corresponding to any given time or mode of behaviour, are unknown. To some extent this is the aim of probabilistic models which treat the parameters of models as random variations, with a
defined distribution function which gives an estimate of the range of possible values and the likelihood of each. Such approaches have long been used in performance and dependability modelling to abstract away from concrete instances of behaviour and capture instead a range of possible behaviours in a statistically meaningful way. However, the uncertainty that we are considering here means that even the random variables characterising the range of behaviours may be unknown, or unknowable. This arises because we are often interested in designing systems satisfying emergent properties. Uncertainty can emerge in many ways; probably one of the simplest ways is to consider models that are structurally defined, but which can have unspecified parameter values \( p \), possibly belonging to a bounded set \( P \). Furthermore, we assume that we are dealing with stochastic models, so that behaviours are satisfied with a certain probability, rather than always or never.

The question of how we can verify properties under such uncertainty is a difficult one. One approach is to compute the probability of satisfaction of a certain property \( \phi \) (for instance, encoded as a linear temporal logic formula) as a function of the parameter values \( p \in P \). Let us denote this satisfaction function by \( f(p) \). An exhaustive numerical computation (or bounding) of \( f(p) \) for \( p \in P \) is infeasible even for simple models. Recently, a statistical method was proposed by Bortolussi et al. [7], leveraging machine learning ideas to characterise statistically the function \( f \). This approach can be complemented with that of [3], where the authors use a similar statistical scheme to evaluate a robustness measure associated with a property \( \phi \), and use it for system design purposes.

Applying these methods to CAS, however, still remains challenging. On one side, the size of such systems is so large that even fast statistical approaches can fail to provide an answer in a computationally acceptable time. In this respect, decomposition of the system into modules, seems an interesting direction for future work. The challenging problems here are how to identify such modules, and how to combine verification results of modules into a verification procedure (possibly providing bounds on the actual probabilities/robustness scores).

Another challenging problem is how to generalise the statistical approaches of [3, 7] to the case in which parameters are not only taking an unspecified value in a given set \( P \), but they can also change over time (e.g. the arrival rate of customers at a bike or car sharing station will vary according to the time of day). This is a step towards verification of stochastic models of open CAS.

Finally, CAS are often subject to structural uncertainty, not only to parametrical one. In other words, the complete structure of the model itself may not be known. This seems to bring even more challenges to the analysis, particularly because structural changes of a model often result in discontinuous behaviour, which makes it much harder to exploit the statistical tools used in [3, 7] and similar work. Promising work on evolving models has recently been developed by Ghezzi et al. [17]. Whilst this was developed considering a specification that evolves as a system develops, it nevertheless has interesting ideas that could be applicable to the problem considered here.

**Online verification**

The importance of runtime verification has already been recognised by the software engineering community. In the simplest cases this might involve monitoring a system with respect to a formal specification of acceptable behaviour, such as a finite state machine, and raising an alarm if the observed behaviour deviates from the specification. However, systems such as CAS where the operating environment, the user requirements and the system itself are all changing over time, cannot be dealt with in such simplistic approaches. Moreover, functional
correctness is no longer considered enough; in [9], the authors argue that quantitative aspects of behaviour must also be verified at runtime for self-adaptive software. In [19], the authors emphasise the need for formalising the adaptation components themselves, which is important to provide guarantees of correctness of the adaptation behaviour and changes of the adaptation logic to handle changing goals. Results from a related Dagstuhl seminar on Assurances for Self-adaptive Systems coined the term perpetual assurances [27] as an enduring process where new evidence is provided by combining system-driven and human-driven activities to deal with the uncertainties that the system faces across its lifetime.

In online verification a global model of the system may no longer be available, and if it is it is likely to be too computationally expensive to be used to give answers within the required timescale for runtime decision making. Thus it becomes attractive to develop compositional approaches to verification that allow results from lower levels, i.e., properties relating to one aspect of behaviour or relating to local behaviours, to be composed, building a global view from a number of local views. This may be addressed in a hierarchy, for example, with local verification giving rise to assurances about regional behaviour that can then be composed to give some assertion about global properties. It is likely that increasing levels of abstraction will be needed as we progress up the hierarchy, especially taking efficiency and response time into account. This remains a research challenge; whilst it is clear that boolean algebra provides the basis for composing verification results of qualitative analysis which lead to true/false answers, dealing with quantitative results of verification is more complex.

Another interesting approach for future work will be to combine statistical approaches with verification. For example, monitoring and verification could be combined with machine learning techniques to “learn” when a change in the system is likely to lead to an acceptable adaptation, or to guide adaptations in response to changes outside the system.

4.2.4 Subgroup II: Specification and verification of spatial self-organising patterns in CAS

In recent years a number of different frameworks have been proposed for the engineering of CAS. Here we particularly focus on the framework of self-organising patterns proposed in [16] and illustrated in Figure 2. Examples of these patterns include:

**Spreading:** a copy of the information (received or held by an agent) is sent to neighbours and propagated over the network from one node to another. Information spreads progressively over the system.

**Aggregation:** information is distributively processed in order to reduce the amount of information and to obtain meaningful information. Aggregation consists of locally applying
a fusion operator to synthesise macro information (filtering, merging, aggregating, or transforming).

**Gossip:** in large-scale systems, agents need to reach an agreement, shared among all agents, with only local perception and in a decentralised way. Information spreads to neighbours, where it is aggregated with local information. Aggregates are spread further and their value progressively reaches the agreement.

**Gradient:** information spreads from the location where it is initially deposited and aggregates when it meets other information. During spreading, additional information about the sender’s distance and direction is provided: either through a distance value (incremented or decremented); or by modifying the information to represent its concentration (lower concentration when information is further away).

These patterns may be combined to design a system with collective adaptive agents who achieve a desired high-level outcome. For example, consider a scenario of emergency egress in a city. People are assumed to have handheld devices on which they can receive real-time information about the directions to follow to the nearest exit. This information is propagated via their neighbours. However, these devices have only a limited radius for local communication. The idea is therefore to create a dynamic ad-hoc network that aims to eventually reach everyone and provide the required information using dynamic gradients. Figure 3 shows four snapshots of a particular evolution of the system in the initial state and some later times.
When we consider verification there are a number of properties that are of interest in this case study. We mention just a few examples.

- As the mechanism of the communication is dependent on the gradient, it is important to assess its functional properties such as whether all nodes will be reachable.
- By chemotaxis, the agent should follow the gradient through the shortest path. Verification can assess whether all agents will reach the source of the gradient.
- We can also consider quantitative aspects of the induced behaviour such as the speed with which information is spread, the bandwidth consumed and the probability of reaching a certain fraction of people within a certain time.
- Spatio-temporal properties are also of concern such as whether at some future time all reachable nodes receive the gradient information (the spatial dispersion of information at a given time), or conversely at some given location all reachable nodes will receive the gradient information within a given time.
- Invariant properties may be important such as ensuring that the shortest paths are built and that the generated gradient structure does not have loops.

When an application is developed based on such patterns, the details of implementation are often delegated to an agent or service that implements the pattern in question. Therefore it is important that we have the means to independently verify the properties of the supplied patterns (local behaviours) as well as checking the emergent properties at the global level. In particular, it would be hugely beneficial to be able to develop mechanisms for compositional verification to use the verified properties of each pattern to derive the properties of the higher-level patterns, and ultimately properties of the applications build using those patterns. For example, considering the high-level patterns in Figure 2, is it possible to derive the correctness of a flocking pattern in a straightforward manner given the correctness of the repulsion pattern used to implement it?

**Spatio-temporal verification via model-checking**

Properties of different patterns at the collective level emerge from the coordination at the local level. Considering the example of dynamic gradients used to guide people to the nearest exits in an emergency situation such as that shown in Figure 3 [15], various global properties of the collective mechanism are of interest. For example, as already mentioned, one might like to be sure that all people involved at any time do receive gradient updates on directions within a given time.

Some such properties are spatio-temporal in nature and spatial [12, 10] and spatio-temporal model-checking [11] could be one of the techniques to be considered to automatically verify such properties. Spatio-temporal model-checking is a technique that requires a spatio-temporal model, on the one hand, and a spatio-temporal property, on the other. One way in which the model can be conceived is to consider it as a composition of a Kripke structure \((S, T)\) to model the temporal evolution of the system and a spatial model for each state of the Kripke structure that reflects the spatial situation at the particular time. The latter can also be imagined as a “snapshot” of the spatial situation in a state of the Kripke structure. The spatial model can be conveniently chosen to be a closure space \((X, C)\), where \(X\) is a set of points, and \(C\) a closure operator which has its origin in topological spatial logics [26]. Such a choice covers a wide range of specific choices for the spatial structure, encompassing graphs, regular grids and also images similar to those shown in Figure 3.

Spatio-temporal properties address both the evolution in time and the spatial properties of a point in the model, i.e. a point (node) in the space at a particular state in the Kripke
structure. In each possible world there is a different valuation of atomic propositions, inducing a different “snapshot” of the spatial situation which “evolves” over time. This is made clear along a temporal path. A path in the Kripke structure denotes a sequence of digital pictures indexed by instants of time. This is illustrated more schematically in the Figure 4, showing three different states of the Kripke structure at time step $n$, $n + 1$ and $n + 2$.

Spatio-temporal operators in STLCS (Spatio-Temporal Logic for Closure Spaces) [10] feature the usual Boolean operators (negation, disjunction etc), the CTL path quantifiers $A$ (“for all paths”), $E$ (“exists a path”), which must be followed by path-specific temporal operators $XF$ (“in the next step”), $F1 U F2$, (“eventually $F2$ holds, but until then $F1$ must hold”), where $F, F1$ and $F2$ are STLCS formulas, and the spatial operators closure $C$ and spatial until $F1 S F2$ (“$F1$ surrounded by $F2$”). The two derived temporal operators $G$ (“always”) and $F$ (“eventually”) are also very useful.

Let us proceed with a few simple examples.

- Consider the STLCS formula $EG(green S blue)$. This formula is satisfied at a point $x$ in the graph, associated with the initial state $s_0$, if there exists a (possible) evolution of the system, starting from $s_0$, in which point $x$ is always, i.e. in every state in the path, green and surrounded by blue. The prototype spatio-temporal model-checker described in [10] will return (or colour) all the points $x$ that satisfy the formula.

- A further, more complicated, nested example is the STLCS formula

$$EF(green \ (AX\ blue)).$$

This formula is satisfied at a point $x$ in the graph associated with the initial state $s_0$, if there is a (possible) evolution of the system, starting from $s_0$, in which point $x$ is eventually green and surrounded by points $y$ that, for every possible evolution of the system from then on, will be blue in the next step.

- A simple example concerning the emergency egress case is the formula $AF(!red\ S\ false)$, where $!$ denotes negation. This formula is satisfied at a point $x$ in the initial state if all possible evolutions of the system eventually reach a state in which there are no red points. Recall that red points correspond to nodes representing people who did not receive the directions to the nearest exit. So when this formula is satisfied it means that there is a point in time at which all people are being updated by the system. The particular expression $!red\ S\ false$ is satisfied if none of the pixels are red because the surround operator is a spatial variant of a weak until operator.
This is an area of on-going work and there are a number of open issues for this line of research.

- Are the STLCS spatio-temporal operators sufficient to express the spatio-temporal properties that are relevant to the self-organising patterns used to design and implement CAS?
- If not, which other operators would be needed? Here we can think of operators that address performance aspects, for example to express that the probability that 90% of the people in the emergency egress example have been reached within a certain time-bound $T$, or more collective aspects such as that a set of points satisfies a certain property.
- What would be the right set of basic operators that on the one hand provide satisfactory expressiveness, or at least cover an interesting class of properties, and on the other hand are such that efficient model-checking algorithms can be found to verify them?
- Which derived operators and property templates are convenient to facilitate formulation of relevant properties in this context?

Much interesting and challenging work remains to find answers to these questions. Furthermore, there are other proposals that consider spatial and spatial-temporal logics. As an example, we would like to mention the spatial signal temporal logic [8]. This is a linear logic for the specification of behavioural properties of continuous signals which has recently been extended with some spatial operators. This logic has been applied in the domain of epidemiology to analyse the spread of a virus.

### 4.2.5 Concluding remarks

An important aspect of the engineering of CAS is providing evidence that the system requirements are satisfied, despite the uncertainty that may affect the system, its goals, and its environment. In this working group, we primarily focussed on verification of CAS to assess how well a system meets its specification or requirements. The specifics and characteristics of CAS poses several challenges to the problem of verification, including:

- How to express emergent properties of CAS and verify them?
- How to provide evidence in the face of uncertainty, in particular structural uncertainty, where the complete structure of the model of the system may not be known?
- How to enable runtime verification for CAS for which a global model is not available?
- How to enable compositional verification that uses verified properties of patterns at lower levels to derive the properties of higher-level patterns and ultimately properties of CAS built using those patterns?
- How to express spatio-temporal properties relevant for self-organising systems used to design and implement CAS?
- How to blend offline with online verification to provide the evidence that the system requirements are satisfied during the entire lifetime of CAS?

Whilst we enjoyed and benefited from a number of stimulating discussions around the topic of verification of CAS during the Dagstuhl seminar 14512, the time available did not allow us to make any significant developments beyond deepening our understanding and mutual appreciation. Nevertheless, the discussion helped us to hone our ideas and identify a number of exciting topics for future research, several of which are now being actively pursued by members of the working group.
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4.3.1 Introduction

Autonomous and autonomic systems have proved highly effective for self-* management of resource allocation in open, distributed computer systems and networks. Examples range from the ‘Ur’ application of autonomous systems in data centre management [8], to autonomous
virtual power plants for autonomous energy supply [1], to self-organising electronic institutions for resource provision and appropriation in multi-agent systems [21].

These systems are exemplars of collective adaptive systems (CAS): collective, because it requires cooperative, coordinated, synchronised or orchestrated effort of individual entities acting as a group; and adaptive, because it may change its shape, structure, functions, components, rules etc. at run-time, either reactively in response to changes in the environment, or pro-actively, in anticipation of such changes. The operation of such systems is, not unexpectedly, largely if not completely hidden from human users, and may be considered as being composed of purely ‘technical’ components. It is the speed, frequency and complexity of decision-making that precludes operator intervention, and necessitates these autonomous and autonomic approaches to control.

However, leaving data centre management or high-frequency trading algorithms to their own devices (as it were) is one thing, but it is something different when considering so-called ‘smart’ systems (smart homes, smart grids, smart cities, etc.), where the decision-making has a direct impact on qualitative human concerns, or actively requires the intervention of human agency.

The key question then, is: how can the design principles and operating principles for collective adaptive systems composed purely of ‘technical’ components be successfully transferred to resolve corresponding problems in socio-technical collective adaptive systems, i.e. CAS composed of both ‘human’ and ‘technical’ components, and involving human-human interaction, computer-mediated human-human interaction, human-technical component interaction (technical components including sensor, device, software agent, robot, etc.), and technical-technical component interaction. In other words, these are systems with ‘humans in the loop’, in which people interact with an electronically saturated infrastructure, or with each other through an electronically-mediated interface, especially when trying to achieve some collective action or common purpose.

This Working Group was constituted to address this precise question. In three main working sessions, we primarily considered three issues: scenarios which highlight the human factors that have to be taken into account in ‘programming’ socio-technical CAS for smart-* applications; a general intervention framework that might be used at design-time, run-time or even both, to account for these factors given the special operating conditions of socio-technical CAS; and finally a preliminary ontology for the specific shaping mechanisms which might be used to instantiate the general framework.

This report is structured with summaries of each working session, followed by some observations on research challenges and outcomes, and some concluding remarks. Note that for the purposes of this report, the term socio-technical CAS is taken to denote the same type of object as CAS with “Humans-in-the-Loop”.

4.3.2 ‘Programming’ Socio-Technical CAS

Modern ICT systems are de facto large-scale socio-technical systems whose goal is to collectively and adaptively behave in certain ways. In this context, the focus of the first discussion sessions was to analyse systematically the peculiar differences that such systems exhibit with respect to traditional ICT systems in engineering their behaviours, starting from existing works with user-centric aspects in the system design and or operation [21, 4, 5, 30, 2, 18, 9, 25, 16]. The session then focused on Humans-in-the-Loop from the perspective firstly of scenarios, and secondly of human factors, i.e. those aspects of human behaviour and psychology which distinguish socio-technical CAS from ‘technical’ CAS.
Scenarios

Smart Cities. It is an increasingly common practice to prefix the qualifier ‘smart’ to particular applications. The applications include smart grids (including smart meters), smart homes, smart cars, and so on. ‘Smart’, in this context, has come to mean systems that are characterised by three ‘i’s: instrumented, interconnected and intelligent. These applications all exhibit collectivity, adaptivity, and indeed other self-* computing properties. The various applications converge in the unifying concept of the Smart City, in which multiple interacting CAS will enable the energy distribution, transportation systems, and other city-wide infrastructure to continuously adapt and cope with the dynamism of the environment (changing traffic conditions, stochastic energy supply and demand, utilisation of common urban spaces, etc.).

However, there is, arguably, a fourth ‘i’ – interactive. All these applications also, at some point, have ‘humans in the loop’ for decision-making and even computation, have people as the recipients, as well as data sources, of a service (for example, participatory sensing applications), or have people’s goals, benefits or values as their focal point (for example, fairness and sustainability in energy or water distribution). Therefore this ecosystem is essentially one of socio-technical applications, and there is a requirement to take the people into account – in short, to recognise that Smart Cities are also places where citizens have to live.

In respect of this, the interleaving of autonomic, adaptive and ubiquitous computing, providing the foundations for self-* computing properties, and human-infrastructure interaction, providing the basis for innovative interfaces, affordances and ergonomics, will be critical in the design, and co-design, of ‘fit for purpose’ ‘user friendly’ socio-technical collective adaptive systems, and sub-systems, for Smart Cities.

Shared Living Spaces. Any shared living space, such as a communal flat, an open-plan office, or even a public space such as a park, require people to share a common space. This is a collective adaptive system: the ambience of the living space is both a goal of and function of the collective; but many aspects of the collective change over time, in particular the human ‘components’, but also the mutually-agreed conventional rules governing the use of the shared space.

Furthermore, violation of (implicitly or explicitly stated) these conventional rules, or social norms, can cause instances of incivility [22]. Such incivility, characterised by a low-intensity form of deviance from accepted norms, can be difficult to detect and resolve, but is also very harmful for the people who experience it regularly. Therefore, it is a pressing problem in both ergonomics and urban planning to reduce the negative side-effects of incivility.

One technological solution that has been proposed for addressing the incivility problem, is MACS (Affective Conditioning System): a system that attempts to avoid, reduce and/or resolve incivility in workplace environment before it escalates into a higher-intensity situation, e.g. conflict or aggression [24]. MACS is intended to emphasise stakeholder engagement and empower collective choice: firstly by avoiding micro-management, as incivility episodes are resolved between stakeholders (i.e. the occupants of the shared space themselves), and only as a last resort by appeal to higher authorities; and secondly by providing social support, through a network of communication and mutual obligations, via the collective selection, monitoring and enforcement of the stakeholders’ own social norms and pro-social processes such as forgiveness [28].

In MACS, the shared living space is envisioned as a common pool resource which we seek to manage according to the institutional design principles of Elinor Ostrom [17]. In this
respect, the metaphor we are pursuing is that the (intangible) ‘office ambience’ is a pooled resource which the office occupants can deplete by anti-social behaviour and re-provision by pro-social behaviour. Furthermore, what is (and is not) anti-social behaviour is determined by the occupants themselves – a specific instantiation of Ostrom’s third principle (that those affected by collective choice arrangements participate in their selection). Consequently, MACS implements a voting system for social norms, which allows for those (and only those) admitted to a shared space to vote positively or negatively for a norm. It also allows people to suggest new norms, as the dynamic nature of offices might mean there is a constant need to change norms, so MACS provides support for this process.

The Social Computer. The idea of the social computer [11] or social computation is for the designers of applications which synthesise the intelligence of human and automated computational units to tackle so-called ‘wicked’ problems [26]. Prototype examples of this type of collective adaptive system can be seen in crowdsourcing applications, such as Amazon’s Mechanical Turk, etc., with people doing the work that computers are not so good at, and computers the work at which people are not so competent.

One of the prime examples of the potential of such systems is ReCAPTCHA, which leverages a security requirement to supplement the incompleteness of optical character recognition in digitising text. Ideally, the design and operation of CAS with humans-in-the-loop will thrive on achieving such externalities, i.e. where work required for one purpose will provide beneficial input for another.

Human Factors

Although this WG was composed of scientists and technologists rather than psychologists or sociologists, there was some experience of human-computer interaction and the discussion of (potentially disruptive) human factors identified the following features:

- People engage in micro-level behaviours, actions and decision-making which produces (potentially unexpected) macro-level outcomes, i.e. socio-technical CAS are also complex systems [7];
- Participation and engagement are critical in empowerment and politics but ‘attention’ remains a limited resource [6];
- Population change over times, and with it so do attitudes, cultures, fashions, etc.;
- People have different access to, perception of, and skills with technology;
- People don’t comply or not-comply with policies, they react to incentives implied by the policy [10], or find ways of interpreting a policy so that they consider themselves compliant;
- People are not equivalent to programmable components [11];
- People innovate themselves, and in particular utilise generative technology in unexpected ways [31];
- There is a trade-off between values, incentives and principles, often manifested in the form of social capital [20];
- A ‘spectrum’ of errors is to be expected, from accidents and triage, through to low-grade non-compliance and (regrettably) absolute malice;
- Governance is critical.

One conclusion drawn was that the design, deployment and evaluation of socio-technical CAS should be a multi-disciplinary, if not trans-disciplinary, process; and that the disciplines of psychology (and adaptation) [13, 12, 15], sociology (and collective intelligence) [29] and
legal anthropology [3] can all make essential contributions to the study of socio-technical CAS.

4.3.3 (Towards A) General Intervention Framework

CAS mostly are existing systems we have to simultaneously model (observe) and engineer (build) so as to intervene (influence) on the behaviour of both the collectives and the individuals. Thus, there is a need to embrace (model and engineer) uncertainty, error and unpredictability of behaviours and interactions, with the goal of drawing the boundaries within which individuals as well as collectives can behave and interact, be influenced and influence each other and the CAS as a whole. The main challenge here is that engineers cannot program the individuals (especially if humans); the path to pursue is that, on the other hand, engineers may shape the environment where individuals live to influence the way in which they behave and interact.

When humans enter the picture, it is no longer true that technology is neutral w.r.t. individuals’ principles and values and in terms of their reaction to it (emotional, economic, etc.). Further, the impact of technology is also unpredictable and/or uncertain. Thus, there is a need to take into account individuals values at different scales (individuals, collective, CAS) and to recognize that whenever you offer a given technology to people you are simultaneously enabling and constraining (shaping) their capabilities of behaving and interacting within the CAS. The main challenge here is that failure, error, unforeseen emergent phenomena and misbehaviour (such as incivility) are an intrinsic part of the system.

Due to unavoidable uncertainty in modelling CAS and limited intervention opportunities and capabilities for engineers, simulation, model checking, etc. are no longer enough to ensure CAS sustainability. Thus, there is a need for live testing environments, running in a “mirror world” reflecting real-world data, behaviours and interactions while protecting real individuals, continuously providing feedbacks on CAS behaviour and absorbing patches, upgrades, intervention of engineers. The main challenge here is how to conceive, design and deploy these test environments.

The conclusion of the discussion led to the (preliminary) proposal of the the 3I life-cycle (Inspection-Innovation-Intervention) for the the design and operational management and governance of socio-technical CAS (see Figure 5). The idea is that system designers can inspect the behaviour of the system, innovate improvements which are tested in the “mirror” CAS or some sub-system of the CAS, and then make timely interventions in the “actual” CAS.
Essentially, though what is required here is *general intervention framework* for socio-technical CAS. The specific mechanisms to shape or make interventions are discussed in the next section.

One further observation of this discussion, though, was that if any socio-technical CAS should be its own testbed, then consideration should be given to instrumentation, observability and running trials for sub-systems. In one sense, this could provide the basis for *evidence-based policy-making*, although how to design and run a controlled double-blind randomised experiment with policies (rather than, say, health treatments) – and not fall foul of ethical requirements – remains an open question.

### 4.3.4 Shaping Mechanisms

The discussion in this session focused on the mechanisms for shaping intervention in the ‘landscape’ of a socio-techical CAS. Throughout, the group were seeking an analogy to the way that a city planner might intervene in traffic shaping by various mechanisms: for example physical mechanisms such as roundabouts (replacing traffic lights) and speed bumps, and policy-based mechanisms such as congestion charging and low-emission zones.

#### A Preliminary Ontology

Figure 6 illustrates a preliminary ontology of shaping mechanisms to instantiate the general intervention framework for designing, deploying and managing socio-technical CAS at runtime.

Figure 6 identifies three categories of mechanism, environmental (structural), institutional and informational. Environmental mechanisms includes changing the environment or the components. Institutional mechanisms includes changing the conventional rules, the incentives or the punishments (the system of retributive justice dealing with sanctions, or fear of sanctions (deterrence)). One informational mechanism is in the ‘sensory’ apparatus of the CAS. This has been referred to an *interoceptive collective awareness*, i.e. it is a sense that comes from within the collective as a whole, is concerned with the well-being of the collective, and is a precursor to collective action [20].
Initially, ROSE is a centralised system, and communication is with the centre. Then, cooperation between nodes begins to emerge ... Collaboration forms a denser network ... and has a deep impact on local communities.

Figure 7 Emerging Meso-level Structures in Project ROSE.

As an exemplar of a shaping mechanism, we briefly describe the experience of the ROSE project in Poland.

**Exemplar: Project ROSE**

To illustrate the principles and potential of a shaping mechanism for socio-technical CAS, we examine the experience of Project ROSE (Regional Centres of E-learning). The project started in 2004 at the Institute for Psychology of Informatics and Communication, directed by Professor Andrzej Nowak, of Warsaw School of Social Sciences and Humanities. The challenge was to promote the use of ICT, especially the Internet, in education in Poland. However, the rapid advances of ICT usually render any non-evolving educational program obsolete in just a few years. The solution was to create a learning community in the form of an expanding network of teachers that constantly adapt to new developments in ICT.

ROSE was based on the idea that teacher enhancement is a social change process rather than a transfer of knowledge. The Bubble Theory of Social Change [12] specifies how a sustainable social change may be achieved by concentrating on changing fragments of social networks (clusters or bubbles) rather than separate individuals. ROSE is therefore a mixture of face-to-face workshops and Internet mediated interactions. The workshops enabled the teachers to learn to collaborate with each other and to develop trust. From each workshop several individuals were selected as natural leaders to seed the ROSE network. After the initial workshop the training was conducted over the Internet using an e-learning platform. The communication structure resembled a star with the university performing the role of the central hub, and each school being a spoke (see Figure 7).

The leaders in each school initially worked with teachers from their own school but in the next stage schools already in ROSE collaborated with each other in the preparation of programmes for other schools. Meso-level structures (formal groupings with rules, roles, processes, designated groups responsible for decisions in specific areas, etc.; and informal groupings based on friendship circles, interest groups, etc.) emerged as clusters of collaborating schools, local administration and businesses etc. Afterwards, the meso-level structures grew stronger and bigger as more common initiatives were undertaken. The role of the university decreased as the network became increasingly decentralized.

This is a demonstration of using institutions as the shaping mechanism for a socio-technical CAS. This exemplar also again emphasises that disciplines from the social sciences, in this case dynamic social psychology [14], have highly relevant and significant insight to offer the development of socio-technical CAS.
4.3.5 Research Challenges

In the final working session, the WG identified and discussed a number of issues that remain unresolved in devising socio-technical CAS. This includes:

- Dispute resolution mechanisms for the various conflicts that may occur when, for example, members belonging to several communities with incompatible goals or notions of fairness collide;
- The “social ergonomics” that will need to be evaluated and refined: for example, even if the macro-objectives emerging at any one time are fair with respect to a society’s common good, and even if fairness is ensured in the long-term for each individual, this will not necessarily imply an acceptable experience for each individual in that society. Users may be willing to trade-off optimality for stability;
- The attention deficit: having algorithmic controls at their fingertips, individuals participating in a group may feel that they have no choice but to engage in a process of continuous negotiation and adaptation to rule-sets and social norms. The system’s affordances would engender an open cycle of societal self-adaptations and frequent change, inducing individual and collective stress and fatigue;
- Data: as observed in [27], the power of Big Data and associated tools for analytical modelling “… should not remain the preserve of restricted government, scientific or corporate élites, but be opened up for societal engagement and critique. To democratise such assets as a public good, requires a sustainable ecosystem enabling different kinds of stakeholder in society”.
- Economic security: how vulnerable would such CAS be to ‘hijacking’, by external parties and what could be the consequences? This especially concerns those socio-technical CAS which have an economic dimension and might see work at the edge but value only in the network or middleware [23];
- Governance security: a model of ‘good governance’ must be installed and maintained, and be equally robust to hostile takeover by minority interests;
- Externalities: are there any collateral costs, as well as benefits that such a system would place on society?

Such questions and the ensuing design requirements must be carefully considered before irreversibly embedding socio-technical CAS in the very fabric of everyday life. Since all possible scenarios cannot be predicted and addressed in advance, the ICT system itself must be sufficiently flexible to enable its evolution in parallel to the society it serves, which is why not just the 3I life-cycle is so important, but so too the integrity of the designers, programmers and managers, highlighting the need for design contractualism [19]

4.3.6 Outcomes

At the time of submission, there have been two significant outcomes of the Dagstuhl Seminar and the Working Group on Humans-in-the-Loop in particular.

The first is that the deliberations and discussions of the WG were highly influential in drafting a workshop proposal that has been accepted at ICAC 2015 (International Conference on Autonomic Computing), entitled COACTS (Citizen-Oriented Autonomic Computing and Technologies for SmartCities), see http://www.iis.ee.ic.ac.uk/COACTS2015/ and Figure 8.

The second is the structure of a paper, co-authored by the WG participants, entitled Towards a General Intervention Framework for Shaping Socio-Technical Collective Adaptive Systems, which will be informed by this report.
4.3.7 Summary and Conclusions

The WG has made a significant contribution to the Seminar’s goal understanding quantitative and qualitative analysis and modelling of CAS through an in-depth discussion of socio-technical CAS, or CAS with Humans-in-the-Loop. In particular, two specific contributions can be highlighted:

- a critical analysis of CAS scenarios with ‘humans in the loop’, and the identification of human factors which need to be taken into account concerning the design and operational principles of such CAS; and
- three innovative proposals for quantitative and qualitative analysis and modelling of socio-technical CAS: (i) a general intervention framework, (ii) the 3I life-cycle, and (iii) the ontology of shaping mechanisms.

As well as identifying some key research challenges, the WG believes that whatever else happens, collective adaptive systems for socio-technical applications with ‘humans in the loop’ need to be engineered properly, deployed responsibly, and managed with ‘good governance’.
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