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Abstract

We consider a natural online optimization problem set on the real line. The state of the online algorithm at each integer time \(t\) is a location \(x_t\) on the real line. At each integer time \(t\), a convex function \(f_t(x)\) arrives online. In response, the online algorithm picks a new location \(x_t\). The cost paid by the online algorithm for this response is the distance moved, namely \(|x_t - x_{t-1}|\), plus the value of the function at the final destination, namely \(f_t(x_t)\). The objective is to minimize the aggregate cost over all time, namely \(\sum_t (|x_t - x_{t-1}| + f_t(x_t))\). The motivating application is rightsizing power-proportional data centers. We give a 2-competitive algorithm for this problem. We also give a 3-competitive memoryless algorithm, and show that this is the best competitive ratio achievable by a deterministic memoryless algorithm. Finally we show that this online problem is strictly harder than the standard ski rental problem.
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1 Introduction

We consider a natural online optimization problem on the real line. The state of the online algorithm after each integer time \(t \in \mathbb{Z}_{\geq 0}\) is a location on the line. At each integer time \(t\), a convex function \(f_t(x)\) arrives online. In response, the online algorithm from its previous location \(x_{t-1} \in \mathbb{R}\) to a new location \(x_t \in \mathbb{R}\). The cost paid by the online algorithm for this response is the distance moved, namely \(|x_t - x_{t-1}|\), plus the value of the function at the final destination, namely \(f_t(x_t)\). The objective is to minimize the aggregate cost over all time, namely \(\sum_t (|x_t - x_{t-1}| + f_t(x_t))\).
cost $\sum_t (|x_t - x_{t-1}| + f_t(x_t))$ over all time. We refer to this problem as Online Convex Optimization with Switching Costs (OCO). This problem is also referred to as Smoothed Online Convex Optimization in the literature.

1.1 Motivation and Related Results

The OCO problem has been extensively studied recently, partly due to its application within the context of rightsizing power-proportional data centers, see for example [1, 12, 14, 10, 11, 13]. In these applications, the data center consists of a homogeneous collection of servers/processors that are speed scalable and that may be powered down. The load on the data center varies with time, and at each time the data center operator has to determine the number of servers that will be operational. The standard assumption is that there is some fixed cost for powering a server on, or powering the server off. Most naturally this cost incorporates the energy used for powering up or down, but this cost may incorporate ancillary terms such as the cost of the additional wear and tear on the servers. As for the processor speeds, it natural to assume that the speed of a processor is scaled linearly with its load (as would be required to maintain a constant quality of service), and that there is a convex function $P(s)$ that specifies the power consumed as a function of speed. The most commonly used model for $P(s)$ is $s^\alpha + \beta$ for constants $\alpha > 1$ and $\beta$. Here the first term $s^\alpha$ is the dynamic power and the second term $\beta$ is the static or leakage power. At each time, the state of the online algorithm represents the number of servers that are powered on.

In a data center, there are typically sufficiently many servers so that this discrete variable can be reasonably be modeled a continuous one. Then, in response to a load $L_t$ at time $t$, the data center operator decides on a number of servers $x_t$ to use to handle this load. The algorithm pays a cost of $|x_{t-1} - x_t|$ for either powering-up or powering-down servers, and a cost of $x_t ((L_t/x_t)^\alpha + \beta)$ for handling the load, which is the most energy efficient way to service the load $L_t$ using $x_t$ processors. Note that the function $x_t ((L_t/x_t)^\alpha + \beta)$ is convex in $x_t$, and hence this application can be directly cast in our general online model where $f_t(x) = x((L_t/x)^\alpha + \beta)$.

Lin et al. [12] observed that the offline problem can be modeled as a convex program, and thus is solvable in polynomial time, and that if the line/states are discretized, then the offline problem can be solved by a straight-forward dynamic program. They also give a 3-competitive deterministic algorithm. The algorithm computes (say via solving a convex program) the optimal solution to date if moving to the left on the line was free, and the optimal solution to date if moving to the right on the line was free, and then moves the least distance possible so that it ends up between the final states of these two solutions. Note that this algorithm solves a (progressively larger) convex program at each time. Andrew et al. [1] show that there is an algorithm with sublinear regret, but that $O(1)$-competitiveness and sublinear regret cannot be simultaneously achieved. They also claim that a particular randomized online algorithm, RBG, is 2-competitive, but this claim has been withdrawn [16].

The OCO problem is also related to several classic online optimization problems. It is a special case of the metrical task system problem in which the metric is restricted to be a line and the costs are restricted to be convex functions on the real line. The optimal deterministic competitive ratio for a general metrical task system is $2n - 1$, where $n$ is the number of points in the metric [5], and the optimal randomized competitive ratio is $\Omega(\log n / \log \log n)$ [4, 3], and $O(\log^2 n \log \log n)$ [8]. The OCO problem is closely related to the allocation problem defined in [2], that arises when developing a randomized algorithm for the classic k-server problem using tree embeddings of the underlying metric space [7, 2]. In fact, the algorithm RBG in [1] is derived from a similar algorithm in [7] for this k-server “subproblem”. The
classic ski rental problem, where randomized algorithms are allowed, is a special case of the OCO problem. The optimal competitive ratio for randomized algorithms for the ski rental problem is \( \frac{e}{e - 1} \) [9] and this translates to a matching lower bound for any online algorithm for the OCO problem. The ski rental problem where only deterministic algorithms are allowed is a special case of the deterministic version of the OCO problem, and the optimal deterministic competitive ratio for the ski rental problem is exactly 2.

1.2 Our Results

2-Competitive Algorithm. Our main result, presented in Section 3, is a 2-competitive algorithm (thus we improve the upper bound on the optimal competitive ratio from 3 to 2). It will be convenient to first present a “fractional algorithm” \( A \) that maintains a probability distribution \( p \) over locations. In Section 2 we show how to convert a fractional algorithm into a randomized algorithm, and how to convert any \( c \)-competitive randomized algorithm into a \( c \)-competitive deterministic algorithm. Although the observation that randomization is not helpful is straight-forward, as best as we can tell, it has not previously appeared in the literature on this problem. The deterministic algorithm that results from these two conversations maintains the invariant that the current location is the expected location given the probability distribution over the states that \( A \) maintains.

We now describe the fractional algorithm \( A \). In response to the arrival of a new function \( f_t(x) \), the algorithm \( A \) computes a point \( x_r \) to the right of the minimizer \( x_m \) of \( f_t(x) \) such that the derivative of \( f_t(x_r) \) is equal to twice the total probability mass to the right of \( x_r \). Similarly the algorithm \( A \) computes a point \( x_l \) to the left of the minimizer \( x_m \) such that the (negative) derivative of \( f_t(x_l) \) is equal to twice the total probability mass to the left of \( x_l \). Then, the probability mass at each state \( x \in [x_l, x_r] \) is increased by half the second derivative of \( f_t(x) \) at that point, while the probability mass for each state \( x \not\in [x_l, x_r] \) is set to 0. A simple calculation shows that this operation, along with our choices of \( x_l \) and \( x_r \), preserves the property that \( p \) is a valid probability distribution. One can convert such a probability distribution into a deterministic algorithm by initially picking a random number \( \gamma \in [0, 1] \), and at any time \( t \), moving to the state \( x_t \) such that the probability mass to the left of \( x_t \) in the current distribution is exactly \( \gamma \).

The analysis of \( A \) uses an amortized local competitiveness argument, using the potential function

\[
\Phi(p, x^*) = 2 \int_{y=-\infty}^{\infty} |x^*-y|p(y) \, dy - \int_{x=-\infty}^{\infty} \int_{y=-\infty}^{\infty} p(x)p(y)(x-y) \, dx \, dy.
\]

where \( x^* \) is the position of the adversary. The first term is depends on the expected distance between \( A \)’s state and the adversary’s state, and the second term is proportional to the expected distance of two randomly drawn states from \( A \)’s probability distribution on states. This potential function can be viewed as a fractional generalization of the potential function used to show that that the Double Cover algorithm is \( k \)-competitive for the \( k \)-server problem on a line metric [6].

3-Competitive Memoryless Algorithm. Our algorithm \( A \) requires time and memory roughly proportional to the number of states and/or the number of time steps to date. Similarly, the 3-competitive algorithm from [12], requires solving a convex program (with the entire history) at each time step. However, as pointed out in [12], this may well be undesirable in settings where the data center operator wants to adapt quickly to changes in load. Previously it was not known if \( O(1) \)-competitiveness can be achieved by a “memoryless” algorithm. Intuitively
in a memoryless algorithm the next state $x_t$ only depends upon the previous state $x_{t-1}$ and the current function $f_t(x)$. In Section 4 we show that $O(1)$-competitiveness is achievable by a memoryless algorithm – we give a simple memoryless algorithm $M$, and show that it is 3-competitive. Given function $f_t(x)$ at time $t$, this algorithm $M$ moves in the direction of the minimizer of $f_t(x)$ until either it reaches the minimizer, or it reaches a state where its movement cost equals twice the function cost of this state. The analysis is via an amortized local-competitiveness argument using the distance between the online algorithm’s state and the adversary’s state (times three) as the potential function.

**Lower Bounds.** In Section 5 we show a matching lower bound of 3 on the competitiveness of any deterministic memoryless online algorithm. We also give a general lower bound of 1.86 on the competitiveness of any algorithm, which shows that in some sense this problem is strictly harder than ski rental, which has an $e/(e-1)$-competitive randomized algorithm.

## 2 Reduction From Randomized to Deterministic

In this section, we explain how to convert a probability distribution over locations into a randomized algorithm, and present a simple derandomization of any randomized algorithm.

**Converting a Fractional Algorithm into a Randomized Algorithm:** The randomized algorithm initially picks a number $\gamma \in [0, 1]$ uniformly at random. Then the randomized algorithm maintains the invariant that at each time $t$ the location $x_t$ has the property that the probability mass to the left of $x_t$ in the distribution for the fractional algorithm is exactly $\gamma$.

▶ **Theorem 2.1.** For the OCO problem, if there is a $c$-competitive randomized algorithm $R$, then there is a $c$-competitive deterministic algorithm $D$.

**Proof.** Let $R$ denote the randomized algorithm, and let $x_t$ denote the random variable for its position at time $t$. Then, our deterministic algorithm $D$ sets its location to be the expected location of $R$, i.e., its location at time $t$ is $\mu_t := \mathbb{E}[x_t]$. It is then a simple application of Jensen’s inequality to observe that $D$’s cost is at most $R$’s expected cost for each time $t$. Indeed, first observe that $D$’s cost at time $t$ is $|\mu_t - \mu_{t-1}| + f_t(\mu_t)$, and $R$’s expected cost is $\mathbb{E}[|x_t - x_{t-1}|] + \mathbb{E}[f_t(x_t)]$. Now, notice that both the absolute value function and the function $f_t(\cdot)$ are convex functions, and therefore $R$’s cost is at least $|\mathbb{E}[x_t - x_{t-1}]| + f_t(\mathbb{E}[x_t])$, which is precisely the cost incurred by the algorithm $D$. Summing over all $t$ completes the proof. ◀

## 3 The Algorithm $A$ and its Analysis

In this section, we describe the online algorithm $A$ and prove that it is 2-competitive. For simplicity, we will assume that the functions $f_t(x)$ are all continuous and smooth. That is, we assume that the first derivative $f'_t(x)$ and second derivative $f''_t(x)$ of $f_t(x)$ are well defined functions. We also assume that $f_t(x)$ has a unique bounded minimizer $x_m$, and $f'_t(x_m) = 0$. The assumptions are merely to simplify our presentation; we discharge these assumptions in Section 3.1.

The algorithm $A$ was informally described in the introduction, and is more formally described in Figure 1. At any time $t$, the state of algorithm $A$ is described by a probability distribution $p_t(x)$ over the possible states $x$. So $\int_a^b p_t(x)dx$ is the probability that $x_t \in [a, b]$. 

"
When a new function $f_t(\cdot)$ arrives:

(i) Let $x_m = \text{argmin}_x f_t(x)$ denote the minimizer of $f_t$, $x_r \geq x_m$ denote the point to the right of $x_m$ where $\frac{1}{2} \int_{x_m}^{x_r} f''(y) \, dy = \int_{x_m}^{\infty} p_{t-1}(y) \, dy$.

(ii) Let $x_l \leq x_m$ denote the point to the left of $x_m$ where $\frac{1}{2} \int_{x_l}^{x_m} f''(y) \, dy = \int_{-\infty}^{x_l} p_{t-1}(y) \, dy$.

(iii) We update the probability density function of our online algorithm as $p_t(x) = p_{t-1}(x) + \frac{1}{2} f''(x)$ for all $x \in [x_l, x_r]$ and $p_t(x) = 0$ for all other $x$.

\[ \Phi(\cdot, x^*_t) = \Phi_1(\cdot, x^*_t) + \Phi_2(\cdot) \]

where

\[ \Phi_1(\cdot, x^*_t) = 2 \int_{y=-\infty}^{\infty} |x^*_t - y| \, p(y) \, dy \]

and

\[ \Phi_2(\cdot) = \int_{x=-\infty}^{\infty} \int_{y=-\infty}^{x} p(x)p(y)(x-y) \, dx \, dy. \]

Note that $\Phi$ is initially zero. To see that $\Phi$ is nonnegative, we show that $\Phi_1(\cdot, x^*_t) \geq -\Phi_2(\cdot)$ as follows:

\[-\Phi_2(\cdot) = \int_{x=-\infty}^{\infty} \int_{y=-\infty}^{x} p(x)p(y)(x-y) \, dx \, dy. \]

---

1 Given two distributions, where each distribution is viewed as a unit amount of "dirt" piled on the line, the earthmover distance (aka Wasserstein metric) is the minimum “cost” of turning one pile into the other, which is the amount of dirt that needs to be moved times the distance it has to be moved.
we consider the effect on inequality (1) when the algorithm
The only term which increases in the LHS of inequality (1) is the first term in
This is an application of integration by parts.
Proof.
\[
\int_{x=-\infty}^{\infty} p(x)\, dx = f'(d)/2.
\]
And hence, \( \int_{x=-\infty}^{\infty} p(x)\, dx = 1 - f'(d)/2. \)
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Proof. By the definition of $\mathcal{A}$, it is the case that $\frac{1}{2} \int_0^d f''(x) dx = \int_0^\infty p(x) dx$. Then note that $\frac{1}{2} \int_0^d f''(x) dx = \frac{1}{2} (f'(d) - f'(0)) = \frac{1}{2} f'(d)$, where the second equality follows because 0 is the minimizer of $f$.

We now proceed bounding the various terms in the inequality (1).

Lemma 3.3. The hit cost $H_t$ is exactly $\int_{x=0}^d f(x) p(x) dx + \frac{1}{2} \int_{x=0}^d f(x) f''(x) dx$.

Proof. This follows from the definition of the hit cost, and the following facts: (i) $f(x) = 0$ if $x < 0$, and (ii) the distribution $q(x)$ is simply $p(x) + \frac{1}{2} f''(x)$ for $x \in [0, d]$ and 0 if $x > d$.

Lemma 3.4. $M_t = \int_{x=d}^{\infty} x f(x) dx + \frac{f(d)}{2} - \frac{f''(d)}{2}$.

Proof. We can view the updating of the probability distribution as a two step procedure. First, all the probability mass to the right of $d$ moves to $d$, and then exactly a probability mass of $\frac{1}{2} f''(x)$ moves from $d$ to each point $x \in [0, d]$. Thus

$$M_t = \int_0^d \frac{1}{2} f''(x)(d - x) dx + \int_d^{\infty} p(x)(x - d) dx$$

$$= \frac{f(d)}{2} + \int_d^{\infty} x p(x) dx - \frac{d f''(d)}{2}$$

Here we used Fact 3.1 to simplify the first term, and Fact 3.2 to simplify the second term.

Lemma 3.5. $\Phi_1(q, z) - \Phi_1(p, z) \leq 2f(z) - 2M_t$.

Proof. First consider the case that $z < d$.

$$\Phi_1(q, z) - \Phi_1(p, z) = 2 \int_0^\infty |x-z|(q(x) - p(x)) dx$$

$$= \int_0^z (z-x) f''(x) dx + \int_z^d (x-z) f''(x) dx - 2 \int_d^{\infty} (x-z)p(x) dx$$

$$= 2f(z) - f(d) - (z-d)f'(d) - 2 \int_d^{\infty} x p(x) dx + 2z \int_d^{\infty} p(x) dx$$

$$= 2f(z) - f(d) - (z-d)f'(d) - 2 \int_d^{\infty} x p(x) dx + zf'(d)$$

$$= 2f(z) - f(d) + df'(d) - 2 \int_d^{\infty} x p(x) dx$$

$$= 2f(z) - 2 M_t$$

The first equality is by the definition of $\Phi_1$. The second equality is by the definition of the algorithm $\mathcal{A}$. The third equality is by application of Fact 3.1 and separating the last integral. The fourth equality is by Fact 3.2. The final equality is uses Lemma 3.4.

Now consider that case that $z \geq d$.

$$\Phi_1(q, z) - \Phi_1(p, z) = 2 \int_0^\infty |x-z|(q(x) - p(x)) dx$$

$$= \int_0^d (z-x) f''(x) dx - 2 \int_d^{\infty} (z-x)p(x) dx - 2 \int_d^{\infty} (x-z)p(x) dx$$

$$= (z-d)f'(d) + f(d) - 2 \int_d^{\infty} (z-x)p(x) dx - 2 \int_d^{\infty} (x-z)p(x) dx$$

$$= (z-d)f'(d) + f(d) - 2 \int_d^{\infty} (z-x)p(x) dx - 4 \int_d^{\infty} (z-x)p(x) dx$$
\begin{align*}
\leq (z-d)f'(d) + f(d) - 2 \int_{d}^{\infty} (x-z)p(x) \, dx \\
= (z-d)f'(d) + f(d) - 2 \int_{d}^{\infty} xp(x) \, dx + 2 \int_{d}^{\infty} zp(x) \, dx \\
= -df'(d) + f(d) - 2 \int_{d}^{\infty} xp(x) \, dx + 2zf'(d) \\
\leq 2f(z) - df'(d) - 2 \int_{d}^{\infty} xp(x) \, dx \\
= 2f(z) - 2M_t
\end{align*}

The first equality is by the definition of $\Phi_1$. The second equality is by the definition of the algorithm $A$. The third equality is an application of integration by parts. The fourth equality follows from replacing the term $2 \int_{d}^{\infty} (x-z)p(x) \, dx$ by $2 \int_{d}^{\infty} (x-z)p(x) \, dx - 2 \int_{d}^{\infty} (x-z)p(x) \, dx$.

The first inequality from the fact that $\int_{d}^{\infty} (z-x)p(x) dx \geq 0$ since $z \geq d$. The sixth equality uses Fact 3.2. The second inequality holds because, as $f$ is convex, $f(z) \geq f(d) + (z-d)f'(d)$, and hence $zf'(d) \leq f(z) - f(d) + df'(d)$. The final equality is used Lemma 3.4.

We now turn to analyzing $\Phi_2(q) - \Phi_2(p)$. We can express this as:

\begin{equation}
\begin{align*}
-\int_{x=0}^{d} \int_{y=0}^{x} (x-y) \left( p(x) + \frac{1}{2}f''(x) \right) \left( p(y) + \frac{1}{2}f''(y) \right) dy \, dx \\
+ \int_{x=0}^{\infty} \int_{y=0}^{x} (x-y)p(x)p(y) dy \, dx \\
\leq -\frac{1}{4} \int_{x=0}^{d} \int_{y=0}^{x} (x-y)f''(x)f''(y) dy \, dx - \frac{1}{2} \int_{x=0}^{d} \int_{y=0}^{x} (x-y)p(x)f''(y) dy \, dx \\
- \frac{1}{2} \int_{x=0}^{d} \int_{y=0}^{x} (x-y)f''(x)p(y) dy \, dx + \int_{x=d}^{\infty} \int_{y=0}^{x} (x-y)p(x)p(y) dy \, dx \\
\end{align*}
\end{equation}

We now bound the terms $T_1, T_2, T_3$ and $T_4$.

\begin{lemma}
Lemma 3.6. $T_1 = \frac{1}{4} \int_{0}^{d} f(x)f''(x) \, dx$
\end{lemma}

\begin{proof}
This follows by applying Fact 3.1 to the inner integral of $T_1$.
\end{proof}

\begin{lemma}
Lemma 3.7. $T_2 = \frac{1}{2} \int_{0}^{d} f(x)p(x) \, dx$.
\end{lemma}

\begin{proof}
This follows by applying Fact 3.1 to the inner integral of $T_2$.
\end{proof}

\begin{lemma}
Lemma 3.8. $T_3 = -\frac{f'(d)}{2} \int_{d}^{0} xp(x) \, dx + \left( \frac{df' (d)}{2} - f'(d) \frac{1}{2} \right) f'(d) + \frac{1}{2} \int_{d}^{0} f(x)p(x) \, dx$.
\end{lemma}

\begin{proof}
\begin{align*}
T_3 &= \frac{1}{2} \int_{x=0}^{d} \int_{y=0}^{x} (x-y)p(y)f''(x) \, dy \, dx \\
&= \frac{1}{2} \int_{y=0}^{d} \int_{x=y}^{d} (x-y)p(y)f''(x) \, dx \, dy \\
&= -\frac{1}{2} \int_{y=0}^{d} p(y) \int_{x=y}^{d} (y-x)f''(x) \, dx \, dy
\end{align*}
\end{proof}
The second equality follows as the order of integration is just reversed. The fourth equality is an application of Fact 3.1. The last equality uses Fact 3.2.

\[ \text{Lemma 3.9.} \quad T_1 \leq \int_d^\infty x p(x) \, dx - \frac{f'(d)}{2} \int_0^d x p(x) \, dx - \frac{df'(d)^2}{4}. \]

Proof.

\[ T_1 = \int_0^\infty \int_y^d (x - y) p(x) p(y) \, dy \, dx \]

\[ = \int_0^\infty \int_x^d (x - y) p(x) p(y) \, dy \, dx + \int_0^\infty \int_0^x (x - y) p(x) p(y) \, dy \, dx \quad (3) \]

The first expression in (3) can be rewritten as

\[ \int_x^d (x - y) p(x) p(y) \, dy \, dx = \int_x^d x p(x) \, dx \int_0^y p(y) \, dy - \int_x^d x p(x) \, dx \int_0^y y p(y) \, dy \]

\[ = \left( 1 - \frac{f'(d)}{2} \right) \int_x^d x p(x) \, dx - \frac{f'(d)}{2} \int_0^y y p(y) \, dy \]

The second equality follows by Fact 3.2. Similarly, for the second expression in (3), we get

\[ \int_y^d \int_x^y (x - y) p(x) p(y) \, dx \, dy \leq \left( \int_y^d p(y) \, dy \right) \int_x^d (x - y) p(x) \, dx \]

\[ = \left( \int_y^d p(y) \, dy \right) \int_x^d x p(x) \, dx - d \int_x^d \int_y^d p(y) p(x) \, dy \, dx \]

\[ = \frac{f''(d)}{2} \int_x^d x p(x) \, dx - \frac{df'(d)^2}{4} \]

Here, the inequality uses \( (x - y) \leq (x - d) \), since \( y \geq d \), and the last equality uses Fact 3.2 again. Summing the expressions (and replacing the variable \( y \) by \( x \)) completes the proof. \( \square \)

We now use Lemmas 3.3 to 3.9 to show that inequality (1) holds as follows:

\[ H_t + M_t + \Phi(p_t) - \Phi(p_{t-1}) \]

\[ \leq \int_0^d f(x) p(x) \, dx + \frac{1}{2} \int_0^d f(x) f''(x) \, dx + 2f(z) - \int_x^d x f(x) \, dx - \frac{f(d)}{2} + \frac{df'(d)}{2} \]

\[ - \frac{1}{4} \int_0^d f(x) f''(x) \, dx - \frac{1}{2} \int_0^d f(x) p(x) \, dx \]

\[ + \frac{f'(d)}{2} \int_0^d x p(x) \, dx - \left( \frac{df'(d)}{2} - \frac{f(d)}{2} \right) \left( 1 - \frac{f'(d)}{2} \right) - \frac{1}{2} \int_0^d f(x) p(x) \, dx \]

\[ + \int_0^d x p(x) \, dx - \frac{f'(d)}{2} \int_0^d x p(x) \, dx - \frac{df'(d)^2}{4} \]
When a new function $f_t(\cdot)$ arrives:

(i) Let $x_m = \text{argmin } f_t(x)$ denote the minimizer of $f_t$.

(ii) Move in the direction of $x_m$ until we reach either (a) a point $x$ s.t. $|x - x_{t-1}| = f_t(x)/2$ or (b) the minimizer $x_m$. Whichever happens first, set $x_t$ to be that point.

$\text{Figure 3}$ The 3-competitive Memoryless Algorithm $M$.

$$
= 2f(z) + \frac{1}{4} \int_0^d f(x)f''(x) \, dx - \frac{f(d)f'(d)}{4} \\
= 2f(z) + \frac{1}{4} \left( f(d)f'(d) - \int_{y=0}^d (f'(y))^2 \, dy \right) - \frac{f(d)f'(d)}{4} \\
\leq 2f(z)
$$

The first equality follows by canceling identical terms. The second equality is an application of integration by parts. This proves inequality (1) and hence the 2-competitiveness of our algorithm.

3.1 Discharging the Assumptions

We now explain how to modify the algorithm and analysis if some of our simplifying assumptions do not hold. If the functions are piecewise linear, then in the algorithm we can suitably discretize the integral into a summation, and replace the second derivative at a point by the difference in slopes between consecutive points and increase the probability at each point by this difference amount. The analysis then goes through mostly unchanged. If the minimizer is at infinity, then the analysis goes through pretty much unchanged except that we can not translate so that the minimizer is at 0, and we have to explicitly keep $x_m$ instead of 0 in the limits of the integration.

4 Memoryless Algorithm

In this section we present a simple 3-competitive memoryless algorithm $M$. The action of $M$ at time $t$ depends only upon the past state $x_{t-1}$ and the current function $f_t(x)$. The algorithm $M$ is described informally in the introduction, and more formally in Figure 3. We adopt the same notation from the previous section using $x_t$ and $x^*_t$ to denote the locations of the algorithm and of the adversary, using $H^*_t$ and $M^*_t$ to denote the move and hit cost for the adversary, and we remove the expectations from the algorithm’s costs, so now $H_t = f_t(x_t)$ and $M_t = |x_t - x_{t-1}|$.

- Theorem 4.1. The online algorithm $M$ is 3-competitive for the ACO problem.

Proof. We use the potential function $\Phi(x, x^*) = 3|x - x^*|$. Clearly $\Phi$ is initially zero, and always nonnegative. Thus it will be sufficient to show that for each time step:

$$H_t + M_t + (\Phi(x_t, x^*_t) - \Phi(x_{t-1}, x^*_{t-1})) \leq 3(H^*_t + M^*_t).$$

(4)

Two simple observations are that if $x_{t-1} = x_m$ then the algorithm does not move and, secondly that for all $t$, $M_t \leq H_t/2$. We now argue that equation (4) always holds. Indeed, we can upperbound the change in potential by first making the adversary move and then moving the algorithm’s point. Using the triangle inequality and the definition $M^*_t = |x^*_t - x^*_{t-1}|$, $\Phi(x_{t-1}, x^*_t) - \Phi(x_{t-1}, x^*_{t-1}) \leq 3M^*_t$.

(5)
Therefore, we will assume that the optimal solution has already moved to \( x^*_t \), and show that
\[
H_t + M_t + \Phi(x_t, x^*_t) - \Phi(x_{t-1}, x^*_t) \leq 3H_t^* \tag{6}
\]
Adding equation (5) and equation (6) gives us equation (4), completing the proof. To establish eq. (6) we now consider two cases, based on the relative values of \( H_t \) and \( H_t^* \).

**Case 1:** Suppose that \( H_t \leq H_t^* \). We upper bound the change in potential from the algorithm moving by \( 3M_t \) (again using the triangle inequality) and using the fact that \( M_t \leq H_t/2 \), and the inequality defining the case to obtain:
\[
H_t + M_t + (\Phi(x_t, x^*_t) - \Phi(x_{t-1}, x^*_t)) \leq H_t + H_t/2 + 3M_t \leq 3H_t \leq 3H_t^* .
\]

**Case 2:** Suppose that \( H_t > H_t^* \). In this case, all of the algorithm’s movement must have been towards \( x^*_t \), since it was moving in the direction of decreasing value but did not reach \( x^*_t \). Thus, the algorithm’s movement must decrease the potential function by \( 3M_t \). Furthermore, since the algorithm is not at \( x_m \), it must be the case that \( M_t = H_t/2 \). We therefore have
\[
H_t + M_t + (\Phi(x_t, x^*_t) - \Phi(x_{t-1}, x^*_t)) \leq H_t + H_t/2 - 3M_t \leq 0 \leq 3H_t^* .
\]
This completes the proof.

\[\Box\]

### 5 Lower Bounds

We first show that no memoryless deterministic algorithm can be better than 3-competitive. We then show that the competitive ratio of every algorithm is at least 1.86.

#### 5.1 Lower Bound for Memoryless Algorithms

We show that no memoryless deterministic algorithm \( B \) can be better than 3-competitive. The first issue is that the standard definition of memorylessness, that the next state only depends on the current state and the current input, is problematic for the OCO problem. Because the state is a real number, any algorithm be converted into an algorithm in which all the memory is encoded in the very low order bits of the current state, and is thus memoryless under this standard definition. Intuitively we believe that the notion of memoryless for the setting of OCO should mean that the algorithm’s responses don’t depend on the scale of the line (e.g. whether distance is measured in meters or kilometers), and the algorithm’s responses are bilaterally symmetric (so the algorithm’s response would be the mirror of its current response if the function and the location were mirrored around the function minimizer). We formalize this in the setting that all functions are “vee-shaped”, that is they have the form \( f_t(x) = a|x - b| \) for some constants \( a \geq 0 \) and \( b \). Our lower bound only uses such functions. In this setting, say that an algorithm is memoryless if the ratio of the distance that algorithm the moves to the distance from the previous location to the minimizer, namely \((|x_t - x_{t-1}|)/(|x_{t-1} - b|))\) depends only on \( a \), the slope of the vee-shaped function. We can assume without any real loss of generality that a memoryless algorithm always moves towards the minimizer, as any algorithm without this property cannot be \( O(1) \)-competitive.

Assume that the initial position is the origin of the line. The first function that arrives is \( \epsilon|x - 1| \) for some small slope \( \epsilon \). We consider two cases. In the first case, assume that the distance \( \delta \) that \( B \) moves is less than \( \epsilon/2 \). Thus \( B \)'s hit cost is at least \( \epsilon(1 - \delta) \geq \epsilon(1 - \epsilon/2) = \epsilon - \epsilon^2/2 \). In that case we continue bringing in copies of the function \( \epsilon|x - 1| \). By the definition of memorylessness, \( B \) will maintain the invariant that the ratio of its hit cost to its movement cost is \((\epsilon(1 - \delta))/\delta \geq 2 - \epsilon \). This continues until \( B \) gets very close to 1. Thus \( B \)'s
We now prove a lower bound on the competitive ratio of any online algorithm.

Then some number, possibly none, of functions of the form $B^3$ have $G$ define moves to $s$ all incurring a total cost of $\delta$. Thus $B$’s movement cost is approximately $2\delta$. By our assumption of memorylessness, $x_t = \delta(1-\delta)^{t-1}$. Thus $B$’s hit cost is asymptotically 
\[
\varepsilon(1-\delta) + \sum_{t=2}^{\infty} \varepsilon \delta(1-\delta)^{t-1} = 2\varepsilon(1-\delta).
\]
Thus $B$’s total cost is at least $2\varepsilon + 2\delta(1-\varepsilon)$. Using the fact that $\delta \geq \varepsilon/2$ in this case, $B$’s cost is at least $3\varepsilon - 2\varepsilon^2$. A cost of $\varepsilon$ is achievable by never leaving state 0.

### 5.2 General Lower Bound

We now prove a lower bound on the competitive ratio of any online algorithm.

**Theorem 5.1.** There is no $c$-competitive algorithm for the OCO problem when $c < 1.86$.

**Proof.** By Lemma 2.1, we can restrict to deterministic algorithms without loss of generality. Let $O$ be an arbitrary $c$-competitive deterministic algorithm.

We now define our adversarial strategy. The initial position is 0. Then some number of functions of the form $\varepsilon|1-x|$ arrive. We will be interested in the limit as $\varepsilon$ approaches 0. Then some number, possibly none, of functions of the form $\varepsilon|x|$ arrive.

For the deterministic algorithm, let $b(s)$ denote the position of $O$ after $s/\varepsilon$ functions of the type $\varepsilon|1-x|$ have arrived. Intuitively, if $b(s)$ is too small for large enough $s$, then it has a high hit cost on the first $s/\varepsilon$ functions whereas the optimal solution would have moved immediately to the point 1 only incurring the moving cost. Alternately, if the position $b(s)$ is sufficiently far to the right (i.e., close to 1), then the adversary can introduce a very long sequence of requests of type $\varepsilon|x|$, forcing the algorithm to eventually move back to 0 incurring the movement cost of $b(s)$ again. In this case, the optimal solution would have stayed at 0.

Formally, the total function cost $O$ at time $s/\varepsilon$ is at least $b(s) + \int_0^s (1-b(y)) dy$. Now, if the adversary introduces an infinite sequence of functions of the form $\varepsilon|x|$, then the best that the online algorithm can do is to move immediately to the origin incurring an additional movement cost of $b(s)$. Meanwhile, the optimal solution would have stayed at 0 throughout incurring a total cost of $s$. Hence, if the online algorithm is $c$-competitive, we must have, for all $s$,
\[
2b(s) + \int_0^s (1-b(y)) dy \leq cs.
\]  
(7)

Alternately, if the functions $\varepsilon|1-x|$ keep appearing forever, the online algorithm eventually moves to 1 and its total cost is therefore at least $1 + \int_0^\infty (1-b(y)) dy$ and the optimal solution would have moved to 1 at time 0 and only incurred the movement cost of 1. Hence, we also have
\[
1 + \int_0^\infty (1-b(y)) dy \leq c.
\]  
(8)

This establishes the dichotomy using which we complete our lower bound proof. Indeed, define $G(s) = \int_0^s (1-b(y)) dy$. Then, $G'(s) = 1-b(s)$ and we can write (7) as, for all $s$ we have
\[
G'(s) \geq \frac{1}{2} (2-cs + G(s))
\]  
(9)
Now, notice that in order to minimize $G(\infty)$, we may assume that (9) is satisfied at equality for all $s$ (this can only reduce $G(s)$, which in turn reduces $G'(s)$ further), which in turn gives us a unique solution to $G$.

Now, writing (9) as equality and differentiating w.r.t $s$, we get the first-order differential equation $b(s) = 2b'(s) - c + 1$. It is a simple calculation to verify that its unique solution satisfying $b(0) = 0$ is $b(s) = (c-1) \cdot (e^{s/2} - 1)$. But now, we can plug this into $G(\infty)$ to get

$$\int_0^{2\ln \frac{c}{c-1}} (1 - b(s)) \, ds + 1 = \int_0^{2\ln \frac{c}{c-1}} \left( 1 - (c-1) \left( e^{s/2} - 1 \right) \right) \, ds + 1 \leq c.$$ 

Evaluation of the integral and simplification yields

$$2 \ln \frac{c}{c-1} - (c-1) \left( \frac{2c}{c-1} - 2 \ln \frac{c}{c-1} - 2 \right) + 1 = 2c \ln \frac{c}{c-1} - 1 \leq c,$$

which is false for $c < 1.86$.

We conjecture that the optimal competitive ratio for the general problem is strictly less than 2, and is achieved for the special case where all functions are of the form $\varepsilon|x|$ or $\varepsilon|x-1|$. It is implausible that our lower bound for this special case is tight. Intuitively, the optimal competitive ratio would be 2 if and only if the optimally competitive algorithm doesn’t accelerate the rate of probability mass transfer, whereas it seems beneficial to accelerate the rate of probability mass transfer.
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