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Abstract
A complete decision procedure for isomorphism of kinds that contain only dependent product, constant Type and variables is obtained. All proofs are done using Z. Luo’s typed logical framework. They can be easily transferred to a large class of type theories with dependent product.

1 Introduction
Why an axiomatization of the isomorphism relation between types in dependent type systems (based on type rewriting, as in the case of simply-typed \(\lambda\)-calculus or system \(F\), see, e.g., [1, 3, 15]) was never considered? Why no complete decision procedure for this relation was developed there? Isomorphism of dependent types is used to some extent in proof assistants based on dependent type systems, such as Coq (cf. [4]). We could find only one paper by D. Delahaye [5] where the author tries to explore type isomorphisms in the Calculus of Constructions along the lines used in the above-mentioned papers. On a theoretical side, isomorphisms play also an important role in the study of Univalent Foundations [9]. There are some studies of isomorphisms of inductive types [2, 6], but little is done on isomorphisms even in the “core” of logical frameworks (including, e.g., dependent product).

In the paper [5] dependent product and dependent sum are considered but no complete axiomatisation (suitable for “non-contextual” rewriting) or complete decision procedure is obtained. As Delahaye writes:

- we have developed a theory \(Th^{ECCE}\) with “ad hoc” contextual rules, which is sound for \(ECCE\);
- we have made contextual restrictions on \(Th^{ECCE}\) to build a decision procedure \(Dec^{Coq}\) which is sound for \(Th^{ECCE}\) and which is an approximation of the contextual part of \(Th^{ECCE}\);
- we have implemented \(Dec^{Coq}\) in a tool called SearchIsos.

* This work was partially supported by Government of the Russian Federation Grant 074-U01.
It should be said that some points concerning the notion of isomorphism in ECCE used in [5] remain not very clear. In particular, he needs $\eta$-rules to justify all axioms he considers. It is known that with $\Sigma$-types and cumulative hierarchy, the CR-property does not hold in the presence of $\eta$-contraction scheme (and similar scheme for surjective pairing) [11], p.50.

In this paper we are going to obtain a complete decision procedure in a “core” system that contains only dependent product, constant Type and variables. We shall consider mostly the logical framework proposed by Z. Luo [11]. It is sufficiently close to the Martin-Löf logical framework or to the Calculus of Constructions, but in difference from Martin-Löf’s original system it is typed, and in difference from the Calculus of Constructions it has the explicit equality rules even for standard $\beta\eta$-conversions, and this is more convenient for the study that concerns both isomorphism and equality. In difference from Edinburgh LF it permits to specify other type theories. This system (without $\Sigma$-types and cumulative hierarchy) is confluent with respect to $\beta\eta$-reductions.

We shall use the notation from [11]. In particular, $(x : K)K'$ will denote dependent product and $[x : K]P$ abstraction (instead of frequently used $\Pi x: K.K'$ and $\lambda x : K.P$). If $x : K$ does not occur freely in $K'$, it will be written $(K)K'$ (that corresponds to $K \rightarrow K'$ in simply typed lambda calculus).

As to the above mentioned “core part”, an answer may be that the isomorphism relation between dependent product kinds seems at a first glance too limited to be interesting. Among “basic” isomorphisms, there is only one obvious isomorphism that corresponds to the isomorphism between simply-typed case where $A \rightarrow (B \rightarrow C) \sim B \rightarrow (A \rightarrow C)$ of simply-typed $\lambda$-calculus. The corresponding isomorphism in dependent type case is

$$\Gamma \vdash (x : A)(y : B)C \sim (y : B)(x : A)C.$$ 

Here $A, B, C$ are kinds, $(x : A)D$ means dependent product. In difference from simply-typed calculus we need a context $\Gamma'$ because $A, B, C$ may contain free variables. The variable $x$ must be free in $B$ and $y$ in $A$, and $(x : A)(y : B)C, (y : B)(x : A)C$ must be well-formed kinds in $\Gamma$.

Notice that a priori it does not exclude the existence of isomorphisms that are not generated by this basic isomorphism (cf. [7]).

In fact, though, there are some other aspects that make even the isomorphisms in the “core part” of dependent type systems interesting. The role of contexts (variable declarations) is to be taken into account. The equality of kinds is non-trivial and it has an influence on (the definition of) the isomorphisms: for example, the condition that $x$ is not free in $B$ above may be not satisfied but $B$ may be equal to $B_0$ that does not contain $x$ free.

In the “core part” itself the role of contexts is rather superficial, but it shows what is to be expected if we consider more sophisticated type theories defined using logical frameworks.

The next aspect is more important. It is illustrated by the following example. Let $\Gamma \vdash A \sim A'$. Consider $\Gamma' \vdash (x : A)B$. Let $\Gamma \vdash P : (x : A)A'$ be the term that represents the isomorphism between $A$ and $A'$ and $\Gamma \vdash P' : (x : A')A$ the term that represents its inverse (in this case $x$ is not free in $A'$ and $x'$ is not free in $A$). Then, in difference from the simply-typed case where $(x : A)B \sim (x : A')B$, the isomorphism $P'$ appears inside $B$:

$$\Gamma \vdash (x : A)B \sim (x' : A')[(P'x')/x]B$$

$([(P'x')/x]$ denotes substitution). Notice that there may be many mutually inverse isomorphisms between $A$ and $A'$ (represented by $P_1, P'_1, \ldots, P_n, P'_n, \ldots$ and the structure of the “target” type $(x : A')[(P_i x')/x]B$ depends on their choice. (This was noticed already in [5].) Thus, if we see the isomorphic transformation as rewriting, this rewriting is not local, and there is
little hope that one can describe the isomorphism relation between types using rewriting rules for types\(^1\) as in, e.g., [1, 3, 15].

## 2 Basic definitions

We consider Z. Luo’s typed logical framework LF [11].

Because LF is mostly used to specify type theories, types in LF are called kinds (to distinguish them from types in the specified type theories). In LF there are five forms of judgements (below \(\Gamma \vdash J\) will be sometimes used as a generic notation for one of these five judgement forms):

- \(\Gamma \vdash \text{valid}\) (\(\Gamma\) is a valid context);
- \(\Gamma \vdash K\text{kind}\) (\(K\) is a kind in the context \(\Gamma\));
- \(\Gamma \vdash k : K\) (\(k\) is an object of the kind \(K\));
- \(\Gamma \vdash k = k' : K\) (\(k\) and \(k'\) are equal objects of the kind \(K\));
- \(\Gamma \vdash K = K'\) (\(K\) and \(K'\) are equal kinds in \(\Gamma\)).

There are the following inference rules in LF (we use here an equivalent formulation which is more convenient proof-theoretically, cf. [14]):

### Contexts and assumptions

\(\Gamma\) is considered as a context and \(x\) a variable.

\[
\begin{align*}
(1.1) \quad & <\vdash \text{valid} \quad (1.2) \quad & \frac{\Gamma \vdash K\text{kind}}{\Gamma, x : K \vdash \text{valid}} \\
& \quad (1.3) \quad & \frac{\Gamma, x : K, \Gamma' \vdash \text{valid}}{\Gamma, x : K, \Gamma' \vdash x : K} \\
& \quad (wkn) \quad & \frac{\Gamma_1, \Gamma_2 \vdash J}{\Gamma_1, \Gamma_2 \vdash J}(wkn)
\end{align*}
\]

### General equality rules

\[
\begin{align*}
(2.1) \quad & \frac{\Gamma \vdash K\text{kind}}{\Gamma \vdash K = K} \\
(2.2) \quad & \frac{\Gamma \vdash K = K'}{\Gamma \vdash K'} \\
& \quad (2.3) \quad & \frac{\Gamma \vdash K = K' \quad \Gamma \vdash K' = K''}{\Gamma \vdash K = K''} \\
& \quad (2.4) \quad & \frac{\Gamma \vdash k : K}{\Gamma \vdash k = k : K} \\
(2.5) \quad & \frac{\Gamma \vdash k = k' : K}{\Gamma \vdash k' = k : K} \\
& \quad (2.6) \quad & \frac{\Gamma \vdash k = k' : K \quad \Gamma \vdash k' = k'' : K}{\Gamma \vdash k = k'' : K}
\end{align*}
\]

### Retyping rules

\[
\begin{align*}
(3.1) \quad & \frac{\Gamma \vdash k : K \quad \Gamma \vdash K = K'}{\Gamma \vdash k : K'} \\
(3.2) \quad & \frac{\Gamma \vdash k = k' : K \quad \Gamma \vdash K = K'}{\Gamma \vdash k = k' : K'} \\
& \quad (3.3) \quad & \frac{\Gamma, x : K, \Gamma' \vdash J}{\Gamma, x : K, \Gamma' \vdash J}
\end{align*}
\]

---

\(^1\) Maybe, it is better to say “non-contextual” instead of “local”. But what is needed here is more than dependency on context of the applicability of a rewriting rule. In fact all occurrences of \(x\) (indeﬁnitely many) must be simultaneously replaced by \(P'x'\). The inclusion of an explicit substitution rule as a part of rewriting process may have its own drawbacks. The rewriting rules considered in [5] that take into account this observation are called there “contextual”, but to us this terminology does not seem perfect. Indeed, the “context” has to be changed simultaneously, otherwise at some point the expression will not be well typed. There is also some confusion of the rewriting “context” in this sense, and the usual type-theoretical contexts of variable declarations.
The kind Type

\[
\begin{align*}
(4.1) & \quad \Gamma \vdash \text{valid} & (4.2) & \quad \Gamma \vdash A : \text{Type} & (4.3) & \quad \Gamma \vdash A = B : \text{Type} \\
& \quad \Gamma \vdash \text{El}(A) \text{kind} & & \quad \Gamma \vdash \text{El}(A) = \text{El}(B)
\end{align*}
\]

Dependent product (kinds and terms)²

\[
\begin{align*}
(5.1) & \quad \Gamma, x : K \vdash K' \text{kind} & (5.6) & \quad \Gamma, x : K \vdash \text{type} \text{and} x \notin \text{FV(} \Gamma \text{)} \\
\Gamma \vdash \langle x : K \rangle K' \text{kind} & & & \quad \Gamma \vdash \langle x : K \rangle K' \text{kind} \\
(5.2) & \quad \Gamma, x : K \vdash K_1 + K_2 \text{kind} & (5.7) & \quad \Gamma, x : K \vdash k' = k \text{kind} \\
\Gamma \vdash \langle x : K \rangle K_1 + \langle x : K \rangle K_2 & & \Gamma \vdash \langle x : K \rangle k' \equiv \langle x : K \rangle k \\
\end{align*}
\]

Substitution rules

\[
\begin{align*}
(6.1) & \quad \Gamma, x : K, \Gamma' \vdash \text{valid} \quad \Gamma, k' \vdash k : K \\
\Gamma, \langle x : K \rangle \Gamma' \vdash \text{valid} & & \Gamma, \langle x : K \rangle \Gamma' \vdash k' \equiv k \text{kind} \\
\Gamma, x : K, \Gamma' \vdash k' = k' : K' \quad \Gamma, k' \vdash k : K \\
\Gamma, \langle x : K \rangle \Gamma' \vdash k' = \langle x : K \rangle k' : [k/x]K' & & \Gamma, \langle x : K \rangle \Gamma' \vdash k' = \langle x : K \rangle k' : [k/x]K' \\
(6.2) & \quad \Gamma, x : K, \Gamma' \vdash K \text{kind} \quad \Gamma, k' \vdash k : K \\
\Gamma, \langle x : K \rangle \Gamma' \vdash K \text{kind} & & \Gamma, \langle x : K \rangle \Gamma' \vdash k' \equiv k \text{kind} \\
\Gamma, x : K, \Gamma' \vdash k_1 + k_2 : K' \quad \Gamma, k' \vdash k : K \\
\Gamma, \langle x : K \rangle \Gamma' \vdash k_1 + k_2 : [k/x]K' & & \Gamma, \langle x : K \rangle \Gamma' \vdash k_1 + k_2 : [k/x]K' \\
\end{align*}
\]

In the syntax of LF \((x : K)K'\) denotes dependent product, and \([x : K]k\) denotes abstraction, \(x\) is considered as bound in \(K'\) and \(k\) respectively. In case when \(x\) is not free in \(K'\) we shall write \((K)K'\) instead of \((x : K)K'\). We shall use \(\equiv\) for syntactic identity.

One of the fundamental properties of derivations in LF is that the inferences of substitutions, \(wkn\) and context-reotyping 3.3 that create problems with structural induction on derivations can be eliminated, \(i.e.,\), a judgement is derivable iff it has a substitution, context-retyping and \(wkn\)-free derivation (14, Theorem 3.1, 12, Definition 3.12 and Algorithm 3.13).

In [12] such derivations are called canonical (Definition 3.12). The following technical lemmas are easily proved by induction on the size of canonical derivation in LF.

\begin{itemize}
  \item \textbf{Lemma 1.} Let \(\Gamma, \Gamma' \vdash J\) be any judgement derivable in LF. If the variables from \(\Gamma'\) do not occur into \(\Gamma''\) and \(J\), then \(\Gamma, \Gamma'' \vdash J\) is derivable.
\end{itemize}

² To facilitate reading, let us notice that the syntax of raw kinds and terms is very simple:

\[
K := \text{Type} | \text{El}(P) | (x : K)K', \quad P := x | (PQ) | [x : K]P.
\]
Since in LF types (kinds) of variables may depend on terms (other variables) the variables cannot any more be freely permuted. Let us formulate some statements (without detailed proofs) that we shall use below.

Let us consider the list of variables with kinds, $u_1 : Q_1, \ldots, u_k : Q_k$. Let $u_i < u_j$ denote that $u_i$ occurs in the kind $Q_j$ of $u_j$. The same applies to prefixes like $(u_1 : Q_1) \ldots (u_k : Q_k)Q$ and $[u_1 : Q_1] \ldots [u_k : Q_k]Q$.

Let $u_1 : Q_1, \ldots, u_k : Q_k$ be part of a valid context (respectively $(u_1 : Q_1) \ldots (u_k : Q_k)Q$, $[u_1 : Q_1] \ldots [u_k : Q_k]Q$ be part of derivable kind or term). In this case the relation $\prec$ generates a partial order on indexes $1, \ldots, k$ which we shall denote by $\prec^*$.

**Lemma 2.** Consider the judgements

$$
\Gamma, x_1 : K_1, \ldots, x_n : K_n, \Gamma' \vdash \text{valid},
$$

$$
\Gamma \vdash (x_1 : K_1) \ldots (x_n : K_n)K_0\text{kind},
$$

$$
\Gamma \vdash [x_1 : K_1] \ldots [x_n : K_n]P : (x_1 : K_1) \ldots (x_n : K_n)K_0
$$

in LF. For any permutation $\sigma$ that respects the order $\prec^*$,

$$
\Gamma, x_{\sigma_1} : K_{\sigma_1}, \ldots, x_{\sigma_n} : K_{\sigma_n}, \Gamma' \vdash \text{valid},
$$

$$
\Gamma \vdash (x_{\sigma_1} : K_{\sigma_1}) \ldots (x_{\sigma_n} : K_{\sigma_n})K_0\text{kind},
$$

$$
\Gamma \vdash [x_{\sigma_1} : K_{\sigma_1}] \ldots [x_{\sigma_n} : K_{\sigma_n}]P : (x_{\sigma_1} : K_{\sigma_1}) \ldots (x_{\sigma_n} : K_{\sigma_n})K_0
$$

are derivable in LF.

Besides standard equality rules, equality in LF is defined by the rules (5.7, 5.8). Obviously, it is based on $\beta$ and $\eta$ conversions (incorporated explicitly using 5.7 and 5.8). This permits to define conversions in a more familiar way.

**Proposition 3.**

1. Let $J$ be an LF-judgement (of any of the five forms described above) and $v$ an occurrence of an expression either of the form $([x : K]P)S$ or of the form $[x : K](P x)$ with $x$ not free in $P$. Let $J'$ be obtained by replacement of $v$ by the occurrence of $[S/x]P$ or $P$ respectively. Then $J$ is derivable in LF iff $J'$ is derivable. (We shall say that one is obtained from another by $\beta$, respectively $\eta$ conversion.)

2. Let $J$ be of the form $\Gamma \vdash K\text{kind}$ or $\Gamma \vdash P : K$ respectively and $v$ belong to $K$ (respectively, to $P$). Let $K'$, respectively, $P'$ be obtained from $K$ ($K'$) as in 1. If $J$ is derivable, the equality $\Gamma \vdash K = K'$, respectively, $\Gamma \vdash P = P' : K$ is derivable.

**Proof.**

1. By induction on the length of a canonical derivation of $J$.

2. By induction on the length of a canonical derivation of $J$ and (for one of implications) on the length of series of conversions.

We shall use the fact that LF is strongly normalizing and has the Church-Rosser property with respect to $\beta$- and $\eta$-reductions, see H. Goguen’s thesis [8], and also [13]. H. Goguen applied typed operational semantics to LF and its extension UTT to prove these results; L. Marie-Magdeleine in [13] applied Goguen’s method to UTT with certain additional equality rules. We do not always need SN and CR in our proofs, but since we want to concentrate our attention on isomorphisms, the use of SN and CR permits to make some shortcuts.
In simply-typed $\lambda$-calculus the definition of invertibility of terms may use contexts (that include free term variables). This is relevant for the study of retractions [16]. However, type variables and terms variables are completely separated, and to describe the isomorphisms of types it is enough to consider closed terms [3]. Equality of types coincides with identity. One says that the types $A, B$ are isomorphic iff there exist terms $P : A \to B$ and $P' : B \to A$ such that $P' \circ P =_\beta \eta A.x$ and $P \circ P' =_\beta \eta B.x$.

In dependent type systems the equality of types (kinds) depends on equality of terms. Some variables from the context may occur in kinds whose isomorphism we want to check. This motivates the following definition.

**Definition 4.** Let $\Gamma \vdash K \text{kind}$ and $\Gamma \vdash K' \text{kind}$. We shall say that $K, K'$ are isomorphic in $\Gamma$ iff there exist terms $\Gamma \vdash P : (K)K'$, $\Gamma \vdash P' : (K')K$ such that

\begin{equation}
(\ast) \quad \Gamma \vdash P' \circ P = [x : K]x : (K)K, \quad \Gamma \vdash P \circ P' = [x : K']x : (K')K'.
\end{equation}

**Remark 5.** Equal kinds may contain different free variables, and it has to be taken into account. If we consider $\beta\eta$-normal forms of $K$ and $K'$, they may not contain some free variables that are present in $K$ and $K'$. The normal forms may be well-formed in a more narrow context $\Gamma_0$. Still, the isomorphism of $K$ and $K'$ will not hold in $\Gamma_0$ because $\Gamma$ is necessary to prove the equality of kinds to their normal forms. In case of $\beta\eta$-equality one may try to define some sort of “minimal” context, but when the extensions of LF are more “exotic”, this may be not possible (at the moment, we study one such extension, a generalization to dependent type systems of axiom C [10]).

### 3 Isomorphism of Kinds in LF

At a first glance, the theory of isomorphisms in LF cannot be very interesting. Indeed, with respect to the LF-equality there exists only one “basic” isomorphism, but as it turns out even this basic isomorphism generates in LF much more intricate isomorphism relation than in the simply-typed case.

**Example 6.** Let $\Gamma \vdash (x : K_1)(y : K_2) K \text{kind}$ be derivable in LF and $x \notin \text{FV}(K_2)$. Then $\Gamma \vdash (y : K_2)(x : K_1) K \text{kind}$ is derivable and $(x : K_1)(y : K_2) K \sim (y : K_2)(x : K_1) K$ in $\Gamma$. The terms

\begin{align*}
[z : (x : K_1)(y : K_2)K] &\equiv [y : K_2][x : K_1](zy) , \\
[z : (y : K_2)(x : K_1)K] &\equiv [y : K_2][x : K_1](zy)
\end{align*}

are mutually inverse isomorphisms between these kinds.

This example corresponds directly to the well known example of isomorphism in simply-typed lambda calculus. In difference from simply-typed $\lambda$-calculus, there are some technical points that have to be proved, such as the fact that the derivability of $\Gamma \vdash (y : K_2)(x : K_1) K \text{kind}$ follows from the derivability of $\Gamma \vdash (x : K_1)(y : K_2) K \text{kind}$ . For example, the derivability of $\Gamma \vdash (x : K_1)(y : K_2) K \text{kind}$ implies the derivability of $\Gamma, x : K_1, y : K_2 \vdash K \text{kind}$ and this implies the derivability of $\Gamma, y : K_2, x : K_1 \vdash K \text{kind}$ because $x \notin \text{FV}(K_2)$ (cf. Lemma 2).

**Example 7.** Let in the previous example $\Gamma \vdash K_1 = K_2$. Then there exists at least two isomorphisms between $x : K_1(y : K_2)K$ and $(y : K_2)(x : K_1)K$ in $\Gamma$. Indeed, one isomorphism is the identity isomorphism, and another is the isomorphism considered in the previous example.
The following example shows the “non-locality” of syntactic rewriting relation associated with isomorphisms in LF.

**Example 8.** Let \( \Gamma \vdash (x : K_1)K\text{kind} \) be derivable in LF. Let \( K_1 \sim K_2 \) in \( \Gamma \), and \( \Gamma \vdash P : (K_1)K_2, \Gamma \vdash P' : (K_2)K_1 \) be mutually inverse isomorphisms. Then \((x : K_1)K \sim (x : K_2)[(P'x)/x]K \) in \( \Gamma \). The isomorphism from the first to the second kind is given by the following term:

\[
\Gamma \vdash [z : (x : K_1)K][x : K_2][(z(P'x)) : ((x : K_1)K)(x : K_2)[(P'x)/x]K],
\]

and its inverse by

\[
\Gamma \vdash [z : (x : K_2)[(P'x)/x]K][x : K_1][(z(Px)) : ((x : K_2)[(P'x)/x]K)(x : K_1)K].
\]

Notice that after second substitution (generated by the application of \( z \) in the second line) \( P' \) and \( P \) being mutually inverse isomorphisms will cancel each other. Notice also that since \( P \) and \( P' \) may be not a unique pair of isomorphisms between \( K_1 \) and \( K_2 \), the replacement of \( K_1 \) by \( K_2 \) does not uniquely determine the “target” kind. We cannot merely replace \( K_1 \) by \( K_2 \) (without introducing \( P' \) in \( K \)) because the correct kinding inside \( K \) may be lost.

Let \( \Gamma \vdash P : El(A) \) be provable in LF. Then \( P \) is either a variable or an application. Formal proof can be done by induction on the length of derivation of \( \Gamma \vdash P : El(A) \).

**Lemma 9.** Let \( \Gamma \vdash El(A)\text{kind} \) and \( \Gamma \vdash El(B)\text{kind} \). Then \( \Gamma \vdash El(A) \sim El(B) \) iff \( \Gamma \vdash El(A) = El(B) \). The isomorphism between \( El(A) \) and \( El(B) \) is unique up to equality in LF and is represented by the term \( \Gamma \vdash [x : El(A)]x : (El(A))El(B) \).

**Proof.** Consider the non-trivial “if”. Assume there exist mutually inverse isomorphisms \( \Gamma \vdash P : (El(A))El(B) \) and \( \Gamma \vdash P' : (El(B))El(A) \). That is, the compositions of \( P \) and \( P' \) are equal to identities:

\[
\Gamma \vdash [x : El(A)](P'(Px)) = [x : El(A)]x : (El(A))El(A),
\]

\[
\Gamma \vdash [x : El(B)](P(P'x)) = [x : El(B)]x : (El(B))El(B)
\]

(with \( x \) fresh).

Without loss of generality we may assume that each of \( P, P' \) is normal. Consider, e.g., \( P' \). It may have either the form \([y : El(B)](zk_1 \ldots k_n)\) or the form \( zk_1 \ldots k_n \) (\( z \) being a variable).

It is easily seen that in the second case the whole cannot normalize to \([x : El(A)]x\). In the first case, if it normalizes to \([x : El(A)]x, n \) must be 1 and \([Px]/y[k_1 \ldots k_n] \) must normalize to \( x \). Similar analysis of the form of \( P \) leads to the conclusion of the lemma.

**Theorem 10.** Let \( \Gamma \vdash K\text{kind} \) in LF. Then:

1. the number of kinds (considered up to equality) that are isomorphic to \( K \) in LF in the context \( \Gamma \) is finite;
2. for every kind \( \Gamma \vdash K'\text{kind} \) such that \( K \sim K' \) in \( \Gamma \), the number of isomorphisms between \( K \) and \( K' \) in \( \Gamma \) is finite;
3. there exists an algorithm that lists all these isomorphisms (and kinds).

First, let us notice that if \( \Gamma \vdash K\text{kind} \) is derivable in LF then \( K \) has either the form \((x_1 : K_1) \ldots (x_n : K_n)El(A)\) or the form \((x_1 : K_1) \ldots (x_n : K_n)\text{Type} \). This can be easily proved by induction on the derivation of \( \Gamma \vdash K\text{kind} \) in LF.
Proof of Theorem 10. The proof will proceed by induction on rank of $K$ which is defined as follows.

► Definition 11. If $K \equiv \text{Type}$ or $K \equiv \text{El}(A)$ then $\text{rank}(K) = 0$. If $K \equiv (x : K_1)K_2$ then $\text{rank}(K) = \max(\text{rank}(K_1), \text{rank}(K_2)) + 1$.

► Remark 12. The rank$(K)$ is not changed by $\beta$- and $\eta$-reductions inside $K$ and by substitution: $\text{rank}(K) = \text{rank}([k/x]K)$.

The base case of induction is assured by Lemma 9.

To proceed, we shall use type erasure and Dezani’s theorem about invertible terms in untyped $\lambda$-calculus as in [1, 3]. Of course, some modifications to take into account dependent types will be necessary. Before we continue with the proof of the theorem, several definitions and auxiliary statements are needed.

► Definition 13. Let $\Gamma \vdash P : K$ in LF. By $e(P)$ we shall denote the $\lambda$-term obtained by erasure of all kind-labels in $P$ (and replacement of all expressions $[x]$ by $\lambda x$). We shall call term variables of $P$ all variables that occur in $e(P)$.

The following definition is a refined (equivalent) reformulation of definition 1.9.2 of [3].

► Definition 14. An untyped $\lambda$-term $M$ with one free variable $x$ is a finite hereditary permutation (f.h.p.) iff $M \equiv x$, or there exists a permutation $\sigma : n \to n$ such that $M \equiv \lambda x_1\ldots x_n. xP_1\ldots P_n$ (the only free variable of $M$ is $x$, and its unique occurrence is explicitly shown) where the only free variable of $P_i$ is $x_i$ and $P_i$ is a finite hereditary permutation (for all $1 \leq i \leq n$).

If $M$ is a f.h.p. then the term $\lambda x. M$ will be called its closure. We shall also say that it is closed finite hereditary permutation (c.f.h.p.). The notion of c.f.h.p. corresponds to f.h.p. of [3].

► Remark 15. In “standard” cases the passage from the term $P$ such that $e(P)$ is a f.h.p. to the term whose erasure is a c.f.h.p. is done by a single abstraction:

\[ \left[ \Gamma, z : K \vdash P : K' \right] \]

We do not “abstract” the “head variable” of a f.h.p. because sometimes we want to by-step the problem of permutability of variables in LF if the head variable is not the rightmost variable of a context.

The result similar to simply-typed $\lambda$-calculus holds.

► Proposition 16 (cf. Theorem 1.9.5 of [3]). If $\Gamma \vdash P : (K)K'$ and $\Gamma \vdash P' : (K')K$ are mutually inverse terms in LF then $e(P)$ and $e(P')$ are c.f.h.p.

If $e(P)$ is a c.f.h.p. then $P$ has the structure

\[ \left[ \Gamma, z : K \vdash P : K' \right] \]

When we consider invertible terms, we always can assume that they are normal and in such a form.

\[ \left[ z : (x_1 : K_1)\ldots(x_n : K_n)K_0[x'_1 : K'_1]\ldots[x'_n : K'_n](zP_1\ldots P_n) \right] \]

3 Probably the “simply-typed erasure”: to replace all occurrences of $\text{El}(A)$ by $\text{El}$ (considered as another constant kind) will work as well, but it seems that a fully justified application of this method may need as much technical lemmas as the proof that we propose below.
On Isomorphism of Dependent Products in a Typed Logical Framework

In difference from simply-typed λ-calculus, there are additional constraints on the possible permutations in LF, because some of the types $K_i$ may depend on variables $x_i, i < j$, and in this case permutation of $x_i$ and $x_j$ destroys typability. As a consequence, if $e(P)$ is a f.h.p. then the original term is not necessarily well typed.

**Example 17.** The term

$$P \equiv [z : (x : K_1)(y : K_2(x))K][y : K_2(x)][x : K_1](zxy)$$

is not well typed in LF, but $e(P)$ is a c.f.h.p.

Let us prove some lemmas concerning properties of well typed terms $P$ such that $e(P)$ is a f.h.p. (they can be easily reformulated for c.f.h.p.)

**Lemma 18.** Let $\Gamma \vdash P : K'$ be derivable in LF, and $e(P)$ be a f.h.p. with head variable $z : K, K \equiv (x_1 : K_1) \ldots (x_n : K_n)K_0$. Let

$$P \equiv [x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n).$$

If $x$ is a free variable that occurs in $P_1, \ldots, P_n$ then it occurs in the kind of $z$.

**Proof.** There is no occurrence of $x$ as term variable of f.h.p. because of the properties of f.h.p. Let there be an occurrence of $x$ into kinds of variables in $P_i$. Notice that since $P$ is well typed, $P_i : K_1$ (in appropriate context), $P_2 : [P_1/x_1]K_2, \ldots, P_n : [P_{n-1}/x_{n-1}] \ldots [P_1/x_1]K_n$, $\sigma P_1 \ldots P_n : [\sigma P_n/x_n] [\ldots [\sigma P_1/x_1]K_0 = K'_0$.

Consider the Böhm-tree of $e(P)$ [1, 3]. We order the paths (from the root to nodes, not necessarily to leaves) lexicographically, in such a way that the path “more to the left” is less than the paths “more to the right”. Now, we may find the smallest path such that the variable in some $P_i$ that corresponds to the occurrence at its end contains $x$ in its kind.

If the length of the path is 1, the occurrence lies in the prefix of $P_i$, and a matching occurrence of $x$ into $[P_{i-1}/x_{i-1}] \ldots [P_1/x_1]K_i$ must exist. Indeed, it cannot come from $P_j, j < i$ due to the choice of the path, so it comes from $K_i$.

Now, assume that the path is longer. Then we obtain a contradiction. Indeed, $x$ must occur into the “abstracted” prefix of some subterm of some $P_i$, i.e., it lies within an occurrence of the form $yQ_1 \ldots Q_k$, and belongs to the prefix of some of $Q_i$. As above, we arrive at the conclusion that a matching occurrence into kind of $y$ must exist, but $y$ belongs to the abstracted prefix at the previous node of the same path.

**Corollary 19.** Let $\Gamma \vdash P : K'$ be derivable in LF, $e(P)$ be a f.h.p. and $z$ occur as the “head variable” of $P$. Then there is no other occurrences of $z$ into $P$, even in the kinds of other variables.

**Proof.** Since $e(P)$ is a f.h.p. $z$ could occur (except the “head”) only into kinds of variables in $P$. But then by the previous lemma it must occur into its own kind and this is impossible.

**Lemma 20.** Let (as above) $\Gamma \vdash P : K'$ be derivable in LF, and $e(P)$ be a f.h.p. The free variable $x$ occurs in $K'$ iff it occurs in the kind of the head variable of $P$.

**Proof.** As above, $P \equiv [x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n), \quad \text{where } z : (x_1 : K_1) \ldots (x_n : K_n)K_0$. The variable $x'_i$ is the head variable of $P_i$ (by properties of f.h.p.).

We proceed by induction on the depth of the Böhm-tree. If the depth is 1, $K' = (x_{\sigma_1} : K_{\sigma_1}) \ldots (x_{\sigma_n} : K_{\sigma_n})K_0$ and the lemma is obvious ($P_i$ are variables and $P$ is just a permutation).
Let \( x \) occur in the kind \( K' \equiv (x'_{\sigma_1} : K'_{\sigma_1}) \ldots (x'_{\sigma_n} : K'_{\sigma_n})K_0' \). Does it imply that it occurs in the kind of \( z' \)? As above,

- \( P_1 : K_1 \) (in appropriate context),
- \( P_2 : [P_1/x_1]K_2 \),
- \( \ldots \),
- \( P_n : [P_n/x_n] \ldots [P_1/x_1]K_n \),
- \( zP_1 \ldots P_n : [P_n/x_n] \ldots [P_1/x_1]K_0 = K_0' \).

There are three possibilities: (i) \( x \) occurs in the kind of \( z \) (and we are done); (ii) \( x \) occurs in one of \( K'_{\sigma_i} \); (iii) \( x \) occurs in one of the \( P_i \) and into \( K_0' \) (via substitution).

In case (ii) \( x \) occurs in kind of the head variable of \( P_\sigma \). We may apply I.H. (for implication in opposite direction) and deduce that \( x \) occurs also in the kind of \( P_\sigma \). We always may choose the leftmost of such \( P_\sigma \), and conclude that a matching occurrence of \( x \) must exist in the kind of \( z \).

In case (iii) we use Lemma 18 and arrive to the previous case.

Now, let us consider the opposite implication for \( P \). Let \( x \) occur in the kind of \( z \). Either it lies in \( K_0 \) (and then will occur in the kind of \( P \) as well) or it must be matched by the kind of one of \( P_i \). Then by I.H. it occurs also in the kind of its head variable and into the prefix of \( P \), and thus into \( K' \).

\[\blacktriangleleft\]

**Corollary 21.** If \( \Gamma \vdash P : (K)K' \) is an isomorphism in LF (all is in normal form) the same free variables occur into \( K \) and \( K' \).

**Proof.** The term \( e(P) \) has to be a c.f.h.p., so

\[ P \equiv [z : (x_1 : K_1) \ldots (x_n : K_n)K_0][x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n). \]

We apply previous lemma to \([x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n)\) in context \( \Gamma, z : (x_1 : K_1) \ldots (x_n : K_n)K_0 \).

Below we consider some properties of dependency of variables (relations \( \triangleleft \) and \( \triangleleft \ast \) ) that we shall use in our study of isomorphism.

\[\blacktriangleleft\]

**Lemma 22.** Let us consider \( \Gamma \vdash P : (K)K' \), \( \Gamma \vdash P' : (K')K \) such that

- \( \Gamma \vdash P : (K)K' \), \( \Gamma \vdash P' : (K')K \) are derivable in LF,
- \( P \equiv [z : (x_1 : K_1) \ldots (x_n : K_n)K_0][x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n), \)
- \( P' \equiv [z' : (x_1 : K_\sigma) \ldots (x_n : K_\sigma)K'_0][x_1 : K_1] \ldots [x_n : K_n][z'P'_1 \ldots P'_n], \)
- and \( e(P) \) and \( e(P') \) are mutually inverse c.f.h.p.

Then \( x_i \triangleleft x_j \) iff \( x'_i \triangleleft x'_j \).

**Proof.** Without loss of generality, we may consider also the terms \([x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n)\) in the context \( \Gamma, z : (x_1 : K_1) \ldots (x_n : K_n)K_0 \) and \( x_1 : K_1 \) \ldots \( x_n : K_n \) \( (z'P'_1 \ldots P'_n) \) in the context \( \Gamma, z' : (x'_1 : K'_{\sigma_1}) \ldots (x'_n : K'_{\sigma_n})K'_0 \). Let us prove that \( x_i \triangleleft x_j \Rightarrow x'_i \triangleleft x'_j \).

Because \( e(P) \) is a c.f.h.p., the head variables of \( P_i \) are \( x'_i \) \( (1 \leq i \leq n) \). Since \( x_i \triangleleft x_j \), \( x_i \) occurs in \( K_j \), the type of \( P_j \) (in appropriate context) is

\[ [P_{j-1}/x_{j-1}] \ldots [P_1/x_1]K_j, \]

\footnote{Let us emphasize that here the dependency between \( x_i \) and \( x_j \), respectively \( x'_i \) and \( x'_j \) should be considered, not between \( x'_{\sigma_i} \) and \( x'_{\sigma_i} \).}
thus \( x'_i \) does occur in the kind of \( P_j \). By Lemma 20 it occurs also into the kind of \( x'_j \), and \( x'_i \triangleleft x'_j \).

For opposite implication, we consider \( P' \).

**Corollary 23.** The partial order \( \triangleleft \) generated by \( \triangleleft \) on \( x_1, \ldots, x_n \) coincides with \( \triangleleft \) generated by \( \triangleleft \) on \( x'_1, \ldots, x'_n \).

One more lemma:

**Lemma 24.** Let \( P \equiv [x'_{\sigma_1} : K'_{\sigma_1}] \ldots [x'_{\sigma_n} : K'_{\sigma_n}](zP_1 \ldots P_n) \) as above. Then \( x'_i \), the head variable of \( P_i \), does not occur in \( P_j, j \neq i \). Similar result holds for \( P' \).

**Proof.** The proof is based on the same idea as in Lemma 19. We consider the Böhm-tree of \( e(P) \) and the ordering of the paths as above. We assume that \( x'_j \) does occur in (the kind of) some variable in \( P_j \). Then there is a smallest path leading to corresponding occurrence of an abstracted variable in the tree.

If it belongs to the prefix of \( P_j \) (the path has the length 1) then \( x'_j \) must belong to \( K_j \) in the type of \( z \) (because of minimality of the path it cannot come from substitution of \( P_i \) with \( l < j \) into \( K_j \)), and we obtain a contradiction, because there is no occurrences of \( x'_j \) into kind of \( z \) (\( z \) lies more to the left in the context).

If the smallest path is longer, similar contradiction appears because we can show that an occurrence of \( x'_j \) must appear in the kind in the node that immediately precedes the end of this smallest path.

The following lemma prepares the inductive step of our main theorem.

**Lemma 25** (Decomposition). Let \( \Gamma \vdash P : (K)K' \), \( \Gamma \vdash P' : (K')K \) be as in previous lemma. Let us consider the term

\[
R \equiv [z'' : (x''_1 : K''_1) \ldots (x''_n : K''_n)K'_0][x''_{\sigma_1} : K''_{\sigma_1}] \ldots [x''_{\sigma_n} : K''_{\sigma_n}](z''x''_1 \ldots x''_n).
\]

Here \( R \) represents permutation. In particular, \( K''_1 \equiv K'_1, K'' \equiv [x''_1/x'']K'_1, \ldots, K''_n \equiv [x''_{n-1}/x'_n]K''_n, K''_0 \equiv [x''_{n-1}/x'_n][x''_n/x'_n]K'_0 \).

Consider also

\[
P_0 \equiv [z : (x_1 : K_1) \ldots (x_n : K_n)K_0][x'_1 : K'_1] \ldots [x'_n : K'_n](zP_1 \ldots P_n)
\]

and

\[
P'_0 \equiv [z' : (x'_{\sigma'_1} : K'_{\sigma'_1}) \ldots (x'_{\sigma'_n} : K'_{\sigma'_n})K'_0][x_{\sigma'_1} : K'_1] \ldots [x_{\sigma'_n} : K'_n](z'P'_1 \ldots P'_n).
\]

Then \( \Gamma \vdash R : (K'')K' \), \( \Gamma \vdash P_0 : (K)K'' \), \( \Gamma \vdash P'_0 : (K'')K \) are derivable in LF and the following decompositions hold:

- \( \Gamma \vdash P = R \circ P_0 : (K)K' \),
- \( \Gamma \vdash P' = R' \circ P'_0 : (K'')K \).

**Proof.** The derivability of all these terms relies on Lemma 22 and its Corollary. Verification of equalities uses standard reductions. For example, let us consider \( \Gamma \vdash P = R \circ P_0 : (K)K' \).

Composition of two terms is defined as usual: \( R \circ P_0 \equiv [z : K](R(P_0z)) \). By two \( \beta \)-reductions we obtain

\[
[z : K][x'_{\sigma'_1} : K'_{\sigma'_1}] \ldots [x'_{\sigma'_n} : K'_{\sigma'_n}][x_1 : K_1] \ldots [x_n : K_n](zP_1 \ldots P_n)x''_1 \ldots x''_n.
\]

After that follows the series of \( \beta \)-reductions and renaming of bound variables (\( x'' \rightarrow x' \)) that gives \( P \).

Verification for another equality is similar.
Proof of the Theorem 10 (continuation).
Let $\Gamma \vdash P : (K)K'$ be an isomorphism. Then there exists its inverse $\Gamma \vdash P'(K')K$. In particular, $\Gamma \vdash P' \circ P = [z : K]z : (K)K$.

Using the Decomposition Lemma, we may write
\[ \Gamma \vdash P' \circ (R \circ P_0) = (P' \circ R) \circ P_0 = P'_0 \circ P_0 = [z : K]z : (K)K. \]

Similar fact holds for $P \circ P'$.

Via two standard $\beta$-reductions we obtain
\[ P'_0 \circ P_0 = [z : K][x_1 : K_1] \ldots [x_n : K_n][(x'_1 : K'_1)] \ldots [x'_n : K'_n](zP_1 \ldots P_n)P'_1 \ldots P'_n. \]

Before we continue with reductions, let us see what can be established about contexts and kinding of $P_1, \ldots, P_n$ and $P'_1, \ldots, P'_n$.

Consider now the typing of $P_1, \ldots, P_n$ and $P'_1, \ldots, P'_n$. A straightforward use of properties of LF-derivations gives us:

\[ \Gamma, z : K, x'_1 : K'_1, \ldots, x'_n : K'_n \vdash P_1 : K_1, \]
\[ \Gamma, z : K, x'_1 : K'_1, \ldots, x'_n : K'_n \vdash P_2 : [P_1/x_1]K_2, \]
\[ \ldots \]

\[ \Gamma, z : K, x'_1 : K'_1, \ldots, x'_n : K'_n \vdash P_n : [P_{n-1}/x_{n-1}]\ldots[P_1/x_1]K_n, \]

respectively,
\[ \Gamma, z' : K', x_1 : K_1, \ldots, x_n : K_n \vdash P'_1 : K'_1, \]
\[ \Gamma, z' : K', x_1 : K_1, \ldots, x_n : K_n \vdash P'_2 : [K'_1/x_1]K'_2, \]
\[ \ldots \]
\[ \Gamma, z' : K', x_1 : K_1, \ldots, x_n : K_n \vdash P'_n : [P'_{n-1}/x_{n-1}]\ldots[P'_1/x_1]K'_n. \]

The derivability of these judgements is obtained using the known properties of LF-derivations (see [12, 14]).

Using Corollary 19, Lemma 24, and then applying Lemma 1 (strengthening), we can make the contexts considerably smaller:

\[ \Gamma, x'_1 : K'_1 \vdash P_1 : K_1, \]
\[ \Gamma, x'_1 : K'_1, x'_2 : K'_2 \vdash P_2 : [P_1/x_1]K_2, \]
\[ \ldots \]
\[ \Gamma, x'_1 : K'_1, \ldots, x'_n : K'_n \vdash P_n : [P_{n-1}/x_{n-1}]\ldots[P_1/x_1]K_n, \]

respectively,
\[ \Gamma, x_1 : K_1 \vdash P'_1 : K'_1, \]
\[ \Gamma, x_1 : K_1, x_2 : K_2 \vdash P'_2 : [K'_1/x_1]K'_2, \]
\[ \ldots \]
\[ \Gamma, x_1 : K_1, \ldots, x_n : K_n \vdash P'_n : [P'_{n-1}/x_{n-1}]\ldots[P'_1/x_1]K'_n. \]

---

5 This is important, because as the Example 8 shows $x'_1$ may very well occur into $P_2, \ldots, P_n$, $x'_2$ occur into $P_3, \ldots, P_n$, etc.
It is easily verified that the assumption that $P_0$ and $P'_0$ are mutually inverse implies that $P_j$ and $P'_j$ are mutually inverse (in the above contexts). Notice that the rank is not changed by substitution (Remark 12), so the ranks of kinds of $[x'_1 : K'_1]P_1, \ldots, [x'_n : K'_n]P_n,$ $[x_1 : K_1]P'_1, \ldots, [x_n : K_n]P'_n$ are strictly smaller than the ranks of $(K)K'$ and $(K')K$. We may apply inductive hypothesis to the pairs $P_1, P'_1, \ldots, P_n, P'_n$\textsuperscript{6}. So, the number of the isomorphisms of the form $P_0, P'_0$ is finite and we may list them using isomorphisms corresponding to kinds of smaller rank, obtained by inductive hypothesis.

To pass to the general case, we have to include permutations represented by $R$. Their number is also finite. The upper bound is given by the number of permutations on $\{1, \ldots, n\}$ and actual number may be less due to the constraints imposed by the relation $\leftrightarrow$ of variable dependency. Of course they all can be listed constructively, and so all the isomorphisms for a given $K$ may be listed.

\begin{flushright}
\textbf{Corollary 26.} The relation of isomorphism of kinds in LF is decidable.
\end{flushright}

\begin{proof}
An algorithm (not very efficient) works as follows. Let $\Gamma \vdash K\text{kind}, \Gamma \vdash K'\text{kind}$. Using main theorem, we create the list of all kinds that are isomorphic to $K$ and verify whether any of them is equal to $K'$ (e.g., reducing to normal form).
\end{proof}

\begin{flushright}
\textbf{Remark 27.} When $P : (K)K'$ is an isomorphism, the rank($K$) permits to obtain an upper bound to the depth of the Böhm’s tree of the f.h.p. $\epsilon(P)$ and this in its turn may be used to obtain an upper bound on the number of isomorphisms in the theorem.
\end{flushright}

4 Conclusion

The “core system” that we studied, Z. Luo’s LF with variables, kind Type and dependent product (and definitional equality) is relatively limited, but the limited character of this system permits to obtain a complete deciding algorithm for isomorphism relation between kinds in spite of the fact that local (or non-contextual) rewriting does not work. The limited character of this system permits also to describe completely the structure of isomorphisms. Whether the term $P$ is an isomorphism turns out to be decidable as well.

The restrictions on isomorphisms imposed by type-dependencies allow more (not less) “fine-tuning” than in the case of simply-typed \(\lambda\)-calculus. Isomorphisms of kinds to themselves are called automorphisms. We have a sketch of a proof (work in progress) that every finite group is isomorphic to the group of automorphisms of some kind in LF. The groups of automorphisms of simple types correspond to automorphisms of finite trees. An arbitrary finite group can not be represented in this way.

The main use of LF is to specify other type theories. To do this, LF is extended by new constants, rules for these constants, etc. For example the Second Order Logic SOL and Universal Type Theory UTT are defined in [11]. There are other possibilities to build type theories using LF, e.g., on may add new equality rules, like the analog of the axiom C from [10]. Another modification of equality (for the whole UTT) was studied in [13].

The isomorphisms in LF described above will remain isomorphisms in these type theories but, of course, other isomorphisms may appear. The study of these isomorphisms remains an open problem.

\begin{footnotesize}
\textsuperscript{6} In this order, because the isomorphisms obtained by inductive hypothesis are substituted into kinds more to the right.
\end{footnotesize}
We did not yet study (and try to improve) the complexity of decision procedures for isomorphism relation between \textit{kinds} and for the property of a term $P$ to be an isomorphism.

All this is left for study in the near future.

\textbf{Acknowledgements.} The author would like to express his thanks to the organizers of the Univalent Foundations Year at IAS, Princeton (September 2012 – August 2013), the organizers of the Trimester on Semantics of Proofs and Certified Mathematics at the Institute Henri Poincaré (Paris, April–July 2014) who partly supported his participation in these research programs and created excellent work environment, and to anonymous referees for their valuable remarks.

\textbf{References}