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Abstract

Motivated by denial-of-service network attacks, we introduce the symmetric interdiction model, where both the interdictor and the optimizer are subject to the same constraints of the underlying optimization problem. We give a general framework that relates optimization to symmetric interdiction for a broad class of optimization problems. We then study the symmetric matching interdiction problem – with applications in traffic engineering – in more detail. This problem can be simply stated as follows: find a matching whose removal minimizes the size of the maximum matching in the remaining graph. We show that this problem is APX-hard, and obtain a \( \frac{3}{2} \) -approximation algorithm that improves on the approximation guarantee provided by the general framework.
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1 Introduction

A recent study of malicious network traffic observed at Microsoft data centers [17] made the surprising observation that a large volume of attack traffic originated from virtual machines hosted within the data centers themselves. The machines generating these attacks may have been compromised, or they may have been rented with stolen credit cards or on a free-trial basis. While the authors of the study used heuristics to identify traffic that was obviously malicious, in general it is very difficult to distinguish legitimate traffic from malicious traffic.

In particular, an attacker in possession of a “botnet” of compromised machines can launch a denial-of-service attack against a service simply by using these machines to send a large number of legitimate-looking requests to the servers that implement the service.

The following question then arises: how does a network operator decide which connection requests to admit if she cannot distinguish between legitimate and malicious requests? One natural strategy is to minimize regret: the number of legitimate requests that are not served.
but might have been otherwise. This motivates us to define the symmetric interdiction model in this paper, where the goal is to select a feasible set of edges whose removal minimizes the maximum feasible set in the remaining graph. We give a general framework for converting algorithms for a broad class of optimization problems to algorithms for the corresponding symmetric interdiction problems.

We instantiate our general model in the symmetric matching interdiction problem (abbreviated smi in the rest of the paper), where the goal is to select a matching whose removal minimizes the maximum matching in the remaining graph. The smi problem models our motivating scenario. Suppose clients located in a data center issue requests to servers in the same data center, where each client and each server has the capacity to participate in a single client-server interaction. Each client provides the operator of the data center with a list of servers it would like to contact, and the operator selects a matching of clients and servers. The operator would prefer to prioritize legitimate requests, but cannot distinguish between legitimate and malicious clients. By minimizing the size of the remaining maximum matching, an optimal solution to the smi problem bounds the number of legitimate requests that are not satisfied but might otherwise have been. For the smi problem, we show hardness results, and give a carefully designed algorithm that improves upon the result obtained from the general framework.

Main Results. Consider a generic optimization problem $\Pi$ that is specified by an input graph $G = (V,E)$, by a set $F$ of subgraphs of $G$ which constitute feasible solutions to the problem, and a maximization (resp., minimization) objective function $f$ on graphs. An example of $\Pi$ is the maximum matching problem: $F$ is the set of all matchings and the function $f$ returns the number of edges in the matching. For the optimization problem $\Pi$, we define the symmetric interdiction problem $I(\Pi)$ as follows: the goal is to produce a subgraph $H = (V,F)$ of $G$ such that $H$ is in $F$ and minimizes (resp., maximizes) the optimum value of $f$ achievable on the remaining graph $(V,E \setminus F)$. Thus, the symmetric matching interdiction (smi) problem is given a graph $G$ and seeks a matching $M$ of $G$ so as to minimize the maximum matching in $G \setminus M$.

Our first result is a general framework for converting optimization algorithms to symmetric interdiction algorithms for a broad class of problems. This result, described informally below, is stated formally in Theorem 3 and proved in Section 2.

\begin{itemize}
  \item \textbf{Theorem 1 (Informal).} An $\alpha$-approximation to a packing problem $\Pi$ implies a $(1 + \alpha)$-approximation to the corresponding symmetric interdiction problem $I(\Pi)$, modulo some technical conditions.
\end{itemize}

Next, we focus on the smi problem. Theorem 3 implies that any maximum matching algorithm is a 2-approximation algorithm for this problem. In fact, we show that any maximal matching also achieves an approximation factor of 2. However, this is the limit of the general framework in the sense that there are graphs where a maximum matching has an approximation factor of exactly 2 for the smi problem. Our main algorithmic contribution is to obtain a more careful algorithm for the smi problem that obtains an approximation factor of 1.5. We complement this result with a proof of APX-hardness of the problem by giving an approximation lower bound of $(1 + \epsilon)$ for small but fixed positive $\epsilon$.

\begin{itemize}
  \item \textbf{Theorem 2.} There is a polynomial-time deterministic algorithm for the symmetric matching interdiction problem with an approximation factor of 1.5. Moreover, the symmetric matching interdiction problem is APX-hard.
\end{itemize}
Extensions. We consider a randomized variant of the SMI problem in Section 5. Specifically, we show that if the interdictor is allowed to use randomness that is invisible to the optimizer, then the SMI problem becomes polynomial time solvable. Another natural extension of the SMI problem that captures practical parameters arising in networking is the capacitated case, where every edge has a capacity and the input and output ports have maximum capacities on the total amount of network flow that can be routed through them. On the other hand, if the edge capacities are unsplittable and both the interdictor’s and optimizer’s solutions are edge subsets, then the corresponding optimization problem is a special case of the previously studied demand matching problem [22]. Existing results for the optimization problem, applied to our interdiction framework, gives an approximation algorithm for the interdiction problem using Theorem 1. Improving this result using a more specific algorithm, such as the one that we give for the SMI problem, is left as an open problem in this work.

Finally, our symmetric interdiction framework can be applied to other diverse combinatorial optimization problems. See Section 6 for a brief discussions on other symmetric interdiction problems.

Related Work. Interdiction variants of classical graph optimization problems have attracted considerable research interest in recent years. Typically, these problems are modeled as a two-step game between an interdictor and an optimizer. In the first step, the interdictor removes a limited number of edges from the graph, with the goal of worsening the objective of the optimizer who solves the graph optimization problem on the remaining graph in the second step. For instance, in the matching interdiction problem, the goal is to remove at most $k$ edges (for a given $k$) such that the size of the maximum matching in the remaining graph is minimized [26]. One can similarly define interdiction variants for maximum flow [7, 9, 10, 25, 27, 6, 1, 5, 16], minimum spanning tree [28, 8], and many other classic graph optimization problems [4, 23, 12, 15]. The main distinction between this model and the symmetric interdiction model is that both the interdictor and the optimizer in our problem are constrained by the same feasibility conditions, whereas the interdictor was constrained by a budget on the number of edges in previous work.

The SMI problem is similar to the matching interdiction problem studied by Kamalian et al. [14, 13], the key difference being that the interdictor’s matching is also required to be a maximum matching in their case. We show that this restriction can produce suboptimal SMI solutions; indeed, the results of [14, 13] have no implication for SMI. More broadly, interdiction problems have a long history, having been studied for military applications in the Cold War [20]. Closer to our work, they have been used to model competitive markets in economic theory. In particular, in the Stackelberg model [24], two firms compete sequentially on the quantity of output they produce of a homogeneous good. Furthermore, both players play by the same rules and therefore must operate under the same constraints. This is conceptually identical to our symmetric interdiction model and we hope that this model will be applied to other domains in the future.

2 Symmetric Interdiction: A General Framework

In this section, we give a general theorem that relates symmetric interdiction problems to their corresponding optimization problems for a broad class of optimization problems called packing problems. This includes many classical problems such as maximum matching, knapsack, maximum flow, etc. Formally, packing problems are those that can be encoded by the linear program (LP) given below, where all entries of the coefficient matrix $A$, and that
of vectors $\mathbf{b}$ and $\mathbf{c}$ are non-negative:

$$\text{maximize } \mathbf{c}^\top \mathbf{x}, \text{ subject to } \mathbf{A} \mathbf{x} \leq \mathbf{b} \text{ and } 0 \leq \mathbf{x} \leq 1.$$ 

(1)

Suppose $\mathbf{x}$ is a feasible solution to LP (1). Then, we define the residual LP of $\mathbf{x}$ as:

$$\text{maximize } \mathbf{c}^\top \mathbf{y}, \text{ subject to } \mathbf{A} \mathbf{y} \leq \mathbf{b} \text{ and } 0 \leq \mathbf{y} \leq 1 - \mathbf{x}.$$ 

(2)

The symmetric interdiction problem is to find a feasible solution $\mathbf{x}$ that minimizes the optimal solution to the residual LP of $\mathbf{x}$. While we only focus on packing problems in this paper, we note that one can analogously define symmetric interdiction for covering problems as well.

Additionally, we note that all results in this section hold when $\mathbf{x}$ and $\mathbf{y}$ are constrained to be integral.

We call LP (1) the optimization problem. In this section, we develop a framework to obtain approximate solutions to the interdiction problem using exact/approximate solutions to the optimization problem. Before stating the result formally (Theorem 3), we set up some basic notation. Let

$$\mathbf{x} \setminus \mathbf{x}' = \begin{pmatrix}
\max(0, x_1 - x'_1) \\
\vdots \\
\max(0, x_n - x'_n)
\end{pmatrix}.$$ 

(3)

Note that $\mathbf{x} \setminus \mathbf{x}'$ is feasible if $\mathbf{x}$ and $\mathbf{x}'$ are feasible.

Let $\mathbf{x}^*$ be an optimal solution to the interdiction problem, and let $\mathbf{y}^*$ be an optimal solution to the residual LP w.r.t. $\mathbf{x}^*$. Now, consider a solution $\mathbf{x}$ that is feasible for LP (1). Ideally, we would like to claim that if $\mathbf{x}$ is an approximately optimal solution for the optimization problem, then it is also an approximately optimal for the interdiction problem. Unfortunately, this may not be true in general. However, we can show this connection between optimization and interdiction if $\mathbf{x}$ satisfies the following stronger condition:

$$\mathbf{c}^\top (\mathbf{x}^* \setminus \mathbf{x}) \leq \alpha \cdot \mathbf{c}^\top (\mathbf{x} \setminus \mathbf{x}^*)$$

(4)

for some approximation factor $\alpha \geq 1$.

This condition says that after removing any overlap between the interdiction and optimization solutions, the approximation ratio must be $\alpha$. For example, consider an optimal interdiction solution $M^*$ to the maximum matching problem, and another matching $M$. After removing edges that appear in both $M$ and $M^*$, the number of remaining edges in $M$ must be within a factor $\alpha$ of the number of remaining edges in $M^*$. In particular, when $\mathbf{x}$ is an optimal solution to the optimization problem, condition (4) holds with $\alpha = 1$ for any maximization problem. Now, we formally state and prove the theorem that establishes the relationship between optimization and interdiction.

**Theorem 3.** Let $\mathbf{x}^*$ be an optimal solution to the interdiction problem, and let $\mathbf{y}^*$ be an optimal solution to the residual LP w.r.t. $\mathbf{x}^*$. Suppose $\mathbf{x}$ is a feasible solution satisfying condition (4), i.e., $\mathbf{c}^\top (\mathbf{x}^* \setminus \mathbf{x}) \leq \alpha \cdot \mathbf{c}^\top (\mathbf{x} \setminus \mathbf{x}^*)$. Then, $\mathbf{x}$ is a $(1 + \alpha)$-approximation to the corresponding interdiction problem. That is, if $\mathbf{y}$ is an optimal solution to the residual LP of $\mathbf{x}$, then $\mathbf{c}^\top \mathbf{y} \leq (1 + \alpha) \cdot \mathbf{c}^\top \mathbf{y}^*$.

---

1 Covering problems are minimization problems where the constraints are $\mathbf{A} \mathbf{x} \geq \mathbf{b}$, with the same non-negativity restrictions.
Proof. We define the intersection \( x \cap x' \) to be
\[
x \cap x' = \left( \begin{array}{c}
\min(x_1, x'_1) \\
\vdots \\
\min(x_n, x'_n)
\end{array} \right).
\]
Observe that \( c^T \cdot y = c^T \cdot (y \setminus (1 - x^*)) + c^T \cdot (y \cap (1 - x^*)) \). We upper bound each summand of this equation. We will need to use the fact that \( x \setminus x^* \) is a feasible solution to the residual LP of \( x^* \). This follows from two observations: (1) \( x \) satisfies the constraint \( Ax \leq b \) which implies \( x \setminus x^* \) does too, and (2) \( x \leq 1 \) implies \( x \setminus x^* \leq 1 - x^* \). We first upper bound the left summand:
\[
c^T \cdot (y \setminus (1 - x^*)) \leq c^T((1 - x) \setminus (1 - x^*)) \quad \text{(since } y \text{ is feasible for the residual LP of } x) \]
\[
\leq c^T(x^* \setminus x) \]
\[
\leq \alpha \cdot c^T(x \setminus x^*) \quad \text{(by assumption that } x \text{ satisfies (4))} \]
\[
\leq \alpha \cdot c^T \cdot y^* \quad \text{(since } x \setminus x^* \text{ is feasible for the residual LP of } x^*, \text{ shown above)}
\]
Next we bound the right summand. Note that \( y \cap (1 - x^*) \) is feasible for the residual LP of \( x^* \) since \( y \cap (1 - x^*) \leq (1 - x^*) \). Therefore, since \( y^* \) is optimal for the residual LP of \( x^* \), we have \( c^T \cdot (y \cap (1 - x^*)) \leq c^T \cdot y^* \). Putting together the bounds on the left and right summands, we get
\[
c^T \cdot y = c^T \cdot (y \setminus (1 - x^*)) + c^T \cdot (y \cap (1 - x^*)) \leq \alpha \cdot c^T \cdot y^* + c^T \cdot y^* = (1 + \alpha) \cdot c^T \cdot y^*. \]

\[\square\]

Corollary 4. Any optimal solution \( \hat{x} \) to the optimization problem, is a 2-approximation to the corresponding symmetric interdiction problem.

Proof. Note that \( \hat{x} = (\hat{x} \setminus x^*) + (\hat{x} \cap x^*) \). Similarly, \( x^* = (x^* \setminus \hat{x}) + (\hat{x} \cap x^*) \). Since \( \hat{x} \) is an optimal solution to the optimization problem, \( c^T x^* \leq c^T \hat{x} \). Therefore, \( c^T (x^* \setminus \hat{x}) \leq c^T (\hat{x} \setminus x^*) \).

\[\square\]

3 Symmetric Matching Interdiction: A 3/2 Approximation

Let \( G = (V, E) \) be a graph. Then the symmetric matching interdiction (SMI) problem is to find some matching \( M^* \) such that the maximum matching in the graph \( (V, E \setminus M^*) \) is minimized.

From Corollary 4, we get that any maximum matching is a 2-approximation for the SMI problem. In fact, any maximal matching is also a 2-approximation.

Lemma 5. Any maximal matching is a 2-approximation for the symmetric matching interdiction problem.

Proof. For a graph \( G \), let \( M \) be a maximal matching and \( L \) be the maximum matching on \( G \setminus M \). Each component of \( M \cup L \) is a path or a cycle of alternating edges of \( M \) and \( L \). Any edge that appears by itself in a component of \( M \cup L \) must be in \( M \), by the maximality of \( M \).

Let \( C \) be a component of \( M \cup L \) that contains at least one edge of \( L \). We show that for any matching \( M^* \) on \( C \), the maximum matching on \( C \setminus M^* \) has at least \( |L \cap C|/2 \) edges, which will complete the proof. Let \( j \) be the number of edges of \( C \). Then, \( |L| = \frac{j}{2} \) if \( j \) is even, and \( |L| \leq \frac{j+1}{2} \) if \( j \) is odd. That is, \( |L| \leq \left\lceil \frac{j}{2} \right\rceil \).

We will show later by a case analysis in Lemma 8 that the maximum matching on \( C \setminus M^* \) has at least \( \left\lceil \frac{j-1}{2} \right\rceil \) edges for any \( M^* \). Since \( \left\lceil \frac{j}{2} \right\rceil / \left\lceil \frac{j+1}{2} \right\rceil \leq 2 \) for integers \( j \geq 2 \), the lemma follows.

\[\square\]
This is better than the 3-approximation guarantee for maximal matchings that we get from Theorem 3. In fact, the approximation factor of 2 is the best achievable, if we were to choose an arbitrary maximum or maximal matching. Consider a length-4 path. The optimal interdiction solution contains the edges at the two ends, leaving a matching of size 1. On the other hand, the first and third edges form a maximum matching, but leaves behind a matching of size 2.

But, what if we choose the best maximum matching instead of an arbitrary one? In the previous example, the optimal interdiction solution also turned out to be a maximum matching. Our first result in this section is to show that there always exists a maximum matching that is a \( \frac{3}{2} \)-approximation to the optimal interdiction matching. In the second part of this section, we make this result constructive, i.e., give a polynomial-time algorithm for finding such a maximum matching. Before describing our result, we note that the approximation factor of \( \frac{3}{2} \) is the best we can hope for from a maximum matching, even the best one. Consider a cycle of length 6. The optimal interdiction solution contains any pair of opposite edges, leaving behind two disjoint length-2 paths containing a matching of size 2. On the other hand, any maximum matching contains 3 edges, which leaves behind 3 disjoint components forming a matching of size 3.

### 3.1 Approximating the SMI problem with maximum matchings

We show that the maximum matching with the largest intersection with any fixed optimal solution to the SMI problem is a \( \frac{3}{2} \)-approximation to the SMI problem. In this section, \( M^* \) denotes an optimal solution to SMI, i.e., a matching that minimizes the size of the maximum matching \( L^* \) in the remaining graph \( (V, E \setminus M^*) \). \( M \) denotes a maximum matching on \( G \), and \( L \) denotes a maximum matching in the remaining graph \( (V, E \setminus M) \). All matchings and connected components that we refer to in this section are defined as sets of edges; hence, set operations are only on the edges and do not affect vertices.

For any \( M \) and \( L \), the size of a matching on \((M \cup L) \setminus M^*\) serves as a lower bound on the size of \( L^* \), since \((M \cup L) \subseteq E\). So, our goal will be to show that the size of \( L \) is at most \( \frac{3}{2} \) times the size of a matching that we construct in \((M \cup L) \setminus M^*\). We will show this individually for every component of \( M \cup L \). Let \( C \) be a component of \( M \cup L \). We say \( M \) is locally \( \frac{3}{2} \)-competitive on \( C \) with respect to \( M^* \) if \( C \setminus M^* \) contains a matching of at least \( \frac{2}{3} \) times the size of \( C \setminus L \). If \( M \) is locally \( \frac{3}{2} \)-competitive for each component, then that implies an approximation factor of \( \frac{3}{2} \) overall.

For some fixed \( M^* \), there are only certain types of components of \( M \cup L \) that may not be locally competitive. We call these components critical, and define their structure below. Note that \( M \cup L \) is a set of vertex disjoint paths and even-length cycles, since it is composed of two matchings.

**Definition 6.** We call component \( C \) critical w.r.t. matching \( M^* \) if all the following hold:
1. \( C \) is an even-length path,
2. the edges at the two ends of \( C \) are in \( M^* \), and
3. \( C \setminus M^* \) is a set of length-2 paths.

We will show in Lemma 8 that critical components, as defined in Definition 6, are the only ones that may not be locally competitive. From Definition 6, for a component to be critical, it must be a path with \( \ell \) edges, where \( \ell \equiv 4 \mod 6 \) edges. We call these components bad:

**Definition 7.** Let \( C \) be a component of \( M \cup L \). Call \( C \) bad if \( C \) is a path and \( |C| \equiv 4 \mod 6 \), where \( |C| \) denotes the number of edges in \( C \).
Note that all critical components are bad, but not vice-versa, since criticality also depends on the structure of \( M^* \).

We next show that \( M \) is locally 3/2-competitive on all components that are not critical. In fact, the lemma gives tighter bounds, which will be helpful in developing an algorithm later. Note that, till now, the only assumption we have made about \( M \) is that it is a maximum matching, i.e., the next lemma holds for all maximum matchings.

\textbf{Lemma 8.} Fix \( M, L, M^*, \) and \( L^* \). Let \( C \) be a component of \( M \cup L \). Let \( \ell^* \) denote the size of a maximum matching on \( C \setminus M^* \), and \( c \) denote the number of edges in \( C \). (Note that \( \ell^* \), summed over all components \( C \), lower bounds the size of \( L^* \).) Then,

1. If \( C \) is not bad and \( c \) is odd, \( \ell^* \geq \frac{c+1}{3} \).
2. If \( C \) is not bad and \( c \) is even, \( \ell^* \geq \frac{c}{3} \).
3. If \( C \) is bad but not critical, \( \ell^* \geq \frac{c+2}{3} \).
4. If \( C \) is bad and critical, \( \ell^* \geq \frac{c+1}{3} \).

\textbf{Proof.} We find these lower bounds on \( \ell^* \) by constructing a matching \( \hat{L} \) on \( C \setminus M^* \). Note that \( C \setminus M^* \) is either an even cycle or a set of vertex-disjoint paths. In the former case, we pick every alternate edge on the cycle in \( \hat{L} \). In the latter case, for each path, we pick every alternate edge in \( \hat{L} \), including the two edges at the ends for odd length paths. Let \( m^* \) denote \( |M^* \cap C| \). \( \hat{L} \) has the following properties:

1. \( \hat{L} \) contains at least \( \lceil \frac{c-m^*}{3} \rceil \) edges.
2. For each component of \( C \setminus M^* \), \( \hat{L} \) contains at least one edge.

Next, we show that these two properties are sufficient to prove that for each of the 4 cases in the statement of the lemma, the corresponding inequality holds.

\textbf{Case (1).} Note that \( C \) must be a path, since all cycles have even length in the union of two matchings. Therefore, property 2 ensures that \( \hat{L} \) has at least \( m^* - 1 \) edges. Along with property 1, this implies \( \ell^* \geq |\hat{L}| \geq \min(m^* - 1, \frac{c-m^*}{3}) \). Optimizing over the possible values of \( m^* \) then gives us \( \ell^* \geq \frac{c-1}{3} \).

\textbf{Case (2).} \( C \) is either a path or a cycle. We treat these cases differently.
1. When \( C \) is a cycle, property 2 implies that \( \hat{L} \) has at least \( m^* \) edges. Along with property 1, this implies \( \ell^* \geq |\hat{L}| \geq \min(m^*, \frac{c-m^*}{3}) \). Optimizing over the possible values of \( m^* \) gives \( \ell^* \geq \frac{c}{3} \).
2. When \( C \) is a path, property 2 implies that \( \hat{L} \) has at least \( m^* - 1 \) edges. Identical to case (1) above, we can now infer that \( \ell^* \geq \frac{c+1}{3} \). Since \( \ell^* \) is integral, we can claim that \( \ell^* \geq \lceil \frac{c+1}{3} \rceil \). We also know that \( c \) is even and \( c \neq 4 \) mod 6. Together, this shows that \( \lceil \frac{c+1}{3} \rceil \geq \frac{c}{3} \), which implies that \( \ell^* \geq \frac{c}{3} \).

\textbf{Case (3).} We subdivide into two cases based on the size of \( M^* \). Note that \( c \equiv 4 \) mod 6; hence, \( \frac{c+1}{3} \) is an integer.
1. Suppose \( m^* \neq \frac{c+2}{3} \). If \( m^* \geq \frac{c+2}{3} + 1 \), then property (2) implies \( \hat{L} \geq \frac{c+2}{3} \). On the other hand, if \( m^* \leq \frac{c+2}{3} - 1 \), then property (1) ensures that \( |\hat{L}| \geq \lceil \frac{c+1/2}{3} \rceil = \frac{c+2}{3} \). In either case, \( \ell^* \geq |\hat{L}| \geq \frac{c+2}{3} \).
2. Suppose \( m^* = \frac{c+2}{3} \). If \( M^* \) does not contain at least one end edge of path \( C \), then \( C \setminus M^* \) has \( m^* \) components, and therefore, property (2) ensures that \( \hat{L} \) has at least \( m^* \) edges. Now, consider the case where \( M^* \) contains both end edges of path \( C \). In this case, the number of components in \( C \setminus M^* \) is \( m^* - 1 = \frac{c-1}{3} \). But, the total number of edges in
C \ M^* is \( e - m^* = \frac{2\alpha - 2}{3} \). Therefore, the average number of edges in each component of \( C \setminus M^* \) is 2. Since \( C \) is not critical w.r.t. \( M^* \), every component in \( C \setminus M^* \) cannot have exactly 2 edges. As a consequence, there must be at least one component \( \alpha \) in \( C \setminus M^* \) that contains at least 3 edges. By property (2), \( \hat{L} \) contains at least \( m^* - 1 \) edges, but this matching can be augmented by picking a second edge from component \( \alpha \) to produce a matching of size \( m^* \) in \( C \setminus M^* \). Therefore, \( \ell \geq m^* = \frac{\alpha + 2}{3} \).

**Case (4).** The proof is identical to the proof of case (1).

We claim that the above lemma implies that \( M \) is locally \( 3/2 \)-locally competitive on all non-critical components. Let \( \ell \) denote the number of edges of \( L \) in \( C \). In case (1), \( \ell = \frac{\alpha - 1}{2} \), and in cases (2) and (3), \( \ell = \frac{\alpha}{2} \). Only case (4) is not \( 3/2 \)-competitive, since \( \ell = \frac{\alpha}{2} \).

We now show that there is a maximum matching that has no critical components with respect to a fixed optimal \( M^* \); this proves the existence of a \( 3/2 \)-approximate maximum matching.

**Lemma 9.** A maximum matching with the largest intersection with some optimal solution \( M^* \) is a \( 3/2 \)-approximation to the optimal interdiction solution, i.e., \( |L| \leq \frac{3}{2}|L^*| \).

**Proof.** Let \( M \) be a maximum matching with the largest intersection with \( M^* \) and let \( L \) and \( L^* \) be arbitrary maximum matchings in the respective remaining graphs. Let \( C \) be a critical component in \( G \). Since \( |C| \) is even, one of its end edges must be in \( L \). Call this edge \( e \), and let \( f \) denote its adjacent edge in \( C \) (note that \( f \) is in \( M \)). Since \( C \) is critical, we have \( e \in M^* \). Then \((M \setminus \{f\}) \cup \{e\}\) is also a maximum matching. Since \( e \in M^* \) and \( f \not\in M^* \), this contradicts the fact that we chose \( M \) as the maximum matching that maximizes \( |M \cap M^*| \).

3.2 A \( 3/2 \)-Approximation Algorithm

In this section, we make the results of the previous section constructive. If we knew \( M^* \), we could give an algorithm that performed swaps of the kind used in the proof of Lemma 9. These swaps would each increase the size of \( M \cap M^* \), and we would eventually obtain a solution with no critical components. Unfortunately, we don’t know \( M^* \). We show, however, that sometimes we can perform sets of swaps such that the overlap of \( M \) with every optimal solution \( M^* \) is increased. If such a set of swaps does not exist, we argue that our solution is already a \( 3/2 \)-approximation.

The formal algorithm is given in Algorithm 1. We outline the steps here. We start with an arbitrary matching \( M \), and a maximum matching in \( G \setminus M \). We then repeatedly perform swaps of the form given above on the set of all bad components for a total of \(|E| + 1 \) iterations. Finally, we output the best matching found over all these iterations. We argue that while a \( 3/2 \)-approximate solution has not been obtained, each iteration of swaps increases the overlap of \( M \) with every optimal solution. Such an increase cannot happen more than \(|E| \) times, and therefore a \( 3/2 \)-approximate solution is found in some iteration of the algorithm.

**Lemma 10.** Let \( M \) be a maximum matching and \( L \) be a maximum matching in \( G \setminus M \). Suppose there exists an optimal interdiction solution \( M^* \) such that \( M^* \) is critical on at most half the bad paths in \( M \cup L \). Then, \(|L| \leq \frac{3}{2}|L^*| \).

Before proving Lemma 10, we show that this implies correctness of the algorithm. Suppose that for some iteration of the algorithm, the condition from Lemma 10 does not hold, i.e.,
Algorithm 1 A 3/2-approximation algorithm for the SMI problem.

1: $M \leftarrow$ arbitrary maximum matching in $G$
2: $L \leftarrow$ arbitrary maximum matching in $G \setminus M$
3: $l_{\text{min}} \leftarrow |L|$
4: $M_{\text{min}} \leftarrow M$
5: for $j = 1 \rightarrow |E| + 1$ do
6: if $|L| < l_{\text{min}}$ then
7: $l_{\text{min}} \leftarrow |L|$
8: $M_{\text{min}} \leftarrow M$
9: for bad path $C$ in $M \cup L$ do
10: $M \leftarrow M \setminus \{e\} \cup \{f\}$ \textproc{Let $e$ be the edge at the end of $C$ that is in $L$, $f \in M$ is the adjacent edge in $C$.}
11: $L \leftarrow L \setminus \{e\}$ \textproc{Let $e$ be the edge at the end of $C$ that is in $L$, $f \in M$ is the adjacent edge in $C$.}
12: return $M_{\text{min}}$


Proof of Lemma 10. Let $C_1, C_2, C_3, C_4$ denote the sets of components of type (1), (2), (3), and (4) respectively from Lemma 8. Let $\ell_C^*$ denote a maximum matching on component $C \setminus M^*$. Also, let $E(C)$ denote the edges of component $C$ and $E(C_i) = \bigcup_{C \in C_i} E(C)$. Then,

$$|L'| \geq \sum_{C \in C_1 \cup C_2 \cup C_3 \cup C_4} \ell_C^* + \sum_{C \in C_2} \frac{|E(C)|}{3} + \sum_{C \in C_3} \frac{|E(C)| + 2}{3} + \sum_{C \in C_4} \frac{|E(C)| - 1}{3} \quad \text{(from Lemma 8)}$$

$$= \frac{|E(C_1)| - |C_1|}{3} + \frac{|E(C_2)|}{3} + \frac{|E(C_3)| + 2|C_3|}{3} + \frac{|E(C_4)| - |C_4|}{3}$$

$$\geq \frac{|E(C_1)| - |C_1|}{3} + \frac{|E(C_2)|}{3} + \frac{|E(C_3)| + |C_3|}{3} + \frac{|E(C_4)|}{3} \quad \text{(since $|C_3| \geq |C_4|$, i.e., at most half of all bad paths are critical)}$$

$$= \frac{2}{3}|L \cap C_1| + \frac{2}{3}|L \cap C_2| + \frac{2}{3}|L \cap C_3| + \frac{2}{3}|L \cap C_4| \geq \frac{2}{3}|L| \quad \text{(since $|L \cap C| = |C|/2$ for $C \in C_2 \cup C_3 \cup C_4$ and $|L \cap C| = (|C| - 1)/2$ for $C \in C_1$)}$$

4 Symmetric Matching Interdiction: Hardness of Approximation

In this section, we show that the symmetric matching interdiction problem is APX-hard which rules out the possibility of a PTAS for the problem. We give an approximation-preserving reduction from a variant of MAX-SAT called 3-OCC-MAX-2-SAT that we define below.
Definition 11. Let \( \phi \) be a set of clauses, where each clause is a conjunction of at most 2 literals. Additionally, each variable appears in at most 3 literals in \( \phi \). Let \( k \) be an integer. \((\phi, k)\) is said to be in 3-OCC-MAX-2-SAT if there is a setting of the variables such that at least \( k \) clauses are satisfied.

3-OCC-MAX-2-SAT is known to be APX-hard \[3\]. To show the hardness of the smi problem, we give an approximation preserving reduction from 3-OCC-MAX-2-SAT to the smi problem. For the purposes of the reduction, we construct an instance graph \( G \) of the smi problem from an instance of the 3-OCC-MAX-2-SAT problem \((\phi, k)\) as follows. For each variable \( x_i \), we have a cycle in \( G \) containing \( 6z_i \) edges, where \( z_i \leq 3 \) is the number of times \( x_i \) appears as a literal in \( \phi \). We partition each cycle into \( z_i \) paths of length 6 each, which we call literal paths, such that each path is associated with one of the literals containing \( x_i \). We order the edges of each path, denoting the first edge with ‘*’ so that we can refer to the first, second, etc. edge on a literal path without ambiguity. The construction up until now is illustrated below:

We call all edges in such cycles cycle edges. Next, we add one edge to \( G \) for each clause in \( \phi \) (we call these clause edges). Each clause contains either one or two literals. For a clause containing two literals, the clause edge connects the two literal paths corresponding to those literals. For a clause containing one literal, the clause edge connects that literal’s path to a new vertex. Clause edges are adjacent to the second vertex on the literal path corresponding to a positive literal, and the third vertex on the literal path corresponding to a negative literal. Below, we illustrate the clauses \((x_i \lor x_j), (x_i \lor \bar{x}_j), (\bar{x}_i \lor \bar{x}_j), (x_i), \) and \((\bar{x}_i)\), respectively.

This completes the construction of \( G \). The following is our main technical lemma of the reduction.

Lemma 12. There is a setting of the variables that satisfies at least \( k \) clauses in \( \phi \) if and only if there is a matching \( M \) such that in \( G \setminus M \), the size of the maximum matching is at most \( 2\ell + m - k \), where \( m \) is the number of clauses in \( \phi \) and \( \ell \) is the number of literals.

Before proving this lemma, we show that it is sufficient to prove APX-hardness of the smi problem.

Theorem 13. Symmetric matching interdiction is APX-hard.

Proof. Suppose we have an \((1 + \epsilon)\)-approximation to the smi problem, i.e., a matching \( M \) in \( G \) such the maximum matching in \( G \setminus M \) has size at most
\[
(1 + \epsilon) \cdot (2\ell + m - k) = 2\ell + m - \left[ 1 - \epsilon \left( \frac{2\ell + m}{k} - 1 \right) \right] k.
\]
By Lemma 12, we can find a formula $\phi$ and an assignment $x$ in the 3-OCC-MAX-2-SAT instance such that $x$ satisfies at least $\left[ 1 - \epsilon \left( \frac{2\ell + m}{k} - 1 \right) \right] k$ clauses of $\phi$. Note that $\ell \leq 2m$ since each clause contains at most two literals; therefore, $2\ell + m \leq 5m$. If each variable is set i.i.d. to T/F with equal probability, then each clause is satisfied with probability $1/2$ if it contains a single literal, and with probability $3/4$ if it contains 2 literals. Therefore, the expected number of clauses satisfied by a 2-SAT formula under this random assignment is at least $m/2$. By the probabilistic method, it follows that the maximum number of satisfiable clauses $k \geq m/2$. Therefore, $\frac{m}{k} \leq 2$, which implies

$$1 - \epsilon \left( \frac{2\ell + m}{k} - 1 \right) \geq 1 - \epsilon \left( \frac{5m}{k} - 1 \right) \geq 1 - 9\epsilon.$$

Therefore, this gives a $(1 - 9\epsilon)$-approximate solution to 3-OCC-MAX-2-SAT.

We spend the rest of the section proving Lemma 12. We first give a high level overview of the proof, and then give the technical details. We give a mapping from a setting of variables, $x$ in $\phi$, to a matching $M_x$ in $G$. We argue that $x$ satisfies $k$ clauses of $\phi$ if and only if the maximum matching in $G \setminus M_x$ contains $2\ell + m - k$ edges (Lemma 14). Then, we argue that for graph $G$ produced by the reduction from a formula $\phi$, there is a setting of variables $x$ in $\phi$ such that $M_x$ is the optimal solution to the SMI problem in $G$ (Lemmas 15, 16, 17). Together, these lemmas prove Lemma 12.

For an assignment $x$ to the variables of $\phi$, we construct matching $M_x$ as follows: $M_x$ does not contain any clause edge. $M_x$ contains every third edge on each variable cycle. For the cycle corresponding to variable $x_i$, these edges are chosen in the following way: If $x_i$ set to true, $M_x$ contains the third and sixth edges of each literal path. We call $M_x$ true on such a path. If $x_i$ is set to false, $M_x$ contains the first and fourth edges of each literal path. We call $M_x$ false on such a path. For the cycle in $G$ corresponding to variable $x_i$, we show the two possibilities for the edges in $G \setminus M_x$ below; $M_x$ is true on the first cycle, and false on the second.

\textbf{Lemma 14.} An assignment $x$ satisfies $k$ clauses if and only if the maximum matching in $G \setminus M_x$ has size $2\ell + m - k$.

\textbf{Proof.} For each clause, we show that a maximum matching on the cycle and clause edges corresponding to that clause after removing $M_x$ contains two edges for each literal in the clause, along with an additional edge if the clause is not satisfied by $x$. This shows that the maximum matching on $G \setminus M_x$ has size at most $2\ell + m - k$. Moreover, in each case there is a maximum matching that does not use the last edge on each literal path. Therefore, they can be combined into a single matching with $2\ell + m - k$ edges. To prove this, we enumerate over all types of clauses. Edges in $M_x$ are drawn as dotted lines. The following are all possible satisfied clauses.
Lemma 14 implies the forward direction of Lemma 12. To show that the reduction holds in the other direction, we show that given any optimal solution $M$ to the $\text{smi}$ problem, we can transform it to a matching $M_\phi$ that is also optimal and corresponds to an assignment $\mathbf{x}$ of $\phi$. We call such matchings that correspond to assignments in $\phi$ consistent matchings. The following are necessary and sufficient conditions for a matching to be consistent:
(a) On each variable cycle, the matching is either true or false (i.e. it contains either the third and sixth edges of each literal path, or the first and fourth edges), and
(b) the matching does not contain any clause edge.

We show that $M$ can be transformed into a consistent matching as follows.

If property (a) is violated, iteratively identify a cycle $C$ on which $M$ violates (a) and locally replace $M$ with $M_\phi$, which is defined below.

Once only property (b) is violated, remove all remaining clause edges.

We show that neither of these steps increases the size of the maximum matching in $G \setminus M$; therefore, the eventual consistent matching is also optimal for the $\text{smi}$ problem.

First, we consider violations of property (a). Let assignment $\mathbf{x}$ be defined as follows: for each variable $x_i \in \mathbf{x}$, $x_i = true$ if $x_i$ appears as at most one negative literal in $\phi$ and $x_i = false$ if $x_i$ appears as at most one positive literal in $\phi$. If $M$ is not consistent, we will show that we can iteratively replace variable cycles of matching $M$ with the corresponding variable cycles of $M_\phi$.

$M$ must violate property (a) on cycle $C$ in one of the following two ways:
1. $M$ does not contain every third edge of $C$.
2. $M$ contains every third edge of $C$, but is neither true nor false on $C$ (i.e. it contains the second and fifth edges of each literal path).

Let $C_{\text{clause}}$ denote the set of clause edges adjacent to $C$. We will replace $M \cap (C \cup C_{\text{clause}})$ with $M_\phi \cap C$ for violation (1), and $M \cap C$ with $M_\phi \cap C$ for violation (2). We show in Lemmas 15 and 16 respectively that both these replacements result in valid matchings, and neither increases the size of the maximum matching in $G \setminus M$. Let $\xi_G(M)$ denote the size of the maximum matching in $G \setminus M$, and $\overline{G}$ denote $G \setminus (C \cup C_{\text{clause}})$.

Lemma 15. Consider a variable cycle $C$ such that $M$ does not contain every third edge of $C$. Then replacing $M$ with $M' = (M \cap \overline{C}) \cup (M_\phi \cap C)$ produces a matching, and does not increase the size of the maximum matching in $G \setminus M$. ▶
Proof. First, note that \(M'\) is a valid matching, since edges in \(M \cap \overline{C}\) share no vertices with edges in \(M_x \cap C\). To complete the proof, we will show that \(\xi_G(M') \leq \xi_G(M)\).

First, we claim that \(\xi_C(M') \leq 3j + 1 \leq \xi_C(M)\). The proof that \(\xi_C(M) \geq 3j + 1\) is very similar to the proof of case (3) of Lemma 8 and is not repeated here. The proof that \(\xi_{C \cup C_{clause}}(M_x) \leq 3j + 1\) is by enumeration over all possible structures of \((C \cup C_{clause}) \cap M_x\). We show two cases below. On the left, the variable \(x_C\) corresponding to the clause \(C\) appears as three true literals. On the right, it appears as two true literals and a false literal.

The maximum matching in the first graph has size \(j/3 = 6\), and matching in the second has size \(j/3 + 1 = 7\). It is straightforward to verify the other cases.

The rest of the proofs follows:

\[
\xi_G(M) \geq \xi_{\overline{C}}(M) + \xi_C(M) \quad \text{(vertex sets of } \overline{C} \text{ and } C \text{ are disjoint)}
\]

\[
\geq \xi_{\overline{C}}(M) + \xi_{C \cup C_{clause}}(M_x)
\]

\[
\geq \xi_G(M').
\]

\[\triangleleft\]

Lemma 16. Consider a variable cycle \(C\) such that \(M\) contains every third edge of \(C\), but is neither true nor false on \(C\) (i.e., \(M\) contains the second and fifth edge of each literal path). Then, replacing \(M\) with \(M' = (M \cap (\overline{C} \cup C_{clause})) \cup (M_x \cap C)\) produces a matching, and does not increase the size of the maximum matching in \(G \setminus M\).

Proof. It is not immediately clear that \(M'\) is a valid matching. To show that it is, it is sufficient to show that \(M\) does not contain any edges of \(C_{clause}\). This follows from the fact that every edge of \(C_{clause}\) is adjacent to an edge of \(M \cap C\) since \(M\) contains the second and fifth edges of each literal path of \(C\). To complete the proof, we will show that \(\xi_G(M') \leq \xi_G(M)\).

First, we claim \(\xi_G(M) \geq \xi_{\overline{C} \cup C_{clause}}(M) + \xi_C(M)\). For this, it is enough to show that there is a matching on \(C \setminus M\) of size \(\xi_C(M)\) that leaves every vertex adjacent to a clause edge unmatched. The proof is by enumeration. We show one case below, it is straightforward to show the others. Edges of the matching on \(C \setminus M\) are highlighted, and edges of \(M\) are shown as dotted lines.

We can now complete the proof:

\[
\xi_G(M) \geq \xi_{\overline{C} \cup C_{clause}}(M) + \xi_C(M)
\]
\[
= \xi_{\overline{C} \cup C_{clause}}(M) + \xi_C(M_x)
\]
\[
\geq \xi_G(M').
\]

\[\triangleleft\]
So, we can always replace $M$ locally with $M_x$ in a way that does not increase the size of the maximum matching in $G \setminus M$. By iteratively performing these replacements, we obtain a matching $M$ which violates only property (b) of the consistency conditions. We now show that if matching $M$ only violates property (b), any clause edge of $M$ can be removed without changing the size of the maximum matching in $G \setminus M$.

Lemma 17. Suppose $M$ is either true or false on all cycle edges, but $M$ contains one or more clause edges. Then, removing the clause edges from $M$ does not increase the size of the maximum matching in $G \setminus M$.

Proof. $G \setminus M$ consists of a set of connected components, each of which is either a pair of cycle edges, or two pairs of cycle edges connected by a clause edge (either a path, a barbell, or a T as shown below):

```
  ●  ●  ●  ●
    ●  ●
      ●  ●
```

Removing a clause edge from $M$ transforms a pair of two-edge paths into a barbell in $G \setminus M$, which does not increase the size of the maximum matching.

5 Randomized Symmetric Matching Interdiction

We now consider a randomized version of the symmetric matching interdiction problem. Rather than selecting matchings deterministically, the interdictor and the optimizer select random matchings $M$ and $L$ in $G$; the goal for the optimizer is to select $M$ so as to minimize the maximum expected size of $L \setminus M$, the maximum taken over all choices of the random matching $L$. Note that unlike in the standard (deterministic) SMI model, the randomly chosen matchings $M$ and $L$ need not be disjoint. It is easy to see that $L$ can be a (deterministically chosen) best response matching since the support of a randomized best response must consist only of best response matchings. Thus, formally, the randomized SMI problem is to find a probability distribution $\mathcal{M}$ over matchings that minimizes

\[
\max_{\text{matching } L} E[|L \setminus M|],
\]

where $M$ is a random matching drawn from $\mathcal{M}$. Any distribution (convex combination) over integral matchings, $M$, can be viewed as a fractional matching, i.e., as a point in the matching polytope [21]. Let $\bar{x} = \langle x_e \rangle$ denote a point in the matching polytope with $x_e$ the probability (equivalently the fractional weight) of choosing edge $e$. The expected size of matching $L$ in $G \setminus M$ is $\sum_{e \in L} (1 - x_e)$. Minimizing Eqn. 5 is therefore equivalent to minimizing over the matching polytope, the maximum over all matchings $L$, $\sum_{e \in L} (1 - x_e)$. This gives rise to the following LP, where, $E(S)$ denotes the set of edges with both endpoints in $S$, and $\delta(v)$ denotes the set of edges adjacent to $v$. 

$\max_{\text{matching } L} E[|L \setminus M|]$, 

\[
\sum_{e \in E} (1 - x_e),
\]

where $M$ is a random matching drawn from $\mathcal{M}$. Any distribution (convex combination) over integral matchings, $M$, can be viewed as a fractional matching, i.e., as a point in the matching polytope [21]. Let $\bar{x} = \langle x_e \rangle$ denote a point in the matching polytope with $x_e$ the probability (equivalently the fractional weight) of choosing edge $e$. The expected size of matching $L$ in $G \setminus M$ is $\sum_{e \in L} (1 - x_e)$. Minimizing Eqn. 5 is therefore equivalent to minimizing over the matching polytope, the maximum over all matchings $L$, $\sum_{e \in L} (1 - x_e)$. This gives rise to the following LP, where, $E(S)$ denotes the set of edges with both endpoints in $S$, and $\delta(v)$ denotes the set of edges adjacent to $v$. 

\[
\max_{\text{matching } L} E[|L \setminus M|],
\]

where $M$ is a random matching drawn from $\mathcal{M}$. Any distribution (convex combination) over integral matchings, $M$, can be viewed as a fractional matching, i.e., as a point in the matching polytope [21]. Let $\bar{x} = \langle x_e \rangle$ denote a point in the matching polytope with $x_e$ the probability (equivalently the fractional weight) of choosing edge $e$. The expected size of matching $L$ in $G \setminus M$ is $\sum_{e \in L} (1 - x_e)$. Minimizing Eqn. 5 is therefore equivalent to minimizing over the matching polytope, the maximum over all matchings $L$, $\sum_{e \in L} (1 - x_e)$. This gives rise to the following LP, where, $E(S)$ denotes the set of edges with both endpoints in $S$, and $\delta(v)$ denotes the set of edges adjacent to $v$.

\[
\max_{\text{matching } L} E[|L \setminus M|],
\]
\[ \begin{align*}
\min \ y \\
\text{s.t. } \ y & \geq \sum_{e \in L} (1 - x_e) \quad \forall \text{ matchings } L \in G \\
\sum_{e \in E(S)} x_e & \leq \frac{|S| - 1}{2} \quad \forall S \subset V, S \text{ odd} \\
\sum_{e \in \delta(v)} x_e & \leq 1 \quad \forall v \in G \\
0 \leq x_e & \leq 1 \quad \forall e \in G
\end{align*} \]

(6)

The constraints on the \( x_e \) variables ensure that \( \bar{x} = \langle x_e \rangle \) lies in the matching polytope [21]. This LP has exponentially many constraints (the first two sets of constraints – matching constraints and odd set constraints), so we give a separation oracle, enabling it to be solved using the ellipsoid algorithm [11]. For the matching constraints let \( z \) be the value of the maximum matching in graph \( G \) with edge weights of \( (1 - x_e) \). If \( y \geq z \), then the solution is feasible. Otherwise, the constraint corresponding to the matching with value \( z \) is violated. And for the odd set constraints we use the Gomory-Hu based separation oracle given by Padberg and Rao [18].

Thus, by solving the above LP, we can obtain the point, \( \bar{x} \), in the matching polytope. However, we need a representation of this point as a convex combination of (or, distribution over) integral matchings in order to determine the (polynomial-time) strategy of the interdictor. Such a representation is guaranteed by the following known lemma (e.g. see [11]). For completeness, we give a proof in Appendix A.

\textbf{Lemma 18.} Let \( x \) be a fractional matching. \( x \) can be written as the convex combination of polynomially many integral matchings, and these matchings and their weights can be found in polynomial time.

Finally, we note that there can be a gap of 2 between the optimal randomized and deterministic matchings. Consider a length 2 path. The optimal deterministic matching is either edge, and this matching has value 1 (since it leaves a matching of size one). On the other hand, the randomized matching that assigns probability \( \frac{1}{2} \) to each edge has value \( \frac{1}{2} \): Regardless of which edge is chosen to be the second matching, the expected size is \( \frac{1}{2} \).

\section{Other Problems: Acyclic Subgraph Interdiction}

As discussed in Section 2, our symmetric interdiction framework can be applied to a diverse set of combinatorial optimization problems. For example, consider any downward closed set system such as acyclic forests, independent vectors in a vector space, and more generally matroids; we can ask how much the interdictor can reduce some measure of the residual set system (e.g., rank) by removing a subset and its elements from the family (we can pose similar questions for families of upward closed sets). We illustrate this idea with the symmetric acyclic subgraph interdiction problem. The goal is to determine an acyclic subgraph \( T \) of a given graph \( G \) so as to minimize the maximum-size acyclic subgraph of \( G \setminus T \). Our general framework implies a 2-approximation for this interdiction problem.

\textbf{Lemma 19.} An arbitrary spanning tree on \( G \) is a 2-approximation to symmetric acyclic subgraph interdiction, and this bound is tight.
The above lemma follows directly from Corollary 4. We provide a different, more direct proof of this lemma below. This proof enables us to derive an example for which the bound is tight; i.e., there exists a graph $G$ and a spanning tree of $G$ that is at least a 2-approximate solution for $G$.

**Proof of Lemma 19.** We start with an alternate proof that an arbitrary spanning tree is at most a 2-approximation. Let $T^*$ be a minimal optimal solution, and $T$ be an arbitrary spanning tree. (If $G$ is not connected, we argue on each component separately.) Note that for $S \subseteq G$, the size of the largest set of acyclic edges in $G \setminus S$ is $n - c$, where $c$ is the number of components in $G \setminus S$.

Let $c^*$ be the number of components in $G \setminus T^*$ and $c$ be the number of components in $G \setminus T$. We consider two cases.

**Case 1:** $c^* \leq n/2$. Then since $c \geq 1$, $(n - c)/(n - c^*) \leq 2$.

**Case 2:** $c^* = n/2 + k$. The $c^*$ components of $G \setminus T^*$ form a partition of $G$, where all of the edges of $T^*$ cross the partition (by minimality of $T^*$). $T$ must span the components of $G \setminus T^*$, and therefore

$$|T^* \cap T| \geq c^* - 1 = n/2 + k - 1.$$ 

Additionally, $|T^*| \leq n - 1$, so we have

$$|T^* \setminus T| \leq n - 1 - n/2 - k + 1 = n/2 - k.$$ 

Starting from $G \setminus T^*$, adding back each edge of $T^* \setminus T$ can decrease the number of components by at most one. Therefore, the number of components of $(G \setminus T^*) \cup (T^* \setminus T) = G \setminus (T \cap T^*)$ is at least $(n/2 + k) - (n/2 - k) = 2k$. Therefore, the edges of $T$ partition $G$ into at least $2k$ components, i.e. $c \geq 2k$. Then we have

$$\frac{n - c}{n - c^*} = \frac{n - c}{n/2 - k} \leq \frac{n - 2k}{n/2 - k} = 2.$$ 

Next, we show that the bound is tight. Consider a graph with $n$ vertices, such that $n/2$ vertices form a complete graph and $n/2$ vertices form a line. Additionally, there is an edge between the $i$th vertex on the line, and the $i$th vertex in the complete graph (vertices in the complete graph have arbitrary order). The optimal spanning tree is the line and all connecting edges, which leaves behind $2 + 1$ components. A spanning tree that does not contain any edges of the line leaves just 2 components. The construction for $n = 10$ is shown below, with OPT on the right, and a bad solution on the left.
7 Concluding Remarks

In this paper, we have introduced a new symmetric interdiction model, and have focused on symmetric matching interdiction, for which we establish APX-hardness and a polynomial-time achievable 1.5-approximation. The symmetric interdiction model naturally extends to other matroid problems, as illustrated by the acyclic subgraph interdiction problem. Studying symmetric interdiction versions of other combinatorial optimization problems defined on matroids in an interesting direction of future research.
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We need to show that the representation of fractional matching as a convex combination of integral matchings can be obtained in polynomial-time. We show something more general—namely, that given a feasible point in the polytope defined by a set of linear constraints (even an exponential number in implicit form as a separation oracle [11]) we can find a representation of the point as a convex combination of the vertices of the polytope, in polynomial-time. Our constructive algorithm is folklore, but for completeness, we describe it in its entirety.

Let $PT$ represent the $d$-dimensional polytope (convex bounded polyhedron) of solutions to $LP = \{C\}$, a set of linear constraints with $F_C$ denoting the face, of dimension at most $d - 1$, generated by constraint $C$. Let $\hat{p} \in PT$ be the given point. The set of constraints may be given in explicit form or implicitly with a bounding ball and a separation oracle [11]. The main idea is to take the ray starting at any vertex $v$ of $PT$ through $\hat{p}$ to its intersection $p_i$ with the face opposite, $F_C$, then recursively represent $p_i$ as the convex combination of vertices $V_C$ of $F_C$; now it is an easy matter to see that $\hat{p}$ can be represented as a convex combination of $v \cup V_C$. In fact, it is easy to see, by strengthening the inductive hypothesis, that $\hat{p}$ is the convex combination of at most $d + 1$ vertices of $PT$. All that is left to do is to see that a vertex of a polytope, the point of intersection of a ray with a face of the polytope and the representation of the face as a set of constraints (along with bounding ball and separation oracle, in the general case) can all be computed in polynomial-time. These
operations are easy to compute when the constraints are given in explicit form and we leave it to the reader as an exercise. In the general setting of the separation oracle, a vertex can be computed using the ellipsoid algorithm [11]; the point of intersection of a ray with a face can be computed using binary search; and the polytope restricted to the face $F_C$ can be represented by the same separation oracle augmented with the constraint that $C$ be satisfied with equality, i.e the restricted polytope lies on the hyperplane (the bounding ball stays the same).

Note that the above proof shows that any point in a $d$-dimensional polytope lies in a simplex formed by at most $d + 1$ vertices of the polytope. This gives an alternate proof of Caratheodory’s theorem [2]. It also shows that the simplex can be chosen to contain any particular vertex of the polytope. As a small digressional note, it is worth pointing out that the above technique does not extend to showing that every polyhedron (not polytope, polyhedrons may be non-convex) can be triangulated (simpliciated); in fact, though every polyhedron in 2 dimensions (i.e. polygon) can be triangulated this is not true in 3 (or higher) dimensions [19].