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Abstract

In the prize-collecting Steiner forest (PCSF) problem, we are given an undirected graph $G = (V,E)$, edge costs $c_e \geq 0$, terminal pairs $\{(s_i, t_i)\}_{i=1}^k$, and penalties $\{\pi_i\}_{i=1}^k$ for each terminal pair; the goal is to find a forest $F$ to minimize $c(F) + \sum_{i: (s_i, t_i) \text{ not connected in } F} \pi_i$. The Steiner forest problem can be viewed as the special case where $\pi_i = \infty$ for all $i$. It was widely believed that the integrality gap of the natural (and well-studied) linear-programming (LP) relaxation for PCSF (PCSF-LP) is at most 2. We dispel this belief by showing that the integrality gap of this LP is at least $\frac{9}{4}$. This holds even for planar graphs. We also show that using this LP, one cannot devise a Lagrangian-multiplier-preserving (LMP) algorithm with approximation guarantee better than 4. Our results thus show a separation between the integrality gaps of the LP-relaxations for prize-collecting and non-prize-collecting (i.e., standard) Steiner forest, as well as the approximation ratios achievable relative to the optimal LP solution by LMP- and non-LMP- approximation algorithms for PCSF. For the special case of prize-collecting Steiner tree (PCST), we prove that the natural LP relaxation admits basic feasible solutions with all coordinates of value at most $\frac{1}{3}$ and all edge variables positive. Thus, we rule out the possibility of approximating PCST with guarantee better than 3 using a direct iterative rounding method.
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1 Introduction and Background

In an instance of the well-studied Steiner tree problem one is given an undirected graph $G = (V,E)$, a non-negative cost $c_e$ for each edge $e \in E$, and a set of terminals $R \subseteq V$. The goal is to find a minimum-cost tree in $G$ spanning $R$. In the more general Steiner forest problem, terminals are replaced by terminal pairs $(s_1, t_1), \ldots, (s_k, t_k)$ and the goal now becomes to compute a minimum-cost forest that connects $s_i$ to $t_i$ for all $i$. Both of the above problems are well-known to be NP- and APX-hard [7, 17]. The best-known approximation algorithm for the Steiner tree problem is due to Byrka et al. [5] (see also [11]) and achieves an approximation ratio of $\ln 4 + \epsilon$, for any $\epsilon > 0$; the Steiner forest problem admits a $(2 - 1/k)$-approximation algorithm [1, 12].

Our work focuses on the prize-collecting versions of the above problems. In the prize-collecting Steiner tree problem (PCST) we are given a Steiner-tree instance and a non-negative penalty $\pi_v$ for each terminal $v \in R$. The goal is to find a tree $T$ that minimizes $c(T) + \pi(T)$, where $c(T)$ denotes the total cost of all edges in $T$, and $\pi(T)$ denotes the total penalty of all terminals not spanned by $T$. In the prize-collecting Steiner forest problem (PCSF), we are given a Steiner-forest instance and a non-negative penalty $\pi_i$ for each terminal pair $(s_i, t_i)$, and the goal is to find forest $F$ that minimizes $c(F) + \pi(F)$ where, similar to before, $c(F)$ is the total cost of forest $F$, and $\pi(F)$ denotes the total penalty of terminal pairs that are not connected by $F$. We can view PCST as a special case of PCSF by guessing a node $r$ in the optimal tree, and then modeling each vertex in $v \in R\setminus\{r\}$ by the terminal pair $(v, r)$.

The natural integer program (IP) for PCSF (see e.g. [3]) uses a binary variable $x_e$ for every edge $e \in E$ whose value is 1 if $e$ is part of the forest corresponding to $x$. The IP also has a variable $z_{i}$ for each pair $(s_i, t_i)$ whose value is 1 if $s_i$ and $t_i$ are not connected by the forest corresponding to $x$. We use $i \in S$ for the predicate that is true if $S \subseteq V$ contains exactly one of $s_i$ and $t_i$, and false otherwise. We use $\delta(S)$ to denote the set of edges with exactly one endpoint in $S$. In any integer solution to the LP relaxation below, the constraints insist that every cut separating pair $(s_i, t_i)$ must be crossed by the forest unless we set $z_i$ to 1 and pay the penalty for not connecting the terminals.

$$\begin{align*}
\min & \quad c^T x + \pi^T z \\
\text{s.t.} & \quad x(\delta(S)) + z_i \geq 1 \quad \forall S \subseteq V, \ i \in S \\
& \quad x, z \geq 0.
\end{align*}$$

(PCSF-LP)

Bienstock et al. [3] first presented a 3-approximation for PCST via a natural threshold rounding technique applied to this LP relaxation. This idea also works for PCSF, and proceeds as follows. First, we compute a solution $(x, z)$ to the above LP. Let $R'$ be the set of terminal pairs $(s_i, t_i)$ with $z_i < 1/3$. Note that $\frac{2}{3} \cdot x$ is a feasible solution for the standard Steiner-forest cut-based LP (obtained from (PCSF-LP) by deleting the $z$ variables) on the instance restricted to $R'$. Thus, applying an LP-based 2-approximation for Steiner forest [1, 12] to terminal pairs $R'$ yields a forest $F'$ of cost at most $2 \cdot \frac{2}{3}c^T x = 3c^T x$. The total penalty of the disconnected pairs is at most $3 \cdot \pi^T z$. Hence, $c(F') + \pi(F')$ is bounded by $3(c^T x + \pi^T z)$, and the algorithm is a 3-approximation. Goemans showed that by choosing a random threshold (instead of the value 1/3) from a suitable distribution, one can obtain an improved performance guarantee of $1/(1 - e^{-1/2}) \approx 2.5415$ (see page 136 of [20], which attributes the corresponding randomized algorithm for PCST in Section 5.7 of [20] to Goemans).
Goemans and Williamson [12] later presented a primal-dual 2-approximation for \textbf{PCST} based on the Steiner tree special case (PCST-LP) of (PCSF-LP). In fact, the algorithm gives even a slightly better guarantee; it produces a tree \( T \) such that
\[
c(T) + 2\pi(T) \leq 2 \cdot \text{opt}_{\text{PCST-LP}},
\]
where \( \text{opt}_{\text{PCST-LP}} \) is the optimum value of (PCST-LP). Algorithms for prize-collecting problems that achieve a performance guarantee of the form
\[
c(F) + \beta \cdot \pi(F) \leq \beta \cdot \text{opt}
\]
are called \( \beta \)-Lagrangian-multiplier preserving (\( \beta \)-LMP) algorithms. Such algorithms are useful, for instance, for obtaining approximation algorithms for the partial covering version of the problem, which in the case of Steiner tree and Steiner forest translates to connecting at least a desired number of terminals (e.g., see [4, 16, 8, 9, 18]). Archer et al. [2] later used the strengthened guarantee of Goemans and Williamson’s LMP algorithm for \textbf{PCST} to obtain a 1.9672-approximation algorithm for the problem.

The best known approximation guarantee for \textbf{PCSF} is 2.5415 obtained, as noted above, via Goemans’ random-threshold idea applied to the threshold-rounding algorithm of Bienstock et al. This also shows that the integrality gap of (PCSF-LP) is at most 2.5415. The only known lower bound prior to this work was 2.

**Our contributions**

We demonstrate some limitations of (PCSF-LP) for designing approximation algorithms for \textbf{PCSF} and its special case, \textbf{PCST}, and in doing so dispel some widely-held beliefs about (PCSF-LP) and its specialization to \textbf{PCST}.

The integrality gap of (PCSF-LP) has been widely believed to be 2 since the work of Hajiaghayi and Jain [13], who devised a primal-dual 3-approximation algorithm for \textbf{PCSF} and pose the design of a primal-dual 2-approximation based on (PCSF-LP) as an open problem. However, as we show here, this belief is incorrect. Our main result is as follows.

**Theorem 1.** *The integrality gap of (PCSF-LP) is at least 9/4, even for planar instances of PCSF. Furthermore, any \( \beta \)-LMP approximation algorithm for the problem via (PCSF-LP) must have \( \beta \geq 4 \).*

When restricted to the non-prize-collecting Steiner forest problem, by setting \( \pi_i = \infty \) for all \( i \), (PCSF-LP) yields the standard LP for Steiner forest, which has an integrality gap of 2 [1]. Our result thus gives a clear separation between the integrality gaps of the prize-collecting and standard variants. It also shows a gap between the approximation ratios achievable relative to \( \text{opt}_{\text{PCSF-LP}} \) by LMP and non-LMP approximation algorithms for \textbf{PCSF}. To the best of our knowledge, no such gaps were known previously for an LP for a natural network design problem. For example, for Steiner tree, there are no such gaps relative to the natural undirected LP obtained by specializing (PCSF-LP) to \textbf{PCST}. (There are however gaps in the current best approximation ratios known for Steiner tree and \textbf{PCST}, and approximation ratios achievable for \textbf{PCST} via LMP and non-LMP algorithms.)

In order to prove Theorem 1 we construct an instance on a large layered planar graph. Using a result of Carr and Vempala [6] it follows that (PCSF-LP) has a gap of \( \alpha \) iff \( \alpha \cdot (x, z) \) dominates a convex combination of integral solutions for any feasible solution \((x, z)\). We show that this can only hold if \( \alpha \geq 9/4 \).

In his groundbreaking paper [15] introducing the iterative rounding method, Jain showed that extreme points \( x \) of the Steiner forest LP (and certain generalizations) have an edge \( e \)}
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with $x_e = 0$ or $x_e \geq 1/2$. This then immediately yields a 2-approximation algorithm for the underlying problem, by iteratively deleting an edge of value zero or rounding up an edge of value at least half to one and proceeding on the residual instance. Again, it was long believed that a similar structural result holds for PCST: extreme points of (PCST-LP) have an edge variable of value 0, or a variable of value at least 1/2. In fact, there were even stronger conjectures that envisioned the existence of a $z$-variable with value 1 in the case where all edge variables had positive value less than 1/2. We refute these conjectures.

**Theorem 2.** There exists an instance of PCST where (PCST-LP) has an extreme point with all edge variables positive and all variables having value at most 1/3.

In [14] it was shown, that for every vertex $(x, z)$ of (PCSF-LP) (and hence also (PCST-LP)) where $x$ is positive, there is at least one variable of value at least 1/3. Moreover for (PCSF-LP) this result is tight, i.e. there are instances of PCSF such that for some vertex $(x, z)$ of (PCSF-LP), we have $x > 0$ and all coordinates are at most 1/3. However, no such example was known for (PCST-LP). We provide such an example for PCST, showing that the 1/3 upper bound on variable values is tight also for (PCST-LP).

## 2 The Integrality Gap for PCSF

### 2.1 Lower Bound on the Integrality Gap

We start proving Theorem 1 by describing the graph for our instance. Let $P$ be a planar $n$-node 3-regular 3-edge-connected graph (for some large enough $n$ to be determined later). Note that such graphs exist for arbitrarily large $n$; e.g., the graphs of simple 3-dimensional polytopes (such as planar duals of triangulations of a sphere) have these properties; they are 3-connected by Steinitz’s theorem [19].

We obtain $H$ from $P$ by subdividing every edge $e$ of $P$, so that $e$ is replaced by a corresponding path with $n$ internal nodes. Let $r$ denote an arbitrary degree-3 node in $H$, and call it the root. Define $H^{(0)} := H$ and obtain $H^{(i)}$ from $H^{(i−1)}$ by attaching a copy of $H$ to each degree-2 node $v$ in $H^{(i−1)}$, identifying the root node of the copy with $v$; we call this the copy of $H$ with root $v$. We also define the parent of any node $u \neq v$ in this copy to be $v$. In the end, we let $G := H^{(k)}$ for some large $k$, and we let $r_0$ be the node corresponding to the root of $H^{(0)}$. Figure 1 gives an example of this construction. Note that each copy of $H$ can be thought of as a subgraph of $G$.

Next, let us define the source-sink pairs. We introduce a source-sink pair $s, t$ whenever $s$ and $t$ are degree-3 nodes in the same copy of $H$. We also introduce a source-sink pair $r_0, t$ whenever $t$ is a degree-2 node in $G$.

Now let $x_e := 1/3$, for all $e \in E$, $z_{uw} := 0$ if $u$ and $v$ are degree-3 nodes in the same copy of $H$, and $z_{uv} := 1/3$ otherwise. (Here and henceforth, we abuse notation slightly and index $z$ by the source-sink terminal pair that it corresponds to.) Clearly, $(x, z)$ is a feasible solution for (PCSF-LP) by the 3-edge-connectivity of $G$.

Let $\alpha$ be the integrality gap of (PCSF-LP). By [6] there is a collection of forests $F_1, \ldots, F_q$ in $G$ (the same forest could appear multiple times in the collection) such that picking a forest $F$ uniformly at random from $F_1, \ldots, F_q$ satisfies

(a) $P \{e \in F\} \leq \frac{2}{3}$ for all $e \in E$, and

(b) Letting $u \sim_F v$ denote the event that $u$ and $v$ are connected in $F$, for all $u, v \in V(G)$, we have

$$P[u \sim_F v] \geq (1 - \alpha z_{uv}) = \begin{cases} 1 & \text{if } u, v \text{ are degree-3 nodes in the same copy of } H, \\ 1 - \frac{\alpha}{3} & \text{if } u = r_0 \text{ and } v \text{ is a degree-2 node in } G. \end{cases}$$
We begin by observing that we may assume that each forest $F_1, \ldots, F_q$ induces a tree when restricted to any of the copies of $H$ in $G$. For consider any $F_i$, and a copy of $H$ with root $v$; call this $H'$. Every degree-3 node in $H'$ is connected to $v$ in $F_i$, by requirement (b). So consider any degree-2 node $u$ in $H'$. If $u$ is not connected to a degree-3 node of $H'$ (and hence to $v$) in $F_i$, then any edges of $F_i$ adjacent to $u$ can be safely deleted without destroying any connectivity amongst the source-sink pairs of the instance.

The argument will show that if $\alpha$ is too small, not all degree-2 nodes can be connected to $r_0$ with high enough probability. More precisely, we will show a geometrically decreasing probability, in $k$. The intuition is roughly as follows. Consider a copy $H'$ of $H$ with root $u$, where $u \neq r_0$. Almost all of the degree-2 nodes of $H'$ that are connected to $u$ in $F$ will have degree 2 in $F$, since $F[H']$ is a tree and $H'$ is made up of long paths. This is rather wasteful, since both edges adjacent to a typical degree-2 node $v$ are used to connect; as each edge appears with probability $\alpha/3$, $v$ can only be part of $F$ (and hence connected to $u$) with probability about $\alpha/3$. Moreover, we will show that even conditioned on the event that $u$ is not connected to $r_0$, there will be some choice of $v$ such that $v$ is connected to $u$ in $F$ with probability around $2/3$ (see (2) in Claim 3). This is again a waste in terms of connectivity to $r_0$. If $p_i$ denotes the worst connectivity probability amongst nodes in $H^{(i)}$ in the construction, we have

$$p_{i+1} \leq \frac{\alpha}{3} - \frac{2}{3} (1 - p_i).$$

(5) is a more precise version of this inequality)

If $\alpha < 9/4$, this decreases geometrically, providing a counterexample for $n$ large enough.

For now, let us introduce an abstract event $I$ (that the reader may think of as “an ancestor of node $v$ is not connected to $r_0$” motivated by the above discussion).

Claim 3. Let a forest $F$ be picked uniformly at random from $F_1, \ldots, F_q$, let $I$ be an event with $P[I] > 0$ and let $H'$ be a copy of $H$ in $G$. Then there exists a degree-2 node $v$ in $H'$ such that

$$P[\deg_{F[H']}(v) = 1] \leq \frac{2}{n} \quad (1)$$

and

$$P[Q_v \subseteq F | I] \geq \frac{2(n-1)}{3n}, \quad (2)$$

where $Q_v$ is the path in $H'$ corresponding to the edge of $P$ containing $v$. 

Figure 1 Taking $n = 4$, and hence $P$ to be the complete graph on 4 vertices, the resulting graph $H^{(1)}$ is shown.
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**Proof.** The event \( I \) corresponds to a nonempty multiset \( F \subseteq \{F_1, \ldots, F_q\} \) of the forests. Each of \( F_i[H'] \), \( i = 1, \ldots, q \) is a tree, by our earlier assumption, and so each of them naturally induce a spanning tree of \( P \). More precisely, for each \( e \in E(P) \), let \( Q_e \) denote the corresponding path in \( H' \); then \( \{e \in E(P) : Q_e \subseteq F_i[H']\} \) is a spanning tree for each \( i \). Thus

\[
\sum_{e \in E(P)} |\{F' \in F : Q_e \subseteq F'\}| = \sum_{F' \in F} |\{e \in E(P) : Q_e \subseteq F'\}| = \sum_{F' \in F} (n - 1) = |F|(n - 1).
\]

So there is an edge \( f \in E(P) \) for which

\[
\Pr[Q_f \subseteq F | I] = \frac{|\{F' \in F : Q_f \subseteq F'\}|}{|F|} \geq \frac{(n - 1)}{|E(P)|} = \frac{2(n - 1)}{3n}.
\]

At most two of the nodes on \( Q_f \) are leaves in any of \( F_1[H'], \ldots, F_q[H'] \) (again since they are all trees). The total number of degree-2 nodes in \( H' \) lying on \( Q_f \) is \( n \), so there exists a degree-2 node \( v \) in \( H' \) such that \( v \in Q_f \) and \( \Pr[\deg_{H'}(v) = 1] \leq \frac{2}{n}. \)

**Claim 4.** Let \( \epsilon > 0 \) be given. Then for \( n \) and \( k \) chosen sufficiently large, there exists a degree-2 node \( u \) in \( G \) such that

\[
\Pr[u \sim_F r_0] \leq \alpha - 2 + \epsilon,
\]

where \( F \) is a uniformly random forest from \( F_1, \ldots, F_q \).

**Proof.** Consider the root copy \( H^{(0)} \) of \( H \), with root \( r_0 \). Set \( H_0 = H^{(0)} \). Pick a degree-2 node \( v \) in \( H_0 \) that satisfies (1) in Claim 3 for the trivial event \( I := \{r_0 \sim_F r_0\} \) and \( H' := H_0 \). Let \( r_1 := v \). Note that

\[
\Pr[r_1 \sim_F r_0] = \Pr[\deg_{H_0}(r_1) = 2] + \Pr[\deg_{H_0}(r_1) = 1] \leq \frac{\alpha}{3} + \frac{2}{n} < 1.
\]

The first inequality follows from (a) and (1), and the second since \( \alpha \leq 2.5415 \). Therefore

\[
\Pr[r_1 \not\sim_F r_0] > 0.
\]

Suppose that we have defined \( (H_0, r_1), (H_1, r_2), \ldots, (H_{i-1}, r_i) \) for some \( i \) with \( 1 \leq i \leq k \), such that the following hold for all \( 1 \leq j \leq i \): (i) \( r_j \) is a degree-2 node in \( H_{j-1} \), and \( r_{i-1} \) is the root of \( H_{i-1} \); (ii) \( \Pr[r_j \not\sim_F r_0] > 0 \) if \( j \geq 2 \); (iii) if \( j \geq 2 \), then (1) and (2) hold in Claim 3 for \( H' = H_{j-1} \), \( I = \{r_{j-1} \not\sim_F r_0\} \) and \( v = r_j \). We now show how to define \( H_i \) and \( r_{i+1} \) such that the above properties continue to hold for \( j = i + 1 \).

First, set \( H_0 \) to be the copy of \( H \) whose root is \( r_i \). We have \( \Pr[r_i \not\sim_F r_0] \geq \Pr[r_{i-1} \not\sim_F r_0] > 0 \), so property (ii) continues to hold. Given this, pick a degree-2 node \( v \) in \( H_i \) that satisfies (1) and (2) in Claim 3 for the event \( I := \{r_i \not\sim_F r_0\} \) and \( H' := H_i \). Set \( r_{i+1} := v \). Thus, properties (i) and (iii) continue to hold as well.

For \( j \in \{0, \ldots, k\} \), due to the choice of \( r_{j+1} \) and (1), we have \( \Pr[\deg_{H_j}(r_{j+1}) = 1] \leq \frac{2}{n} \) and thus

\[
\Pr[r_{j+1} \sim_F r_j] = \Pr[\deg_{H_j}(r_{j+1}) = 2] + \Pr[\deg_{H_j}(r_{j+1}) = 1] \leq \frac{\alpha}{3} + \frac{2}{n}.
\]

(3)

For \( j \in \{1, \ldots, k\} \), due to (2) and the choice of \( r_{j+1} \), we get

\[
\Pr[Q_{r_{j+1}} \subseteq F \land r_j \not\sim_F r_0] = \Pr[Q_{r_{j+1}} \subseteq F | r_j \not\sim_F r_0] \cdot \Pr[r_j \not\sim_F r_0] \geq \frac{2(n - 1)}{3n} \Pr[r_j \not\sim_F r_0] \\
\geq \frac{2}{3} \left(1 - \Pr[r_j \sim_F r_0]\right) - \frac{2}{3n}.
\]

(4)
Hence, for $j \in \{0, \ldots, k\}$,
\[
\mathbb{P}[r_{j+1} \sim_F r_0] = \mathbb{P}[r_{j+1} \sim_F r_j \land r_j \sim F r_0]
= \mathbb{P}[r_{j+1} \sim_F r_j] - \mathbb{P}[r_{j+1} \sim_F r_j \land r_j \not\sim F r_0]
\leq \mathbb{P}[r_{j+1} \sim_F r_j] - \mathbb{P}[Q_{r_{j+1}} \subseteq F \land r_j \not\sim F r_0]
\leq \alpha + \frac{2}{3n} - \frac{2}{3} + \frac{2}{3} \mathbb{P}[r_j \sim_F r_0] + \frac{2}{3n},
\]
\[\tag{5}\]
where the first inequality follows from the fact that $r_{j+1} \sim_F r_j$ holds whenever $Q_{r_{j+1}} \subseteq F$ holds, and the second inequality follows from (3) and (4).

Expanding the recursion, we get
\[
\mathbb{P}[r_{k+1} \sim_F r_0] \leq \left(\frac{\alpha - 2}{3} + \frac{8}{3n}\right) \sum_{i=0}^{k} \left(\frac{2}{3}\right)^i + \left(\frac{2}{3}\right)^{k+1},
\]
so for $n$ and $k$ large enough we obtain
\[
\mathbb{P}[r_{k+1} \sim_F r_0] \leq \left(\frac{\alpha - 2}{3} + \frac{\epsilon}{6}\right) \sum_{i=0}^{\infty} \left(\frac{2}{3}\right)^i + \frac{\epsilon}{2} = \alpha - 2 + \epsilon.
\]

Since $u := r_{k+1}$ is a degree-2 node in $G$, the proof is complete. ▷

Now, we can prove the first part of Theorem 1. By Claim 4 and property (b) of the collection of forests, we get the inequality
\[
\alpha - 2 \geq 1 - \alpha/3,
\]
leading to $\alpha \geq 9/4$.

### 2.2 The Integrality Gap is Tight for the Construction

We note that for any $n$ and $k$, the PCSF instance given by our construction has integrality gap at most $9/4$. More generally, we show that the integrality gap over PCSF instances which admit a feasible solution $(x, z)$ to (PCSF-LP) with $z_i \in \{0, 1/3\}$ for all $i$, is at most $9/4$. (That is, the maximum ratio between the optimal values of the IP and the LP for such instances is at most $9/4$.) This nicely complements our integrality-gap lower bound, and shows that our analysis above is tight (for such instances).

To show the first statement, we simply provide a distribution over forests $F_1, \ldots, F_q$ satisfying (a) and (b). (The next paragraph, which proves the second claim above, gives another proof.) Since $2(n-1)/(3n) \cdot 1$ is in the spanning tree polytope of $P$, there is a list of spanning trees such that every edge is contained in less than $2/3$ of them. Consider the following distribution of forests. With probability $3 - \alpha$ we pick one of these spanning trees of $P$ uniformly at random and subdivide it to obtain a tree in $H$; we take this tree in each copy of $H$ to obtain a (non-spanning) tree in $G$. With probability $\alpha - 2$ we pick an arbitrary spanning tree of $G$. This random forest $F$ satisfies
\[
\mathbb{P}[e \in F] \leq (\alpha - 2) \cdot 1 + (3 - \alpha) \cdot \frac{2}{3} = \frac{\alpha}{3}.
\]
Thus (a) holds for the above distribution. To see that (b) holds, note that for every degree-2 node $v$ in $G$ we have $\mathbb{P}[v \sim_F r_0] \geq \alpha - 2 = 1 - \alpha/3$. 

\[\text{APPROX/RANDOM'17}\]
For the second claim, we utilize threshold rounding to show that the integrality gap is at most 9/4 for such instances. Consider an instance of PCSF and a feasible point \((x,z)\) for (PCSF-LP) such that the values of \(z\)-variables are 0 or \(\gamma\) for some fixed \(\gamma\) with \(0 < \gamma < 1/2\). Using [1, 12], we can obtain an integer solution of cost at most \(2c^* x + \pi^* z/\gamma\) by paying the penalties for all pairs with a non-zero \(z\) value. We can also obtain a solution of cost at most \(2c^* x/(1 - \gamma)\) by connecting all pairs. Therefore, for any \(p \in [0, 1]\), we can obtain an integer solution of cost at most

\[
p \left(2c^* x + \frac{\pi^* z}{\gamma}\right) + (1 - p) \left(\frac{2c^* x}{1 - \gamma}\right) \leq \max \left\{ \frac{2 - 2p\gamma}{1 - \gamma}, \frac{p}{\gamma} \right\} (c^* x + \pi^* z)
\]

showing that the integrality gap is at most

\[
\mu := \min_{0 \leq p \leq 1} \max \left\{ \frac{2 - 2p\gamma}{1 - \gamma}, \frac{p}{\gamma} \right\}.
\]

The number \(\mu\) is at most \(2/(2\gamma^2 - \gamma + 1)\), which is equal to 9/4 for \(\gamma = 1/3\). Note that for \(\gamma = 1/4\) the \(2/(2\gamma^2 - \gamma + 1)\) achieves its maximum value of 16/7.

### 2.3 Lagrangian-Multiplier Preserving Approximation Algorithms for PCSF

Recall that a \(\beta\)-Lagrangian-multiplier-preserving (LMP) approximation algorithm for PCSF is an approximation algorithm that returns a forest \(F\) satisfying

\[c(F) + \beta \cdot \pi(F) \leq \beta \cdot \text{opt}.
\]

We show that we must have \(\beta \geq 4\) in order to obtain a \(\beta\)-LMP algorithm relative to the optimum of the LP-relaxation (PCSF-LP), that is, to obtain the guarantee \(c(F) + \beta \cdot \pi(F) \leq \beta \cdot \text{opt}_{\text{PCSF-LP}}\). To obtain this lower bound, we modify our earlier construction slightly. We construct \(G = H^{(k)}\) in a similar fashion as before, but we now choose \(P\) (the “base graph”) to be an \(n\)-node \(l\)-regular \(l\)-edge-connected graph. Let \(x_e := 1/l\) for all \(e \in E\), and let \(z_{uv} := 0\) if \(u\) and \(v\) are degree-\(l\) nodes in the same copy of \(H\), and \(z_{uv} := 1 - 2/l\) otherwise.

By arguments similar to [6] (see, e.g., the proof of Theorem 7.2 in [10], and Theorem 8 in the Appendix), one can show that if there exists a \(\beta\)-LMP approximation algorithm for PCSF relative to (PCSF-LP) then there are forests \(F_1, \ldots, F_q\) in \(G\) (the same forest could appear multiple times) such that picking a forest \(F\) uniformly at random from \(F_1, \ldots, F_q\) satisfies

\[(a') \quad P[e \in F] \leq \frac{\delta}{2} \text{ for all } e \in E, \text{ and}
\]

\[(b') \quad P[u \sim_F v] \geq (1 - z_{uv}) = \begin{cases} \frac{1}{2} & \text{if } u = r_0 \text{ and } v \text{ is a degree-2 node in } G \\ \frac{1}{4} & \text{otherwise} \end{cases}
\]

for all \(u, v \in V(G)\).

It is straightforward to obtain the analogues of Claim 3 and Claim 4.

**Claim 5.** Let a forest \(F\) be picked uniformly at random from \(F_1, \ldots, F_q\), let \(I\) be an event with \(P[I] > 0\) and let \(H'\) be a copy of \(H\) in \(G\). There exists a degree-2 node \(v\) in \(H'\), such that

\[
P[\deg_{F[H']} (v) = 1] \leq \frac{2}{n}
\]

and

\[
P[Q_v \subseteq F | I] \geq \frac{2(n-1)}{ln},
\]

where \(Q_v\) is the path in \(H'\) that contains \(v\) and corresponds to an edge of \(P\).
Figure 2 Here, each of the nodes \( v_1, \ldots, v_k \) corresponds to the gadget in Figure 3. Additionally, a cut \( \{r\} \) is marked as a tight constraint in (PCST-LP) for the constructed point \((x, z)\). \( x_e = 1/k \) for all edges \( e \).

> Claim 6. Let \( \epsilon > 0 \) be given. Then for \( n \) and \( k \) sufficiently large, and choosing \( F \) uniformly at random from \( F_1, \ldots, F_q \), there exists a degree-2 node \( u \) in \( G \) such that

\[
\Pr[u \sim F \ r_0] \leq \frac{\beta - 2}{l - 2} + \epsilon.
\]

For the node \( u \) from Claim 6, we have \((\beta - 2)/(l - 2) \geq \Pr[v \sim F \ r_0] \geq 2/l\). Thus, \( \beta \) is at least \( 4 - 4/l \), which approaches 4 as \( l \) increases. This completes the proof of the second part of Theorem 1.

Moreover, the analysis is tight for the above construction. For a solution to (PCSF-LP) where \( z \) takes on only two distinct values, say 0 and \( \gamma \), threshold rounding shows that for \( \beta = 2 + 2\gamma < 4 \) the desired collection of forests exists. However, for an unbounded number of distinct values of \( z \), no constant-factor upper bound is known.

3 An Extreme Point for PCST with All Values at most \( \frac{1}{3} \)

In this section we present a proof of Theorem 2. Take an integer \( k \geq 4 \) and consider the graph \( G = (V, E) \) in Figure 2. Here, the nodes \( v_1, \ldots, v_k \) represent the gadgets shown in Figure 3. The gadget consists of ten nodes, and there are precisely four edges incident to a node in the gadget. We let \( r \) to be the root node and introduce a source-sink node pair \((v, r)\) for every node \( v \in V \setminus \{r\}\).

In the case \( k = 6 \), the next claim proves Theorem 2.

> Claim 7. The following is an extreme point of (PCST-LP) for this instance: \( z_v = 0 \) and \( z_u = 1 - 4/k \) for every node \( u \) in \( V \setminus \{r, s\} \). For the wavy edges in Figure 3, we have \( x_{u_1 u_2} := x_{u_3 u_4} := x_{u_5 u_6} := x_{u_7 u_8} := x_{u_9 u_{10}} := 2/k \), and \( x_e = 1/k \) for all the other edges \( e \).

Proof. It is straightforward to check that the defined point \((x, z)\) is feasible. Let us show that the defined point \((x, z)\) is a vertex of (PCST-LP). To show this, it is enough to provide a set of tight constraints in (PCST-LP) which uniquely define the above point \((x, z)\).
Let us consider the gadget in Figure 3. For each such gadget, the set of tight inequalities from (PCST-LP) contains the following constraints:

\[
\begin{align*}
x(\delta(u_i)) + z_{u_i} &= 1 & \forall i \in \{1, \ldots, 10\} \\
x(\delta(\{u_1, \ldots, u_{10}\})) + z_{u_i} &= 1 & \forall i \in \{1, \ldots, 10\} \\
x(\delta(\{u_i, u_{i+1}\})) + z_{u_i} &= 1 & \forall i \in \{1, 3, 5, 7, 9\} \\
x(\delta(\{u_1, \ldots, u_4\})) + z_{u_1} &= 1 \\
x(\delta(\{u_7, \ldots, u_{10}\})) + z_{u_7} &= 1.
\end{align*}
\]

There are two more tight constraints which we use in the proof:

\[
\begin{align*}
x(\delta(r)) + z_s &= 1 \\
z_s &= 0.
\end{align*}
\]

Let us prove that the constraints (8)–(14) define the point \((x, z)\) from Claim 7. First, let us consider a gadget in Figure 3. It is clear that (9) implies \(z_{u_1} = \ldots = z_{u_{10}}\). By (8) and (10), we get

\[
2x_{u_1u_2} = x(\delta(u_1)) + x(\delta(u_2)) - x(\delta(\{u_1, u_2\})) = (1 - z_{u_1}) + (1 - z_{u_1}) - (1 - z_{u_1}) = (1 - z_{u_1}),
\]

and hence \(x_{u_1u_2} = (1 - z_{u_1})/2\). Similarly, we obtain \(x_{u_1u_2} = x_{u_3u_4} = \ldots = x_{u_9u_{10}} = (1 - z_{u_1})/2\).

Now, we have

\[
\begin{align*}
x_{u_3u_5} + x_{u_2u_3} &= x(\delta(u_3)) - x_{u_3u_4} = (1 - z_{u_1})/2 \\
x_{u_2u_5} + x_{u_2u_5} &= x(\delta(u_2)) - x_{u_1u_2} = (1 - z_{u_1})/2 \\
x_{u_2u_5} + x_{u_3u_5} &= x(\delta(u_5)) - x_{u_2u_6} = (1 - z_{u_1})/2,
\end{align*}
\]

implying \(x_{u_2u_5} = x_{u_3u_5} = (1 - z_{u_1})/4\). Similarly, \(x_{u_6u_7} = x_{u_8u_{10}} = x_{u_7u_{10}} = (1 - z_{u_1})/4\).

By (10) and (11), we get

\[
2x_{u_1u_4} = x(\delta(\{u_1, u_2\})) + x(\delta(\{u_3, u_4\})) - x(\delta(\{u_1, \ldots, u_4\})) - 2x_{u_2u_3} = (1 - z_{u_1})/2,
\]

showing \(x_{u_1u_4} = (1 - z_{u_1})/4\). Similarly, we get \(x_{u_8u_9} = (1 - z_{u_1})/4\). From here, it is straightforward to show that all straight edges in Figure 3 have value \((1 - z_{u_1})/4\) and all wavy edges have value \((1 - z_{u_1})/2\).
Consider the graph in Figure 2. Due to the edge $v_1v_2$, the straight edges in the gadget associated to $v_1$ have the same $x$ value as the straight edges in the gadget associated to $v_2$. Thus, due to the cycle $v_1v_2\ldots v_k$ the straight edges in all gadgets have the same $x$ value. To finish the proof use (13) and (14).
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We adapt the arguments in [6] to show that a $\beta$-LMP approximation relative to (PCSF-LP) implies that any fractional solution $(x^*, z^*)$ to (PCSF-LP) can be translated to a distribution over integral solutions to (PCSF-LP) satisfying certain properties; this implies the existence of the forests $F_1, \ldots, F_q$ in Section 2.3. The arguments below are known (see, e.g., the proof of Theorem 7.2 in [10]); we include them for completeness.

Let $G = (V, E)$, $\{e \geq 0\} \in E$, $\{(s_i, t_i, \pi_i)\}^k_{i=1}$ be a PCSF-instance. Let $\{(x^{(q)}, z^{(q)})\}^q_{q \in I}$ be the set of all integral solutions to (PCSF-LP), where $I$ is simply an index set.

\textbf{Theorem 8.} Let $A$ be a $\beta$-LMP approximation algorithm for PCSF relative to (PCSF-LP). Given any fractional solution $(x^*, z^*)$ to (PCSF-LP), one can obtain nonnegative multipliers $\{\lambda^{(q)}\}^q_{q \in I}$ such that $\sum_q \lambda^{(q)} = 1$, $\sum_q \lambda^{(q)}x^{(q)} \leq \beta x^*$, and $\sum_q \lambda^{(q)}z^{(q)} \leq z^*$. Moreover, the $\lambda^{(q)}$ values are rational if $(x^*, z^*)$ is rational.

\textbf{Proof.} Consider the following pair of primal and dual LPs.

\begin{align*}
\text{(P)} \quad \max & \quad \sum_q \lambda^{(q)} \quad \text{s.t.} \quad \sum_q \lambda^{(q)}x^{(q)}_e \leq \beta x^*_e \quad \forall e \\
& \quad \sum_q \lambda^{(q)}z^{(q)}_i \leq z^*_i \quad \forall i \\
& \quad \sum_q \lambda^{(q)} \leq 1 \quad \lambda \geq 0.
\end{align*}

\begin{align*}
\text{(D)} \quad \min & \quad \sum_e \beta x^*_e d_e + \sum_i z^*_i \rho_i + \gamma \\
\text{s.t.} & \quad \sum_e x^{(q)}_e d_e + \sum_i z^{(q)}_i \rho_i + \gamma \geq 1 \quad \forall q \\
& \quad d, \rho, \gamma \geq 0.
\end{align*}

It suffices to show that the optimal value of (P) is 1. The rationality of the $\lambda^{(q)}$ values when $(x^*, z^*)$ is rational then follows from the fact that an LP with rational data has a rational optimal solution. (The proof below also yields a polynomial-time algorithm to solve (P) by showing that $A$ can be used to obtain a separation oracle for the dual.)

Note that both (P) and (D) are feasible, so they have a common optimal value. We show that $\text{opt}_D = 1$. Setting $\gamma = 1$, $d = \rho = 0$, we have that $\text{opt}_D \leq 1$. Suppose $(d, \rho, \gamma)$ is feasible to (D) and $\sum_e \beta x^*_e d_e + \sum_i z^*_i \rho_i + \gamma < 1$. Consider the PCSF instance given by $G$, edge costs $\{d_e\}_{e \in E}$, and terminal pairs and penalties $\{(s_i, t_i, \rho_i/\beta)\}^k_{i=1}$. Running $A$ on this instance, we can obtain an integral solution $(x^{(q)}, z^{(q)})$ such that

$$
\sum_e d_e x^{(q)}_e + \sum_i \rho_i z^{(q)}_i + \gamma \leq \beta \left( \sum_e d_e x^*_e + \sum_i z^*_i \rho_i/\beta \right) + \gamma < 1
$$

which contradicts the feasibility of $(d, \rho, \gamma)$. Hence, $\text{opt}_D = 1$. \hfill $\blacksquare$
Note that if \((x^*, z^*)\) is rational, then since the \(\lambda^{(q)}\) values are rational, we can multiply them by a suitably large number to convert them to integers; thus, we may view the distribution specified by the \(\lambda^{(q)}\) values as the uniform distribution over a multiset of integral solutions to (PCSF-LP).

We remark that the converse of Theorem 8 also holds in the following sense. If for every fractional solution \((x^*, z^*)\) to (PCSF-LP), we can obtain \(\lambda^{(q)}\) values (or equivalently, a distribution over integral solutions to (PCSF-LP)) satisfying the properties in Theorem 8, then we can obtain a \(\beta\)-LMP approximation algorithm for \text{PCSF} relative to (PCSF-LP): this follows, by simply returning the integral solution \((x^{(q)}, z^{(q)})\) with \(\lambda^{(q)} > 0\) that minimizes 
\[
\sum_e c_e x_e^{(q)} + \beta \sum_i \pi_i z_i^{(q)}.
\]