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Abstract

We study the following dynamic graph problem: given an undirected graph $G$, we maintain a connectivity oracle between any two vertices in $G$ under any on-line sequence of vertex deletions and insertions with incident edges. We propose two algorithms for this problem: an amortized update time deterministic one and a worst case update time Monte Carlo one. Both of them allow an arbitrary number of new vertices to insert. The update time complexity of the former algorithm is no worse than the existing algorithms, which allow only limited number of vertices to insert. Moreover, for relatively dense graphs, we can expect that the update time bound of the former algorithm meets a lower bound, and that of the latter algorithm can be seen as a substantial improvement of the existing result by introducing randomization.
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1 Introduction

In this paper, we consider the dynamic graph connectivity problem. Given an undirected graph $G$, the goal for this problem is to build a data structure which can process an on-line sequence of graph updates and queries. Here for the query $C(u, v)$, the data structure should answer whether there is a path between two vertices $u$ and $v$ in $G$. There are some variants for this problem with respect to the kinds of operations allowed as the graph updates.

- **Dynamic subgraph connectivity (DSGC):** a binary status is associated with each vertex in $G$, and we can switch it between “on” and “off”. The query is to answer whether there is a path between two vertices in the subgraph of $G$ induced by the “on” vertices.
- **Fully dynamic graph connectivity under edge updates (FGCE):** we can delete an existing edge $e$ from $G$ and insert a new edge $e'$ to $G$.
- **Fully dynamic graph connectivity under general vertex updates (FGCV):** we can delete an existing vertex $w$ from $G$, and insert a new vertex $v$ and its incident edges to $G$.

In this paper, we study the FGCV problem.

Among these three problems, the FGCV problem is the most general framework when we focus on vertex updates. First, an FGCV data structure allows us to insert new vertices, while a DSGC data structure does not. Second, the FGCV problem can be somewhat solved by an FGCE data structure as follows, but there is a limitation on the number of new vertices. In the preprocessing, we add some isolated vertices to $G$. Then when a new vertex insertion occurs, we select one of the isolated vertices and regard it as the new vertex. Since single vertex update amounts to $O(n)$ edge updates (insertions or deletions) for a graph with $n$ vertices and $m$ edges, the FGCE data structure can process vertex updates. However, in
Table 1: Comparison of the vertex update time for the (fully) dynamic graph connectivity. “A”, “M”, and “D” in the first column mean that the corresponding rows show the time complexity of amortized update time deterministic, worst case update time Monte Carlo, and worst case update time deterministic algorithms, respectively. The query time is all $O(\log n)$ or $o(\log n)$.

<table>
<thead>
<tr>
<th>FGCE *</th>
<th>FGCV</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$O(n \log^{\frac{2}{\log n}} n)$ [14]</td>
</tr>
<tr>
<td>M</td>
<td>$O(n \log^{\alpha} n)$ [10]</td>
</tr>
<tr>
<td>D</td>
<td>$O(n \sqrt{\frac{\log \log n}{\log n}})$ [11]</td>
</tr>
</tbody>
</table>

* They are multiplied by $n$ since we focus on vertex updates.

this approach we cannot insert an arbitrary number of new vertices. On the other hand, an FGCV data structure can solve the DSGC and FGCE problems (in FGCE setting, one edge update can be converted to two vertex updates).

The FGCE problem is well-studied for years, and various kinds of algorithms for this problem were developed even recently, e.g., an amortized update time deterministic one [14], a worst case update time Monte Carlo one [10], and a worst case update time deterministic one [11]. There were also these kinds of algorithms for the DSGC problem [6, 8, 7]. However, there exist almost no FGCV algorithms which allow us to insert an arbitrary number of new vertices. The only exception is the algorithm of Baswana et al. [2], which maintains a depth-first search (DFS) tree of undirected graphs. Their worst case deterministic update time is recently improved by Nakamura and Sadakane [12]. The comparison of the “vertex” update time of these algorithms is shown in Table 1. Here the update time of the FGCE algorithm is multiplied by $n$ since single vertex update amounts to $O(n)$ edge updates. Note that the update time for the DSGC algorithms [6, 8, 7] is omitted since they have $O(m^{\alpha} \text{polylog}(n))$ query time with $\alpha \geq 1/5$. This is much slower than $O(\log n)$, which is the upper bound for the query time of the algorithms in Table 1.

1.1 Our Results

We develop two data structures for the FCGV problem, both of which allow us to insert an arbitrary number of new vertices. One is an amortized update time deterministic algorithm (algorithm X), and the other is a worst case update time Monte Carlo algorithm (algorithm Y). Both algorithms X and Y have a query time of $O(\log n)$. Their time bounds for single vertex update are shown in the right column of Table 1.

Our time bounds in Table 1 depend on $l$, that is, the number of leaves of a DFS forest (a spanning forest generated by DFS) of $G$ at some point. Both algorithms X and Y internally rebuild a DFS forest of $G$ periodically, and $l$ is in fact the number of leaves of it. Since $l \leq n$, algorithm X can solve the FGCV problem no slower than using the FGCE data structure [14]. Indeed, we can expect $l \ll n$ for relatively dense graphs as described in Sect. 7.

For algorithm X, its update time complexity becomes $O(n)$ if $l = O(n / \log^2 n)$ (unless $m = \Omega(n^2 / \log^2 n)$), which is a firm lower bound since the size of input incident edges around the inserted vertex may become $\Theta(n)$. In addition to this, both algorithms X and Y permit $G$ to have some edges initially, while the amortized update time FGCE algorithm [14] assumes $G$ has no edges initially. In summary, the advantages of using algorithm X over using amortized update time FGCE data structure [14] directly is as follows.

- Algorithm X allows us to insert an arbitrary number of new vertices.
- Algorithm X permits $G$ to have some edges initially.
The update time complexity of algorithm X is no slower than using [14] directly. For relatively dense graphs it is expected to become $O(n)$ which is a firm lower bound.

For algorithm Y, if $l \ll n$, the time bound $O(\sqrt{m} \cdot \text{polylog}(n))$ can be seen as a considerable improvement of that of [12] by introducing randomization. Moreover, in Sect. 7 it is shown that under ER model [9], which is a popular model of random graphs, the time bound becomes $O(n \log^{3.25} n)$ with high probability, which is faster than using the Monte Carlo FGCE data structure [10] directly. Again note that algorithm Y allows us to insert an arbitrary number of vertices while the Monte Carlo FGCE data structure [10] does not.

Our work can be summarized as follows. Our algorithms use a disjoint tree partitioning, which is used in the dynamic DFS algorithm of Baswana et al. [2], and the FGCE data structures ([14] for algorithm X, [10] for algorithm Y). First, we develop an efficient method to maintain disjoint tree partitioning (Sect. 3.1), which reduces the update time when the number of incident edges around the new vertex is small. Second, we define some queries on the graph and show an efficient way to solve them (Sect. 4). We believe these queries are of independent interest. Third, we find a good property of the disjoint tree partitioning for the amortized time complexity analysis (Lemma 2), and develop an algorithm which fully adopts this property (Sect. 5). Lastly, we develop a method to convert the amortized update time algorithm to a worst case update time one (Sect. 6). Note that this kind of technique is also employed in various dynamic graph algorithms such as dynamic DFS [2, 12] and dynamic all-pairs shortest paths [1], but in our situation we need some additional considerations.

2 Preliminaries

Throughout this paper, $n$ and $m$ denote the numbers of vertices and edges of a graph, respectively. We use $\log(\cdot)$ as the base-2 logarithm; the natural logarithm is denoted by $\ln(\cdot)$. Note that they differ only by a constant factor, thus $\ln x = \Theta(\log x)$.

Given a spanning forest $T$ of an undirected graph $G$ each tree in which is a rooted tree, the parent vertex of a vertex $v$ is denoted by $\text{par}(v)$. A subtree $\tau$ of $T$ is said to be hanging from a path $p$ if the root $r$ of $\tau$ satisfies both $r \notin p$ and $\text{par}(r) \in p$. Two vertices $x$ and $y$ are said to have ancestor-descendant relation if $x = y$, $x$ is an ancestor of $y$, or $y$ is an ancestor of $x$. A path $p$ in $T$ is said to be an ancestor-descendant path if the endpoints of $p$ have ancestor-descendant relation. A spanning forest $T$ of $G$ is a DFS forest of $G$ iff each tree in $T$ is a DFS tree of the corresponding connected component of $G$. The number of leaves of a DFS forest $T$ is the sum of that of each tree in $T$.

The DFS tree satisfies the following property. Let $G$ be a connected undirected graph and $T$ be a rooted spanning tree of $G$. Then $T$ is a DFS tree of $G$, iff every edge in $G$ connects two vertices which have ancestor-descendant relation. We call this DFS property.

3 Disjoint Tree Partitioning

In this section, we refer to a disjoint tree partitioning [2], and develop an efficient way to maintain this partition. The disjoint tree partitioning is defined as follows.

Definition 1 ([2]). Given a DFS forest $T$ of an undirected graph $G$ and a set $U$ of vertices, the forest $T - U$ obtained by deleting the vertices in $U$ from $T$ is considered. Then the disjoint tree partitioning of $T - U$ is a partition of $T - U$ into a set $\mathcal{P}$ of ancestor-descendant paths in $T$ with $|\mathcal{P}| \leq |U|$ and a set $\mathcal{T}$ of subtrees of $T$.

From now we abbreviate disjoint tree partitioning as DTP.
In [2] the way to construct DTP is also given. First, if \( U = \emptyset \) then we set \( \mathcal{P} = \emptyset \) and add all DFS trees in the DFS forest \( T \) to \( \mathcal{T} \). Next, the DTP of \( T - (U \cup \{v\}) \) can be obtained by modifying the DTP of \( T - U \) as follows. If \( v \in \exists \mathcal{P} \) we remove \( p \) from \( \mathcal{P} \) and add (at most) two paths obtained by deleting \( v \) from \( p \) to \( \mathcal{P} \). Otherwise if \( v \in \exists \mathcal{T} \), we remove \( \tau \) from \( \mathcal{T} \) and add a path \( p' \) from \( \text{par}(v) \) to the root of \( \tau \) to \( \mathcal{P} \). Then we add all subtrees hanging from \( v \) or \( p' \) to \( \mathcal{T} \). An example of this process is shown in Fig. 1(A). Note that since the number of paths in \( \mathcal{P} \) is increased by at most one during each operation, \( |\mathcal{P}| \leq |U| \) holds. This operation takes \( O(|n|) \) time for each \( v \), thus the DTP of \( T - U \) can be calculated one by one in total \( O(|U||n|) \) time [2].

### 3.1 More Efficient Construction

Now we show a more efficient method of maintaining DTP we develop. First, if \( T \) is connected, a heavy-light (HL) decomposition [13] of \( T \) is calculated, and the order \( L \) of vertices is decided according to the pre-order traversal of \( T \), such that for the first time a vertex \( v \) is visited, the next vertex to visit is one that is directly connected with a heavy edge derived from the HL decomposition. Then the vertices of \( T \) are numbered from 0 to \( n - 1 \) according to \( L \); the vertex id of \( v \) is denoted by \( f(v) \). If \( T \) is disconnected, we calculate the order of vertices for each DFS tree in the same way and vertices are numbered by consecutive integers from 0 to \( n - 1 \). Note that this numbering originates in the dynamic DFS algorithm of Baswana et al. [2], but they utilize this in order to solve some other queries on \( G \). An example of this numbering is shown in Fig. 1(A).

The important point is that the vertices of \( \tau \in \mathcal{T} \) occupy single interval in \( L \) since \( L \) is a pre-order traversal of \( T \), and those of \( p \in \mathcal{P} \) occupy \( O(\log n) \) intervals thanks to HL decomposition. Now we maintain these intervals by a balanced binary search tree \( \mathcal{B} \). Here the key of each element is the lower endpoint of its interval. We can say \( |\mathcal{B}| \leq n \) and \( |\mathcal{B}| = O(|\mathcal{T}| + |\mathcal{P}| \log n) \). Besides this, \( \mathcal{P} \) and \( \mathcal{T} \) are retained by lists; each \( p \in \mathcal{P} \) is expressed by a pair of its endpoints and each \( \tau \in \mathcal{T} \) by its root. Here all vertices are stored as the vertex id \( f(\cdot) \). Additionally, we add a pointer from each element in \( \mathcal{B} \) to the corresponding \( x \in \mathcal{P} \cup \mathcal{T} \). Examples of \( \mathcal{B} \) and the lists are shown in Fig. 1(B).

Thanks to \( \mathcal{B} \), we can efficiently update DTP when a vertex \( v \) is deleted. First, search \( f(v) \) in \( \mathcal{B} \) and detect \( p \in \mathcal{P} \) or \( \tau \in \mathcal{T} \) which contains \( v \), which takes \( O(\log |\mathcal{B}|) = O(\log n) \) time. Then if \( v \in \exists \mathcal{P} \), remove \( p \) from \( \mathcal{P} \) and corresponding intervals from \( \mathcal{B} \), and add at most two paths obtained by deleting \( v \) from \( p \) to \( \mathcal{P} \) and corresponding intervals to \( \mathcal{B} \). These processes take \( O(\log^2 n) \) time, since they amount to \( O(\log n) \) deletions and insertions.
of elements on \( \mathcal{B} \). If \( v \in \exists \tau \in \mathcal{T} \), first remove \( \tau \) from \( \mathcal{T} \) and a corresponding interval from \( \mathcal{B} \). Then while traversing a path \( p' \) from \( \text{par}(v) \) to the root of \( \tau \), add subtrees hanging from \( v \) or \( p' \) to \( \mathcal{T} \) and corresponding intervals to \( \mathcal{B} \). Finally, add \( p' \) to \( \mathcal{P} \) and corresponding \( O(\log n) \) intervals to \( \mathcal{B} \). These take \( O(\log^2 n + |p'| + \delta \log n) \) time, where \( \delta \) is the number of hanging subtrees. In fact, we can limit the sum of \( |p'| \) and \( \delta \) as follows.

\[ \sum \text{one in total} \]

**Lemma 2.** Given a graph \( G \), its DFS forest \( \mathcal{T} \) and a set of vertices \( U = \{v_1, \ldots, v_{|U|}\} \), suppose the DTP of \( \mathcal{T} - \{v_1, \ldots, v_i\} \) is calculated one by one by the above process. In calculating the DTP of \( \mathcal{T} - \{v_1, \ldots, v_i\} \) by modifying that of \( \mathcal{T} - \{v_1, \ldots, v_{i-1}\} \), if \( v_i \in \exists \tau \in \mathcal{T} \), let \( p'_i \) be the traversed path (i.e. the path from \( \text{par}(v_i) \) to the root of \( \tau \)) and \( \delta_i \) be the number of hanging subtrees from \( p'_i \) or \( v_i \). (if \( v_i \in \exists p \in \mathcal{P} \) set \( p'_i = \emptyset \) and \( \delta_i = 0 \).) Then \( \sum_{i=1}^{|U|} |p'_i| \leq n \) and \( \sum_{i=1}^{|U|} \delta_i \leq l + |U| \) hold, where \( l \) is the number of leaves of \( \mathcal{T} \).

**Proof.** For any vertex \( v \), once \( v \) is contained in some \( p'_i \), \( v \) is always contained in one of the paths in \( \mathcal{P} \) until deleted. This means that \( v \) cannot be contained in more than one of \( p'_i \). Then \( \sum_{i=1}^{|U|} |p'_i| \leq n \) holds. Next, it can be pointed out that \( |\mathcal{T}| \) cannot be more than \( l \) at any time, since every \( \tau \in \mathcal{T} \) has at least one distinct leaf of \( \mathcal{T} \). In the process of calculating DTP, \( |\mathcal{T}| \) increases by 0 if \( v_i \in \exists p \in \mathcal{P} \) or \( \delta_i - 1 \) if \( v_i \in \exists \tau \in \mathcal{T} \). Therefore \( \sum_{i=1}^{|U|} (\delta_i - 1) \leq l \). \( \triangleleft \)

Note that in the preprocessing, the HL decomposition can be calculated in \( O(n) \) time and the initialization of DTP can be done in \( O(l) \) time, where \( l \leq t \) is the number of connected components of \( \mathcal{T} \). Hence we can immediately obtain the following result from Lemma 2.

\[ \sum \text{one in total} \]

**Lemma 3.** By the process described above, the DTP of \( \mathcal{T} - U \) can be calculated one by one in total \( O(|U| \log^2 n + n + l \log n) \) time.

## 4 Queries on the Disjoint Tree Partitioning

In this section, we define some queries related to the DTP and show an efficient solution for them. We consider the following queries \( Q \) and \( Q' \).

\[ \sum \text{one in total} \]

**Definition 4.** An undirected graph \( G \) and its DFS forest \( \mathcal{T} \) are given. Then for any subtree \( \tau \) of \( \mathcal{T} \) and ancestor-descendant path \( p \) in \( \mathcal{T} \), \( Q(\tau, p) \) returns one of the edges in \( G \) which directly connect \( \tau \) and \( p \) if exists, or \( \emptyset \) otherwise. Here we assume \( \tau \) and \( p \) have no common vertices. Similarly, for any two disjoint ancestor-descendant paths \( p_1, p_2 \) in \( \mathcal{T} \), \( Q'(p_1, p_2) \) returns one of the edges in \( G \) which directly connect \( p_1 \) and \( p_2 \) if exists, or \( \emptyset \) otherwise.

The motivation to consider these queries is as follows. Roughly speaking, our algorithms proposed later treat paths \( p \in \mathcal{P} \) and subtrees \( \tau \in \mathcal{T} \) derived from the DTP of \( \mathcal{T} - U \) as virtual vertices and maintain a data structure to answer connectivity queries among them. Therefore for any distinct \( \tau_1, \tau_2 \in \mathcal{T} \) and \( p_1, p_2 \in \mathcal{P} \) it is important to judge quickly whether there are some edges in \( G - U \) between \( p_1 \) and \( p_2 \) or between \( p_1 \) and \( \tau_1 \). Here it is noted that thanks to DFS property, there are no edges in \( G - U \) between \( \tau_1 \) and \( \tau_2 \).

Indeed, the query very similar to \( Q(\tau, p) \) is utilized in the dynamic DFS algorithm by Baswana et al. [2], and is revealed to be efficiently solved with the vertex numbering described in Sect. 3 and the orthogonal range search problem [2, 12].

**Definition 5.** On grid points in a 2-dimensional plane, \( k \) points are given. Then for any rectangular region \( R = [x_1, x_2] \times [y_1, y_2] \), the orthogonal range one reporting query returns one of the points within \( R \) if exists, or \( \emptyset \) otherwise. We abbreviate it as ORR query.
The queries $Q(\tau, p)$ and $Q'(p_1, p_2)$ can be converted to the ORR query in the following way. First, the vertices of $T$ are numbered from 0 to $n - 1$ in the same way as Sect. 3. Second, we consider a grid $G$ and, for each edge $(v, w)$ of $G$, put two points on the coordinates $(f(v), f(w))$ and $(f(w), f(v))$ in $G$. This is equivalent to consider the adjacency matrix of $G$, therefore $2m$ points are placed. Now a careful case analysis shows the following results. Since Lemma 6 is almost the same as what is proved in [12], we only show the proof of Lemma 7.

**Lemma 6 ([12]).** For any subtree $\tau$ of $T$ and ancestor-descendant path $p$ in $T$, the query $Q(\tau, p)$ can be answered by solving single ORR query on $G$.

**Lemma 7.** For any ancestor-descendant paths $p_1, p_2$ in $T$, the query $Q'(p_1, p_2)$ can be answered by solving $O(\log n)$ ORR queries on $G$.

**Proof.** Let $x, y$ be the endpoints of $p_1$ with $f(x) \leq f(y)$ and $z, w$ be those of $p_2$ with $f(z) \leq f(w)$. W.l.o.g. we can assume $f(x) < f(z)$. Due to the HL decomposition, the vertices of $p_2$ occupy $O(\log n)$ intervals $[a_1, b_1], \ldots, [a_k, b_k]$ in the vertex id. Now we assume that $p_1$ and $p_2$ are in the same connected component in $G$. Then there are three patterns on the configuration of $p_1$ and $p_2$ as drawn in Fig. 2, and two patterns on the vertex id: (a) $f(x) \leq f(y) < f(z) \leq f(w)$ and (b) $f(x) < f(z) \leq f(w) < f(y)$.

When (a) holds, the answer for $Q'(p_1, p_2)$ can be obtained by solving ORR queries on $G$ with $R = [f(x), f(y)] \times [a_i, b_i]$ for $i = 1, \ldots, k$ and combining these results. The inequality (a) can appear in all configurations in Fig. 2. In (i), it may be that $[f(x), f(y)]$ contains some branches forking from $p_1$, but it makes no problem since there are no edges between these branches and $p_2$ thanks to DFS property. The same argument can be applied to (ii). In (iii), the answer for $Q'(p_1, p_2)$ is $\emptyset$ due to DFS property, and each ORR query also returns $\emptyset$. Note that even if $p_1$ and $p_2$ are in different connected components in $G$, (a) holds and the above procedure returns $\emptyset$ correctly. When (b) holds, the answer can be obtained in a similar way except that the rectangles are $R = [f(x), f(LCA(y, z))] \times [a_i, b_i]$, where LCA$(y, z)$ is the lowest common ancestor of $y$ and $z$ in $T$. The inequality (b) can appear in only (ii). In (ii), all edges between $p_1$ and $p_2$ are indeed between the path from $x$ to LCA$(y, z)$ and $p_2$, and again it does not matter $[f(x), f(LCA(y, z))]$ contains some branches forking from $p_1$. Note that the LCA query can be solved in $O(1)$ time with a data structure constructed in $O(n)$ time [5]. This construction time is absorbed in the cost of HL decomposition. ▶

Recently, Belazzougui and Puglisi [4] proved that an ORR query with $k$ points in a rank space can be solved in $O(\log^2 k)$ time with a data structure of $O(k)$ space constructed in $O(k \sqrt{\log k})$ time. With a standard conversion between a rank space and a general grid via bit vectors (see e.g. [12]), we can apply it to Lemma 6 and 7, and obtain the following lemma.

**Lemma 8.** The queries $Q(\tau, p)$ and $Q'(p_1, p_2)$ can be solved in $O(\log^2 n)$ time and $O(\log^{1+\varepsilon} n)$ time for arbitrary $0 < \varepsilon < 1$, respectively, with a data structure of $O(m)$ space constructed in $O(m \sqrt{\log n})$ time.
5 Amortized Update Time Algorithm

In this section, we show an amortized update time FGCV algorithm. First we give an overview of our algorithm. As described in Sect. 4, paths $p \in \mathcal{P}$ and subtrees $\tau \in \mathcal{T}$ derived from the DTP of $T - U$ are treated as virtual vertices. If we deal with only deletion of vertices, all we have to do is maintain a connectivity oracle (i.e. a data structure to answer connectivity queries) among them. However, in the fully dynamic setting we deal with insertion of vertices and their incident edges. Thus we also treat each inserted vertex as a virtual vertex, i.e. we maintain a connectivity oracle among $\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}$, where $\mathcal{V}$ is a set of inserted vertices. Then our amortized update time algorithm can be described as follows. First, perform DFS on $G$ to build a DFS forest $T$ and initialize the DTP of $T$, an FGCE data structure (a connectivity oracle) $\mathcal{C}$, and the data structure of Lemma 8 to solve $Q$ and $Q'$. Second, for the first $\Delta(\leq n)$ vertex updates, if vertex insertion occurs then insert the new vertex to $\mathcal{V}$ and update $\mathcal{C}$, otherwise if vertex deletion occurs then update $\mathcal{V}$ (if the deleted vertex is in $\mathcal{V}$) or the DTP (otherwise) and also update $\mathcal{C}$. Third, when $\Delta$ vertex updates are processed, again perform DFS on $G$ to rebuild the DFS forest $T$ and reinitialize the DTP, the connectivity oracle, and the data structure in Lemma 8, which is used for the next $\Delta$ updates. In summary, we initialize data structures periodically after every $\Delta$ updates.

We proceed to the detailed description of the initialization. In the initialization, we have to construct the FGCE data structure $\mathcal{C}$. From now we call the vertex in $\mathcal{C}$ node to avoid confusion. Since in the edge update setting we cannot change the number of nodes, we must decide at first the number of nodes $\mathcal{C}$ has. Because $\mathcal{C}$ maintains connectivity among $\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}$, it suffices to prepare $M$ nodes for $\mathcal{C}$ where $M$ is an upper bound of $|\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}|$ while $\Delta$ updates are being processed. The following lemma ensures us that $l + \Delta$ nodes are sufficient. Note that $\mathcal{C}$ is initialized to have no edges between any nodes since at first $\mathcal{P} = \mathcal{V} = \emptyset$ and each $\tau \in \mathcal{T}$ is indeed a connected component of $G$.

Lemma 9. While $\Delta$ updates are being processed from the initialization, $|\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}|$ is not more than $l + \Delta$ at any time, where $l$ is the number of leaves of $T$.

Proof. It suffices to show that $|\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}|$ is not more than $l + \Delta$ “when” $\Delta$ updates are processed. Let $\Delta_D$ and $\Delta_I$ be the numbers of deleted and inserted vertices during $\Delta$ updates, respectively. First, it is already shown that $|\mathcal{T}| \leq l$ at any time. Second, from the definition of DTP, $|\mathcal{P}| \leq \Delta_D$. Finally, $|\mathcal{V}| \leq \Delta_I$ holds trivially (the case $|\mathcal{V}| < \Delta_I$ occurs when some inserted vertices are deleted). Then $|\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}| \leq l + \Delta_D + \Delta_I = l + \Delta$. □

Since each element in $\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}$ can be deleted, we may have to reuse the nodes of deleted elements when new elements are created. This can be addressed by numbering the nodes in $\mathcal{C}$, storing the corresponding node id for each $p \in \mathcal{P}$, $\tau \in \mathcal{T}$ and $v \in \mathcal{V}$, and maintaining the unused nodes by list. We assume this node recycling runs in background, and for simplicity, the node in $\mathcal{C}$ representing $x \in \mathcal{P} \cup \mathcal{T} \cup \mathcal{V}$ is denoted by $C(x)$.

We next describe the update procedure. Let $n$ be the number of vertices of $G$ at the initialization. Since the initial vertices are numbered from 0 to $n - 1$, the newly inserted vertices, i.e. the vertices in $\mathcal{V}$, are numbered one by one from $n$.

First we describe how to update the data structures when vertex insertion occurs. At this time the list $\mathcal{A}$ of vertices the newly inserted vertex $v$ is incident with is given. Let $k(\geq n)$ be the vertex id of $v$. First, convert each element of $\mathcal{A}$ to the vertex id $f(\cdot)$ and store in an array $A[k][]$ sorted in ascending order. $A$ is an adjacency list for the newly inserted vertices. If $\mathcal{A}$ has a vertex $u \in \mathcal{V}$, append $k$ to $A[f(u)]$, and connect $C(v)$ with $C(u)$. Next, for each $x \in \mathcal{P} \cup \mathcal{T}$ judge whether $v$ is incident with $x$ and connect $C(v)$ with $C(x)$ if so.
These judgments can be performed by traversing $B$ while scanning $A[k]$ from left to right, since $A[k]$ is sorted. For each interval $[a, b]$ in $B$, if $[a, b]$ contains some elements in $A[k]$ then we mark the corresponding $x \in P \cup T$ incident with $v$. If $y \in P \cup T$ is not marked when the traversal of $B$ finishes, $y$ is not incident with $v$.

Next we describe what to do when the deletion of a vertex $w$ occurs. Let $k = f(w)$. The vertex $u$ with $f(u) = x$ is denoted by $f^{-1}(x)$. First, if $w \in V$, i.e. $k \geq n$, then undo what is performed when inserting $w$. More specifically, first disconnect $C(f^{-1}(A[k][i]))$ from $C(w)$ for each $i$ such that $A[k][i] \geq n$, then judge whether $w$ is incident with each $x \in T \cup P$ and disconnect $C(x)$ from $C(w)$ if so. This judgment can be done in the same way as described above. Next, if $w \notin V$, detect $y \in P \cup T$ which contains $w$ by a search on $B$, and then update DTP and $C$ simultaneously as described later. When the DTP is updated as in Sect. 3, some of the following four operations may occur: adding a path $p$ to $P$, removing $p$ from $P$, adding a subtree $\tau$ to $T$, and removing $\tau$ from $T$.

Now we focus on a path $p$, and show how to judge whether $x \in P \cup T \cup V \setminus \{p\}$ is incident with $p$, i.e. there are some edges between $x$ and $p$. For each $u \in V$ we can judge it by the following way. Let $[a_1, b_1], \ldots, [a_k, b_k]$ be the intervals the vertices of $p$ occupy in the vertex id, and $lb(A[i], j)$ be the smallest element in $A[i]$ which is not less than $j$, which can be obtained by a binary search on $A[i]$. Then $p$ is incident with $u$ iff there exists $i$ such that $lb(A[f(u)], a_i) \leq b_i$. For each $p' \in P$ and $\tau' \in T$ we can judge the incidence by the queries $Q(p', p)$ and $Q(\tau', p)$, respectively. Using these judging frameworks, we can update $C$ when the addition or removal of $p$ occurs: for each $x \in P \cup T \cup V$ incident with $p$, disconnect $C(x)$ from $C(p)$ when $p$ is removed from $P$, or connect $C(x)$ with $C(p)$ when $p$ is added to $P$.

We can cope with the addition or removal of a subtree $\tau$ in a similar way. Let $[a, b]$ be the interval the vertices of $\tau$ occupy in the vertex id. Then $\tau$ is incident with $u \in V$ iff $lb(A[f(u)], a) \leq b$. For each $p' \in P$, we can judge whether $p'$ is incident with $\tau$ by the query $Q(\tau, p')$. Again note that $\tau$ is not incident with any $\tau' \in T \setminus \{\tau\}$ due to DFS property. The update procedure for $C$ is the same: for each $x \in P \cup V$ incident with $\tau$, disconnect $C(x)$ from $C(\tau)$ when $\tau$ is removed from $T$, or connect $C(x)$ with $C(\tau)$ when $\tau$ is added to $T$.

Finally we show how to answer the connectivity query between $v$ and $w$. First we detect $x \in P \cup T \cup V$ containing $v$. Even if $v \notin V$ we can determine $x \in P \cup T$ by searching the interval which contains $f(v)$ on $B$. The same argument can be applied to the conversion from $w$ to $y \in P \cup T \cup V$. If $x = y$ then $v$ and $w$ are obviously connected, otherwise the answer can be obtained by querying on $C$ whether $C(x)$ and $C(y)$ are connected.

### 5.1 Time Complexity Analysis

We proceed to the time complexity analysis of this algorithm. In our analysis, we use the FGCE data structure proposed by Wulff-Nilsen [14] as $C$, which has $O(\log^2 k / \log \log k)$ amortized update time and $O(\log k / \log \log k)$ query time for a graph with $k$ nodes. Since $k = l + \Delta \leq n + n$ as in Lemma 9, these are bounded by $O(T_u)$ amortized time for update and $O(T_q)$ time for query, with $T_u = \log^2 n / \log \log n$ and $T_q = \log n / \log \log n$. First of all, the query time of our algorithm is $O(n)$, since a search on $B$ takes $O(\log |B|) = O(\log n)$ time and a query on $C$ takes $O(T_q) = o(\log n)$ time. From now the update time is considered.

First, we consider the time consumed by the (periodic) initialization, which is amortized over $\Delta$ updates. The data structure in Lemma 8 can be built in $O(m\sqrt{\log n})$ time and $C$ in $O(k \log k) = O((l+\Delta) \log n)$ time (though the initialization cost of $C$ is not explicitly described in [14], we prove that for a graph with $k$ nodes and no edges $C$ can be initialized in $O(k \log k)$ time). From Lemma 3, the total time of maintaining DTP is $O(\Delta \log^2 n + n + l \log n)$.
Next, we focus on the vertex insertion. Let $m_v$ be the number of incident vertices of the newly inserted vertex $v$, i.e., the number of newly inserted edges. Sorting these incident vertices takes $O(m_v \log m_v) = O(m_v \log n)$ time, or $O(n)$ time by bucket sort. Traversing $B$ while scanning $A[k]$ takes $O(m_v + |B|) = O(m_v + |\mathcal{T}| + |\mathcal{P}| \log n)$ time. Connecting $C(v)$ with some $C(x)$ occurs at most $|\mathcal{P} \cup \mathcal{T} \cup \mathcal{V}|$ times, thus updating $\mathcal{C}$ takes at most $O((|\mathcal{P}| + |\mathcal{T}| + |\mathcal{V}|)T_u)$ time.

Finally we consider the deletion of a vertex $w$. There are three cases, namely, $w \in \mathcal{V}$, $w \in \exists p \in \mathcal{P}$ and $w \in \exists \tau \in \mathcal{T}$. If $w \in \mathcal{V}$, the time complexity is almost the same as that of vertex insertion, except that sorting incident vertices is not needed. If not, we can detect $y \in \mathcal{P} \cup \mathcal{T}$ which contains $v$ in $O(\log |B|) = O(\log n)$ time. Then if $y = p \in \mathcal{P}$, one path is removed from $\mathcal{P}$ and at most two paths are added to $\mathcal{P}$. For each removal or addition of a path, judging the incidence takes $O(\log^2 n)$ time for each $u \in \mathcal{V}$ (since this amounts to at most $O(\log n)$ binary searches on $A[f(u)]$, $O(\log^{1+\epsilon} n)$ time for each $p' \in \mathcal{P}$, and $O(\log^\epsilon n)$ time for each $\tau' \in \mathcal{T}$ (Lemma 8). Updating $\mathcal{C}$ takes at most $O((|\mathcal{P}| + |\mathcal{T}| + |\mathcal{V}|)T_u)$ time. Then the total cost is bounded by $O((|\mathcal{P}| + |\mathcal{T}|)T_u + |\mathcal{V}| \log^2 n)$. The most complicated case is $y = \tau \in \mathcal{T}$. In this case, one subtree is removed from $\mathcal{T}$, one path is added to $\mathcal{P}$, and $\delta_w$ subtrees are added to $\mathcal{T}$, where $\delta_w$ is the number of hanging subtrees as described in Sect. 3. Here judging the incidence between $\tau \in \mathcal{T}$ and each $u \in \mathcal{V}$ takes $O(\log n)$ time, since this amounts to one binary search on $A[f(u)]$. Then a similar analysis shows that the total cost is bounded by $O((|\mathcal{P}| + |\mathcal{T}|)T_u + |\mathcal{V}| \log^2 n + \delta_w(|\mathcal{P}| + |\mathcal{V}|)T_u)$.

Now we sum up all of the costs described above. The most crucial point is that we can amortize the sum of $\delta_v$ over $\Delta$ updates by Lemma 2: $\sum \delta_v \leq l + \Delta$. Since $|\mathcal{P}| \leq \Delta$, $|\mathcal{T}| \leq l$ and $|\mathcal{V}| \leq \Delta$, the amortized cost for the update procedure (other than initialization) over $\Delta$ updates is bounded by $O(lT_u + \Delta \log^2 n + \min\{m \log n, n\})$ per update, where $m = \sum m_v/\Delta$ is the average number of newly inserted edges per update. The overall amortized update time is obtained by adding the initialization cost divided by $\Delta$ to it. Some terms are absorbed in $lT_u$ and $\Delta \log^2 n$ and we obtain the following bound: $O((n + m \sqrt{\log n})/\Delta + \Delta \log^2 n + lT_u + \min\{m \log n, n\})$. By taking $\Delta = [\sqrt{m}/\log^{0.75} n]$, this bound becomes $O((\sqrt{m} \log^{1.25} n + l \log^2 n/\log \log n + n)$. If $m = \Omega(n/\sqrt{\log n})$, the $n/\Delta$ term is absorbed in $m \sqrt{\log n}/\Delta$ term and the last $n$ term becomes $\min\{m \log n, n\}$.

**Theorem 10.** There exists a deterministic fully dynamic connectivity algorithm under general vertex updates such that each update can be processed in amortized $O(\sqrt{m} \log^{1.25} n + l \log^2 n/\log \log n + n)$ time and each query in $O(\log n)$ time, where $l$ is the number of leaves of a DFS forest of $G$ at some point. If $m = \Omega(n/\sqrt{\log n})$, the amortized update time complexity is reduced to $O(\sqrt{m} \log^{1.25} n + l \log^2 n/\log \log n + \min\{m \log n, n\})$, where $m$ is the average number of newly inserted edges per update.

6 Worst Case Update Time Algorithm

In this section, we show a worst case update time FGCV algorithm. In our worst case update time algorithm, the procedure for processing graph updates and queries is kept same as the amortized update time algorithm in Sect. 5. We alter the periodic initialization. The principles to achieve “worst case” update time are as follows: (i) to perform simultaneously the processing of graph updates and queries and the initialization of data structures, and (ii) to utilize the data structures built from a DFS forest with “less” number of leaves. The idea (i) is used for various worst case update time dynamic graph algorithms such as dynamic DFS [2, 12] and dynamic all-pairs shortest paths [1]. The idea (ii) is due to the observation that in the amortized update time algorithm, smaller $l$ leads to a better update time bound.
The overview of our algorithm is described as follows. Let \( a > 1 \) be a positive constant and \( \Delta_0, \Delta_1, \ldots \) be positive integers (their values are decided later). We virtually divide the sequence of graph updates into phases; the first \( \Delta_0 \) updates are called phase 0, the next \( \Delta_1 \) updates are called phase 1, and similarly from \((\Delta_0 + \cdots + \Delta_{j-1} + 1)\)-st to \((\Delta_0 + \cdots + \Delta_j)\)-th updates are called phase \( j \). Let \( G_j \) be the graph at the end of phase \((j - 1)\). First, given an original undirected graph \( G \), calculate a DFS forest \( T_0 \) of \( G \) to get the number of leaves \( l_0 \) of \( T_0 \), initialize the data structure \( D_0 \) for \( G \) and \( T_0 \), and use \( D_0 \) for processing updates and queries in phase 0 and 1. Here \( D_0 \) is indeed a collection of the DTP of \( T_0 \), the FGCE data structure \( C \), and the data structure to solve \( Q \) and \( Q' \). Besides this, in phase \( j \geq 1 \), in the first half (i.e. first \( \Delta_j/2 \) updates) the followings are performed gradually: calculate a DFS forest \( T_j \) of \( G_j \) to get the number of leaves \( l_j \) of \( T_j \) and initialize the data structure \( D_j \) for \( G_j \) and \( T_j \). Then if \( l_j > a l_{j-1} \) (i.e. the number of leaves of \( T_j \) is too much), do nothing other than processing updates and queries in the second half, and in the next phase \((j + 1)\) the data structure used in phase \( j \) is consecutively utilized for processing updates and queries. If \( l_j \leq a l_{j-1} \), in the second half apply the \( \Delta_j \) vertex updates (from \((\Delta_0 + \cdots + \Delta_{j-1} + 1)\)-st to \((\Delta_0 + \cdots + \Delta_j)\)-th) on \( D_j \) gradually. This can be done by applying two updates on \( D_j \) during each graph update. In this way \( D_j \) is ready to use for processing updates and queries in the end of phase \( j \), and \( D_j \) is utilized in the next phase \((j + 1)\).

6.1 Probability and Time Complexity Analysis

Now we consider the probability of correctness and the update time complexity. Here we use the Monte Carlo FGCE data structure proposed by Kapron et al. [10] as \( C \), which has \( O(\log^5 k) \) worst case update time and \( O(\log k / \log \log k) \) query time for a graph with \( k \) nodes. Their algorithm has only one-sided error: if their algorithm answers “yes” for the query, the answer is always correct, otherwise the answer is correct with probability at least \( 1 - \frac{1}{n^{\epsilon}} \) for any fixed constant \( \epsilon \). If the data structures are used for processing updates and queries in the same way as Sect. 5, the most time consuming case occurs when a vertex \( w \) with \( w \in \exists \exists \in T \) is deleted, which causes \( \delta_w \leq l \) subtrees to be added to \( T \). When \( \Delta \) updates are already processed, \(|P| \leq \Delta \) and \(|V| \leq \Delta \). Therefore the worst case cost for single update in phase \( j \) is bounded by \( O(\Delta \log^2 n + n) \) when \( \Delta \) updates are processed, where \( l \) is the number of leaves of a DFS forest the data structures used in phase \( j \) are built from. Note that the \( O(n) \) term derived from the vertex insertion is also not negligible.

First we consider the probability of correctness. The connectivity oracle by Kapron et al. [10] maintains a spanning forest of the graph internally. Indeed, their oracle guarantees that this spanning forest is maintained correctly with probability at least \( 1 - \frac{1}{n^{\epsilon}} \). This means that in our algorithm the spanning forest of a graph with vertex set \( \mathcal{P} \cup \mathcal{T} \cup \mathcal{V} \) is maintained correctly in \( C \) with probability at least \( 1 - \frac{1}{n^{\epsilon}} \). Later we set \( k \geq \sqrt{\user25} \), then our algorithm answers the query correctly with probability at least \( 1 - \frac{n^{\epsilon}}{2} \).

Next we consider the time complexity. In the analysis, we assume the number of edges of \( G \) is not drastically changed during each phase for simplicity. In other words, let \( m_j \) be the number of edges of \( G_j \), then we assume \( c_j m_j - 1 \leq m_j \leq c_u m_j - 1 \) for all \( j \geq 1 \) with some fixed constants \( c_j \) and \( c_u \) (note that this assumption is also implicitly imposed on the analysis of the dynamic DFS algorithms [2, 12]). We set \( a = 4 \), \( \Delta_0 = \lfloor \sqrt{m/l_0} / \log^{2.25} n \rfloor \) and \( \Delta_j = \lfloor \sqrt{m/l_j - 1} / \log^{2.25} n \rfloor \) (\( j \geq 1 \)).

In phase \( j \geq 1 \), performing DFS and initializing the data structure to solve \( Q \) and \( Q' \) takes \( O((m_j \sqrt{\log n + n}) / (\Delta_j / 2)) = O(\sqrt{m_j - 1} \log^{2.75} n + n) \) time per update (similar argument can be applied to phase 0). If \( l_j \leq 4l_{j-1} \), in the second half of phase \( j \) applying \( \Delta_j \) updates on \( D_j \) takes \( O(l_j \Delta_j \log^{5} n + n) = O(\sqrt{m_{j-1}} \log^{2.75} n + n) \) time per update.
The most important point is how many updates each data structure $D_t$ is processed. It seems to be difficult to analyze it because even if $m$ does not change drastically during each phase, $l$ may change drastically. However, we can obtain the following lemma.

**Lemma 11.** During our algorithm, $D_t$ processes at most $O(\sqrt{m/\ell_t}/\log^{2.25} n)$ updates.

Proof. Suppose $D_t$ ($t \geq 1$) is used for processing updates and queries from phase $(t+1)$ to $(t+k)$. Then $D_t$ processes $\Delta_t + \cdots + \Delta_{t+k}$ updates overall. Due to the assumption of the periodic initialization described above, we can say $a_{t-1} \geq t < l_{t+1}/a \cdots < l_{t+k-1}/a^{k-1}$. Therefore $\Delta_{t+i} \leq (\sqrt{m/\ell_t}/\log^{2.25} n)/2^{i-1}$ ($i = 0, \ldots, k$) (with $a = 4$). Since the sum of geometric series converges to a constant, $\Delta_t + \cdots + \Delta_{t+k} \leq (\sqrt{m/\ell_t}/\log^{2.25} n) \cdot (2 + 1 + \cdots + 1/2^{k-1}) = O(\sqrt{m/\ell_t}/\log^{2.25} n)$. Similar arguments can be applied to $D_0$.

Then the worst case cost of processing single update with $D_t$ is bounded by $O(l_t \log^2 n \cdot \sqrt{m/\ell_t}/\log^{2.25} n + n) = O(\sqrt{m/\ell_t}/\log^{2.75} n + n)$. If $D_t$ ($t \geq 1$) is used for processing updates and queries in phase $j > t$, we can say $l_t < l_{j-1}/a^{j-1-t}$, so the bound can be written as $O(\sqrt{m/\ell_{j-1}}/\log^{2.75} n + n)$. Similar arguments hold for the cases $t = 0$ and $t = j$.

We do not care the cost of $C$’s initialization, but this does not cause trouble. From the choice of $\Delta_n$, $k = \lceil \max\{1, 2\sqrt{m}/\log^{2.25} n, \sqrt{n}\} \rceil$ is enough for $D_t$. The initialization cost of $C$ is $O(k \log^4 n)$ [10] since $C$ is initialized to have no edges as in Sect. 5. Here $l_t \log^4 n/\Delta_t$, $\sqrt{m/\ell_t}/\log^{2.75} n/\Delta_j$, and $\sqrt{m/\ell_t}/\log^{2.75} n/\Delta_j$ are absorbed in $l_t \log^4 n/\Delta_t$, $\sqrt{m/\ell_t}/\log^{2.75} n/\Delta_j$, and $n/\Delta_j$, respectively. Similarly, the initialization cost of $\text{DTP}$ is also negligible. Overall, it can be said that the worst case update time complexity is $O(\sqrt{m/\ell_t}/\log^{2.75} n + n)$ in phase 0 and $O(\sqrt{m/\ell_{j-1}}/\log^{2.75} n + n)$ in phase $j$. Now we obtain the following theorem.

**Theorem 12.** There exists a Monte Carlo fully dynamic connectivity algorithm under general vertex updates such that each update can be processed in worst case $O(\sqrt{m/\ell_t}/\log^{2.75} n + n)$ time and each query in $O(\log n)$ time, where $l$ is the number of leaves of a DFS forest of $G$ at some point. If this algorithm answers “yes” for the query, the answer is always correct, otherwise correct with probability at least $1 - n^{-c}$ for any fixed constant $c$.

# The Number of Leaves of DFS Forest

In this section, we focus on the value of $l$, that is, the number of leaves of the DFS forest. Now we state that for relatively dense random graphs $l = o(n)$ holds with high probability.

Here we consider the ER model [9] $G(n, p)$. In a random graph $G(n, p)$ which is an undirected graph with $n$ vertices, for every pair $(v, w)$ of vertices an edge between $v$ and $w$ is added to the graph with probability $p$ independent of other pairs. The average number of edges is $\overline{M} = Np$ with $N = (\binom{n}{2}) \leq n^2/2$. Recently, Baswana et al. [3] proved the following result, which is about the property of DFS on $G(n, p)$.

**Lemma 13 ([3]).** Given a random graph $G(n, p)$ with $p = (\ln n_0 + c)/n_0$ for any integers $n_0 \leq n$ and $c \geq 1$, the DFS on $G(n, p)$ proceeds without moving backward for the first $n - n_0$ vertices with probability at least $1 - 2/e^c$.

The DFS on a graph can be seen as a sequence of moving forward and moving backward; if there exist unvisited adjacent vertices then it moves forward, otherwise it moves backward. This lemma implies that with high probability the number of leaves of the DFS forest of $G(n, p)$ is less than $n_0$ since the first $n - n_0$ vertices are all non-leaf vertices in the DFS forest. The proof of Lemma 13 in [3] is very simple: the probability that the DFS on $G(n, p)$ proceeds without moving backward for the first $n - n_0$ vertices is $\prod_{j=1}^{n-n_0} \{1 - (1 - p)^{n-j}\}$, and this probability is lower bounded by $1 - 2/e^c$ using some elementary inequalities.
In Lemma 13, if we set $\overline{M} = n \ln^{1+\epsilon} n/2$ then $n_0 \leq n/\ln n$ and $\overline{M} = n^{1+\epsilon}/2$ then $n_0 \leq n^{1-\epsilon} \ln n$. If $l = O(n/\log^2 n)$, the amortized update time complexity in Theorem 10 becomes $O(n)$ (unless $m = \Omega(n^2/\log^{2.5} n)$), which is a firm lower bound. Simple calculations show that $l \leq n_0 = O(n/\log^2 n)$ is achieved with high probability when $\overline{M} = \Omega(n \log^4 n)$ or $\Omega(n^{1+\epsilon})$. Moreover, if we set $\overline{M} = gn$ with $g \geq 1$ then $n_0 \leq n/\ln n/2g$ in Lemma 13. This means that under ER model, $\overline{M}l \leq \overline{M}n_0 \leq n^2 \ln n/2$ holds with high probability. Therefore the worst case update time complexity in Theorem 12 becomes $O(n \log^{3.25} n)$ (which is faster than $O(n \log^5 n)$) also with high probability.

It is regrettable that maintaining a connectivity oracle of dense $G(n,p)$ is often useless since $G(n,p)$ with $\overline{M} > n \ln n/2$ is almost surely connected. However, these observations suggest that for a graph with a few parts each of which is dense (e.g. a graph with a few isolated and dense connected components), algorithms X and Y work fast. We think this kind of graph may appear in a social graph with a few isolated or almost isolated communities.
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