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Abstract

Entangled games are a quantum analog of constraint satisfaction problems and have had important applications to quantum complexity theory, quantum cryptography, and the foundations of quantum mechanics. Given a game, the basic computational problem is to compute its entangled value: the supremum success probability attainable by a quantum strategy. We study the complexity of computing the (commuting-operator) entangled value $\omega^*$ of entangled XOR games with any number of players. Based on a duality theory for systems of operator equations, we introduce necessary and sufficient criteria for an XOR game to have $\omega^* = 1$, and use these criteria to derive the following results:

1. An algorithm for symmetric games that decides in polynomial time whether $\omega^* = 1$ or $\omega^* < 1$, a task that was not previously known to be decidable, together with a simple tensor-product strategy that achieves value 1 in the former case. The only previous candidate algorithm for this problem was the Navascués-Pironio-Acin (also known as noncommutative Sum of Squares or ncSoS) hierarchy, but no convergence bounds were known.

2. A family of games with three players and with $\omega^* < 1$, where it takes doubly exponential time for the ncSoS algorithm to witness this. By contrast, our algorithm runs in polynomial time.

3. Existence of an unsatisfiable phase for random (non-symmetric) XOR games. We show that there exists a constant $C_{unsat}^k$ depending only on the number $k$ of players, such that a random $k$-XOR game over an alphabet of size $n$ has $\omega^* < 1$ with high probability when the number of clauses is above $C_{unsat}^k n$.

4. A lower bound of $\Omega(n \log(n)/\log \log(n))$ on the number of levels in the ncSoS hierarchy required to detect unsatisfiability for most random 3-XOR games. This is in contrast with the classical case where the $(3n)^{th}$ level of the sum-of-squares hierarchy is equivalent to brute-force enumeration of all possible solutions.
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1 Introduction

Constraint satisfaction problems (CSPs) are a fundamental object of study in theoretical computer science. In quantum information theory, there are two natural analogues of CSPs, which both play important roles: local Hamiltonians and (our focus) non-local games. Non-local games originate from Bell’s pioneering 1964 paper, which showed how to test for quantum entanglement in a device with which we can interact only via classical inputs and outputs. In modern language, the tests developed by Bell are games: a referee presents two or more players with classical questions drawn from some distribution and demands answers from them. Each combination of question and answers receives some score and the players cooperate (but may not communicate) to maximize their expected score. These games are interesting because often the players can win the game with a higher probability if they share an entangled quantum state, so a high average score can certify the presence of quantum entanglement. Such tests are not only of scientific interest, but have had wide application to proof systems [8, 19], quantum key distribution [1, 13, 29], delegated computation [26], and randomness generation [10], among others.

To be able to use a nonlocal game as a test for entanglement, it is essential to be able to approximately compute two quantities: the best possible expected score when the players share either classical correlations or entangled states, respectively called the “classical” and “quantum” (or “entangled”) values of the game, and denoted \( \omega \) and \( \omega^* \). Classically, our understanding of the complexity of computing \( \omega \) rests on the intimate connection between games and CSPs. Indeed, there are several natural to ways to map a CSP into a game. Perhaps the most commonly used is the “clause-variable game,” in which a CSP of any arity \( k \) is mapped to a two-player game, where one player is asked for the assignment to a clause of the CSP, and the other for the assignment to a single variable. However, there is another natural yet perhaps less-studied reduction that maps a \( k \)-ary CSP to a \( k \)-player nonlocal game, which moreover is symmetric under exchange of the players. In this reduction, given a CSP with a \( k \)-ary predicate, the referee of the game chooses uniformly at random a single clause, consisting of a \( k \)-tuple of variables and set of accepted assignments. The referee will then ask each of the \( k \) players for the value of one of the \( k \) variables in the clause, and accept if and only if the returned values constitute an accepted assignment to the clause. Classically, a simple convexity argument shows that the players can always stick to deterministic strategies, where each question is assigned a fixed answer, and for odd \( k \),
it is easy to show that there is a close relation between $\omega$ and the CSP value: if the CSP has value 1 (i.e. all clauses are satisfiable), $\omega = 1$, and if its value is at most $1 - \delta$, then $\omega \leq 1 - \delta/k$. Hence, thanks to various dichotomy theorems, we have a good understanding of the difficulty of computing $\omega$ for symmetric games: in some cases, we know a P algorithm, and for most others, we know it is NP-complete. In particular, thanks to [18], this is known even for games where the referee’s acceptance depends only the XOR of single-bit answers from the players. Such games are known as XOR games.

The hardness of computing quantum value $\omega^*$ is not as well understood, both in terms of upper and lower bounds. We know striking examples of quantum “advantage” (i.e. cases where the quantum value of a game is higher than the classical value), such as a Magic Square game, a game arising from an unsatisfiable CSP which nevertheless has an entangled strategy that succeeds with certainty, and thus quantum value $\omega^* = 1$. This advantage is also the main obstacle to our understanding, in that the set of entangled strategies is very rich: the “assignment” to each variable is no longer a value from a discrete set, but a linear operator over a Hilbert space of potentially unbounded dimension. Indeed, if infinite-dimensional entanglement is allowed, then depending on how one implements the requirement of non-communication between the players, one can obtain two different notions of entangled value – the tensor product value $\omega^*_{TP}$ and the commuting operator value $\omega^*_{CO}$ – which are not known to be equal.

As a result of the difficulties of unbounded-dimensional entanglement, we can say very little in terms of upper bounds on the complexity of computing either version of $\omega^*$, and in fact, it is not known whether even a constant-factor (additive) approximation to either is Turing-computable. For general games, the best we can say is they are recursively enumerable: for $\omega^*_{TP}$, there is a straightforward brute-force search over all strategies that in the limit of infinite time converges from below, and for $\omega^*_{CO}$, there is an algorithm, called the NPA or ncSoS hierarchy [22, 11], that in the limit of infinite time converges from above, but with no bound on the speed of convergence for either algorithm. On the hardness side, what we know is based on exploiting the CSP-game connection outlined above, but technically this has proved significantly more challenging than in the classical case. For instance, it was shown by Vidick that in the worst case, computing a constant-factor approximation to $\omega^*_{TP}$ for 3-player XOR games is NP-hard [30], matching the classical hardness of [18], but this required redoing the soundness analysis of a PCP construction in the presence of entanglement. For general (non-XOR) games and tighter approximations we have super-classical hardness results [20, 21, 14]. Moreover, families of games with a “clause-variable” structure have been found for which deciding whether $\omega^* = 1$ is uncomputable [27]. At the same time, we know that for certain families of games, $\omega^*$ is easy to compute. Perhaps the best understood case is two-player XOR-games, for which Tsirelson showed that a simple semidefinite program (the lowest level of the ncSoS) exactly computes $\omega^*_{CO} = \omega^*_{TP}$, in contrast to the classical case where $\omega$ for such games is NP-hard to approximate. A second family of games where results are known is XOR games with a maximum of two questions per player, but any number of players. Here there is a classification of all correlations achievable by quantum players, as well as a description of the measurement strategy players use to achieve these correlations. Interestingly, we arrive at the same measurement strategy later in this work through independent techniques.

5 Classically, there are simple reductions from the general case to the symmetric case, but as we discuss below, these fail to preserve completeness in the presence of entanglement.
From the preceding results, XOR games emerge as a natural class of games to understand on the road to a full “dichotomy theorem” for quantum games. Classically, XOR games are also convenient to analyze because of their linear structure: a $k$-player XOR game represents a CSP whose clauses are linear equations over the finite field $\mathbb{F}_2$, each containing $k$ variables. As a result, classically XOR games are always easy in the “perfect completeness” regime: we can determine whether an XOR game is perfectly satisfiable in polynomial time using Gaussian elimination over $\mathbb{F}_2$, even though distinguishing $\geq 1 - \varepsilon$ satisfiability from $\leq 1^2 + \varepsilon$ satisfiability is $\text{NP}$-complete. This linear structure also makes it easy to reason about the classical value of random instances of XOR games using linear algebra. However, this simple linear structure does not capture entangled strategies and neither the Gaussian elimination algorithm for the perfect completeness regime, nor the classical analysis of random instances generalizes easily to the quantum case. Indeed, the undecidability result of [27] applies to the perfect completeness regime for games based on systems of linear equations, though these systems are not over $\mathbb{F}_2$ and the games are in the two-player “clause-variable” format. Is the perfect completeness regime for quantum XOR games easy, as in the classical case, or hard, as suggested by Slofstra’s results? And what can we say about random instances?

In this work, we make progress on these questions for the subclass of symmetric XOR games: those for which the game remains invariant under any permutation of the players. This class of games includes those arising from CSPs via the reduction described above, as well as the hard instances of [30]. Our main results are captured by the following theorem.

**Theorem 1** (Theorems 14 and 15 in the body). A symmetric $k$-player XOR game has entangled value $\omega_{CO}^* = \omega_{TP}^* = 1$ if and only if an associated system of linear Diophantine equations has no solution. This condition can be checked in polynomial time, and whenever it is satisfied, the perfect tensor-product strategy can be found in polynomial time. When it is not satisfied, a succinct description of an ncSoS dual certificate that $\omega^* < 1$ can be found in polynomial time (even though the certificate may be exponentially long).

We achieve these results by viewing an XOR game as a “non-commuting” generalization of linear systems of equations, in which the expectation of differences between products of operator-valued variables and plus or minus the identity operator are constrained to be zero. We develop a “duality theory” for these systems of operator equations, where the dual certificates of infeasibility correspond to a special class of ncSoS proofs which we call “refutations.” For symmetric games, we show that a dual certificate exists if and only if a certain system of linear Diophantine equations has a solution (which we call a “PREF”). An important feature of our algorithm is that while it is inspired by ncSoS, its performance can be significantly superior: it can detect in polynomial time the existence of an exponentially long ncSoS dual certificate. Indeed, we show (in Theorem 23) a concrete family of games where our algorithm can detect that $\omega^* < 1$ in time which scales polynomially in the game size $n$, whereas ncSoS takes doubly exponential time. We believe this result may be interesting in its own right to those who study the Sum of Squares algorithm, and hope that our techniques inspire further efficient algorithms that “simulate” high levels of SoS. Additionally, by further considering the dual of the system of Diophantine equations we construct, we are able to extract a simple finite-dimensional (and hence tensor product) strategy (which we call “MERP”) that achieves $\omega_{TP}^* = \omega_{CO}^* = 1$ whenever the system of equations has a solution. A diagram illustrating the dualities we use is given in Figure 1.

Our notion of refutation is similar to the “substitution method” in the prior work of [9], used there to analyze clause-variable style games (there called Binary Constraint System Games) in the perfect-completeness regime. However, the connection we show between refutations and linear Diophantine equations, which is the heart of our efficient algorithm for
searching over refutations, is new to this work and makes essential use of the properties of symmetric XOR games. We consider it an interesting open question whether our techniques could be adapted to the Binary Constraint System case.

The symmetry condition on the game is important to our analysis, and it is worth going into some detail as it presents an interesting divergence from the classical case. Classically, any game can be symmetrized as follows: for each clause consisting of questions \( q^{(1)}, \ldots, q^{(k)} \) asked to players \( 1, \ldots, k \), the referee chooses a random permutation \( \pi \) of \( \{1, \ldots, k\} \), and sends player \( i \) the pair \( (\pi(i), q^{(\pi(i))}) \). Each player \( i \) then follows the same strategy that player \( \pi(i) \) would have used in the original, unsymmetrized game. In the quantum setting, this transformation fails to preserve completeness: for instance, if an entangled strategy for a three-player unsymmetrized game requires players 1 and 2 to share entanglement, in the symmetrized version, a player receiving the index 1 does not know which other player received index 2, and thus does not know who to be entangled with. This can be understood as an instance of the phenomenon of monogamy, which distinguishes entanglement from classical correlations. It is an interesting question for future work to extend our methods to the nonsymmetric case.

Furthermore, as alluded to earlier, our algorithm yields an understanding of the typical value of a random symmetric XOR game. Classically, research in this direction draws significantly on insights from statistical mechanics and has proven that there exist sharp satisfiable/unsatisfiable thresholds for random \( k \)-SAT and related games. But these techniques do not carry over to the quantum case. For random classical games, a basic method is to look at the expected number of winning strategies (the “first moment method”) or the variance (the “second moment method”) as we randomize the referee’s payoff function within some family such as random \( k \)-SAT or random \( k \)-XOR. This suffices, for example, to show that random 3-XOR games with \( n \) variables and \( Cn \) clauses are satisfiable with high probability if and only if \( C \lesssim 0.92 \) [12]. Since quantum strategies do not form a discrete (or even finite-dimensional)
set, these methods are not possible. Nor is it obvious how to use more refined tools such as Shearer’s Lemma or the Lovász Local Lemma, which address the question of when sets of overlapping constraints can be simultaneously satisfied. Our duality theory enables us to avoid these obstacles by studying refutations, rather than strategies. Refutations are discrete objects and thus are more amenable to combinatorial and probabilistic techniques. Using our techniques we are able to prove that random quantum XOR games have an unsatisfiable phase above a certain clause density.

\textbf{Theorem 2} (Theorem 26 in the body). For every $k$, there exists a constant $C^\text{unsat}_k$ depending only on $k$ such that a random $k$-XOR game $G$ with $m \geq C^\text{unsat}_k n$ clauses has value $\omega^*(G) < 1$ with probability $1 - o(1)$.

In our overall approach in this paper, we were inspired by the work of Grigoriev [17], who studied the power of SoS refutations for random classical XOR games. We view Theorem 2, together with the ncSoS lower bounds of Theorem 23, as a quantum generalization of Grigoriev’s results.

\section{XOR Games}

We begin by defining a $k$-XOR game, along with its classical and quantum values.

\textbf{Definition 3.} Define a clause $c = (q, s)$ to be any $(k + 1)$-tuple consisting of a query $q \in [n]^k$ and parity bit $s \in \{-1, 1\}$.

In a $k$-XOR game $G$ associated with a set of clauses $M$, a verifier selects a clause $c_i = (q_i, s_i)$ uniformly at random from $M$. For all $\alpha \in [k]$, the question $q^{(\alpha)}_i$ is then sent to the $\alpha$-th player of the game. Without communicating, the players then each send back a single output $\in \{-1, 1\}$, and win the game if their outputs multiply to $s_i$.

The GHZ game [16] is a canonical example of a 3-XOR game. It is defined by the clauses (here we use the labels $\{x, y\}$ for the questions instead of the typical $\{1, 2\}$):

$$G_{\text{GHZ}} := \left\{ \begin{array}{ccc} x & y & x \\ x & y & y \\ +1 & -1 & -1 \end{array} \right\} \quad \left\{ \begin{array}{c} \left\{ \begin{array}{c} x \\ y \\ y \end{array} \right\} \quad \left\{ \begin{array}{c} x \\ x \\ -1 \end{array} \right\} \quad \left\{ \begin{array}{c} x \\ y \\ -1 \end{array} \right\} \end{array} \right\} \quad \text{← Desired product}$$

(1)

There is a natural reduction from a $k$-CSP over $\mathbb{F}_2$ to a $k$-XOR game, based on the isomorphism between the groups $\langle \{0, 1\}, + \rangle$ and $\langle \{1, -1\}, \times \rangle$. The XOR game corresponding to a CSP has clauses defined by picking a clause from the CSP at random, sending each player a question corresponding to a random distinct variable from the CSP clause, then choosing a parity bit by demanding that players’ answers satisfy the CSP. Games constructed from CSPs in this manner are symmetric over permutation of the players, and are therefore called symmetric games.

By excluding communication during the game, the classical game tests whether the players have cooperatively solved the CSP before the questioning began. When the players are given access to quantum resources, the game instead probes “quantum solutions” to the CSP, described by measurements of a shared state in some Hilbert space.

The value of that game is defined to be the optimal win probability obtained by the players. We distinguish various possible classes of resources that may be made available to the players in executing a strategy, each of which defines a particular type of value.
Definition 4. We define three versions of the value of game \( G \).

1. The \textbf{classical value} \( \omega(G) \) is the value achievable by players using only classical shared information.

2. The \textbf{tensor-product value} is the value obtainable by players sharing a quantum state but restricted to making measurements on distinct factors of a tensor-product Hilbert space. Intuitively, this is a no-communication condition described in Hilbert-space language.

3. The \textbf{commuting-operator value} \( \omega^*(G) \) is the value obtainable by players making commuting measurements on a shared quantum state. Intuitively, this is a weaker form of the no-communication constraint, permitting states living in non-separable Hilbert spaces.

When a CSP is reduced to an XOR game \( G \), the classical value roughly corresponds to the fraction of satisfiable constraints, with \( \omega(G) = 1 \) if and only if the CSP is satisfiable. Sharing a quantum state may allow the players to provide a quantum solution \( (\omega^* = 1) \) even when \( \omega \neq 1 \). Famously, the GHZ game is a symmetric game that corresponds to a test of the classically-unsatisfiable, yet quantumly-soluble CSP:

\[
x + x + x = 0 \pmod{2} \quad \text{and} \quad x + y + y = 1 \pmod{2}.
\]  

Games (such as the GHZ game) that satisfy \( \omega < 1 \) and \( \omega^* = 1 \) are called \textbf{pseudo-telepathy games}. Identifying other XOR pseudo-telepathy games is one of the motivating goals of this work.

For a given game, the set of values achievable by tensor-product strategies may not be closed [27]. Whether the closure of this set can differ from the commuting-operator value of the game remains unanswered \( ^7 \). In this paper, we focus primarily on a description of the commuting-operator value but in many cases can show that it coincides with the tensor-product value.

3 Refutations

A main aim of this paper is to characterize the set of XOR games with commuting-operator value \( \omega^* = 1 \). In the case of \( k = 2 \) players, Tsirelson gave an efficient semidefinite program that computes the exact value of \( \omega^* \); however, this technique does not generalize easily to \( k \geq 3 \) \([6, 28]\). Furthermore, the potentially unbounded size of the players’ resource state makes it impossible to upper bound the value of a game via brute force search over strategies.

To avoid these problems, this work introduces a dual characterization that certifies games with value \( \omega^* < 1 \). This is a natural generalization of a well-understood dual system of equations that certifies games with classical value \( \omega < 1 \), and employs operator language similar to the quantum satisfying assignments for Binary Constraint System games presented in \([9]\). The dual pictures in both the classical and commuting-operator cases introduce the notion of a “refutation”: intuitively, a sequence of game clauses that together contradict the existence of a value-1 strategy. We show Theorem 5 that refutations are dual to \( \omega^* = 1 \); our proof can be viewed as a quantum generalization of [17].

\( ^6 \) \( \omega^*(G) \) is often also referred to as the field-theoretic value of \( G \).

\( ^7 \) And hard! For general two-player games this question is known to be equivalent to Connes’ embedding conjecture \([15]\).
Theorem 5 (Strategy-Refutation Duality). An XOR game $G$ has commuting-operator value $\omega^*(G) = 1$ if and only if it admits no refutations.

We first take a small detour into the classical duality picture to build intuition and necessary notation (Section 3.1), then describe refutations and outline the proof of duality in the quantum case (Section 3.2).

### 3.1 Classical Strategies and Refutations

Classically, refutations emerge naturally from the linear-algebraic dual to the equations satisfied by a classical value-1 strategy.

For any game, the optimal classical strategy can be specified via a map $[kn] \to \{1, -1\}$ giving a deterministic answer to each possible question given to each player. In order to use linear algebraic tools, we exploit the isomorphism $\left(\{1, -1\}, \times\right) \sim \left(\{0, 1\}, +_{\text{mod } 2}\right)$ and specify a classical strategy via a vector $\hat{\eta} \in \mathbb{F}_{2}^{kn}$. Explicitly:

$$\hat{\eta}(\alpha, j) := \begin{cases} 1 & \text{if player } \alpha \text{ responds to question } j \text{ with a } 1, \\ 0 & \text{otherwise}. \end{cases}$$

From this point on, we will freely switch back and forth between an additive and a multiplicative representation of strategies, leaving the mapping implicit.

To complete the linear algebraic picture, we also define a vector of desired outputs $\hat{s}$ and a game matrix $A$. The game matrix is defined such that given a strategy vector $\hat{\eta}$, the parities of the outputs for each clause are given by the vector $A\hat{\eta}$.

Definition 6. Given a $k$-XOR game with $m$ queries and alphabet size $n$, the **game matrix** $A$ is an $m \times kn$ matrix describing query-player-question incidence, and the length-$m$ **parity bit vector** $\hat{s} \in \mathbb{F}_{2}^{m}$ the desired outputs:

$$A_{i,(\alpha-1)n+j} := \begin{cases} 1 & \text{if } q^{(\alpha)}_i = j \\ 0 & \text{otherwise} \end{cases} \text{ and } \hat{s}_i := \begin{cases} 0 & \text{if } s_i = 1 \\ 1 & \text{if } s_i = -1. \end{cases} \quad (3)$$

An XOR game $G$ is completely specified by providing the game matrix $A$ and parity bit vector $\hat{s}$, i.e. $G \sim (A, \hat{s})$. For example, we translate the GHZ queries into $A_{\text{GHZ}}$ and parity bits into $\hat{s}_{\text{GHZ}}$ by:

$$\Rightarrow A_{\text{GHZ}} := \begin{pmatrix} (A) & (B) & (C) \\ 1 & 0 & 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 & 0 & 1 \\ 1 & 0 & 0 & 1 & 0 & 1 \end{pmatrix}, \text{ and } \hat{s}_{\text{GHZ}} := \begin{pmatrix} 0 \\ 1 \\ 1 \\ 1 \end{pmatrix} \quad (4)$$

A linear-algebraic constraint for achieving classical value 1 can then be defined by asking that a strategy exists that outputs the desired $\hat{s}$.

Definition 7. The **classical constraint equation** for strategy $\hat{\eta}$ on game $G \sim (A, \hat{s})$ is

$$A\hat{\eta} = \hat{s} \quad \text{(over } \mathbb{F}_2). \quad (5)$$

The solutions to (5) are exactly the classical strategies achieving value 1 on game $G \sim (A, \hat{s})$. In other words, a game $G$ has classical value 1 iff (5) has a solution. Gaussian elimination can be used to check for a solution to (5), so we can decide whether a game has $\omega = 1$ in $P$. Even so, transforming to the dual picture provides a useful analog to the quantum case.
Definition 8. Define a classical refutation \( y \in \mathbb{F}_2^m \) as any vector satisfying the equation dual to (5),
\[
\begin{bmatrix}
A^T \\
\hat{s}^T
\end{bmatrix}
y = \begin{bmatrix} 0 \\
1 \end{bmatrix}
\text{ (over } \mathbb{F}_2). \tag{6}
\]

Theorem 9. Either a classical refutation \( y \) satisfying (6) or a classical strategy \( \hat{\eta} \) satisfying (5) must exist.

Proof. Immediate from the observation that equations (5) and (6) are dual.

A refutation \( y \) has a direct interpretation as a certificate that \( \omega < 1 \): collecting constraints from clauses \( i \) corresponding to non-zero entries \( y_i \) produces a contradiction to the value-1 hypothesis. To understand this, note that satisfying clause \( i \) requires that the \( i \)th row of (5) is true under strategy \( \hat{\eta} \),
\[
[A\hat{\eta}]_i = \hat{s}_i \\
\Leftrightarrow \sum_{\alpha} \hat{\eta}(\alpha,q^{(\alpha)}_i) = \hat{s}_i \pmod{2}.
\]

Summing the value-1 constraints selected by \( y \) (left-multiplication by \( y \)) produces the desired contradiction when \( y \) satisfies (6),
\[
\sum_{i:y_i=1} \sum_{\alpha} \hat{\eta}(\alpha,q^{(\alpha)}_i) = \sum_{i:y_i=1} \hat{s}_i \\
\Leftrightarrow y^TA\hat{\eta} = y^T\hat{s} \pmod{2} \\
\Rightarrow 0 = 1 \pmod{2}.
\]

This interpretation is key to generalizing refutations to the commuting-operator value of XOR games.

3.2 Commuting-Operator Strategies and Refutations

Whereas classical strategies are specified by assigning deterministic output to every player-question pair, commuting-operator strategies are specified by assigning a \( \pm 1 \) valued quantum measurement to every player-question pair and fixing some entangled state shared by the players. Each player then executes a commuting-operator strategy by selecting the measurement corresponding to the question they receive, then returning the result of applying it to the shared state.

Using the Naimark dilation theorem, we can restrict the measurements in the players’ strategies to be Projection-Valued Measures (PVMs). This is the quantum mechanical analogue of the statement that the optimal classical strategy can be taken to be deterministic. In the case of XOR games, this means the measurements can be chosen to be a pair of projectors \( \{O_1,O_{-1}\} \) that partition the space into two subspaces, corresponding to outputs 1 and \(-1\). We make this restriction for the remainder of the paper.

All that remains is to enforce the no communication requirement on the quantum players. This is done in one of two possible ways. In tensor product strategies the Hilbert space in which \( |\Psi\rangle \) lives is taken to be separable, with different players’ measurements acting on disjoint parts of the state. In commuting-operator strategies no restriction is placed on the Hilbert space, but the Hermitian matrices corresponding to different players’ measurements are forced to commute. (These two restrictions are distinct only in the case of an infinite dimensional Hilbert space). In this paper we work exclusively with the commuting-operator definition, though all the explicit strategies we construct are also valid tensor product strategies.
Putting this all together, we can define for any strategy the observables corresponding to the players’ measurements.

**Definition 10.** Given a commuting-operator strategy consisting of measurements \( \{ O^\alpha_1(j), O^\alpha_{-1}(j) \} \) for each possible question \( j \) and player \( \alpha \), define the Hermitian strategy observable for player \( \alpha \) upon receiving question \( j \)

\[
O^\alpha(j) := O^\alpha_1(j) - O^\alpha_{-1}(j).
\]

(7)

Operators \( O^\alpha(j) \) can equivalently be chosen without reference to particular PVMs by taking any set of Hermitian operators that satisfy the constraints (for all players \( \alpha \neq \beta \) and questions \( j, j' \))

\[
\begin{align*}
[O^\alpha(j), O^\beta(j')] &= 0 \quad \text{(operators held by distinct players commute)} \quad (8a) \\
(O^\alpha(j))^2 &= I \quad \text{(square identity, enforcing \( \pm 1 \) eigenvalues).} \quad (8b)
\end{align*}
\]

This abstract definition of strategy observables will be the one most frequently referenced in the remainder of this paper.

Given Hermitian observables, the condition for commuting-operator strategies to achieve value 1 is an eigenvalue condition, generalizing (5).

**Definition 11.** For a \( k \)-XOR game \( G \), define the commuting-operator constraint equations:

\[
\forall i \in [m] : \quad Q_i |\Psi\rangle = s_i |\Psi\rangle
\]

(9)

where the query observable \( Q_i := \prod_\alpha O^\alpha(q^{(\alpha)}_i) \) is the product of all players’ observables for the \( i \)th query.

A strategy achieving value \( \omega^* = 1 \) must be played on a state \( |\Psi\rangle \) which is an eigenvector of every query observable, with appropriate eigenvalue, to ensure zero probability of outputting an incorrect response to some query. This eigenvalue criterion guarantees that the players win all queries. A game \( G \) therefore has commuting operator value \( \omega^* = 1 \) iff there exists some state and strategy observables that satisfy (8) and (9).

While there is an efficient algorithm to solve the classical constraint equations, no such algorithm is known to exist for the commuting-operator constraint equations. Indeed, there is no known upper bound on the dimension of the Hilbert space required to optimally play an entangled game, meaning the search space of the commuting-operator equations is not finite, and the equations themselves may be undecidable. To work around this we develop refutations to characterize the commuting-operator value of XOR games. This technique gives a search space which is still infinite, but is at least discrete, allowing for some progress to be made via combinatorial analysis.

We would like to construct a dual to the commuting-operator constraint equations, meaning a certificate for the unsatisfiability of (9). As there is no immediate analogue to the linear algebraic methods used in the classical case, we instead generalize the view of a refutation as a collection of clauses producing a contradiction (similar to (6)). At a high level, refutations are obtained by multiplying together constraints of the form (9) and applying the known operator identities of (8a) and (8b) to arrive at an equation of the form \( I |\Psi\rangle = -|\Psi\rangle \) which cannot be true for a normalized quantum state.\(^8\)

---

\(^8\) Importantly, the order in which the constraint equations are multiplied matters, as two distinct commuting-operator strategy observables with the same player label may not commute. Further, the same constraint equation may need to be incorporated multiple times before one can arrive at a contradiction.
To formally define a refutation, we use an equivalence relation between possible strings of strategy observables on the LHS of an equation of the form (9).

**Definition 12.** Let $Z_1$ and $Z_2$ be two operators formed from products of strategy observables. We say $Z_1$ is equivalent to $Z_2$, written $Z_1 \sim Z_2$, if $Z_1 = Z_2$ is an identity for all strategy observables satisfying (8).

Definitions 11 and 12 then allow us to precisely define a (quantum) refutation, analogous to Definition 8. From now on, a “refutation” will be a quantum refutation unless otherwise specified.

**Definition 13.** Let $G$ be some $k$-XOR game with $m$ clauses. A refutation for $G$ is defined to be a sequence of clause indices $(i_1, i_2, \ldots, i_\ell) \in [m]^{\ell}$ satisfying

$$Q_{i_1}Q_{i_2} \cdots Q_{i_\ell} \sim I \quad \text{and} \quad s_{i_1}s_{i_2} \cdots s_{i_\ell} = -1. \quad (10)$$

Assuming the value-1 hypothesis and combining the $\ell$ constraint equations satisfying (10) then gives the desired contradiction, $I \ket{\Psi} = - \ket{\Psi}$. Whether a product of queries $Q_{i_1}Q_{i_2} \cdots Q_{i_\ell}$ is equivalent to $I$ can be efficiently checked by collecting each player’s operators using (8a) and repeatedly applying (8b) to greedily cancel operators.

Refutations certify that $\omega^* < 1$ analogously to the way that classical refutations certify that $\omega < 1$. We prove in the full paper that the converse is also true, completing the proof of Theorem 5. The proof of this fact relies on a connection between refutations and the ncSoS hierarchy analogous to a connection made by Grigoriev [17] between classical refutations and the SoS hierarchy. In particular, we show the ncSoS algorithm takes time exponential in the minimum length refutation to prove a game has value $\omega^* < 1$. Theorem 5 then follows from completeness of ncSoS.

It is not obvious that one can find refutations more easily than one can find strategies. The remaining results focus primarily on subclasses of XOR games for which we can apply the refutations picture to exactly characterize the games with $\omega^* = 1$. In particular, we identify an easily-computed stronger refutation condition that is complete for symmetric games, i.e. those naturally corresponding to CSPs. Subsequently we analyze specific families of games that give bounds on the behavior of ncSoS and insight into the structure of the XOR game landscape.

## 4 Symmetric Games

The refutation technology developed above gives surprisingly powerful results when applied to symmetric games. In particular, we show:

**Theorem 14.** Membership in the set of symmetric games with $\omega^* = 1$ can be efficiently decided via a system of linear Diophantine equations.

Previously the question of whether symmetric games took value 1 was not known to be decidable. Theorem 14 affirms that it is decidable and in fact in $P$. We prove the theorem by introducing a simple necessary condition for refutations to exist, then showing the structure of symmetric games ensures this condition is also sufficient for a refutation.

Games that do not satisfy this necessary condition have value $\omega^* = 1$. By returning to duality arguments, we further show that they can be played optimally by a simple family of strategies.

**Theorem 15.** Any value-1 symmetric game can be played optimally by a single qubit strategy using a GHZ resource state. Furthermore, this strategy can be found in polynomial time.
4.1 A Necessary Condition for Refutation (PREF)

Any valid refutation involves a product of query observables that cancel to \( I \) via the square identity (8b). Focusing on the strategy observables corresponding to one player, we see every operator at an even depth in the sequence must cancel with one at an odd depth. Given any sequence of query observables we can count the number of copies of \( O^a(j) \) at odd and even depths – if the sequence corresponds to a refutation the counts must be equal. Then for any given game, it is necessary to be able to construct some sequence of queries \( Q_{i_1} \ldots Q_{i_\ell} \) satisfying this counting equality (with appropriate parity \( s_{i_1} \ldots s_{i_\ell} = -1 \)) in order to construct a true refutation. We call such a sequence a **parity-permuted refutation (PREF)**.

To prove properties of such PREFs, we find it useful to introduce a freer equivalence relation \( \sim \) on strings of queries that allows reordering within the even positions and the odd positions before cancellation (compare to Definition 12). A PREF is then a string of clauses \((i_1, \ldots, i_\ell)\) satisfying \( Q_{i_1} \ldots Q_{i_\ell} \sim I \) and the same parity-bit requirement as a regular refutation. In later sections, we carefully define and use a technical version of \( \sim \), but here simply state that \( \sim \) is a more inclusive equivalence relation than \( \sim \), which immediately gives Lemma 16.

▶ **Lemma 16 (Necessary condition for refutation).** If a game \( G \) admits a refutation, it contains a PREF.

We define **noPREF games** to be those games that do not admit a PREF. These games admit no true refutations by the previous lemma, and so have \( \omega^* = 1 \). Whether or not a game contains a PREF is efficiently decidable by checking for a solution to a linear system of equations. We sketch the algorithm that decides membership, delegating a rigorous proof to the full paper.

▶ **Lemma 17 (Informal).** Membership in the set of noPREF games can be efficiently decided by a system of linear Diophantine equations.

**Proof (sketch).** We prove the result by showing that a game \( G \sim (A, \hat{s}) \) contains a PREF if and only if there is a solution to the set of equations

\[
A^T z = 0 \quad (11)
\]

\[
\hat{s}^T z = 1 \pmod{2} \quad (12)
\]

for some \( z \in \mathbb{Z}^m \). To prove the forward direction we note that each row of (11) guarantees that a particular player-question pair has equal positive and negative count and (12) ensures the parity bit requirement is met, such that the game \( G \) contains a PREF built by interleaving the multisets of clause indices

\[
\mathcal{O} = \{ i \text{ with multiplicity } |z_i| \forall i : z_i > 0 \} \quad (13a)
\]

\[
\mathcal{E} = \{ i \text{ with multiplicity } |z_i| \forall i : z_i < 0 \} \quad (13b)
\]

with their elements placed in odd and even positions, respectively. The reverse direction is proved similarly, but requires a technical lemma relating the even and odd clauses of a PREF. Then standard techniques for solving linear Diophantine equations complete the proof. ▶

Symmetric games have additional structure that allows us to prove a stronger statement.

▶ **Lemma 18 (Informal).** The noPREF characterization is complete for symmetric games. That is, every value 1 symmetric game is in the noPREF set.
Proof. The proof of Lemma 18 is both constructive and purely combinatorial. It involves first showing that symmetric games have enough structure to construct “shuffle gadgets” which let us approximately commute strategy observables past each other. Then, careful application of these shuffle gadgets lets us transform a PREF into a true refutation. The technical proof is presented in the full paper.

Theorem 14 then follows directly from Lemmas 17 and 18 since symmetric games have commuting-operator value 1 if and only if they admit no PREFs and this condition is efficiently checkable.

4.2 A Single Qubit Strategy (MERP)

We arrived at the noPREF classification of XOR games by generalizing the classical dual picture to the entangled games case, then finding a simple necessary condition for a dual proof (refutation) to exist. In this section we take the dual of a dual, and give a simple technique to construct a strategy that achieves value 1 for any noPREF game, thus sketching the proof of Theorem 15.

We call the resulting family of strategies **Maximal Entanglement, Relative Phase (MERP)** strategies. These strategies are exactly the class of strategies developed in [31] to optimally solve all games with alphabet size two. They are played on a $k$ qubit $GHZ$ state (one qubit per player), and achieve value one if and only if (Theorem 21) there is a solution to the equation

$$A \hat{\theta} = \hat{s} \pmod{2}, \quad \hat{\theta} \in \mathbb{Q}^k.$$  

**Definition 19 (MERP).** Given a $k$-XOR game $G$, a **MERP strategy** for $G$ is a tensor-product strategy in which:

1. The $k$ players share the maximally entangled state

   $$|\Psi\rangle = \frac{1}{\sqrt{2}} \left( |0\rangle^{\otimes k} + |1\rangle^{\otimes k} \right)$$  

   with player $\alpha$ having access to the $\alpha$-th qubit of the state.

2. Upon receiving question $j$ from the verifier, player $\alpha$ rotates his qubit by an angle $\theta(\alpha, j)$ about the $Z$ axis, then measures his qubit in the $X$ basis and sends his observed outcome to the verifier.

   Equivalently, we define the states

   $$|\theta(\alpha, j)\rangle_{\pm} := \frac{1}{\sqrt{2}} \left[ |0\rangle \pm e^{i\theta(\alpha, j)} |1\rangle \right]$$  

   and pick strategy observables

   $$O^\alpha(j) := |\theta(\alpha, j)\rangle_+ \langle \theta(\alpha, j)_+ | - |\theta(\alpha, j)\rangle_- \langle \theta(\alpha, j)_- |.$$  

Each $Z$ rotation executed by the players introduces a relative phase between the $|0\rangle^{\otimes k}$ and $|1\rangle^{\otimes k}$ components of the GHZ state, and these relative phases add. The measurement is constructed such that a total relative phase that is an even multiple of $\pi$ results in overall output 1 while an odd multiple of $\pi$ results in overall output $-1$. Collecting the rotation angles into a strategy vector

$$\hat{\theta}_{(\alpha-1)n+j} := \frac{1}{\pi} \theta(\alpha, j)$$  

results in a useful parallel between MERP strategies and classical strategies:
Definition 20. Define the MERP constraint equations for game $G$ by

$$A\hat{\theta} \equiv \hat{s} \pmod{2} \quad (18)$$

Theorem 21. The value obtained by a MERP strategy is given by

$$v_{\text{MERP}}(G, \hat{\theta}) := \frac{1}{2} + \frac{1}{2m} \left( \sum_{i=1}^{m} \cos \left( \pi \left( (A\hat{\theta})_i - \hat{s}_i \right) \right) \right). \quad (19)$$

Consequently, there exists a MERP strategy achieving $v_{\text{MERP}} = 1$ on a game $G$ iff its MERP constraint equations have a solution over $\mathbb{Q}$.

The proof of Theorem 21 is computational. For any game, Theorem 21 indicates that a MERP strategy achieves value 1 if and only if the MERP constraint equation (18) is satisfied. Similarly to the classical case, this can be efficiently checked by Gaussian elimination. Here, however, the underlying field is $\mathbb{Q}$ as opposed to $\mathbb{F}_2$.

Both MERP strategies and PREF specifications are defined by linear systems of equations, over $\mathbb{Q}$ and $\mathbb{Z}$ respectively. Remarkably, these systems of equations are dual to each other, in much the same way as classical strategies and refutations. By showing this, we prove Theorem 22.

Theorem 22. Any game $G$ admits either a PREF or a MERP strategy with value 1.

Proof. Technical proof in the style of a Theorem of Alternatives presented in the full paper.

Intuitively, this result (coupled with Lemma 18 and Theorem 21) indicates that the power of quantum solutions to noPREF games is equivalent to promoting the underlying field from $\mathbb{F}_2$ to $\mathbb{Q}$. We expect further advantage to be gained from the non-commuting nature of operator-valued solutions in cases where a game admits a PREF but no true refutation. These classes of games are the main subject of future work.

Figure 1 (given in the Introduction) summarizes the new duality relations presented in this paper. We repeat them here. The general quantum duality provides a complex but complete description of games with $\omega^* = 1$. The PREF conditions are efficient to compute, but are only necessary conditions for constructing commuting-operator refutations, and thus the dual, MERP value 1, holds true for only a subset of all $\omega^* = 1$ games. We can make a stronger statement about symmetric games: PREFs are both necessary and sufficient for a symmetric game to have a refutation, so the duality ensures MERP achieves value 1 for all symmetric games with $\omega^* = 1$.

5  ncSoS Bounds and the XOR Landscape

The refutations picture also allows us to give worst and average case bounds on the behavior of ncSoS for XOR games, and construct new families of games with interesting properties.

First, we construct a family of games that have $\omega^* < 1$, but are built in such a way that the ncSoS algorithm has a hard time recognizing this. Called Capped GHZ games, games in this family are symmetric and contain PREFs that all are at least exponentially long. The ncSoS algorithm\(^9\) then requires time doubly exponential to prove that these games

\(^9\)Our results imply that in the case of entangled XOR games the ncSoS has runtime within a polynomial factor of a brute force search over refutations up to a certain length.
have commuting-operator value < 1. This gives a rare example of a problem whose solution requires a superlinear number of levels of ncSoS, and illustrates the distinction between ncSoS and SoS, the latter always terminating after at most a linear number of levels. On the other hand, Lemma 18 tells us the existence of a PREF for this symmetric game indicates $\omega^* < 1$, which allows us to solve the same problem in polynomial time. This leads us to prove:

\textbf{Theorem 23.} There exists a family of 3-XOR games with $\omega^* < 1$ but for which the minimum refutation length scales exponentially in the number of clauses $m$ and alphabet size $n$. For these games exponentially many levels of ncSoS are needed to witness that $\omega^* < 1$.

\textbf{Proof.} An explicit construction of Capped GHZ games presented in the full paper. These are symmetric games designed such that the PREF condition for these games can only be satisfied by sets containing exponentially many clauses. Since any refutation also gives a PREF, this means all refutations have at least exponential length. Finally, as a symmetric game, the existence of a PREF indicates the game has $\omega^* < 1$. By the connection between ncSoS and refutations, this means the ncSoS algorithm requires at least exponentially many levels to detect the game has value less than one. ▶

Returning to pseudo-telepathy, we construct a family of games that generalize the GHZ game, termed the Asymptotically Perfect Difference (APD) family. Members are parameterized by scale $K$, with the $K$-th member having $k = 2^K - 1$ players. The APD family is designed such that any desired parity bits $s_i$ can be produced by some strategy (the game is in the noPREF set regardless of the $s_i$, so $\omega^* = 1$ for all $s_i$). On the other hand, a growing fraction of possible assignments of $s_i$ correspond to low classical value, and the family has perfect difference [4] in the asymptotic limit, $\lim_{K \to \infty} 2(\omega^* - \omega) = 1$. In comparison, there are randomized constructions of families of games whose bias ratio $\frac{\omega^* - 1/2}{2 \omega - 1/2}$ diverges for fixed $k \geq 3$ as $n \to \infty$ [25, 4], but these constructions give no guarantee on the difference. Specifically, we prove it is possible to force an upper bound on $\omega$ in terms of the number of players $k$ while preserving $\omega^* = 1$:

\textbf{Theorem 24.} There exists a family of $k$-XOR games, parametrized by $K$, for which $\omega^*(G(K)) = 1$ and the classical value is bounded by

$$\frac{1}{2} \leq \omega(G(K)) \leq \frac{1}{2} + \sqrt{\frac{K + 1}{2^{K+1}}} \leq \frac{1}{2} + \sqrt{\frac{\log k}{k}}.$$  (20)

Quicker asymptotic convergence to difference $2(\omega^* - \omega) \to 1$ could be achieved in other ways, for example by the generalized Mermin-GHZ game [2] or by XORing together the answers (aka “XOR repetition”) of other pseudo-telepathy XOR games [5]. Although their bias scales in a weaker way, the APD games have the property that perfect entangled strategies exist for any choice of target bit strings $s$.

To investigate the incompleteness of the PREF condition, we define an XOR game that contains a PREF, but provably has commuting-operator value 1. This game is solved by a single-qubit strategy employing measurements in the $X$, $Y$, and $Z$ bases. This may be a starting point for stricter necessary criterion, building towards a complete algorithm for deciding the value of entangled XOR games. The existence of this game proves the following theorem.

\textbf{Theorem 25.} The PREF characterization is incomplete. In particular, there exists an XOR game with six players, alphabet size three, for which the entangled value is 1, but the noPREF condition is unable to detect this.

\textbf{Proof.} An explicit construction of Capped GHZ games presented in the full paper. These are symmetric games designed such that the PREF condition for these games can only be satisfied by sets containing exponentially many clauses. Since any refutation also gives a PREF, this means all refutations have at least exponential length. Finally, as a symmetric game, the existence of a PREF indicates the game has $\omega^* < 1$. By the connection between ncSoS and refutations, this means the ncSoS algorithm requires at least exponentially many levels to detect the game has value less than one. ▶
Finally, we investigate thresholds in $\omega^*$ by considering the behavior of randomly generated XOR games with a large number of clauses. We prove Theorem 26, which shows that (much like the classical case) random XOR games become unsatisfiable with high probability when $m$ is larger than some constant times $n$. Previous techniques could show that $k$-XOR instances were unsatisfiable only in the “dense” regime, i.e. where $m \geq \Omega(n^k)$ [24].

**Theorem 26.** For every $k$, there exists a constant $C_{k}^{\text{unsat}}$ depending only on $k$ such that a random $k$-XOR game $G$ with $m \geq C_{k}^{\text{unsat}} n$ clauses has value $\omega^*(G) < 1$ with probability $1 - o(1)$.

**Proof.** Explicit construction of a refutation presented in the full paper.

We also investigate the average case performance of ncSoS. We show that random games with a fixed ratio of $m$ to $n$ have a minimal length refutation that scales like $\Omega(n \log(n)/ \log(log(n)))$, implying that it takes the ncSoS algorithm superexponential time to show that these games have $\omega^* < 1$ (Theorem 27). These results should be thought of as quantum analogues of Grigoriev’s [17] integrality gap instances for classical XOR games.

**Theorem 27.** For any constant $C$, the minimum length refutation of a random 3-XOR game with $m = Cn$ queries on an alphabet of size $n$ has length at least

$$\frac{en \log(n)}{8C^2 \log(\log(n))} - o\left(\frac{n \log(n)}{\log(\log(n))}\right)$$

with probability $1 - o(1)$ (as $n \to \infty$). Hence, either $\omega^* = 1$ or $\Omega(n \log(n)/ \log(\log(n)))$ levels of the ncSoS hierarchy are needed to witness that $\omega^* < 1$ for such games.

6 Future Work

We see four main directions in which our characterization of non-local XOR games could be extended.

First, our linear algebraic characterization of $\omega^* = 1$ games is incomplete: there exist games with $\omega^* = 1$ for which a MERP strategy cannot achieve value 1. We expect a strengthening of the PREF condition may allow us to extend our decidability algorithm to detect these games and develop dual strategies that solve them. Understanding the structure of such games would give further intuition about the behavior of optimal XOR commuting-operator strategies, in particular strategies which may require more entanglement than the simple MERP strategies.

Second, determining whether $\omega^* = 1$ for nonsymmetric XOR games may be outside P or even undecidable. In the realm of Binary Constraint System (BCS) games, [27] shows that determining whether a general BCS game has perfect value is undecidable. The structural similarity between BCS games and XOR games suggests that perhaps some of the group theoretic techniques of that work could be applied to XOR games to arrive at a similar conclusion. An interesting class of games which may serve as an intermediate class between XOR and BCS games are “incomplete” XOR games in which there are $k$ players but queries can involve $< k$ variables, effectively ignoring some players. Even for $k = 2$, Tsirelson’s semidefinite programming characterization of $\omega^*$ does not apply to incomplete XOR games, although in this case it is still easy to decide whether $\omega^* = 1$.

Third, while in this work we have focused on computing the entangled game value $\omega^*$, our methods may also be useful from the perspective of Bell inequalities, in which the quantity of interest is the maximal violation achievable by an entangled strategy. While this has
conventionally been measured in terms of the bias ratio $(\omega^*-1/2)/(\omega-1/2)$, the difference $2(\omega^*-\omega)$ is an equally natural measure, and we hope that our techniques will render it more amenable to analysis. Indeed, in addition to the construction of Asymptotically Perfect Difference games mentioned above, our results have the following simple consequence: for symmetric games with $\omega^*=1$, our characterization of the optimal strategies (MERP) together with the Grothendieck-type inequality of [3] imply that the bias ratio and difference are both bounded by constants depending only on $k$, and that for the difference, this constant is strictly less than one.

Finally, our results are almost entirely concerned with the question of determining whether $\omega^*=1$ or $\omega^*<1$. However, we note that the MERP family of strategies includes the optimal strategy for the CHSH game [7] and more generally any multiplayer game with question and answer alphabet size two [31], but not for all XOR games [23]. It is an interesting open question to fully characterize when MERP strategies are optimal. In this setting there are still many classical tools which we do not know how to extend to the quantum case. As an example, consider overconstrained games in which there are many more constraints than variables and the signs of those constraints are chosen randomly. In the classical case, second moment methods can show that the value is close to $1/2$ while in the quantum case we can only conclude that it is $<1$.
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