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Abstract
We introduce new models and new information theoretic measures for the study of communication complexity in the natural peer-to-peer, multi-party, number-in-hand setting. We prove a number of properties of our new models and measures, and then, in order to exemplify their effectiveness, we use them to prove two lower bounds. The more elaborate one is a tight lower bound of $\Omega(kn)$ on the multi-party peer-to-peer randomized communication complexity of the $k$-player, $n$-bit function Disjointness, $\text{Disj}_n^k$. The other one is a tight lower bound of $\Omega(kn)$ on the multi-party peer-to-peer randomized communication complexity of the $k$-player, $n$-bit bitwise parity function, $\text{Par}_n^k$. Both lower bounds hold when $n = \Omega(k)$. The lower bound for $\text{Disj}_n^k$ improves over the lower bound that can be inferred from the result of Braverman et al. (FOCS 2013), which was proved in the coordinator model and can yield a lower bound of $\Omega(kn/\log k)$ in the peer-to-peer model.

To the best of our knowledge, our lower bounds are the first tight (non-trivial) lower bounds on communication complexity in the natural peer-to-peer multi-party setting.

In addition to the above results for communication complexity, we also prove, using the same tools, an $\Omega(n)$ lower bound on the number of random bits necessary for the (information theoretic) private computation of the function $\text{Disj}_n^k$.
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1 Introduction

Communication complexity, first introduced by Yao [44], has become a major topic of research in Theoretical Computer Science, both for its own sake, and as a tool which has yielded important results (mostly lower bounds) in various theoretical computer science fields such as circuit complexity, streaming algorithms, or data structures (e.g., [34, 36, 24, 39, 23]). Communication complexity is a measure for the amount of communication needed in order to
solve a problem whose input is distributed among several players. The two-party case, where two players, usually called Alice and Bob, cooperate in order to compute a function of their respective inputs, has been widely studied with many important results; yet major questions in this area are still open today (e.g., the log-rank conjecture, see [34]). The multi-party case, where $k \geq 3$ players cooperate in order to compute a function of their inputs, is much less understood.

A number of variants have been proposed in the literature to extend the two-party setting into the multi-party one. In this paper we consider the more natural number-in-hand (NIH) setting, where each player has its own input, as opposed to the so-called number-on-forehead (NOF) setting, where each player knows all pieces of the input except one, its own. Moreover, also the communication structure between the players in the multi-party setting was considered in the literature under a number of variants. For example, in the blackboard (or broadcast) model the communication between the players is achieved by each player writing, in turn, a message on the board, to be read by all other players. In the coordinator model, introduced in [20], there is an additional entity, the coordinator, and all players communicate back and forth only with the coordinator. The most natural setting is, however, the peer-to-peer message-passing model, where each pair of players is connected by a communication link, and each player can send a separate message to any other player. This latter setting has been studied, in the context of communication complexity, even less than the other multi-party settings, probably due to the difficulty in tracking the distributed communication patterns that occur during a run of a protocol in that setting. This setting is, however, not only the most natural one, and the one that occurs the most in real systems, but is the setting studied widely in the distributed algorithms and distributed computation communities, for complexity measures which are usually other than communication complexity.

In the present paper we attempt to fill this gap in the study of peer-to-peer communication complexity, and, further, to create a more solid bridge between the research field of communication complexity and the research field of distributed computation. We propose a computation model, together with an information theoretic complexity measure, for the analysis of the communication complexity of protocols in the asynchronous multi-party peer-to-peer (number-in-hand) setting. We argue that our model is, on the one hand, only a slight restriction over the asynchronous model usually used in the distributed computation literature, and, on the other hand, stronger than the models that have been previously suggested in order to study communication complexity in the peer-to-peer setting common in the distributed computation literature (e.g., [20, 42]). Furthermore, our model lends itself to the analysis of communication complexity, most notably using information theoretic tools.

Indeed, after defining our model and our information theoretic measure, that we call Multi-party Information Cost (MIC), we prove a number of properties of that measure, and then prove a number of fundamental properties of protocols in our model. We then exemplify the effectiveness of our model and information theoretic measure by proving two tight lower bounds. The more elaborate one is a tight lower bound of $\Omega(kn)$, when $n = \Omega(k)$, on the peer-to-peer randomized communication complexity of the function set-disjointness (\textsf{Disj}$_n^k$). This function is a basic, important function, which has been the subject of a large number of studies in communication complexity, and is often seen as a test for our ability to give lower bounds in a given model (cf. [16]). We note that the communication complexity of Disjointness in the two-party case is well understood [29, 38, 3, 7, 9]. From a quantitative point of view, our result for peer-to-peer multi-party Disjointness improves by a $\log k$ factor the lower bound that could be deduced for the peer-to-peer model from the lower bound on the communication complexity of Disjointness in the coordinator model [8]. The second lower
bound that we prove is a tight lower bound of $\Omega(kn)$, when $n = \Omega(k)$, on the peer-to-peer randomized communication complexity of the bitwise parity function $\text{Par}_n^k$. Both our lower bounds are obtained by giving a lower bound on the MIC of the function at hand, which yields the lower bound on the communication complexity of that function. We believe that our lower bounds are the first tight (non-trivial) lower bound on communication complexity in a peer-to-peer multi-party setting.\(^3\)

It is important to note that, to the best of our knowledge, there is no known method to obtain tight lower bounds on multi-party communication complexity in a peer-to-peer setting via lower bounds in other known multi-party settings. Lower bounds obtained in the coordinator model can be transferred to the peer-to-peer model at the cost of a $\log k$ factor, where $k$ is the number of players, because any peer-to-peer protocol can be simulated in the coordinator model by having the players attach to every message the identity of the destination of that message [37, 21]. The loss of this factor in the lower bounds is unavoidable when the communication protocols can exploit a flexible communication pattern, since there are examples of functions where this factor in the communication complexity is necessary, while others, e.g., the parity function of single-bit inputs, have the same communication complexity in the coordinator and peer-to-peer settings (see a more detailed discussion on this point in Section 2.2). Therefore, one cannot prove tight lower bounds in the peer-to-peer setting by proving corresponding results in the coordinator model. Note that flexible communication configurations arise naturally for mobile communicating devices, for example, when these devices exchange information with the nearby devices. Constructions based on the pointer jumping problem also seem to be harder in the coordinator model, as solving the problem usually requires exchanging information in a specific order determined by the inputs of the players. It is thus important to develop lower bound techniques which apply directly in the peer-to-peer model, as we do in the present paper. Information theoretic tools seem, as we show, most suitable for this task.

**Information theoretic complexity measures.** As indicated above, our work makes use of information theoretic tools. Based on information theory, developed by Shannon [40], Information Complexity (IC), originally defined in [2, 14], is a powerful tool for the study of two-party communication protocols. Information complexity is a measure of how much information, about each other’s input, the players must learn during the course of the protocol, if that protocol must compute the function correctly. Since IC can be shown to provide a lower bound on the communication complexity, this measure has proven to be a strong and useful tool for obtaining lower bounds on two-party communication complexity in a sequence of papers (e.g., [3, 4, 11, 7]). However, information complexity cannot be extended in a straightforward manner to the multi-party setting. This is because with three players or more, any function can be computed privately (cf. [5, 19]), i.e., in a way such that the players learn nothing but the value of the function to compute. This implies that the information complexity of any function is too low to provide a meaningful lower bound on the communication complexity in the natural peer-to-peer multi-party setting. Therefore, before the present paper, information complexity and its variants have been used to obtain lower bounds on multi-party communication complexity only in settings which do not allow for private protocols (and most notably not in the natural peer-to-peer setting), with the single

\(^3\) Lower bounds in a seemingly peer-to-peer setting were given in [42]. However, in the model of that paper, the communication pattern is determined by an external view of the transcript, which makes the model equivalent to the coordinator model.
exception of [30]. For example, a number of lower bounds have been obtained via information
complexity for a promise version of set-disjointness in the broadcast model [3, 13, 26] (also
cf. [28]), and external information complexity was used in [10] for a lower bound on the general
disjointness function, also in the broadcast model. In the coordinator model, lower bounds
on the communication complexity of set-disjointness were given via variants of information
complexity [8]. The latter result was extended in [15] to the function Tribes. A notion of
external information cost in the coordinator model was introduced in [27] to study maximum
matching in a distributed setting. We note that the study of communication complexity in
number-in-hand multi-party settings via techniques other than those based on information
theory is limited to very few papers. One such example is the technique of symmetrization
that was introduced for the coordinator model in [37], and was shown to be useful to study
functions such as the bitwise AND. That technique was further developed along with other
reduction techniques in [41, 42, 43]. Another example is the notion of strong fooling sets,
introduced in [12] to study deterministic communication complexity of discreet protocols,
also defined in [12].

Private computation. It is well known that in the multi-party number-in-hand peer-to-peer
setting, unlike in the two-party case, any function can be privately computed [5, 19]. The
model that we define in the present paper does allow for (information theoretic) private
computation of any function [5, 19, 1]. The minimum amount of private randomness needed
in order to compute privately a given function is often referred to in this context as the
randomness complexity of that function. Randomness complexity (in private computation) is
of interest because true randomness is considered a costly resource, and since randomness
complexity in private computation has been shown to be related to other complexity measures,
such as the circuit size of the function or its sensitivity. For example, it has been shown [35]
that a boolean function $f$ has a linear size circuit if and only if $f$ has constant randomness
complexity. A small number of works [6, 33, 25, 30] prove lower bounds on the randomness
complexity of the parity function. The parity and other modulo-sum functions are, to the
best of our knowledge, the only functions for which randomness complexity lower bounds
are known. Using the information theoretic results that we obtain in the present paper for
the set-disjointness function, we are able to give a lower bound of $\Omega(n)$ on the randomness
complexity of $\text{Disj}^n_k$. The significance of this result lies in that it is the first such lower bound
that grows with the size of the input (which is $kn$), while the output remains a single bit,
contrary to the sum function (see [6]) or the bitwise parity function (see [30]).

1.1 Our techniques and contributions

Our contribution in the present paper is twofold.

First, on the conceptual, modeling and definitions side we lay the foundations for proving
lower bounds on (randomized) communication complexity in the natural peer-to-peer multi-
party setting. Specifically, we propose a model that, on the one hand, is a very natural
peer-to-peer model, and very close to the model used in the distributed computation literature,
and, at the same time, does have properties that allow one to analyze protocols in terms
of their information complexity and communication complexity. While at first sight the
elaboration of such model does not seem to be a difficult task, many technical, as well as
fundamental, issues render this task non-trivial. For example, one would like to define a notion
of “transcript” that would guarantee both a relation between the length of the transcript
and the communication complexity, and at the same time will contain all the information
that the players get and use while running the protocol. The difficulty in elaborating such
model may be the reason for which, prior to the present paper, hardly any work studied communication complexity directly in a peer-to-peer, multi-party setting (cf. [21]), leaving the field with only the results that can be inferred from other models, hence suffering the appropriate loss in the obtained bounds. We propose our model (see Section 2.1) and prove a number of fundamental properties that allow one to analyze protocols in that model (see Section 3.2), as well as prove the accurate relationship between the entropy of the transcript and the communication complexity of the protocol (Proposition 2.4).

We then define our new information theoretic measure, that we call “Multi-party Information Cost” (MIC), intended to be applied to peer-to-peer multi-party protocols, and prove that it provides, for any (possibly randomized) protocol, a lower bound on the communication complexity of that protocol (Lemma 3.4). We further show that MIC has certain properties such as a certain direct-sum property (Theorem 3.5). We thus introduce a framework as well as tools for proving lower bounds on communication complexity in a peer-to-peer multi-party setting.

Second, we exemplify the effectiveness of our conceptual contributions by proving, using the new tools that we define, two tight lower bounds on the randomized communication complexity of certain functions in the peer-to-peer multi-party setting. Both these lower bounds are proved by giving a lower bound on the Multi-party Information Complexity of the function at hand. The more elaborate lower bound is a tight lower bound of $\Omega(nk)$ on the randomized communication complexity of the function $\text{Disj}_n^k$ (under the condition that $n = \Omega(k)$). The function Disjointness is a well studied function in communication complexity and is often seen as a test-case of one’s ability to give lower bounds in a given model (cf. [16]). While the general structure of the proof of this lower bound does have similarities to the proof of a lower bound for Disjointness in the coordinator model [8], we do, even in the parts that bear similarities, have to overcome a number of technical difficulties that require new ideas and new proofs. For example, the very basic rectangularity property of communication protocols is, in the multi-party (peer-to-peer) setting, very sensitive to the details of the definition of the model and the notion of a transcript. We therefore need first to give a proof of this property in the peer-to-peer model (Lemma 3.6 and Lemma 3.7). We then use a distribution of the input which is a modification over the distributions used in [8, 15] (see Section 5). Our proof proceeds, as in [8], by proving a lower bound for the function \text{AND}, on a certain information theoretic measure that, in our proof, is called SMIC (for Switched Multi-party Information Cost), and then, by using a direct-sum-like lemma, to infer a lower bound on SMIC for Disjointness (we note that SMIC is an adaptation to the peer-to-peer model of a similar measure used in [8]). However, the lack of a “coordinator” in a peer-to-peer setting necessitates a definition of a more elaborate reduction protocol, and a more complicated proof for the direct-sum argument, inspired by classic secret-sharing primitives. See Lemma 6.1 for our construction and proof. We then show that SMIC provides a lower bound on MIC, which yields our lower bound on the communication complexity of Disjointness.

We further give a tight lower bound of $\Omega(nk)$ on the randomized communication complexity of the function $\text{Par}_n^k$ (bitwise parity) in the peer-to-peer multi-party setting (under the condition that $n = \Omega(k)$). This proof proceeds by first giving a lower bound on MIC for the parity function $\text{Par}_1^k$, and then using a direct-sum property of MIC to get a lower bound on MIC for $\text{Par}_n^k$. The latter yields the lower bound of $\Omega(nk)$ on the communication complexity of $\text{Par}_n^k$.

\footnote{The lower bound in [8] would yield an $\Omega(1/nk \cdot nk)$ lower bound in the peer-to-peer setting.}
To the best of our knowledge, our lower bounds are the first tight (non-trivial) lower bound on communication complexity in a peer-to-peer multi-party setting.

In addition to our results on communication complexity, we analyze the number of random bits necessary for private computations [5, 19], making use of the model, tools and techniques we develop in the present paper. It has been shown [30] that the public information cost (defined also in [30]) can be used to derive a lower bound on the randomness complexity of private computations. In the present paper we give a lower bound on the public information cost of any synchronous protocol computing the Disjointness function by relating it to its Switched Multi-party Information Cost, which yields the lower bound on the randomness complexity of Disjointness.

Organization. Due to space limitation all proofs are deferred to the full version of the paper. Section 2 introduces our model. In Section 3 we define our new information theoretic measure, MIC, give some of its properties, and give a number of fundamental properties of protocols in our model. In Section 4 we give the lower bound for the bitwise parity function. In Section 5 we prove a lower bound on the switched multi-party information cost of AND_k, and in Section 6, we prove, using the results of Section 5, the lower bound on the communication complexity of Disj_k^n. In Section 7 we apply our information theoretic lower bounds in order to give a lower bound on the number of random bits necessary for the private computation of Disj_k^n. Last, in Section 8 we discuss some open questions.

2 Multi-party communication protocols

We start with our model, and, to this end, give a number of notations.

Notations. We denote by k the number of players. We often use n to denote the size (in bits) of the input to each player. Calligraphic letters will be used to denote sets. Upper case letters will be used to denote random variables, and given two random variables A and B, we will denote by AB the joint random variable (A, B). Given a string (of bits) s, |s| denotes the length of s. Using parentheses we denote an ordered set (family) of items, e.g., (Y_i). Given a family (Y_i), Y_i denotes the sub-family which is the family (Y_i) without the element Y_i. The letter X will usually denote the input to the players, and we thus use the shortened notation X for (X_i), i.e., the input to all players. A protocol will usually be denoted by π.

We now define a natural communication model which is a slight restriction of the general asynchronous peer-to-peer model. The restriction of our model compared to the general asynchronous peer-to-peer model is that for a given player at a given time, the set of players from which that player waits for a message before sending any message of its own is determined by that player’s own local view, i.e., from that player’s input and the messages it has read so far, as well as its private randomness, and the public randomness. This allows us to define information theoretic tools that pertain to the transcripts of the protocols, and at the same time to use these tools as lower bounds for communication complexity. This restriction however does not exclude the existence of private protocols, as other special cases of the general asynchronous model do. We observe that practically all multi-party protocols in the literature are implicitly defined in our model, and that without such restriction, one bit of communication can bring log k bits of information, because not only the content of the message, but also the identity of the sender may reveal information. To exemplify why the general asynchronous model is problematic consider the following simple example (that we borrow from our work in [30]).
Example 2.1. There are 4 players, A, B and C, D. The protocol allows A to transmit to B its input bit x. But all messages sent in the protocol are the bit 0, and the protocol generates only a single transcript over all possible inputs. The protocol works as follows:

A: If $x = 0$ send 0 to C; after receiving 0 from C, send 0 to D.
If $x = 1$ send 0 to D; after receiving 0 from D, send 0 to C
B: After receiving 0 from a player, send 0 back to that player.
C, D: After receiving 0 from A send 0 to B. After receiving 0 from B send 0 to A.

It is easy to see that B learns the value of x from the order of the messages it gets.

In what follows we formally define our model, compare it to the general one and to other restricted ones, and explain the usefulness and logic of our specific model.

2.1 Definition of the model

We work in a multi-party, number-in-hand, peer-to-peer setting. Each player $1 \leq i \leq k$ has unbounded local computation power and, in addition to its input $X_i$, has access to a source of private randomness $R_i$. We will use the notation $R$ for $(R_i)$, i.e., the private randomness of all players. A source of public randomness $R^p$ is also available to all players. We will call a protocol with no private randomness a public-coins protocol. The system consists of $k$ players and a family of $k$ functions $f = (f_i)_{i \in [1, k]}$, with $\forall i \in [1, k]$. $f_i : \Pi_{\ell=1}^k \mathcal{X}_\ell \rightarrow \mathcal{Y}_i$, where $\mathcal{X}_\ell$ denotes the set of possible inputs of player $\ell$, and $\mathcal{Y}_i$ denotes the set of possible outputs of player $i$. The players are given some input $x = (x_i) \in \Pi_{\ell=1}^k \mathcal{X}_\ell$, and for every $i$, player $i$ has to compute $f_i(x)$.

We define the communication model as follows, which is the asynchronous setting, with some restrictions. To make the discussion simpler we assume a global time which is unknown to the players. Every pair of players is connected by a bidirectional communication link that allows them to send messages to each other. There is no bound on the delivery time of a message, but every message is delivered in finite time, and the communication link maintains FIFO order in each of the two directions. Given a specific time we define the view of player $i$ as the input of this player, $X_i$, its private randomness, $R_i$, the public randomness, $R^p$, and the messages read so far by player $i$. After the protocol has started, each player runs the protocol in local rounds. In each round, player $i$ sends messages to some subset of the other players. The identity of these players, as well as the content of these messages, depend on the current view of player $i$. The player also decides whether it should stop, and output (or “return”) the result of the function $f_i$. Then (if player $i$ did not stop and return the output), the player waits for messages from a certain subset of the other players, this subset being also determined by the current view of the player. Then the (local) round of player $i$ terminates.$^5$

To make it possible for the player to identify the arrival of the complete message that it waits for, we require that each message sent by a player in the protocol is self-delimiting.

Denote by $D_i^\ell$ the set of possible views of player $i$ at the end of local round $\ell$, $\ell \geq 0$, where the beginning of the protocol is considered round 0.

Formally, a protocol $\pi$ is defined by a set of local programs, one for each player $i$, where the local program of player $i$ is defined by a sequence of functions, parametrized by the index of the local round $\ell$, $\ell \geq 1$:

---

$^5$ The fact that the receiving of the incoming messages comes as the last step of the (local) round comes only to emphasize that the sending of the messages and the output are a function of only the messages received in previous (local) rounds.
We then define the transcript of player $x$.

Definition 2.2. For a given $0 \leq \epsilon < 1$, a protocol $\pi$ $\epsilon$-computes a function $f$ if for all $x \in \Pi_{i=1}^{k} \mathcal{X}_i$:

- For all possible assignments for the random sources $R_i$, $1 \leq i \leq k$, and $R^o$, every player eventually stops and returns an output.
- With probability at least $1 - \epsilon$ (over all random sources) the following event occurs: each player $i$ outputs the value $f(x)$, i.e., the correct value of the function.

We also consider the notion of external computation.
Definition 2.3. For a given $0 \leq \epsilon < 1$, a protocol $\pi$ externally $\epsilon$-computes $f$ if there exists a deterministic function $\theta$ taking as input the possible transcripts of $\pi$ and verifying
\[
\forall x \in \mathcal{X}, \Pr[\theta(\Pi(x)) = f(x)] \geq 1 - \epsilon.
\]

The communication complexity of a protocol is defined as the worst case, over the possible inputs and the possible randomness, of the number of bits sent by all players. For a protocol $\pi$ we denote its communication complexity by $\text{CC}(\pi)$. For a given function $f$ and a given $0 \leq \epsilon < 1$, we denote by $\text{CC}_\epsilon(f)$ the $\epsilon$-error communication complexity of $f$, i.e.,
\[
\text{CC}_\epsilon(f) = \inf_{\pi} \text{CC}(\pi)
\]
Finally, we give a proposition that relates the communication complexity of a $k$-party protocol $\pi$ to the entropy of the transcripts of the protocol $\pi$.

Proposition 2.4. Let the input to a $k$-party protocol $\pi$ be distributed according to an arbitrary distribution. Then,
\[
\sum_{i=1}^{k} H(\Pi_i) \leq 4 \cdot \text{CC}(\pi) + 4k^2,
\]
where the entropy is according to the input distribution and the randomization of protocol $\pi$.

2.2 Comparison to other models

The somewhat restricted model (compared to the general asynchronous model) that we work with allows us to use information theoretic tools for the study of protocols in this model, and in particular to give lower bounds on the multi-party communication complexity. Notice that the general asynchronous model is problematic in this respect since one bit of communication can bring $\log k$ bits of information, because not only the content of the message, but also the identity of the sender may reveal information. Thus, information cannot be used as a lower bound on communication. In our case, the sets $S_i^x$ and $S_i^r$ are determined by the current view of the player, $\Pi$ contains only the content of the messages, and thus the desirable relation between the communication and the information is maintained. On the other hand, our restriction is natural, does not seem to be very restrictive (practically all protocols in the literature adhere to our model), and does not exclude the existence of private protocols.

To exemplify why the general asynchronous model is problematic see Example 2.1.

While the model that we introduce in the present paper bears some similarities to the model used in [30], there are a number of important differences between them. First, the definition of the transcript is different, resulting in a different relation between the entropy of the transcript and the communication complexity. More important is the natural property of the model in the present paper that the local program of a protocol in a given node ends its execution when it locally gives its output. It turns out that the very basic rectangularity property of protocols, used in many papers, holds in this case (and when the transcript is defined as we define in the present paper), while if the local protocol may continue to operate after output, there are examples where this property does not hold. Thus, we view the introduction of the present model also as a contribution towards identifying the necessary features of a peer-to-peer model so that basic and useful properties of protocols hold in the peer-to-peer setting.

There has been a long series of works about multi-party communication protocols in different variants of models, for example [20, 13, 26, 28, 37, 17, 18] (see [21] for a comparison of a few of these models). In the coordinator model (cf. [20, 37, 8]), an additional player (the coordinator) with no input can communicate privately with each player, and the players can only communicate with the coordinator. We first note that the coordinator model does not yield exact bounds for the multi-party communication complexity in the peer-to-peer setting (neither in our model nor in the most general one). Namely, any protocol in the peer-to-peer model can be transformed into a protocol in the coordinator model with an
$O(\log k)$ multiplicative factor in the communication complexity, by sending each message to the coordinator with an $O(\log k)$-bit label indicating its destination. This factor is sometimes necessary, e.g., for the permutation functional defined as follows: Given a permutation $\sigma : [1,k] \to [1,k]$, each player $i$ has as input a bit $b_i$ and $\sigma^{-1}(\sigma(i) - 1)$ and $\sigma^{-1}(\sigma(i) + 1)$ (i.e., each player has as input the indexes of the players before and after itself in the permutation).\footnote{All additions are modulo $k$. This is a promise problem.}

For player $i$ the function $f_i$ is defined as $f_i = b_{\sigma^{-1}(\sigma(i) + 1)}$ (i.e., the value of the input bit of the next player in the permutation $\sigma$). Clearly in our model the communication complexity of this function is $k$ (each player sends its input bit to the correct player), and the natural protocol is valid in our model. On the other hand, in the coordinator model $\Omega(k \log k)$ bits of communication are necessary. But this multiplicative factor between the complexities in the two models is not always necessary: the communication complexity of the parity function $\text{Par}$ is $\Theta(k)$ both in the peer-to-peer model and in the coordinator model.

Moreover, when studying private protocols in the multi-party setting, the coordinator model does not offer any insight. In the coordinator model, described in [20] and used for instance in [8], if one does not impose any privacy requirement with respect to the coordinator, it is trivial to have a private protocol by all players sending their input to the coordinator, and the coordinator returning the results to the players. If there is a privacy requirement with respect to the coordinator, then if there is a random source shared by all the players (but not the coordinator), privacy is always possible using the protocol of [22]. If no such source exists, privacy is impossible in general. This follows from the results of Braverman et al. [8] who show a non-zero lower bound on the total internal information complexity of all parties (including the coordinator) for the function $\text{Disjointness}$ in that model. Our model, on the other hand, does allow for the private computation of any function [5, 19, 1].

It is worthwhile to contrast our model, and the communication complexity measure that we are concerned with, with work in the so-call congested-clique model that has gained increasing attention in the distributed computation literature (cf. [31, 32]). While both models are based on a communication network in the form of a complete graph (i.e., every player can send messages to any other player, and these messages can be different) there are two significant differences between them. Most of the works in the congested clique model deal with graph-theoretic problems and the input to each player is related to the adjacency list of a node (identified with that player) in the input graph, while in our model the input is not associated in any way with the communication graph. More importantly, the congested clique model is a synchronous model while ours is an asynchronous one. This brings about a major difference between the complexity measures studied in each of the models. Work in the congested clique model is concerned with giving bounds on the number of rounds necessary to fulfill a certain task under the condition that in each round each player can send to any other player a limited number of bits (usually $O(\log k)$ bits). The measure of communication complexity, that is of interest to us in the present paper, deals with the total number of communication bits necessary to fulfill a certain task in an asynchronous setting without any notion of global rounds.\footnote{Any function can be computed in the congested clique model with $O(k)$ communication complexity (at a cost of having many rounds) by each player, having input $x$, sending a single bit to player 1 only at round number $x$. On the other hand, in the asynchronous model any function can be computed in a single “round” (at a cost of high communication complexity) by each player sending its whole input to player 1.}
3 Tools for the study of multi-party communication protocols

In this section we consider two important tools for the study of peer-to-peer multi-party communication protocols. First, we define and introduce an information theoretic measure that we call Multi-party Information Cost (MIC); we later use it to prove our lower bounds. Then, we prove, in the peer-to-peer multi-party model that we define, the so-called rectangularity property of communication protocols, that we also use in our proofs.

3.1 Multi-party Information Cost

We now introduce an information theoretic measure for multi-party peer-to-peer protocols that we later show to be useful for proving lower bounds on the communication complexity of multi-party peer-to-peer protocols. We note that a somewhat similar measure was proposed in [8] for the coordinator model, but, to the best of our knowledge, never found an application as a tool in a proof of a lower bound.

Definition 3.1. For any $k$-player protocol $\pi$ and any input distribution $\mu$, we define the multi-party information cost of $\pi$:

$$\text{MIC}_{\mu}(\pi) = \sum_{i=1}^{k} (I(X_{-i}; \Pi_i | X_i R_i) + I(X_i; \Pi_i | X_{-i} R_{-i})).$$

Observe that the second part of each of the $k$ summands can be interpreted as the information that player $i$ “leaks” to the other players on its input. While the “usual” intuitive interpretation of two-party IC is “what Alice learns on Bob’s input plus what Bob learns on Alice’s input”, one can also interpret two-party IC as “what Alice learns on Bob’s input plus what Alice leaks on her input”. Thus, MIC can be interpreted as summing over all players $i$ of “what player $i$ learns on the other players’ inputs, plus what player $i$ leaks on its input.” Indeed, the expression defining MIC is equal to the sum, over all players $i$, of the two-party IC for the two-party protocol that results from collapsing all players, except $i$, into one virtual player. Thus, for number of players $k = 2$, $\text{MIC} = 2 \cdot \text{IC}$. We note that defining our measure without the private randomness in the condition of the mutual information expressions would yield the exact same measure (as is the case for 2-party IC); we prefer however to define MIC with the randomness in the conditions, as we believe that it allows one to give shorter, but still clear and accurate, proofs.

On the other hand observe that the second of the two mutual information expressions has $X_{-i}$ in the condition, contrary to a seemingly similar measure used in [8] (Definition 3 in [8]). Our measure is thus “internal” in nature, while the one of [8] has an “external” component. The fact that MIC is “internal” allows us to give lower bounds on MIC, and thus to use it for lower bounds on the communication complexity, contrary to the measure of [8].

Further observe that the summation, over all players, of each one of the two mutual information expressions alone would not yield a measure useful for proving lower bounds on the communication complexity of functions. The first mutual information expression would yield a measure for functions that would never be higher than the entropy of the function at hand, due to the existence of private protocols for all functions [5, 19]. For the second mutual information expression there are functions for which that measure would be far too low compared to the communication complexity: e.g., the function $f = x_1$, $x \in \{0, 1\}^n$ (i.e., the value of the function is the input of player 1); in that case the measure would equal only $n$, while the communication complexity of that function is $\Omega(kn)$.

We now define the multi-party information complexity of a function.
Definition 3.2. For any function $f$, any input distribution $\mu$, and any $0 \leq \epsilon \leq 1$, we define the quantity
\[ \text{MIC}^\epsilon_{\mu}(f) = \inf_{\pi} \epsilon\text{-computing } f \text{MIC}_{\mu}(\pi). \]

Definition 3.3. For any $f$, and any $0 \leq \epsilon \leq 1$, we define the quantity
\[ \text{MIC}^\epsilon(f) = \inf_{\pi} \epsilon\text{-computing } f \sup_{\mu} \text{MIC}_{\mu}(\pi). \]

We now claim that the multi-party information cost and the communication complexity of a protocol are related, as formalized by the following lemma.

Lemma 3.4. For any $k$-player protocol $\pi$, and for any input distribution $\mu$,
\[ \text{CC}(\pi) \geq \frac{1}{8} \text{MIC}_{\mu}(\pi) - k^2. \]

We now show that the multi-party information cost satisfies a direct sum property for product distributions. In what follows, the notation $f^{\otimes n}$ denotes the task of computing $n$ instances of $f$, where the requirement from an $\epsilon$-computing protocol is that each instance is computed correctly with probability at least $1 - \epsilon$ (as opposed to the stronger requirement that the whole vector of instances is computed correctly with probability at least $1 - \epsilon$).

Theorem 3.5. For any protocol $\pi$ (externally) $\epsilon$-computing a function $f^{\otimes n}$, there exists a protocol $\pi'$ (externally) $\epsilon$-computing $f$ such that, for any product distribution $\mu$ for the input, it holds that
\[ \text{MIC}_{\mu}^n(\pi) \geq n \cdot \text{MIC}_{\mu}(\pi'). \]

3.2 The Rectangularity Property

The rectangularity property (or Markov property) is one of the key properties that follow from the structure and definition of (some) protocols. For randomized protocols it was introduced in the two-party setting and in the multi-party blackboard model in [3], and in the coordinator model in [8]. We prove a similar rectangularity property in the peer-to-peer model that we consider in the present paper.

We note that the proof of this property in the peer-to-peer model makes explicit use of the specific properties of the model we defined: the proof that follows explicitly uses the definition of the transcript on an edge by edge basis as in our model, as well as the fact that a player returns and stops as one operation. One can build examples where if any of these two properties does not hold, then the rectangularity property of protocols does not hold. Thus we view the following proof of rectangularity in our model also as an identification of model properties needed for the useful rectangularity property of multiparty peer-to-peer protocols to hold.

To define this property, for any transcript $\tau \in T_i$, let $A_i(\tau) = \{(x, r) \mid \Pi_i(x, r) = \tau\}$ (i.e., the set of input, randomness pairs that lead to transcript $\tau$), and define the projection of $A_i(\tau)$ on coordinate $i$ as $T_i(\tau) = \{(x', r') \mid (x, r) \in A_i(\tau), x' = x_i \& r' = r_i\}$, and the projection of $A_i(\tau)$ on the complement of coordinate $i$ as $J_i(\tau) = \{(x', r') \mid (x, r) \in A_i(\tau), x' = x_{-i} \& r' = r_{-i}\}$. Similarly, for any transcript $\tau \in T$, let $B(\tau) = \{(x, r) \mid \Pi(x, r) = \tau\}$, and for any player $i$, let $H_i(\tau) = \{(x', r') \mid (x, r) \in B(\tau), x' = x_{-i} \& r' = r_{-i}\}$. 


We start by proving a combinatorial property of transcripts of communication protocols, which intuitively follows from the fact that each player has access to only its own input and private randomness. The proof of this property is technically more involved compared to the analogous property in other settings, since the structure of protocols and the manifestation of the transcripts in the peer-to-peer setting are more flexible than in the other settings.

Lemma 3.6. Let $\pi$ be a $k$-player private-coins protocol with inputs from $\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_k$. Let $\mathcal{T}$ denote the set of possible transcripts of $\pi$, and for $i \in [1,k]$ let $\mathcal{T}_i$ denote the set of possible transcript observed by player $i$, so that $\mathcal{T} \subseteq \mathcal{T}_1 \times \cdots \times \mathcal{T}_k$. Then, $\forall i \in [1,k]$:

- $\forall \tau \in \mathcal{T}_i$, $A_i(\tau) = I_i(\tau) \times J_i(\tau)$.
- $\forall \tau \in \mathcal{T}$, $B(\tau) = I_i(\tau) \times H_i(\tau)$.

We now prove the rectangularity property of randomized protocols in the peer-to-peer setting.

Lemma 3.7. Let $\pi$ be a $k$-player private-coins protocol with inputs from $\mathcal{X} = \mathcal{X}_1 \times \cdots \times \mathcal{X}_k$. Let $\mathcal{T}$ denote the set of possible transcripts of $\pi$, and for $i \in [1,k]$ let $\mathcal{T}_i$ denote the set of possible transcript observed by player $i$, so that $\mathcal{T} \subseteq \mathcal{T}_1 \times \cdots \times \mathcal{T}_k$. Then, for every $i \in [1,k]$, there exist functions $q_i : \mathcal{X}_i \times \mathcal{T}_i \rightarrow [0,1]$, $q_{-i} : \mathcal{X}_{-i} \times \mathcal{T}_i \rightarrow [0,1]$ and $p_{-i} : \mathcal{X}_{-i} \times \mathcal{T} \rightarrow [0,1]$ such that $\forall x \in \mathcal{X}$, $\forall \tau = (\tau_1, \ldots, \tau_k) \in \mathcal{T}, \Pr[\Pi_i(x) = \tau_i] = q_i(x, \tau)q_{-i}(x_{-i}, \tau_i)$, and $\forall x \in \mathcal{X}$, $\forall \tau = (\tau_1, \ldots, \tau_k) \in \mathcal{T}, \Pr[\Pi(x) = \tau] = q_i(x, \tau)p_{-i}(x_{-i}, \tau)$.

4 The function parity

We now prove a lower bound on the multi-party peer-to-peer randomized communication complexity of the $k$-party $n$-bit parity function $\text{Par}_k^n$, defined as follows: each player $i$ receives $n$ bits $(x_i^p)_{p \in [1,n]}$ and player 1 has to output the bitwise sum modulo 2 of the inputs, i.e., $\text{Par}_k^n(x) = (\oplus_{i=1}^k x_1^i, \oplus_{i=1}^k x_2^i, \ldots, \oplus_{i=1}^k x_n^i)$ (the case where all $k$ players compute the function is trivial). To start, we prove a lower bound on the multi-party information complexity of the parity function, where each player has a single input bit. For simplicity we denote this function $\text{Par}_k$, rather than $\text{Par}_k^n$.

Theorem 4.1. Let $\mu$ be the uniform distribution on $\{0,1\}^k$. Given any fixed $0 \leq \epsilon < \frac{1}{2}$, for any protocol $\pi$ $\epsilon$-computing $\text{Par}_k$, it holds that $\text{MIC}_\mu(\pi) = \Omega(k)$.

The next theorem follows immediately from Theorem 4.1 and Theorem 3.5.

Theorem 4.2. Let $\mu$ be the uniform distribution on $\{0,1\}^k$. Given any fixed $0 \leq \epsilon < \frac{1}{2}$, for any protocol $\pi$ $\epsilon$-computing $\text{Par}_k^n$, it holds that $\text{MIC}_\mu(\pi) = \Omega(kn)$.

We can now prove a lower bound on the communication complexity of $\text{Par}_k^n$. Note that the lower bound for $\text{Par}_k^n$ given in [30] is valid only for a restricted class of protocols, called “oblivious” in [30].

Theorem 4.3. Given any fixed $0 \leq \epsilon < \frac{1}{2}$, there is a constant $\alpha$ such that for $n \geq \frac{1}{\alpha}k$,

$$\text{CC}'(\text{Par}_k^n) = \Omega(kn).$$

5 The function AND

In this section we consider an arbitrary $k$-party protocol, $\pi$, where each player has an input bit $x_i$, and where $\pi$ has to compute the AND of all the input bits. We prove a lower bound on a certain information theoretic measure (that we define below) for $\pi$. The proof makes use of the following input distribution.
Input distribution. Consider the distribution $\mu$ defined as follows. Draw a bit $M \sim \text{Ber}(\frac{2}{3}, \frac{1}{3})$, and a uniformly random index $Z \in [1, k]$. Assign 0 to $X_Z$. If $M = 0$, sample $X_{-Z}$ uniformly in $\{0, 1\}^{k-1}$; if $M = 1$, assign $1^{k-1}$ to $X_{-Z}$. We will also work with the product distribution $\mu^n$. Our distribution is similar to the ones of [8, 15] in that it leads to a high information cost (or similar measures) for the function $\text{AND}_k$. The distribution that we use has the property that the AND of any input in the support of $\mu$ is 0. This allows us to prove lower bounds for the Disjointness function without the constraint that $k = \Omega(\log n)$ which was necessary in [8] (but not in [15]).

5.1 Switched multi-party information cost of $\text{AND}_k$

We propose the following definition, which is an adaptation of the switched information cost of [8]. We call it Switched Multi-party Information Cost (SMIC).

▶ Definition 5.1. For a $k$-player protocol $\pi$ with inputs drawn from $\mu^n$ let

$$\text{SMIC}_{\mu^n}(\pi) = \sum_{i=1}^{k} (I(X_i; \Pi_i | M\,Z) + I(M; \Pi_i | X_i\,Z)) .$$

Note that the notion of SMIC is only defined with respect to the distribution $\mu^n$ that we defined, and we may thus omit the distribution from the notation. We note that in order to simplify the expressions we often consider the public randomness as implicit in the information theoretic expressions we use below. It can be materialized either as part of the transcript or in the conditioning of the information theoretic expressions.

We can now prove the main result of this section.

▶ Theorem 5.2. For any fixed $0 \leq \epsilon < \frac{1}{2}$, for any protocol $\pi$ externally $\epsilon$-computing $\text{AND}_k$, $\text{SMIC}_{\mu}(\pi) = \Omega(k)$.

6 The function Disjointness

In the $k$ players $n$-bit disjointness function $\text{Disj}_k^n$, every player $i \in [1, k]$ has an $n$-bit string $(x^i_\ell)_{\ell \in [1, n]}$, and the players have to output 1 if and only if there exists a coordinate $\ell$ where all players have the bit 1. Formally, $\text{Disj}_k^n(x) = \bigvee_{\ell=1}^{n} \bigwedge_{i=1}^{k} x^i_\ell$.

6.1 Switched multi-party information cost of $\text{Disj}_k^n$

We first prove a direct-sum-type property which allows us to make the link between the functions $\text{AND}_k$ and $\text{Disj}_k^n$. A similar property was proved in [8] in the coordinator model; our peer-to-peer model requires a different, more involved, construction, since we do not have the coordinator, and moreover no player can act as the coordinator since it would get too much information. Since $\text{Disj}_k^n$ is the disjunction of $n$ $\text{AND}_k$ functions, we analyze the switched multi-party information cost of $\text{Disj}_k^n$ using the distribution $\mu^n$.

▶ Lemma 6.1. Let $k > 3$. For any protocol $\pi$ externally $\epsilon$-computing $\text{Disj}_k^n$, there exists a protocol $\pi'$ externally $\epsilon$-computing $\text{AND}_k$ such that

$$\text{SMIC}_{\mu^n}(\pi) \geq n \cdot \text{SMIC}_{\mu}(\pi') .$$

Coupled with the lower bound on $\text{SMIC}(\pi')$ for any protocol $\pi'$ that computes $\text{AND}_k$ (Section 5), the above lemma gives us a lower bound on $\text{SMIC}(\pi)$ for any protocol that computes the function $\text{Disj}_k^n$:
Theorem 6.2. Let $k > 3$. Given any fixed $0 \leq \epsilon < \frac{1}{2}$, for any protocol $\pi$ externally $\epsilon$-computing $\text{Disj}_k^n$, it holds that
$$\text{SMIC}_{\mu^n}(\pi) = \Omega(kn).$$

6.2 Multi-party information complexity and communication complexity of $\text{Disj}_k^n$

The next lemma is key to our argument. The theorem that follows is a consequence of it and of Theorem 6.2.

Lemma 6.3. For any $k$-player protocol $\pi$, $\text{SMIC}_{\mu^n}(\pi) \leq \text{MIC}_{\mu^n}(\pi)$.

The next theorem follows immediately from Theorem 6.2 and Lemma 6.3.

Theorem 6.4. Let $k > 3$. Given any fixed $0 \leq \epsilon < \frac{1}{2}$, for any protocol $\pi$ externally $\epsilon$-computing $\text{Disj}_k^n$, it holds that
$$\text{MIC}_{\mu^n}(\pi) = \Omega(kn).$$

We now conclude with a lower bound on the randomized communication complexity of the disjointness function.

Theorem 6.5. Given any fixed $0 \leq \epsilon < \frac{1}{2}$, there is a constant $\alpha$ such that for $n \geq \frac{1}{\alpha} k$,
$$\text{CC}^\epsilon(\text{Disj}_k^n) = \Omega(kn).$$

We note that our tight lower bound holds also for protocols where only one player is required to output the value of the function.

7 Randomness complexity of private protocols

A protocol $\pi$ is said to privately compute a function $f$ if, at the end of the execution of the protocol, the players have learned nothing but the value of that function. We now prove that the (information theoretic) private computation of $\text{Disj}_k^n$ requires $\Omega(n)$ random bits. We prove this result using the information theoretic results for $\text{Disj}_k^n$ of the previous sections. The definitions and the details of the proof are deferred to the full version of the paper.

Theorem 7.1. Let $k > 3$. Then $\mathcal{R}(\text{Disj}_k^n) = \Omega(n)$, where $\mathcal{R}(f)$ is the minimum number of random bits necessary for a protocol to privately compute $f$.

8 Conclusions and open problems

We introduce new models and new information theoretic tools for the study of communication complexity, and other complexity measures, in the natural peer-to-peer, multi-party, number-in-hand setting. We prove a number of properties of our new models and measures, and exemplify their effectiveness by proving two lower bounds on communication complexity, as well as a lower bound on the amount of randomness necessary for certain private computations.

To the best of our knowledge, our lower bounds on communication complexity are the first tight (non-trivial) lower bounds on communication complexity in the natural peer-to-peer multi-party setting, and our lower bound on the randomness complexity of private computations is the first that grows with the size of the input, while the computed function is a boolean one (i.e., the size of the output does not grow with the size of the input).
We believe that our models and tools may find additional applications and may open the way to further study of the natural peer-to-peer setting and to the building of a more solid bridge between the the fields of communication complexity and of distributed computation.

Our work raises a number of questions. First, how can one relax the restrictions that we impose on the general asynchronous model and still prove communication complexity lower bounds in a peer-to-peer setting? Our work seems to suggest that novel techniques and ideas, possibly not based on information theory, are necessary for this task, and it would be most interesting to find those. Second, it would be interesting to identify the necessary and sufficient conditions that guarantee the “rectangularity” property of communication protocols in a peer-to-peer setting. While this property is fundamental to the analysis of two-party protocols, it turns out that once one turns to the multi-party peer-to-peer setting, not only does this property become subtle to prove, but also this property does not always hold. Given the central (and sometimes implicit) role of the rectangularity property in the literature, it would be interesting to identify when it holds in the multi-party peer-to-peer number-in-hand setting.
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