Abstract

There has been recent interest in dynamic string algorithms, i.e. string problems where the input changes dynamically. One such problem is the longest common factor (LCF) problem. It is well known that the LCF of two strings $S$ and $D$ of length $n$ over a fixed constant-sized alphabet $\Sigma$ can be computed in time linear in $n$. Recently, a new challenge was introduced - finding the LCF of two strings in a dynamic setting. The problem is the fully dynamic one sided LCF (FDOS-LCF) problem. In the FDOS-LCF problem we get $q$ consecutive queries of the form $< i, \alpha >$, where each such query means: "replace $D[i]$ by $\alpha$, $\alpha \in \Sigma$ and output the LCF of $S$ and (the updated) $D$. The goal is to initially preprocess $S$ and $D$ so that we do not need $O(n)$ time to compute an LCF for each such query.

The state-of-the-art is an algorithm that preprocesses the two strings $S$ and $D$ in time $O(n \log^4 n)$. Subsequently, the algorithm answers in time $O(\log^3 n)$ a single query of the form: Given a position $i$ on $D$ and a letter $\alpha$, return an LCF of $S$ and $D'$, where $D'$ is the string resulting from $D$ after substituting $D[i]$ with $\alpha$. That algorithm is not extendable to multiple queries. In this paper we present a tool - Locally Maximal Common Factors (LMCF) - that proves to be quite useful in solving some restricted versions of the FDOS-LCF problem. The versions we solve are the Decremental FDOS-LCS problem, where every change $< i, \alpha >$ is of the form $< i, \omega >$, $\omega \not\in \Sigma$, and the Periodic FDOS-LCS problem, where $S$ is a periodic string with period length $p$.

For the decremental problem we provide an algorithm with linear time preprocessing and $O(\log \log n)$ time per query. For the periodic problem our preprocessing time is linear and the query time is $O(p \log \log n)$.
1 Introduction

Recently, there has been a growing interest in dynamic pattern matching algorithms. A particular problem that received attention is finding the longest common factor (LCF) of two strings. Let $S$ and $D$ be strings of lengths $n_1$ and $n_2$, respectively, over a constant size alphabet $\Sigma$. Their longest common factor (substring) is the longest string $F$ that is a substring of both $S$ and $D$. The LCF can be computed in $O(n_1 + n_2)$ time [10].

As mentioned in [13], the LCF problem is not robust and its solution can vary significantly when the input strings are changed even by one letter. It is, therefore, important to study the dynamic instance of the problem, i.e. finding the LCF between two strings after an arbitrary number of changes in one of the two sequences. Other than the purely theoretical interest, the problem has applications in the field of molecular biology. For instance, when we wish to find the LCFs by incorporating the single nucleotide polymorphisms (SNPs) observed in a population in one of the two sequences. The longest common factor with $k$-mismatches problem has also received much attention recently, in particular due to its applications in bioinformatics [11]. We refer the interested reader to [2, 7, 9, 13].

Recently, a solution to the restricted case, where a single edit operation (substitution, insertion or deletion) is allowed, was presented [1]. In that paper, two strings, $S$ and $D$, of length $n$ over a finite fixed alphabet $\Sigma$, are given. The strings are preprocessed in $O(n \log^2 n)$ time and $O(n \log^3 n)$ space. After preprocessing, the answer to a query replacing the symbol in index $i$ of string $D$ by $\alpha$ is computed in $O(\log^2 n)$ time.

The solution in [1] is not extendable to more substitutions. The goal is solving the fully dynamic one sided LCF (FDOS-LCF) problem. Specifically, suppose we get $q$ consecutive queries of the form $<i, \alpha>$, where each such query means: “replace $D[i]$ by $\alpha$, $\alpha \in \Sigma$ and output the LCF of $S$ and (the updated) $D$. The goal is to initially preprocess $S$ and $D$ so that we do not need $O(n)$ time to compute an LCF for each such query.

This problem, as well as many other dynamic string problems, would be efficiently solvable in a straightforward manner if one could efficiently maintain a suffix tree of a changing string. Alas, a fully dynamic suffix tree seems like a very difficult challenge. In this paper we present a tool – Locally Maximal Common Factors (LMCF) – that proves to be quite useful in solving some restricted versions of the FDOS-LCF problem.

The first problem we solve is the dynamic LCF problem for the decremental dynamic model. In this model, every substitution in $D$ is of a symbol $\omega \notin \Sigma$, where each such query means: “replace $D[i]$ by $\alpha$, $\alpha \in \Sigma$ and output the LCF of $S$ and (the updated) $D$. The goal is to initially preprocess $S$ and $D$ so that we do not need $O(n)$ time to compute an LCF for each such query.

The second problem we solve is the FDOS-LCF problem in the special case where $S$ is periodic. Our solution has a linear time preprocessing and subsequent $O(p \log \log n)$ time queries.

2 Preliminaries

We begin with basic definitions and notation generally following [4]. Let $S = S[1]S[2]...S[n]$ be a string of length $|S| = n$ over a finite ordered alphabet $\Sigma$ of size $|\Sigma| = O(1)$. By $\varepsilon$ we denote an empty string. For two positions $i$ and $j$ on $S$, we denote by $S[i..j] = S[i]..S[j]$ the factor (sometimes called substring) of $S$ that starts at position $i$ and ends at position $j$ (it equals $\varepsilon$ if $j < i$). We recall that a prefix of $S$ is a factor that starts at position 1.
(S[1..j]) and a suffix is a factor that ends at position n (S[i..n]). We denote the reverse string of S by SR, i.e. \( S^R = S[n]S[n-1]...S[1] \). We denote the concatenation of two strings, S1 and S2, by S1S2.

Let Y be a string of length m with 0 < m ≤ n. We say that there exists an occurrence of Y in S, or, more simply, that Y occurs in S, when Y is a factor of S. Every occurrence of Y can be characterised by a starting position in S. Thus we say that Y occurs at the starting position i in S when \( Y = S[i..i + m - 1] \).

Given two strings S and D, a string Y that occurs in both is a longest common factor (LCF) of S and D if there is no longer factor of D that is also a factor of S; note that S and D can have multiple LCF strings. We introduce a natural representation of an LCF of S and T as a triple \((m, p, q)\) such that \( S[p..p + m - 1] = T[q..q + m - 1] \) is an LCF of S and T. The decremental dynamic LCF problem is formally defined as follows;

**Decremental Dynamic LCF**

**Input:** Two strings S and D of length n over an alphabet \( \Sigma \), symbol \( \omega \not\in \Sigma \). Let \(<i_1, \omega>, <i_2, \omega>, ..., <i_k, \omega>\) be a sequence of substitution operations in D, and let \( D' \) be the result of these k substitutions.

**Output:** An LCF of S and \( D' \).

Clearly, the problem can be solved by computing an LCF after every change. We will see that such a computation can be done in linear time. We show an algorithm whose pre-processing time is linear, and where an LCF computation after each substitution can be done more efficiently. In Section 4 we present an implementation whose query complexity is logarithmic. In Section 5 we present an implementation whose query processing time is \( O(\log \log n) \).

### 3 Algorithm’s Idea

We need some additional tools and definitions:

- **Definition 1.** Let S and D be two strings of length n over fixed finite alphabet \( \Sigma \). A **locally maximal common factor (LMCF)** of S in D is a factor \( D[i..j] \) of D that satisfies the following two conditions:
  1. \( D[i..j] \) is a factor of S.
  2. Neither \( D[i..j + 1] \) nor \( D[i-1..j] \) are factors of S.

  The following observations are crucial.

- **Observation 2.** An LCF of two strings S and D is an LMCF of S in D. Moreover, a longest LMCF of S in D is an LCF.

- **Observation 3.** There are at most n LMCF’s of S in D.

  **Proof.** It is clear that only one LMCF can start at any index i of D. Otherwise, let i be an index such that both \( D[i..j] \) and \( D[i..\ell] \) are LMCF’s, and wlog assume \( j < \ell \). Then \( D[i..j + 1] \) is a factor of S, contradicting \( D[i..j] \)'s maximality. Since D is of length n there are no more than n indices where an LMCF can start. \( \sbullet \)

- **Observation 4.** Let \( D[i_1..j_1] \) and \( D[i_2..j_2] \) be LMCF’s of S in D. Then \( i_1 < i_2 \) iff \( j_1 < j_2 \).

  **Proof.** Otherwise, one is contained in the other contradicting the fact that both are LMCF’s. \( \sbullet \)

To achieve our goal, we will show that we can update and maintain a sorted list of LMCF’s in logarithmic time per substitution. One more tool is needed.
3.1 The Suffix Tree

The suffix tree $T(S)$ of a non-empty string $S$ of length $n$ is a compact trie representing all suffixes of $S$. The branching nodes of the trie as well as the terminal nodes, that correspond to suffixes of $S$, become explicit nodes of the suffix tree, while the other nodes are implicit. Each edge of the suffix tree can be viewed as an upward maximal path of implicit nodes starting with an explicit node. Moreover, each node belongs to a unique path of that kind. Thus, each node of the trie can be represented in the suffix tree by the edge it belongs to and an index within the corresponding path. We let $L(v)$ denote the path-label of a node $v$, i.e., the concatenation of the edge labels along the path from the root to $v$. We say that $v$ is path-labelled $L(v)$. Additionally, $D(v) = \left|L(v)\right|$ is used to denote the string-depth of node $v$. Node $v$ is a terminal node if its path-label is a suffix of $S$, that is, $L(v) = S[i..n]$ for some $1 \leq i \leq n$; here $v$ is also labelled with index $i$. It should be clear that each factor of $S$ is uniquely represented by either an explicit or an implicit node of $T(S)$, called its locus. In standard suffix tree implementations, we assume that each node of the suffix tree is able to access its parent. Once $T(S)$ is constructed, it can be traversed in a depth-first manner to compute the string-depth $D(v)$ for each node $v$. For every two nodes, $v, u$, where $L(u) = \alpha L(v)$, $\alpha \in \Sigma$, there is a pointer from $v$ to $u$ called a suffix link. It is known that the suffix tree, with the suffix links, of a string of length $n$, over a fixed-sized ordered alphabet, can be computed in time and space $O(n)$ [16, 12, 14]. The suffix tree of an integer alphabet can also be built in linear time [5].

3.2 Preprocessing

Our algorithm has two parts: a preprocessing part, to set up the data structures; and a query part that maintains the data structures upon every substitution in a manner allowing to efficiently pull a maximum LMCF at every instant.

Finding All LMCF’s:

The first preprocessing step is finding all LMCF’s. This is easily done via the suffix tree. Algorithm $AllLMCF(S, D)$ computes, for each index $i$, the longest factor starting at $D[i]$ that occurs in $S$. Then, starting from $D[1]$, output every factor whose ending position is farther than the previous one.

Algorithm 1: Algorithm $AllLMCF(S, D)$ – Finding all LMCF’s

1. Construct suffix tree $T(S$D$)$ for the string $S$D$, where $S$ \notin \Sigma$. 2. For every leaf, indicate whether it represents a suffix starting in $S$ or a suffix starting in $D$. 3. Traverse $T(S$D$)$ (using, e.g., DFS) and mark as blue every node that has in its subtree at least one leaf from $D$ and one leaf from $S$. 4. For every leaf representing suffix $D[i]$, mark the lowest blue node on its path from the root, i.e. the ending index of the longest factor that starts at $D[i]$ and appears in $S$. Denote it by $LD[i]$. 5. Set $F$ to be $LD[1]$. \{ $F$ will be the farthest common factor so far. \} 6. For $i:=2$ to $n$ do:\ If $LD[i] > F$ then $< i, LD[i] >$ is an LMCF and $LD[i]$ is the new value of $F$. endFor
Correctness: The algorithm simply follows the definition of LMCF.

Time: The construction and size of the suffix tree, as well as the tree traversals, are done in time \(O(n)\).

Let us now examine the effects on the LMCF’s of a substitution of \(\omega\) for the symbol in index \(k\) of \(D\). Clearly, all LMCF’s that end before index \(k\) and all those that start after index \(k\) are not affected. Let \(CM_k\) be the set of LMCF’s \(D[i..j]\) such that \(i \leq k \leq j\). Since \(\omega \notin S\) then each of the LMCF’s in \(CM_k\) is cut at index \(k\). But because of local maximality, for any two LMCF’s \(D[i_1..j_1]\) and \(D[i_2..j_2]\) where \(i_1 < i_2 \leq k \leq j_1 < j_2\), only \(D[i_1..k-1]\) and \(D[k+1..j_2]\) are potentially LCMF’s after the substitution in \(k\). We can conclude:

**Observation 5.** After a replacement of \(\omega\) in index \(k\) of \(D\), if \(CM_k\) is empty, there is no change to the LMCF’s. Otherwise, all LMCF’s that are elements in \(CM_k\) should be deleted and the following two strings should be inserted to the set of LMCF’s:

- \(L_1 = D[i'..k-1]\), where \(i' = \min\{i\mid D[i..j] \in CM_k\}\)
- \(L_2 = D[k+1..j']\), where \(j' = \max\{j\mid D[i..j] \in CM_k\}\)

We now have an idea of what our algorithm should look like. We need a data structure that allows us to efficiently delete the appropriate sets of LMCF’s, to add the two new LMCF’s, if necessary, and to efficiently find the maximum. In particular, let LCMF \(D[i..j]\) be represented by the pair \(<i, j>\). We need a data structure that supports the following operations:
1. Construct LMCF structure
2. Given index \(k\), Delete \(CM_k\)
3. Insert LMCF \(<i, j>\)
4. Find maximum length LMCF.

### 4 Implementation 1: \(O(\log n)\) Query Processing

Consider a balanced binary search tree \(T\) of the pairs \(<i, j>\) that represent LMCF’s, sorted by the smaller index in every pair. Given a substitution index \(k\), we can efficiently find the subtree of all indices \(i\) for which \(i \leq k\). The problem is that some of the LMCF’s in this subtree are not cut by \(k\), i.e. their second index \(j\) has \(j < k\), thus they should not be deleted. However, Observation 4 guarantees that the second indices of all LMCF’s are sorted by the same order as the first indices. This means that the binary search tree allows us to find \(i_1\), the smallest \(i\) for which \(D[i..j]\) is cut by \(k\). Similarly, we can find \(i_2\), the largest \(i\) for which \(D[i..j]\) is cut by \(k\). We delete all the LMCF’s starting between \(i_1\) and \(i_2\) and add \(L_1\) and \(L_2\). We will say a few words about maintaining the tree balanced.

As for the maximum. For each node in the tree write the maximum length LMCF in its subtree. Updating the maximum after every change means running up the tree, thus the time is \(O(\log n)\). Answering a query means starting from the root and running down the tree towards the maximum, again having time \(O(\log n)\).

**Implementation Details:** There are \(O(n)\) LMCF’s in total, and each one is a pair \(<i, j>\) starting at a unique \(i\), \(1 \leq i \leq n\). Therefore, we use the balanced binary tree of \(\{1, ..., n\}\), but for every node we indicate (a) whether the node is “full”, i.e., whether there is an LMCF that starts at the node of index \(i\), and (b) whether the subtree rooted at node \(i\) is empty. Since the height of the tree is \(O(\log n)\), the search is bounded by the tree height even in the tree with “empty” nodes.
Time:
1. **Preprocessing:** The balanced tree for \( \{1, \ldots, n\} \) can be constructed in linear time. The LMCF’s can be found on the suffix tree as shown in Subsection 3.2 in linear time. The appropriate nodes are marked and denoted “full” and the rest of the nodes as well as the appropriate subtrees are marked “empty” in linear time using DFS. Every LMCF node also has a “length” field and every subtree maintains in its root the maximum length in the subtree. This is also done by DFS in linear time.

2. **Deleting** \( CM_k \): The \( j \)'s of the \(<i,j>\) LMCF’s are sorted in the same order as the \( i \)'s. Thus finding the largest and smallest \( i \) for which \( D[i,j] \) includes \( k \) is done in time \( O(\log n) \). The appropriate subtrees are marked “empty”. Because the tree is balanced this requires only \( O(\log n) \) nodes to be marked. The appropriate maximum length fields along the modified paths are also updated appropriately, also in time \( O(\log n) \).

3. **Inserting** LMCF \(<i,j>\): simply turn on the appropriate “full” field of node \( i \) in the tree, as well as the appropriate \( j \) and length. Walk up the path updating the subtree emptiness indicators and the maximum subtree length.

4. **Finding Maximum Length LMCF:** The maximum length appears in the subtree max length field of the root, and can be output in constant time. All LCF’s can be found by going down the tree. The time is then \( O(tocc \log n) \), where \( tocc \) is the number of LCF’s. A single representative LCF can be found in time \( O(\log n) \).

5. **Implementation 2:** \( O(\log \log n) \) Query Processing

The implementation we suggested to our algorithm was based on a balanced search tree. The height of such a tree is generally \( O(\log n) \). However, the are data structures that allow searching in time \( O(\log \log n) \), where \( u \) is the size of the universe of keys [15, 17]. Our set of keys is \( \{1, \ldots, n\} \), which would make the search time \( O(\log \log n) \). In this section we describe an implementation that uses a data structure that supports the following operations on a set \( S \subset \{1, \ldots, n\} \): insert, delete, lookup, findnext, findprev. Using such a data structure we show how to implement the four operations described in Section 3.

Constructing the tree, searching for a key, and inserting a constant number of LMCF’s, can be done naturally on the vEB tree as well as the y-fast trie. The challenge is implementing the deletion of \( CM_k \) and the maintenance of the maximum lengths. The difficulty arises in the fact that these trees don’t have a constant number of children per node, as does a balanced search tree, thus these updates are more complex.

5.1 Data Structures

As mentioned, we assume a data structure that supports the following operations on a set \( S \subset \{1, \ldots, n\} \): insert, delete, lookup, findnext, findprev. We call this a fast tree. The vEB tree [15] and the y-fast trie [17] can achieve this in space \( O(n) \) and time per operation \( O(\log \log n) \). Nevertheless, our algorithm can use any dynamic priority queue with predecessor and successor query capability.

In order to implement our four operations, we will need a number of fast trees. We define them below.

**Definition 6.**
1. The LMCF tree is a fast tree of the pairs \(<i,j>\) that represent LMCF’s, sorted by the smaller index in every pair.
2. The Interval tree is a fast tree sorted by the starting indices of valid intervals in the range \(\{1, \ldots, n\}\). Each such element also holds its length. Initially, the entire range is valid, so there is a single element starting at the first index and whose length is \(n\), the length of the entire range. As our algorithm progresses, we may need to delete entire intervals of the range, in which no LMCF’s start. We implement it by “cutting” them out of the interval tree.

3. The max length tree is a fast tree whose entries are the maximum length of the LMCF’s in the valid intervals. There is also a link between each valid interval entry in the interval tree and the entry of its length in the max length tree. The max length tree is sorted by the length.

Our algorithm makes use of the range maximum query algorithm. The problem is defined as follows:

**Definition 7.** The Range Maximum Query (RMQ) problem has as its input an array \(A[1..n]\) of natural numbers. We wish to preprocess the array in a manner that will enable efficient solution to:

**Query:** Given \([i,j]\), where \(1 \leq i \leq j \leq n\). Return index \(k\), \(i \leq k \leq j\) such that \(A[k] \geq A[\ell], \forall \ell \text{ s.t. } i \leq \ell \leq w\).

**Time:** It was shown [8, 3, 6] that the RMQ problem can be solved using linear time and space preprocessing and constant query time.

**Space:** Since both the fast tree, and the RMQ preprocessing are done in linear space, our constructions uses linear space.

### 5.2 The Algorithm

We show the implementation of each of our operations using the fast trees.

**Preprocessing - Construct the fast trees:** We find the LMCF pairs as in Implementation 1 in Section 4. We construct two sets of fast trees: (a) \(MFT_1\): sorted by the starting position of the LMCF’s, along with the length of each LMCF. The lengths are entered into an \(M\) array which is preprocessed for RMQ queries. The length of the \(m\) array is \(n\). \(M[i]\) gets the value of the LMCF that starts in \(D[i]\), if such an LMCF exists, otherwise \(M[i]\) gets the value \(-\infty\). The Interval and the max length fast trees are initialized. (b) \(MFT_2\) Sorted by the ending positions of the LMCF’s. Each entry has its length. It comes with its accompanying interval and max length fast trees. \(MFT_2\) is symmetric to \(MFT_1\) and thus in the rest of the paper we will describe operations on \(MFT_1\). Similar operations are symmetrically done in \(MFT_2\).

**Time:** Construction time of the fast trees, and RMQ preprocessing: \(O(n)\).

**Given Index \(k\), Delete \(CM_k\):** Computing \(CM_k\) is straightforward in the LMCF fast trees. For any \(k\), let \(j_1\) be the smallest entry larger than \(k\) in the \(MFT_2\) set of trees. Initially, it is found in the LMCF tree. Subsequently, it is checked in the LMCF tree in the closest valid interval, as found in the interval fast tree. \(j\) represents an LMCF \(<i_1,j_1>\). If \(i_1 < k\) then \(i_1\) is the starting position of the LMCF with the smallest index that is cut by \(k\). Therefore
all LMCF’s starting between indices $i_1$ and $k - 1$ should be removed and replaced by the
new LMCF $< i_1, k - 1 >$. Now, let $i_2$ be the largest entry smaller than $k$ in MFT1. It
represents an LMCF $< i_2, j_2 >$. If $j_2 > k$ then a new LMCF $< k + 1, j_2 >$ needs to be
added. Deleting an entry from a fast tree is simple. However, we need to efficiently delete
many entries, as well as maintain the maximum. As mentioned before, we describe how to
handle MFT1, the operations on MFT2 are symmetrical.

Recall that the interval fast tree is initialized to the entire range. Assume that $[i_1, k]$ is
the first interval to be deleted, then the interval fast tree will have a node starting at the
beginning of the interval and ending at $i_1 - 1$, a node starting at $k + 1$ and ending at the end
of the interval, and a node of length 1 at location $i_1$. In general, the interval fast tree only
has non-overlapping intervals. Additionally, since LMCF’s are cut at the insertion point,
the following holds.

**Observation 8.** An interval is deleted from the interval fast tree only if it is entirely
contained in a previous valid interval.

Another crucial observation is the following:

**Observation 9.** Only intervals of length 1 (points) may be added and deleted in an interval
that was declared “invalid”.

From the above two observations we get:

**Conclusion 10.** The interval tree is composed of intervals and points. Once an interval is
deleted, the activity in the entire deleted interval consists only of adding and deleting single
points.

The deletion of an interval requires updating the maximum lengths of the remaining
LMCF’s. If the interval was a point, this is a single operation on the max length fast tree on
the path of the change. If $CM_k$ is an interval, then it caused a range change in the interval
fast tree. We need to delete from the max length fast tree the maximum length of the range
that is cut, and add the max length LMCF in the shortened range, as well as $k - i_1$, the
length of the new LMCF. Note that because of Conclusion 10 the only non-point interval
changes are the results of cuts in the initial ranges. But the initial ranges were preprocessed
for RMQ queries. Consequently, we can, in time $O(1)$ update the max length fast tree.

**Time:** Handling points clearly takes time $O(\log \log n)$ since these are regular fast tree
operations. Deleting an interval of LMCF’s consists of a fast tree operation, which takes
time $O(\log \log n)$. Similarly, updating the max length fast tree takes time $O(\log \log n)$, for
a total of $O(\log \log n)$ time.

**Insert LMCF:** Done at the LMCF tree and each of the interval and max length trees.

**Time:** $O(\log \log n)$ on the fast trees.

**Find Maximum Length LMCF:** Find the maximum element in the root max length fast
tree.

**Time:** $O(\log \log n)$. 
6 Dynamic LCF for a Static Periodic String

The LMCF’s are an efficient tool for handling other dynamic versions of the problem. Our next result is an algorithm for the fully dynamic case. The changes to the text may replace a character in index \(i\) of \(D\) with some other character in \(\Sigma\). We still assume that \(S\) is static and \(D\) is dynamic, however, we assume that \(S\) is a periodic string whose period length is \(p\).

Definition 11. Let \(S\) be a string of length \(n\). \(S\) is called periodic if \(S = P^i \text{pref}(P)\), where \(i \in \mathbb{N}, i \geq 1\), \(P\) is a substring of \(S\) such that \(|P| < n\), \(P^i\) is the concatenation of \(P\) to itself \(i\) times, and \(\text{pref}(P)\) is a prefix of \(P\). The smallest such substring \(P\) is called the period of \(S\). If \(S\) is not periodic it is called aperiodic.

Remark. Throughout the paper we use \(p\) to denote a period length and \(P\) the period string, i.e., \(p = |P|\).

Formally our problem is:

<table>
<thead>
<tr>
<th>Periodic Dynamic LCF</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Two strings (S) and (D) of length (n) over an alphabet (\Sigma), (S) is periodic with period length (p). Let (&lt; i_1, \sigma_1 &gt;, &lt; i_2, \sigma_2 &gt;, \ldots, &lt; i_k, \sigma_k &gt;) be a sequence of substitution operations in (D), where the symbol (D[i_j]) is replaced by (\sigma_j \in \Sigma, j = 1, \ldots, k), and let (D') be the result of these (k) substitutions.</td>
</tr>
<tr>
<td><strong>Output:</strong> An LCF of (S) and (D').</td>
</tr>
</tbody>
</table>

Our algorithm has linear preprocessing time and takes time \(O(p \log \log n)\) for a substitution and LCF query.

6.1 Algorithm’s Idea

The periodic static string algorithm also maintain the LMCF’s and their maximum length, as the deremental algorithm did. In order to limit the maintenance time at every substitution, we need to prove some properties of LMCF’s in a periodic string.

Observation 12. Every substring of \(S\) whose length is larger than \(p\) also has a period of size \(p\). In particular this, of course, applies to the LMCF’s of \(S\) in \(D\).

Lemma 13 (Periodicity unity). Let \(D_1 = < i_1, j_1 \rangle\) and \(D_2 = < i_2, j_2 \rangle\) be two LMCF’s of \(S\) in \(D\). If the length of the overlap of \(D_1\) and \(D_2\) is at least \(p\) then \(D_1 = D_2\) (i.e., \(i_1 = i_2\) and \(j_1 = j_2\)).

Proof. Let \(D_1 = D[i_1..j_1]\) and \(D_2 = D[i_2..j_2]\) be two LMCF’s of \(S\) in \(D\) s.t the overlap of \(D_1\) and \(D_2\) is an interval of at least \(p\) characters. We assume, wlog, that \(i_1 \leq i_2\). That means that \(i_1 \leq j_1 - p\), \(i_2 \leq j_2 - p\), and, because the overlap is of length at least \(p\), \(i_2 \leq j_1 - p\). As substrings of \(S\), both \(D_1\) and \(D_2\) have a period of size \(p\). Let \(S[i_1..j_3]\) be an instance of \(D_1\) in \(S\). According to the local maximum property of \(D_1\) - it must be satisfied that \(D[j_1 + 1] \neq S[j_3 + 1]\). Otherwise \(D_1\) could have been extended. \(S\) has a period of size \(p\) so \(S[j_3 + 1] = S[j_3 + 1 - p]\). The index \(j_1 + 1 - p\) is still within the range of \(D_1\) because \(i_1 \leq j_1 - p\). So \(S[j_3 + 1 - p] = D[j_1 + 1 - p]\). The index \(j1 + 1 - p\) is also within the range of \(D_2\) because \(i_2 \leq j_1 - p\). Assuming that \(D_1 \neq D_2\), The index \(j_1 + 1\) is within the range of \(D_2\) as well because \(j_2 > j_1\). (Otherwise, \(D_2\) is fully contained in \(D_1\)). On top of all, \(D_2\) is a common factor of \(S\) that is larger than \(p\). So it has a period of size \(p\) as well and it satisfies: \(D[j_1 + 1 - p] = D[j_1 + 1]\). According to transitivity: \(D[j_1 + 1] = S[j_3 + 1]\), in contradiction to \(D_1\)’s local maximum property.
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Lemma 14 (Periodicity singular extension). Let \( D_1 = D[i..j] \) be a common factor of \( D \) and \( S \) of length greater than \( p \). Then \( D[i..j+1] \) is also a factor of \( S \) iff \( D[j+1] = D[j+1-p] \).

Proof. ⇒ Assume \( D[i..j+1] \) is a factor of \( S \). Its length is greater than \( p \), therefore it has a period of size \( p \). \( D_1 \) has length greater than \( p \) so \( j < p \) is within its range. From the indexes present in the interval and the period we get: \( D[j+1] = D[j+1-p] \).

⇐ Assume \( D[j+1] = D[j+1-p] \). Let \( S[i..j] \) be an instance of \( D_1 \) in \( S \). With the same reasoning as in the proof of Lemma 13 we get that \( D[j+1-p] = S[j+1 - p] = S[j_3 + 1] \).

The final conclusion is derived from transitivity. ▷

Note: Both proofs assume that there is an index \( j_3 + 1 \) in \( S \), which is not necessarily true. However, every substring starting after the first \( p \) letters of \( S \) is equal to a substring that begins in the first \( p \) symbols, and thus there is an instance that can be extended to \( j_3 + 1 \).

There are only at most \( O(p) \) such instances where this shift cannot be done - those that already start within the first \( p \) symbols of \( S \) and extend all the way to the end. The lemmas don’t hold for these strings, but there are only at most \( p \) of them and they are handled separately by the algorithm.

The above lemmas indicate that given a change in index \( x \) in \( D \), the number of LMCF’s that are affected by this change and are “far” from \( x \) is small. “Far” means starting or ending in an index whose distance from \( x \) exceeds \( O(p) \). The algorithm will handle “far” LMCF’s and “close” LMCF’s separately. There are only \( O(p) \) “close” LMCF’s, thus they can be handled in a brute force manner and still cost only \( O(p) \) per query. The two lemmas guarantee a constant number of affected “far” LMCF’s, so they also are handled efficiently.

7 The algorithm

Preprocessing: The preprocessing stage consists of finding all of the LMCF’s, and putting them in a convenient data structure. The LMCF’s are found using algorithm AllLMCF(\( S,D \)), as presented in Subsection 3.2. The LMCF’s are put in an efficient dynamic priority queue data structure, e.g. the fast tree mentioned above) containing the indexes, sorted by the \( i \) value. Additionally, each node contains extra information about the maximum value of \( j - i \) in the subtree rooted in this node. Denote this priority queue by \( T \).

Handling an Edit Operation: Assume a change is made at location \( x \) of \( D \). We can apply algorithm AllLMCF on the area \( D[x-p..x+p] \) and, in time \( O(p) \) get all the LMCF’s starting in that area and ending in \( D[x+p] \). This is almost all we need. The only corrections necessary are: (1) LMCF’s that started before \( D[x-p] \) and extended past \( D[x] \); (2) LMCF’s that started before \( D[x-p] \) and ended at \( D[x-1] \) (maybe they need to be extended); and (3) new LMCF’s that start at the interval \( D[x-p..x] \) and extend past \( D[x+p] \).

Because of the Periodicity Unity Lemma, we know that there is at most one LMCF that starts before \( D[x-p] \) and reaches to or past \( D[x-1] \). If it passed \( D[x] \) (Case (1) above), its endpoint should be replaced by \( x-1 \). If it ends at \( x-1 \) (Case (2) above), then its endpoint should be extended. We can spend \( p \) time to see how much ahead it can be extended. If it can be extended by more than \( p \) positions, then by the Periodicity Unity Lemma, we can merge it with the previous LMCF that started at \( D[x+1] \). This leaves us with Case (3) - all LMCF’s that start at the interval \( D[x-p..x] \) and extend past \( D[x+p] \). Again, due to the Periodicity Unity Lemma, there is at most one such LMCF. We merge it with the old LMCF that started at \( D[x+1] \). All old LMCF’s that started in \( D[x-p..x] \) are deleted. The total number of changes is \( O(p) \) and, for each change the maximum length in the subtree is
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Unity Lemma. At that point the algorithm will stop checking symbol by symbol. Rather, within an interval greater than there were "far" LMCFs from both sides of $p$. A far LMCF is an LMCF that is cut (or touched) by

Singular Extension Lemma to check how far they extend in the modified

they are still at least of size $p$ in the updated $D$. That property enables the use of the Singular Extension Lemma to check how far they extend in the modified $D$.

The final observation to be made in dealing with the “far” LMCF’s is that checking $p+1$ matches after (or before) $x$ is enough. If a mismatch was found - that’s as far as the LMCF can extend (Singular Extension Lemma). If the $p$ first letters after $x$ match, that means that there were “far” LMCFs from both sides of $x$, and that after the edit operation, they overlap within an interval greater than $p$. That makes them the same LMCF due to the Periodicity Unity Lemma. At that point the algorithm will stop checking symbol by symbol. Rather, it will combine the two “far” LMCF’s.

Handling the close LMCF’s is done in straightforward way - using AllLMCF on the small interval in which “close” LMCF’s can be found. It is easy to observe that they must be a substring of $S[1..p]^3$.

Algorithm 2: pseudocode for algorithm UpdateLMCF

\begin{algorithm}
\begin{algorithmic}
\State Algorithm UpdateLMCF($x, \alpha$) - substitute location $D[x]$ with $\alpha$
\EndState
\State 1. Update $D : D[x] \leftarrow \alpha$.
\State 2. Find a pair $\pi_1 = < i_1, j_1 >$ in $T$ that satisfies $j_1 \geq x - 1$ and $i_1 \leq x - p$. If there isn’t one: $\pi_1 \leftarrow \text{null}$.
\State 3. Find a pair $\pi_2 = < i_2, j_2 >$ in $T$ that satisfies $i_2 \leq x + 1$ and $j_2 \geq x + p$. If there isn’t one: $\pi_2 \leftarrow \text{null}$.
\State 4. Set two binary flags $f_i$, $i \in \{1, 2\}$. $f_1 = 1 \iff \pi_1 = \text{null}$.
\State 5. For $c = 0, 1, 2...p$ do:
\State \hspace{1em} a. If $D[x + c] \neq D[x + c - p]$ and $f_1 = 0$ : Remove $\pi_1$ from $T$ and add the pair $< i_1, x + c - 1 >$. Then set $f_1 = 1$.
\State \hspace{1em} b. If $D[x - c] \neq D[x - c + p]$ and $f_2 = 0$ : Remove $\pi_2$ from $T$ and Add the pair $< x - c + 1, j_2 >$. Then set $f_2 = 1$.
\State 6. If both flags are 0 in the end of the loop: Remove both $\pi_1$ and $\pi_2$ from $T$ and add $< i_1, j_2 >$.
\State 7. Remove from $T$ all the pairs $< i, j >$ s.t $i \geq x - p$ and $j \leq x + p$.
\State 8. Use ALLLMCF($S[1..p]^3, D[x-p..x+p]$) to get all the LMCF’s contained in this interval. Add all the new LMCF’s found to $T$. Except the one with the minimal $i$ value and the one with the maximal $j$ value, denoted as $\pi_{\text{left}}$ and $\pi_{\text{right}}$ respectively.
\State 9. Check if there is an LMCFs that contains $\pi_{\text{right}}$ in $T$ (smaller $i$ value and greater $j$ value). If there is not then add $\pi_{\text{right}}$ to $T$. Do the same for $\pi_{\text{left}}$.
\EndState
\end{algorithmic}
\end{algorithm}

maintained in $O((\log \log n))$time, for the fast tree data structure used. A pseudocode of the algorithm can be found in Algorithm 2.

7.1 Correctness

As previously indicated, the algorithm handles two types of LMCF’s separately - “far” LMCFs and “close” ones. A far LMCF is an LMCF that is cut (or touched) by $x$, the location of the edit operation, but the difference between $x$ and either $i$ or $j$ is at least $p$. An important observation is that according to the Periodicity Unity Lemma, there is no more than one such possible LMCF from each side of $x$ (left and right).

Consequently, our algorithm finds the, possibly, single “far” LMCF from each side of $x$ and figures out how it should be modified after $D$ has changed.

Another useful property of the “far” LMCF’s is that even if the edit operation cuts them - they are still at least of size $p$ in the updated $D$. That property enables the use of the Singular Extension Lemma to check how far they extend in the modified $D$.

The final observation to be made in dealing with the “far” LMCF’s is that checking $p+1$ matches after (or before) $x$ is enough. If a mismatch was found - that’s as far as the LMCF can extend (Singular Extension Lemma). If the $p$ first letters after $x$ match, that means that there were “far” LMCFs from both sides of $x$, and that after the edit operation, they overlap within an interval greater than $p$. That makes them the same LMCF due to the Periodicity Unity Lemma. At that point the algorithm will stop checking symbol by symbol. Rather, it will combine the two “far” LMCF’s.

Handling the close LMCF’s is done in straightforward way - using AllLMCF on the small interval in which “close” LMCF’s can be found. It is easy to observe that they must be a substring of $S[1..p]^3$. 
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The algorithm, without any modifications, actually answers a slightly different question from the one asked. It finds the LCF of the dynamic string $D$ and some infinite period of the first $p$ letters of $S$. If $S$ is in size $|D| + p$, the questions are equivalent. Any other size of $S$ will bring into play the issue mentioned in the note that follows the proof of the two lemmas in Subsection 6.1. For simplicity’s sake we presented the algorithm with the assumption of the appropriate length of $S$. However, a slight adjustment, that can be done without changing the time complexity, can solve this problem. Every time we add to $T$ an LMCF larger than $n - p$, which can only happen twice in a single change, we should check if it is an actual factor of $S$ and fix it if its not. This can be done by locating the first instance in $S$ of the new LMCF and use its known size to detect if it is actually a factor. If it is not - then the starting index of $S$ in the LMCF and its length can be used to deduce the way it should be partitioned, in $O(1)$ time.

### 7.2 Complexity

Lines 2 and 3 are standard priority queue searches. Since the size of the LMCF collection is bounded by $n$, they take $O(\log \log n)$ time. The loop in line 5 repeats at most $p$ times. The operations in every repeat are a constant amount of symbol comparison or priority queue manipulations, for a total of $O(p + \log \log n)$. Line 6 is also a priority queue manipulation. Line 7 requires a few priority queue manipulations. There are no more than $O(p)$ LMCF’s starting at that area so the total time complexity is $O(p \log \log n)$. Line 8 uses AllLMCF on two inputs of size $O(p)$, that has $O(p)$ time complexity. Adding the $O(p)$ new LMCF’s to the priority queue takes time $O(p \log \log n)$. Line 9 makes a constant amount of balanced tree searches and additions for a total of $O(\log \log n)$. Every change or addition causes a percolation up of the changes in the maximum LMCF length in the subtree. In a balanced search tree, this is $O(\log \log n)$ time per change.

**Total Query Time:** $O(p \log \log n)$.

### 8 Conclusions

We have presented a tool - the LMCF - that enables efficient solutions to two variants of the dynamic longest common factor problem. In both variants we have a static string $S$ and a dynamic string $D$. For the decremental case, i.e. where symbols of $D$ are substituted by a new symbol not in the alphabet, the update time is $O(\log \log n)$, and for the case where $S$ is periodic with period $p$, the update time is $O(p \log \log n)$. In both cases the preprocessing is linear.

Our algorithm is designed for strings over a constant-sized alphabet. However, with a $O(n \log n)$ pre-sorting of the strings, and converting to the alphabet $\{1, ..., n\}$, the same algorithms will apply.

An open question is to extend this result to a fully dynamic case, that is, to propose a data structure that allows subsequent edit operations on one or both of the strings $S$ and $D$ for a general $S$, and reports the LCF after each operation in an efficient time complexity. Of course the ultimate challenge is a fully dynamic suffix tree algorithm. That problem seems hard. In the meanwhile it is important to consider dynamic versions of specific pattern matching problems. We believe that the LMCF idea can prove useful in other dynamic string algorithms as well.
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