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Abstract
From Euclid’s *Elements* and Liu Hui’s *The Sea Island Mathematical Manual* through Descartes and Euler to Mandelbrot and Wolfram, we have always used images to assist telling stories about geometry. The long history of *proof without words* demonstrates that images alone can sometimes tell convincing mathematical stories. In a parallel history we have for millennia used careful geometric projection onto a plane to tell cartographic stories of discoveries made, lands yet visited and battles to be fought. In this talk I explore some of the examples and theory of storytelling using visualization and cartography in order to evaluate whether computational geometers have anything to gain through visual storytelling and whether some problems that persist in visual storytelling might be solvable by computational geometers.

I explore the coupling of textual narrative and visualization to support explanation and reasoning as well as more open-ended exploration by considering the *literate programming* approach advocated by Donald Knuth, the *computational essays* of Stephen Wolfram and the newly emerging paradigm of *literate visualization*. These are most readily seen in notebook environments of data science such as R-Notebook, Jupyter Lab and most recently *Observable*. I illustrate literate visualization with examples from these environments as well as one newly developed by the giCentre – *litvis*. I argue that visual approaches to computation are valuable as they support a shift from a dialogue between person and computer to one between people.
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Abstract

I will survey some results and open problems in geometric measure theory of combinatorial flavour.

The famous Banach-Tarski paradox states that in the three dimensional space a ball of radius one can be partitioned into finitely many (non-measurable) pieces that can be rearranged (applying rotations and translations) to obtain a ball of radius 2. On the other hand, Tarski’s circle squaring problem asked if it was possible to partition a disc in the plane into finitely many pieces and rearrange these to obtain the square (of the same area). This was shown to be possible by Laczkovich in 1990. I will talk about the recent results that show that this “circle squaring” is possible by using pieces that are Lebesgue measurable, or even Borel (by Marks and Unger).

I will also mention some results and questions about patterns in fractal sets and a problem about the fractal analogue of the Szemerédi-Trotter theorem of point-line incidences.
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Abstract
We study the problem of decomposing a volume bounded by a smooth surface into a collection of Voronoi cells. Unlike the dual problem of conforming Delaunay meshing, a principled solution to this problem for generic smooth surfaces remained elusive. VoroCrust leverages ideas from $\alpha$-shapes and the power crust algorithm to produce unweighted Voronoi cells conforming to the surface, yielding the first provably-correct algorithm for this problem. Given an $\epsilon$-sample on the bounding surface, with a weak $\sigma$-sparsity condition, we work with the balls of radius $\delta$ times the local feature size centered at each sample. The corners of this union of balls are the Voronoi sites, on both sides of the surface. The facets common to cells on opposite sides reconstruct the surface. For appropriate values of $\epsilon$, $\sigma$ and $\delta$, we prove that the surface reconstruction is isotopic to the bounding surface. With the surface protected, the enclosed volume can be further decomposed into an isotopic volume mesh of fat Voronoi cells by generating a bounded number of sites in its interior. Compared to state-of-the-art methods based on clipping, VoroCrust cells are full Voronoi cells, with convexity and fatness guarantees. Compared to the power crust algorithm, VoroCrust cells are not filtered, are unweighted, and offer greater flexibility in meshing the enclosed volume by either structured grids or random samples.
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1 Introduction

Mesh generation is a fundamental problem in computational geometry, geometric modeling, computer graphics, scientific computing and engineering simulations. There has been a growing interest in polyhedral meshes as an alternative to tetrahedral or hex-dominant meshes [48]. Polyhedra are less sensitive to stretching, which enables the representation of complex geometries without excessive refinement. In addition, polyhedral cells have more neighbors even at corners and boundaries, which offers better approximations of gradients and local flow distributions. Even compared to hexahedra, fewer polyhedral cells are needed to achieve a desired accuracy in certain applications. This can be very useful in several numerical methods [18], e.g., finite element [42], finite volume [39], virtual element [17] and Petrov-Galerkin [41]. In particular, the accuracy of a number of important solvers, e.g., the two-point flux approximation for conservation laws [39], greatly benefits from a conforming mesh which is orthogonal to its dual as naturally satisfied by Voronoi meshes. Such solvers play a crucial role in hydrology [51], computational fluid dynamics [22] and fracture modeling [20].

VoroCrust is the first provably-correct algorithm for generating a volumetric Voronoi mesh whose boundary conforms to a smooth bounding surface, and with quality guarantees. A conforming volume mesh exhibits two desirable properties simultaneously: (1) a decomposition of the enclosed volume, and (2) a reconstruction of the bounding surface.

Conforming Delaunay meshing is well-studied [28], but Voronoi meshing is less mature. A common practical approach to polyhedral meshing is to dualize a tetrahedral mesh and clip, i.e., intersect and truncate, each cell by the bounding surface [35,43,47,52,55]. Unfortunately, clipping sacrifices the important properties of convexity and connectedness of cells [35], and may require costly constructive solid geometry operations. Restricting a Voronoi mesh to the surface before filtering its dual Delaunay facets is another approach [7,33,56], but filtering requires extra checks complicating its implementation and analysis; see also Figure 4. An intuitive approach is to locally mirror the Voronoi sites on either side of the surface [34,57], but we are not aware of any robust algorithms with approximation guarantees in this category. In contrast to these approaches, VoroCrust is distinguished by its simplicity and robustness at producing true unweighted Voronoi cells, leveraging established libraries, e.g., Voro++ [50], without modification or special cases.

VoroCrust can be viewed as a principled mirroring technique, which shares a number of key features with the power crust algorithm [13]. The power crust literature [7,8,10,12,13] developed a rich theory for surface approximation, namely the $\epsilon$-sampling paradigm. Recall that the power crust algorithm uses an $\epsilon$-sample of unweighted points to place weighted sites, so-called poles, near the medial axis of the underlying surface. The surface reconstruction is the collection of facets separating power cells of poles on the inside and outside of the enclosed volume.
Regarding samples and poles as primal-dual constructs, power crust performs a *primal-dual-dual-primal dance*. VoroCrust makes a similar dance where weights are introduced differently; the samples are weighted to define unweighted sites tightly hugging the surface, with the reconstruction arising from their unweighted Voronoi diagram. The key advantage is the freedom to place more sites within the enclosed volume without disrupting the surface reconstruction. This added freedom is essential to the generation of graded meshes; a primary virtue of the proposed algorithm. Another virtue of the algorithm is that all samples appear as vertices in the resulting mesh. While the power crust algorithm does not guarantee that, some variations do so by means of filtering, at the price of the reconstruction no longer being the boundary of power cells [7,11,32].

The main construction underlying VoroCrust is a suitable union of balls centered on the bounding surface, as studied in the context of non-uniform approximations [26]. Unions of balls enjoy a wealth of results [15,24,37], which enable a variety of algorithms [13,23,30].

Similar constructions have been proposed for meshing problems in the applied sciences with heuristic extensions to 3D settings; see [40] and the references therein for a recent example. Aichholzer et al. [6] adopt closely related ideas to construct a union of surface balls using power crust poles for sizing estimation. However, their goal was to produce a coarse homeomorphic surface reconstruction. As in [6], the use of balls and \( \alpha \)-shapes for surface reconstruction was explored earlier, e.g., ball-pivoting [19,54], but the connection to Voronoi meshing has been absent. In contrast, VoroCrust aims at a decomposition of the enclosed volume into fat Voronoi cells conforming to an isotopic surface reconstruction with quality guarantees.

In a previous paper [4], we explored the related problem of generating a Voronoi mesh that conforms to restricted classes of piecewise-linear complexes, with more challenging inputs left for future work. The approach adopted in [4] does not use a union of balls and relies instead on similar ideas to those proposed for conforming Delaunay meshing [29,45,49].

In this paper, we present a theoretical analysis of an abstract version of the VoroCrust algorithm. This establishes the quality and approximation guarantees of its output for volumes bounded by smooth surfaces. A description of the algorithm we analyze is given next; see Figure 1 for an illustration in 2D, and also our accompanying multimedia contribution [2].

**The abstract VoroCrust algorithm**

1. Take as input a sample \( \mathcal{P} \) on the surface \( \mathcal{M} \) bounding the volume \( \mathcal{O} \).
2. Define a ball \( B_i \) centered at each sample \( p_i \), with a suitable radius \( r_i \), and let \( \mathcal{U} = \bigcup_i B_i \).
3. Initialize the set of sites \( \mathcal{S} \) with the corner points of \( \partial U \), \( S^\uparrow \) and \( S^\downarrow \), on both sides of \( \mathcal{M} \).
4. Optionally, generate additional sites \( S^{↓↓} \) in the interior of \( \mathcal{O} \), and include \( S^{↓↓} \) into \( \mathcal{S} \).
5. Compute the Voronoi diagram \( \text{Vor}(\mathcal{S}) \) and retain the cells with sites in \( S^\uparrow \cup S^{↓↓} \) as the volume mesh \( \hat{\mathcal{O}} \), where the facets between \( S^\uparrow \) and \( S^\downarrow \) yield a surface approximation \( \hat{\mathcal{M}} \).

![Image](image.png)

(a) Surface balls. (b) Labeled corners. (c) Voronoi cells. (d) Reconstruction.

**Figure 1** VoroCrust reconstruction, demonstrated on a planar curve.
Sampling Conditions for Conforming Voronoi Meshing by the VoroCrust Algorithm

In this paper, we assume $\mathcal{O}$ is a bounded open subset of $\mathbb{R}^3$, whose boundary $\mathcal{M}$ is a closed, bounded and smooth surface. We further assume that $\mathcal{P}$ is an $\epsilon$-sample, with a weak $\sigma$-sparsity condition, and $r_i$ is set to $\delta$ times the local feature size at $p_i$. For appropriate values of $\epsilon$, $\sigma$ and $\delta$, we prove that $\hat{\mathcal{O}}$ and $\hat{\mathcal{M}}$ are isotopic to $\mathcal{O}$ and $\mathcal{M}$, respectively. We also show that simple techniques for sampling within $\mathcal{O}$, e.g., octree refinement, guarantee an upper bound on the fatness of all cells in $\hat{\mathcal{O}}$, as well as the number of samples.

Ultimately, we seek a conforming Voronoi mesher that can handle realistic inputs possibly containing sharp features, can estimate a sizing function and generate samples, and can guarantee the quality of the output mesh. This is the subject of a forthcoming paper [3] which describes the design and implementation of the complete VoroCrust algorithm.

The rest of the paper is organized as follows. Section 2 introduces the key definitions and notation used throughout the paper. Section 3 describes the placement of Voronoi seeds and basic properties of our construction assuming the union of surface balls satisfies a structural property. Section 4 proves this property holds and establishes the desired approximation guarantees under certain conditions on the input sample. Section 5 considers the generation of interior samples and bounds the fatness of all cells in the output mesh. Section 6 concludes the paper with pointers for future work. A number of proofs is deferred to the full version, available online [1]; see also the accompanying multimedia contribution in these proceedings [2].

2 Preliminaries

Throughout, standard general position assumptions [38] are made implicitly to simplify the presentation. We use $d(p,q)$ to denote the Euclidean distance between two points $p,q \in \mathbb{R}^3$, and $B(c,r)$ to denote the Euclidean ball centered at $c \in \mathbb{R}^3$ with radius $r$. We proceed to introduce the notation and recall the key definitions used throughout, following those in [13,26,37].

2.1 Sampling and approximation

We take as input a set of sample points $\mathcal{P} \subset \mathcal{M}$. A local scale or sizing is used to vary the sample density. Recall that the medial axis [13] of $\mathcal{M}$, denoted by $\mathcal{A}$, is the closure of the set of points in $\mathbb{R}^3$ with more than one closest point on $\mathcal{M}$. Hence, $\mathcal{A}$ has one component inside $\mathcal{O}$ and another outside. Each point of $\mathcal{A}$ is the center of a medial ball tangent to $\mathcal{M}$ at multiple points. Likewise, each point on $\mathcal{M}$ has two tangent medial balls, not necessarily of the same size. The local feature size at $x \in \mathcal{M}$ is defined as $\text{lfs}(x) = \inf_{a \in \mathcal{A}} d(x,a)$. The set $\mathcal{P}$ is an $\epsilon$-sample [9] if for all $x \in \mathcal{M}$ there exists $p \in \mathcal{P}$ such that $d(x,p) \leq \epsilon \cdot \text{lfs}(x)$.

We desire an approximation of $\mathcal{O}$ by a Voronoi mesh $\hat{\mathcal{O}}$, where the boundary $\hat{\mathcal{M}}$ of $\hat{\mathcal{O}}$ approximates $\mathcal{M}$. Recall that two topological spaces are homotopy-equivalent [26] if they have the same topology type. A stronger notion of topological equivalence is homeomorphism, which holds when there exists a continuous bijection with a continuous inverse from $\mathcal{M}$ to $\hat{\mathcal{M}}$. The notion of isotopy captures an even stronger type of equivalence for surfaces embedded in Euclidean space. Two surfaces $\mathcal{M}, \hat{\mathcal{M}} \subset \mathbb{R}^3$ are isotopic [16,25] if there is a continuous mapping $F : \mathcal{M} \times [0,1] \rightarrow \mathbb{R}^3$ such that for each $t \in [0,1]$, $F(\cdot, t)$ is a homeomorphism from $\mathcal{M}$ to $\hat{\mathcal{M}}$, where $F(\cdot, 0)$ is the identity of $\mathcal{M}$ and $F(\mathcal{M}, 1) = \hat{\mathcal{M}}$. To establish that two surfaces are geometrically close, the distance between each point on one surface and its closest point on the other surface is required. Such a bound is usually obtained in the course of proving isotopy.
2.2 Diagrams and triangulations

The set of points defining a Voronoi diagram are traditionally referred to as sites or seeds. When approximating a manifold by a set of sample points of varying density, it is helpful to assign weights to the points reflective of their density. In particular, a point $p_i$ with weight $w_i$, can be regarded as a ball $B_i$ with center $p_i$ and radius $r_i = \sqrt{w_i}$.

Recall that the power distance [37] between two points $p_i, p_j$ with weights $w_i, w_j$ is $\pi(p_i, p_j) = d(p_i, p_j)^2 - w_i - w_j$. Unless otherwise noted, points are unweighted, having weight equal to zero. There is a natural geometric interpretation of the weight: all points $q$ on the boundary of $B_i$ have $\pi(p_i, q) = 0$, inside $\pi(p_i, q) < 0$ and outside $\pi(p_i, q) > 0$. Given a set of weighted points $P$, this metric gives rise to a natural decomposition of $\mathbb{R}^3$ into the power cells $V_i = \{q \in \mathbb{R}^3 \mid \pi(p_i, q) \leq \pi(p_j, q) \forall p_j \in P\}$. The power diagram $w\text{Vor}(P)$ is the cell complex defined by collection of cells $V_i$ for all $p_i \in P$.

The nerve [37] of a collection $C$ of sets is defined as $N(C) = \{X \subseteq C \mid \cap T \neq \emptyset\}$. Observe that $N(C)$ is an abstract simplicial complex because $X \subseteq N(C)$ and $Y \subseteq X$ imply $Y \subseteq N(C)$. With that, we obtain the weighted Delaunay triangulation, or regular triangulation, as $w\text{Del}(P) = N(w\text{Vor}(P))$. Alternatively, $w\text{Del}(P)$ can be defined directly as follows. A subset $T \subseteq \mathbb{R}^d$, with $d \leq 3$ and $|T| \leq d + 1$ defines a $d$-simplex $\sigma_T$. Recall that the orthocenter [27] of $\sigma_T$, denoted by $z_T$, is the unique point $q \in \mathbb{R}^d$ such that $\pi(p_i, z_T) = \pi(p_j, z_T)$ for all $p_i, p_j \in T$; the orthoradius of $\sigma_T$ is equal to $\pi(p, z_T)$ for any $p \in T$. The Delaunay condition defines $w\text{Del}(P)$ as the set of tetrahedra $\sigma_T$ with an empty orthosphere, meaning $\pi(p_i, z_T) \leq \pi(p_j, z_T)$ for all $p_i \in T$ and $p_j \in P \setminus T$, where $w\text{Del}(P)$ includes all faces of $\sigma_T$.

There is a natural duality between $w\text{Del}(P)$ and $w\text{Vor}(P)$. For a tetrahedron $\sigma_T$, the definition of $z_T$ immediately implies $z_T$ is a power vertex in $w\text{Vor}(P)$. Similarly, for each $k$-face $\sigma_S$ of $\sigma_T \in w\text{Del}(P)$ with $S \subseteq T$ and $k + 1 = |S|$, there exists a dual $(3 - k)$-face $\sigma_S'$ in $w\text{Vor}(P)$ realized as $\cap_{p \in S} V_p$. When $P$ is unweighted, the same definitions yield the standard (unweighted) Voronoi diagram $\text{Vor}(P)$ and its dual Delaunay triangulation $\text{Del}(P)$.

2.3 Unions of balls

Let $B$ denote the set of balls corresponding to a set of weighted points $P$ and define the union of balls $U$ as $\cup B$. It is quite useful to capture the structure of $U$ using a combinatorial representation like a simplicial complex [36, 37]. Let $f_i$ denote $V_i \cap \partial B_i$, and $F$ the collection of all such $f_i$. Observing that $V_i \cap B_i \subseteq V_i \cap B_i \forall B_i, B_j \in B$, $f_i$ is equivalently defined as the spherical part of $\partial(V_i \cap B_i)$. Consider also the decomposition of $U$ by the cells of $w\text{Vor}(P)$ into $C(B) = \{V_i \cap B_i \mid B_i \in B\}$. The weighted $\alpha$-complex $W(P)$ is defined as the geometric realization of $N(C(B))$ [37], i.e., $\sigma_T \in W$ if $\{V_i \cap B_i \mid p_i \in T\} \in N(C(B))$. It is not hard to see that $W$ is a subcomplex of $w\text{Del}(P)$.

To see why $W$ is relevant, consider its underlying space; we create a collection containing the convex hull of each simplex in $W$ and define the weighted $\alpha$-shape $J(P)$ as the union of this collection. It turns out that the simplices $\sigma_T \in W$ contained in $\partial J$ are dual to the faces of $\partial U$ defined as $\cap_{p \in T} f_i$. Every point $q \in \partial U$ defined by $\cap_{p \in T} f_i$, for $T_q \in B$ and $k + 1 = |T_q|$, witnesses the existence of $\sigma_{T_q}$ in $W$; the $k$-simplex $\sigma_{T_q}$ is said to be exposed and $\partial J$ can be defined directly as the collection of all exposed simplices [36]. In particular, the corners of $\partial U$ correspond to the facets of $\partial J$. Moreover, $J$ is homotopy-equivalent to $U$ [37].

The union of balls defined using an $\epsilon$-sampling guarantees the approximation of the manifold under suitable conditions on the sampling. Following earlier results on uniform sampling [46], an extension to non-uniform sampling establishes sampling conditions for the isotopic approximation of hypersurfaces and medial axis reconstruction [26].
1:6 Sampling Conditions for Conforming Voronoi Meshing by the VoroCrust Algorithm

3 Seed placement and surface reconstruction

We determine the location of Voronoi seeds using the union of balls $\mathcal{U}$. The correctness of our reconstruction depends crucially on how sample balls $\mathcal{B}$ overlap. Assuming a certain structural property on $\mathcal{U}$, the surface reconstruction is embedded in the dual shape $\mathcal{J}$.

3.1 Seeds and guides

Central to the method and analysis are triplets of sample spheres, i.e., boundaries of sample balls, corresponding to a guide triangle in $w\text{Del}(\mathcal{P})$. The sample spheres associated with the vertices of a guide triangle intersect contributing a pair of guide points. The reconstruction consists of Voronoi facets, most of which are guide triangles.

When a triplet of spheres $\partial B_i, \partial B_j, \partial B_k$ intersect at exactly two points, the intersection points are denoted by $g^\uparrow_{ijk} = \{g^{\uparrow}_{ijk}, g^{\downarrow}_{ijk}\}$ and called a pair of guide points or guides; see Figure 2a. The associated guide triangle $t_{ijk}$ is dual to $g^\uparrow_{ijk}$. We use arrows to distinguish guides on different sides of the manifold with the upper guide $g^\uparrow$ lying outside $\mathcal{O}$ and the lower guide $g^\downarrow$ lying inside. We refer to the edges of guide triangles as guide edges $e_{ij} = p_ip_j$. A guide edge $e_{ij}$ is associated with a dual guide circle $C_{ij} = \partial B_i \cap \partial B_j$, as in Figure 2a.

The Voronoi seeds in $S^\uparrow \cup S^\downarrow$ are chosen as the subset of guide points that lie on $\partial \mathcal{U}$. A guide point $g$ which is not interior to any sample ball is uncovered and included as a seed $s$ into $S$; covered guides are not. We denote uncovered guides by $s$ and covered guides by $g$, whenever coverage is known and important. If only one guide point in a pair is covered, then we say the guide pair is half-covered. If both guides in a pair are covered, they are ignored.

As each guide triangle $t_{ijk}$ is associated with at least one dual seed $s_{ijk}$, the seed witnesses its inclusion in $\mathcal{W}$ and $t_{ijk}$ is exposed. Hence, $t_{ijk}$ belongs to $\partial \mathcal{J}$ as well. When such $t_{ijk}$ is dual to a single seed $s_{ijk}$ it bounds the interior of $\mathcal{J}$, i.e., it is a face of a regular component of $\mathcal{J}$; in the simplest and most common case, $t_{ijk}$ is a facet of a tetrahedron as shown in Figure 3b. When $t_{ijk}$ is dual to a pair of seeds $s^\uparrow_{ijk}$, it does not bound the interior of $\mathcal{J}$ and is called a singular face of $\partial \mathcal{J}$. All singular faces of $\partial \mathcal{J}$ appear in the reconstructed surface.

![Figure 2](b) Pattern resulting in four half-covered seed pairs.

- **Figure 2** (a) Guide triangle and its dual seed pair. (b) Cutaway view in the plane of circle $C_{34}$. 

![Overlapping balls and guide circles.](a) Overlapping balls and guide circles.
3.2 Disk caps

We describe the structural property required on $U$ along with the consequences exploited by VoroCrust for surface reconstruction. This is partially motivated by the requirement that all sample points on the surface appear as vertices in the output Voronoi mesh.

We define the subset of $\partial B_i$ inside other balls as the medial band and say it is covered. Let the caps $K_i^1$ and $K_i^2$ be the complement of the medial band in the interior and exterior of $O$, respectively. Letting $n_p_i$ be the normal line through $p_i$ perpendicular to $M$, the two intersection points $n_p_i \cap \partial B_i$ are called the poles of $B_i$. See Figure 3a.

We require that $U$ satisfies the following structural property: each $\partial B_i$ has disk caps, meaning the medial band is a topological annulus and the two caps contain the poles and are topological disks. In other words, each $B_i$ contributes one connected component to each side of $\partial U$. As shown in Figure 3a, all seeds in $S^1_i$ and $S^2_i$ lie on $\partial K^1_i$ and $\partial K^2_i$, respectively, along the arcs where other sample balls intersect $\partial B_i$. In Section 4, we establish sufficient sampling conditions to ensure $U$ satisfies this property. In particular, we will show that both poles of each $B_i$ lie on $\partial U$.

The importance of disk caps is made clear by the following observation. The requirement that all sample points appear as Voronoi vertices in $\hat{M}$ follows as a corollary.

**Observation 1** (Three upper/lower seeds). If $\partial B_i$ has disk caps, then each of $\partial K^1_i$ and $\partial K^2_i$ has at least three seeds and the seeds on $\partial B_i$ are not all coplanar.

**Proof.** Every sphere $S_j \not= i$ covers strictly less than one hemisphere of $\partial B_i$ because the poles are uncovered. Hence, each cap is composed of at least three arcs connecting at least three upper seeds $S^1_i \subset \partial K^1_i$ and three lower seeds $S^2_i \subset \partial K^2_i$. Further, any hemisphere through the poles contains at least one upper and one lower seed. It follows that the set of seeds $S_i = S^1_i \cup S^2_i$ is not coplanar.

![Figure 3](image-url)

(a) Caps and medial band. (b) Sliver and half-covered seeds, exaggerated vertical scale.
Corollary 2 (Sample reconstruction). If \( \partial B_i \) has disk caps, then \( p_i \) is a vertex in \( \hat{M} \).

Proof. By Observation 1, the sample is equidistant to at least four seeds which are not all coplanar. It follows that the sample appears as a vertex in the Voronoi diagram and not in the relative interior of a facet or an edge. Being a common vertex to at least one interior and one exterior Voronoi seed, VoroCrust retains this vertex in its output reconstruction.

3.3 Sandwiching the reconstruction in the dual shape of \( \mathcal{U} \)

Triangulations of smooth surfaces embedded in \( \mathbb{R}^3 \) can have half-covered guides pairs, with one guide covered by the ball of a fourth sample not in the guide triangle dual to the guide pair. The tetrahedron formed by the three samples of the guide triangle plus the fourth covering sample is a sliver, i.e., the four samples lie almost uniformly around the equator of a sphere. In this case we do not reconstruct the guide triangle, and also do not reconstruct some guide edges. We show that the reconstructed surface \( \hat{M} \) lies entirely within the region of space bounded by guide triangles, i.e., the \( \alpha \)-shape of \( \mathcal{P} \), as stated in the following theorem.

Theorem 3 (Sandwiching). If all sample balls have disk caps, then \( \hat{M} \subseteq J(\mathcal{P}) \).

Figure 4 Cutaway view of a sliver tetrahedron \( \tau_p \in \mathcal{W}(\mathcal{P}) \subseteq \text{wDel}(\mathcal{P}) \), drawn to scale. Half-covered guides give rise to the Steiner vertex (pink), which results in a surface reconstruction using four facets (only two are shown) sandwiched within \( \tau_p \). In contrast, filtering \( \text{wDel}(\mathcal{P}) \) chooses two of the four facets of \( \tau_p \), either the bottom two, or the top two (only one is shown).

The simple case of a single isolated sliver tetrahedron is illustrated in Figures 3b, 4 and 2b. A sliver has a pair of lower guide triangles and a pair of upper guide triangles. For instance, \( t_{124} \) and \( t_{234} \) are the pair of upper triangles in Figure 3b. In such a tetrahedron, there is an edge between each pair of samples corresponding to a non-empty circle of intersection between sample balls, like the circles in Figure 2a. For this circle, the arcs covered by the two other sample balls of the sliver overlap, so each of these balls contributes exactly one uncovered seed, rather than two. In this way the upper guides for the upper triangles are uncovered, but their lower guides are covered; also only the lower guides of the lower triangles are uncovered. The proof of Theorem 3 follows by analyzing the Voronoi cells of the seed points located on the overlapping sample balls and is deferred to Appendix A [1]. Alternatively, Theorem 3 can be seen as a consequence of Theorem 2 in [15].

4 Sampling conditions and approximation guarantees

We take as input a set of points \( \mathcal{P} \) sampled from the bounding surface \( \mathcal{M} \) such that \( \mathcal{P} \) is an \( \epsilon \)-sample, with \( \epsilon \leq 1/500 \). We require that \( \mathcal{P} \) satisfies the following sparsity condition: for any two points \( p_i, p_j \in \mathcal{P} \), \( \text{lfs}(p_i) \geq \text{lfs}(p_j) \) \( \implies \text{d}(p_i, p_j) \geq \sigma \text{d}_{\text{lfs}}(p_j) \), with \( \sigma \geq 3/4 \).
Such a sampling $\mathcal{P}$ can be obtained by known algorithms. Given a suitable representation of $\mathcal{M}$, the algorithm in [21] computes a loose $\epsilon'$-sample $E$ which is a $\epsilon'(1+8.5\epsilon')$-sample. More specifically, whenever the algorithm inserts a new sample $p$ into the set $E$, $d(p, E) \geq \epsilon'\text{ls}(p)$. To obtain $E$ as an $\epsilon$-sample, we set $\epsilon'(\epsilon) = (\sqrt{34\epsilon + 1} - 1)/17$. Observing that $3\epsilon/4 < \epsilon'(\epsilon)$ for $\epsilon \leq 1/500$, the returned $\epsilon$-sample satisfies our required sparsity condition with $\sigma \geq 3/4$.

We start by adapting Theorem 6.2 and Lemma 6.4 from [26] to the setting just described. For $x \in \mathbb{R}^3 \setminus M$, let $\Gamma(x) = d(x, \hat{x})/\text{ls}(\hat{x})$, where $\hat{x}$ is the closest point to $x$ in $\mathcal{M}$.

\begin{itemize}
\item \textbf{Corollary 4.} For an $\epsilon$-sample $\mathcal{P}$, with $\epsilon \leq 1/20$, the union of balls $\mathcal{U}$ with $\delta = 2\epsilon$ satisfies:
  \begin{enumerate}
  \item $\mathcal{M}$ is a deformation retract of $\mathcal{U}$.
  \item $\partial \mathcal{U}$ contains two connected components, each isotopic to $\mathcal{M}$,
  \item $\Gamma^{-1}([0, a']) \subset U \subset \Gamma^{-1}([0, b'])$, where $a' = \epsilon - 2\epsilon^2$ and $b' \leq 2.5\epsilon$.
  \end{enumerate}
\end{itemize}

\textbf{Proof.} Theorem 6.2 from [26] is stated for balls with radii within $[a, b]$ times the lfs. We set $a = b = \delta$ and use $\epsilon \leq 1/20$ to simplify fractions. This yields the above expressions for $a' = (1 - \epsilon)\delta - \epsilon$ and $b' = \delta/(1 - 2\delta)$. The general condition requires $(1 - a')^2 + (b' - a' + \delta(1 + 2b' - a')/(1 - \delta))^2 < 1$, as we assume no noise. Plugging in the values of $a'$ and $b'$, we verify that the inequality holds for the chosen range of $\epsilon$.

Furthermore, we require that each ball $B_j \in \mathcal{B}$ contributes one facet to each side of $\partial \mathcal{U}$. Our sampling conditions ensure that both poles are outside any ball $B_j \in \mathcal{B}$.

\begin{itemize}
\item \textbf{Lemma 5 (Disk caps).} All balls in $\mathcal{B}$ have disk caps for $\epsilon \leq 0.066$, $\delta = 2\epsilon$ and $\sigma \geq 3/2$.
\end{itemize}

\textbf{Proof.} Fix a sample $p_i$ and let $x$ be one of the poles of $B_i$ and $B_x = B(c, \text{ls}(p_i))$ the tangent ball at $p_i$ with $x \in B_x$. Letting $p_j$ be the closest sample to $x$ in $P \setminus \{p_i\}$, we assume the worst case where $\text{ls}(p_j) \geq \text{ls}(p_i)$ and $p_j$ lies on $\partial B_x$. To simplify the calculations, take $\text{ls}(p_i) = 1$ and let $\ell$ denote $d(p_i, p_j)$. As lfs is 1-Lipschitz, we get $\text{ls}(p_j) \leq 1 + \ell$. By the law of cosines, $d(p_j, x)^2 = d(p_i, p_j)^2 + d(p_i, x)^2 - 2d(p_i, p_j)d(p_i, x)\cos(\phi)$, where $\phi = \angle p_j p_i c$. Letting $\theta = \angle p_j p_i c$, observe that $\cos(\phi) = \sin(\theta/2) = \ell/2$. To enforce $x \notin B_j$, we require $d(p_j, x) > \text{ls}(p_j)$, which is equivalent to $\ell^2 + \delta^2 - \delta^2 > \delta^2(1 + \ell)^2$. Simplifying, we get $\ell > 2\delta^2/(1 - \delta - \delta^2)$ where sparsity guarantees $\ell > \sigma\epsilon$. Setting $\sigma > 2\delta^2/(1 - \delta - \delta^2)$ we obtain $4\sigma\epsilon^2 + (8 + 2\sigma)\epsilon - \sigma < 0$, which requires $\epsilon < 0.066$ when $\sigma \geq 3/4$.

Theorem 4 together with Theorem 5 imply that each $\partial B_i$ is decomposed into a covered region $\partial B_i \cap \bigcup_{j \neq i} B_j$, the \textit{medial band}, and two uncovered caps $\partial B_i \setminus \bigcup_{j \neq i} B_j$, each containing one pole. Recalling that seeds arise as pairs of intersection points between the boundaries of such balls, we show that seeds can be classified correctly as either inside or outside $\mathcal{M}$.

\begin{itemize}
\item \textbf{Corollary 6.} If a seed pair lies on the same side of $\mathcal{M}$, then at least one seed is covered.
\end{itemize}

\textbf{Proof.} Fix such a seed pair $\partial B_i \cap \partial B_j \cap \partial B_k$ and recall that $\mathcal{M} \cap \partial B_i$ is contained in the medial band on $\partial B_i$. Now, assume for contradiction that both seeds are uncovered and lie on the same side of $\mathcal{M}$. It follows that $B_j \cap B_k$ intersects $B_i$ away from its medial band, a contradiction to Theorem 4.

Theorem 4 guarantees that the medial band of $B_i$ is a superset of $\Gamma^{-1}([0, a']) \cap \partial B_i$, which means that all seeds $s_{ijk}$ are at least $\delta\text{ls}(s_{ijk})$ away from $\mathcal{M}$. It will be useful to bound the elevation of such seeds above $T_{p_i}$, the \textit{tangent plane} to $\mathcal{M}$ at $p_i$.

\begin{itemize}
\item \textbf{Lemma 7.} For a seed $s \in \partial B_i$, $\theta_s = \angle sp_i s' \geq 29.34^\circ$ and $\theta_s > 1/2 - 5\epsilon$, where $s'$ is the projection of $s$ on $T_{p_i}$, implying $d(s, s') \geq h_{p_i}^+\delta\text{ls}(p_i)$, with $h_{p_i}^+ > 0.46$ and $h_{p_i}^+ > 1/2 - 5\epsilon$.
\end{itemize}
Proof. Let $\text{lfs}(p_i) = 1$ and $B_s = B(c, 1)$ be the tangent ball at $p_i$ with $s \notin B_s$; see Figure 5a. Observe that $d(s, M) \leq d(s, x)$, where $x = s \cap \partial B_s$. By the law of cosines, $d(s, \sigma) = d(p_i, c)^2 + d(p_i, s)^2 - 2d(p_i, c)d(p_i, s)\cos(\pi/2 + \theta_s) = 1 + \delta^2 + 2\delta \sin(\theta_s)$. We may write $d(s, \sigma) = 1 + \frac{\delta}{2}\delta^2 + 2\delta \sin(\theta_s)$. It follows that $d(s, x) \leq \delta^2/2 + \delta \sin(\theta_s)$. If $\text{lfs}$ is 1-Lipschitz and $d(p_i, x) \leq \delta$, we get $1 - \delta \leq \text{lfs}(x) \leq 1 + \delta$. There must exist a sample $p_j$ such that $d(x, p_j) \leq \text{lfs}(x) \leq (1 + \delta)$. Similarly, $\text{lfs}(p_j) \geq (1 - (1 + \delta)) \cdot (1 - \delta)$. By the triangle inequality, $d(s, p_j) \leq d(s, x) + d(x, p_j) \leq \delta^2/2 + \delta \sin(\theta_s) + \epsilon(1 + \delta)$. Setting $d(s, p_j) \leq (\delta(1-\delta)(1-\epsilon(1+\delta)))$ implies $d(s, p_j) < \text{lfs}(p_j)$, which shows that for small values of $\theta_s$, $s$ cannot be a seed and $p_j \neq p_i$. Substituting $\delta = 2\epsilon$, we get $\theta_s \geq \sin^{-1}(2\epsilon^3 - 5\epsilon + 1/2) \geq 29.34^\circ$ and $\theta_s > 1/2 - 5\epsilon$.

We make frequent use of the following bound on the distance between related samples.

Claim 8. If $B_i \cap B_j \neq \emptyset$, then $d(p_i, p_j) \leq \kappa lfs(p_i)$, with $\kappa = 2/(1 - \delta)$ and $\kappa = \sigma(1 + \sigma).$

Proof. The upper bound comes from $d(p_i, p_j) \leq \sigma lfs(p_i)$ and $\text{lfs}(p_j) \leq lfs(p_i) + d(p_i, d_j)$ by 1-Lipschitz, and the lower bound from $d(p_i) - d(p_i, d_j) \leq lfs(p_j)$ and the sparsity.

Bounding the circumspheres is the culprit behind why we need such small values of $\epsilon$.

Lemma 9. The circumsphere of a guide triangle $t_{ijk}$ is at most $\varrho_f \cdot lfs(p_i)$, where $\varrho_f < 1.38$, and at most $\varrho_f \cdot d(p_i, p_i)$ where $\varrho_f < 3.68$.

Proof. Let $p_i$ and $p_j$ be the triangle vertices with the smallest and largest lfs values, respectively. From Claim 8, we get $d(p_i, p_j) \leq \kappa lfs(p_i)$. It follows that $lfs(p_i) \leq (1 + \kappa \delta)lfs(p_i)$. As $t_{ijk}$ is a guide triangle, we know that it has a pair of intersection points $\partial B_i \cap \partial B_j \cap \partial B_k$. Clearly, the seed is no farther than $\text{lfs}(p_i)$ from any vertex of $t_{ijk}$ and the orthoradius of $t_{ijk}$ cannot be bigger than this distance.

Recall that the weight $w_i$ associated with $p_i$ is $\delta^2 lfs(p_i)^2$. We shift the weights of all the vertices of $t_{ijk}$ by the lowest weight $w_i$, which does not change the orthocenter. With that $w_j - w_i = \delta^2(lfs(p_j)^2 - lfs(p_i)^2) \leq \delta^2 lfs(p_i)^2((1 + \kappa \delta)^2 - 1) = \kappa \delta^3 lfs(p_i)^2(\kappa \delta + 2)$. On the other hand, sparsity ensures that the closest vertex in $t_{ijk}$ to $p_i$ is at distance at least $N(p_j) \geq \sigma lfs(p_j) \geq \sigma(1 - \kappa \delta)lfs(p_j)$. Ensuring $\alpha^2 \leq (w_j - w_i)/(N(p_j))^2 \leq \kappa^2 \delta^3(1 - \kappa \delta)^2 \leq 1/4$ suffices to bound the circumsphere of $t_{ijk}$ by $c_{\text{rad}} = 1/\sqrt{1 - 4\alpha^2}$ times its orthoradius, as required by Claim 4 in [27]. Substituting $\delta = 2\epsilon$ and $\sigma \geq 3/4$ we get $\alpha^2 \leq 78.9\epsilon$, which corresponds to $c_{\text{rad}} < 1.37$. It follows that the circumsphere is at most $c_{\text{rad}} \text{lfs}(p_j) \leq c_{\text{rad}}(1 + \kappa \delta)\text{lfs}(p_i) < 1.38\text{lfs}(p_i)$.

For the second statement, observe that $lfs(p_i) \geq (1 - \kappa \delta)lfs(p_j)$ and the sparsity condition ensures that the shortest edge length is at least $\sigma lfs(p_i) \geq \sigma(1 - \kappa \delta)lfs(p_j)$. It follows that the circumsphere is at most $\frac{\kappa \delta}{\sigma(1 - \kappa \delta)} < 3.68$ times the length of any edge of $t_{ijk}$.

Given the bound on the circumsphere, we are able to bound the deviation of normals.

Lemma 10. If $t_{ijk}$ is a guide triangle, then (1) $\angle_{a}(n_p, n_p) \leq \eta \delta < 0.47^\circ$, with $n_a < 2.03$, and (2) $\angle_{a}(n_t, n_t) \leq \eta \delta < 1.52^\circ$, with $n_t < 6.6$, where $n_p$ is the line normal to $M$ at $p_i$ and $n_t$ is the normal to $t_{ijk}$. In particular, $t_{ijk}$ makes an angle at most $\eta \delta$ with $T_p_i$.

Define $f(u, v) = \sqrt{1 + u^2 + 2uv - (1 + u^2 + 2uv)}$ and observe that $f(u, -u/2) = 0$ is the only critical value of $f(u, \cdot)$.

As $\partial^2 f/\partial u^2 \leq 0$ for $(u, v) \in \mathbb{R} \times [-1, 1]$, we get that $f(u, v) \leq 0$ in this range.
Consequently, \( d \in \text{ambient isotopic} \). Consequently, strictly increasing or strictly decreasing along the isosceles triangle \( \triangle \). Letting \( R_t \) denote the circumradius of \( t \), Theorem 9 implies that \( R_t \leq \ell_f \cdot \text{difs}(p_i) \leq \text{lf}(p_i)/\sqrt{2} \) and the Triangle Normal Lemma [31] implies \( \angle(a, n_t, n_t) \leq 4.57\delta < 1.05^\circ \), where \( p^* \) is the vertex of \( t \) subtending a maximal angle in \( t \). Hence, \( \angle(a, n_t, n_t) \leq \angle(a, n_{t'}, n_t) + \angle(a, n_{t'}, n_t) \). 

Towards establishing homeomorphism, the next lemma on the monotonicity of distance to the nearest seed is critical. First, we show that the nearest seeds to any surface point \( x \in M \) are generated by nearby samples.

**Lemma 11.** The nearest seed to \( x \in M \) lies on some \( \partial B_i \) where \( d(x, p_i) \leq 5.0 \cdot \text{elf}(s) \). Consequently, \( d(x, p_i) \leq 5.08 \cdot \text{elf}(s) \).

**Proof.** In an \( \epsilon \)-sampling, there exists a \( p_a \) such that \( d(x, p_a) \leq \text{elf}(s) \), where \( \text{lf}(p_a) \leq (1 + \epsilon)\text{lf}(x) \). The sampling conditions also guarantee that there exists at least one seed \( s_a \) on \( \partial B_i \). By the triangle inequality, we get that \( d(x, s_a) \leq d(x, p_a) + d(p_a, s_a) \leq \text{elf}(x) + \delta \text{lf}(p_a) \leq (1 + 2(1 + \epsilon))\text{lf}(x) = (2\epsilon + 3)\text{lf}(x) \).

We aim to bound \( \ell \) to ensure \( \forall p_i \) s.t. \( d(x, p_i) = \ell \cdot \text{lf}(s) \), the nearest seed to \( x \) cannot lie on \( B_i \). Note that in this case, \((1 - \ell)\text{lf}(x) \leq \text{lf}(p_i) \leq (1 + \ell)\text{lf}(x) \). Let \( s_i \) be any seed on \( B_i \). It follows that \( d(x, s_i) \geq d(x, p_i) - d(p_i, s_i) \geq \ell \cdot \text{lf}(x) - 2\epsilon \text{lf}(p_i) \geq \epsilon(1 - 2\epsilon) \ell - 2)\text{lf}(x) \).

Setting \( \epsilon((1 - 2\epsilon)\ell - 2)\text{lf}(x) \leq \epsilon(2\epsilon + 3)\text{lf}(x) \) suffices to ensure \( d(x, s_i) \geq d(x, s_a) \), and we get \( \ell \geq 2\epsilon + 5)/(1 - 2\epsilon) \). Conversely, if the nearest seed to \( x \) lies on \( B_i \), it must be the case that \( d(x, p_i) \leq \text{elf}(s) \). We verify that \( \ell \cdot \epsilon(2\epsilon + 5)/(1 - 2\epsilon) < 1 \) for any \( \epsilon < 0.13 \). It follows that \( d(x, p_i) \leq \ell \cdot (1 - \ell)\text{lf}(p_i) \).

**Lemma 12.** For any normal segment \( N_x \) issued from \( x \in M \), the distance to \( S^1 \) is either strictly increasing or strictly decreasing along \( \Gamma^{-1}(0, 0.96\epsilon) \cap N_x \). The same holds for \( S^1. \)

**Proof.** Let \( n_x \) be the outward normal and \( T_x \) be the tangent plane to \( M \) at \( p_i \) with \( s \in B_x \). By Theorem 11, the nearest seeds to \( x \) are generated by nearby samples. Fix one such nearby sample \( p_i \). For all possible locations of a seed \( s \in S^1 \cap \partial B_i \), we will show a sufficiently large lower bound on \( (s - s', n_x) \), where \( s' \) is the projection of \( s \) onto \( T_x \).

Take \( \text{lf}(p_i) = 1 \) and let \( B_x = B(e, 1) \) be the tangent ball to \( M \) at \( p_i \), with \( s \in B_x \). Let \( A \) be the plane containing \( \{p_i, s, x\} \). Assume in the worst case that \( A \bot T_{p_i} \) and \( x \) is as far as possible from \( p_i \) on \( \partial B_x \cap T_{p_i} \). By Theorem 11, \( d(p_i, x) \leq 5.08\epsilon \) and it follows that \( \theta_x \leq \angle(x, n_x, p_i) \leq 5.08\epsilon/(1 - 5.08\epsilon) \leq 5.14\epsilon \). This means that \( T_x \) is confined within a \((\pi/2 - \theta_x)\)-cocone centered at \( x \). Assume in the worst case that \( n_x \) is parallel to \( A \) and \( T_x \) is tilted to minimize \( d(s, s') \); see Figure 5b.

Let \( T_x' \) be a translation of \( T_x \) such that \( p_i \in T_x' \) and denote by \( x' \) and \( s' \) the projections of \( x \) and \( s \), respectively, onto \( T_x' \). Observe that \( T_x' \) makes an angle \( \theta_x \) with \( T_{p_i} \). From the isosceles triangle \( \triangle p_i x \), we get that \( \theta_x \leq 1/2\angle p_i x w = \sin^{-1} 5.08\epsilon/2 \leq 2.54\epsilon \). Now, consider \( \angle p_i x x' \) and let \( \phi = \angle p_i x x' \). We have that \( \phi = \theta_x + \theta_x \leq 2.54\epsilon + \delta/(1 - \delta) \leq 4.55\epsilon \). Hence, \( \sin(\phi) \leq 4.55\epsilon \) and \( d(x, x') \leq 5.08\epsilon \sin(\phi) \leq 0.05\epsilon \). On the other hand, we have that \( \angle s_i x s' = \psi \geq \theta_x - \theta_x \) and \( d(s, s') \geq 5.08\epsilon \sin \psi \), where \( \theta_x \geq 1/2 - 5\epsilon \) by Theorem 7. Simplifying we get \( \sin(\psi) \geq 1/2 - 10.08\epsilon \). The proof follows by evaluating \( d(s, s') = d(s, s') - d(x, x') \).

**Theorem 13.** For every \( x \in M \) with closest point \( q \in \hat{M} \), and for every \( q \in \hat{M} \) with closest point \( x \in M \), we have \( \|xq\| < h_t \cdot \epsilon^2 \text{lf}(x) \), where \( h_t < 30.52 \). For \( \epsilon < 1/500 \), \( h_t \cdot \epsilon^2 < 0.0002 \).

Moreover, the restriction of the mapping \( \pi \) to \( \hat{M} \) is a homeomorphism and \( \hat{M} \) and \( M \) are ambient isotopic. Consequently, \( \hat{O} \) is ambient isotopic to \( O \) as well.
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Proof. Fix a sample \( p_i \in \mathcal{P} \) and a surface point \( x \in \mathcal{M} \cap B_i \). We consider two cocones centered at \( x \): a \( p \)-cocone contains all nearby surface points and a \( q \)-cocone contains all guide triangles incident at \( p_i \). By Theorem 3, all reconstruction facets generated by seeds on \( B_i \) are sandwiched in the \( q \)-cocone.

Theorem 10 readily provides a bound on the \( q \)-cocone angle as \( \gamma \leq \eta \delta \). In addition, since \( d(p_i, x) \leq \delta \text{lfs}(p_i) \), we can bound the \( p \)-cocone angle as \( \theta \leq 2 \sin^{-1}(\delta/2) \) by Lemma 2 in [7]. We utilize a mixed \( pq \)-cocone with angle \( \omega = \gamma/2 + \theta/2 \), obtained by gluing the lower half of the \( p \)-cocone with the upper half of the \( q \)-cocone.

Let \( q \in \hat{\mathcal{M}} \) and consider its closest point \( x \in \mathcal{M} \). Again, fix \( p_i \in \mathcal{P} \) such that \( x \in B_i \); see Figure 5c. By sandwiching, we know that any ray through \( q \) intersects at least one guide triangle, in some point \( y \), after passing through \( x \). Let us assume the worst case that \( y \) lies on the upper boundary of the \( pq \)-cocone. Then, \( d(q, x) < \delta \text{lfs}(p_i) \leq \delta \text{lfs}(p_i) \), where \( y \) is the closest point on the upper boundary of the \( pq \)-cocone point to \( q \). We also have that, \( d(p_i, x) \leq \cos(\omega)\delta \text{lfs}(p_i) \leq \delta \text{lfs}(p_i) \), and since \( \text{lfs} \) is 1-Lipschitz, \( \text{lfs}(p_i) \leq \text{lfs}(x)/(1 - \delta) \).

Simplifying, we write \( d(q, x) < \delta \omega/(1 - \delta) \cdot \text{lfs}(x) < h \epsilon^2 \text{lfs}(x) \).

With \( d(q, x) \leq 0.55\delta \text{lfs}(x) \), Theorem 12 shows that the normal line from any \( p \in \mathcal{M} \) intersects \( \hat{\mathcal{M}} \) exactly once close to the surface. It follows that for every point \( x \in \mathcal{M} \) with closest point \( q \in \hat{\mathcal{M}} \), we have \( d(x, q) \leq d(x, q') \) where \( q' \in \hat{\mathcal{M}} \) with \( x \) its closest point in \( \mathcal{M} \). Hence, \( d(x, q) \leq h \epsilon^2 \text{lfs}(x) \) as well.

Building upon Theorem 12, as a point moves along the normal line at \( x \), it is either the case that the distance to \( S^\uparrow \) is decreasing while the distance to \( S^\downarrow \) is increasing or the other way around. It follows that these two distances become equal at exactly one point on the Voronoi facet above or below \( x \) separating some seed \( s^\uparrow \in S^\uparrow \) from another seed \( s^\downarrow \in S^\downarrow \). Hence, the restriction of the mapping \( \pi \) to \( \hat{\mathcal{M}} \) is a homeomorphism.

This shows that \( \hat{\mathcal{M}} \) and \( \mathcal{M} \) homeomorphic. Recall that Theorem 4(3) implies \( \hat{\mathcal{U}} \) is a topological thickening [25] of \( \mathcal{M} \). In addition, Theorem 3 guarantees that \( \hat{\mathcal{M}} \) is embedded in the interior of \( \mathcal{U} \), such that it separates the two surfaces comprising \( \partial \mathcal{U} \). These three properties imply \( \hat{\mathcal{M}} \) is isotopic to \( \mathcal{M} \) in \( \mathcal{U} \) by virtue of Theorem 2.1 in [25]. Finally, as \( \hat{\mathcal{M}} \) is the boundary of \( \hat{\mathcal{O}} \) by definition, it follows that \( \hat{\mathcal{O}} \) is isotopic to \( \mathcal{O} \) as well.

5 Quality guarantees and output size

We establish a number of quality guarantees on the output mesh. The main result is an upper bound on the fatness of all Voronoi cell. See Appendix B for the proofs [1].
Recall that fatness is the outradius to inradius ratio, where the outradius is the radius of the smallest enclosing ball, and the inradius is the radius of the largest enclosed ball. The good quality of guide triangles allows us to bound the inradius of Voronoi cells.

**Lemma 14.** Consider guide triangle \( t_{ijk} \). (1) Edge length ratios are bounded: \( \ell_k / \ell_j \leq \kappa = \frac{2}{1 - \delta} \frac{\sigma \epsilon_1}{1 + \sigma \epsilon} \). (2) Angles are bounded: \( \sin(\theta_i) \geq 1/(2 \rho f) \) implying \( \theta_i \in (7.8^\circ, 165^\circ) \). (3) Altitudes are bounded: the altitude above \( e \) is at least \( \alpha t |e| \), where \( \alpha t = 1/4 \rho f > 0.067 \).

Observe that a guide triangle is contained in the Voronoi cell of its seed, even when one of the guides is covered. Hence, the tetrahedron formed by the triangle together with its seed lies inside the cell, and the cell inradius is at least the tetrahedron inradius.

**Lemma 15.** For seeds \( s_{ijk} \in S^1 \cup S^d \), the inradius of the Voronoi cell is at least \( \rho v \delta \cdot lfs(p_i) \) with \( \rho v = \frac{h_s}{(1 + \frac{3}{2 \sigma \rho f})} > 0.3 \) and \( h_s \geq \frac{1}{2} - (5 + 2 \eta_c) \epsilon \).

To get an upper bound on cell outradii, we must first generate seeds interior to \( O \). We consider a simple algorithm for generating \( S^d \) based on a standard octree over \( O \). For sizing, we extend \( lfs \) beyond \( M \), using the point-wise maximal 1-Lipschitz extension \( lfs(x) = \inf_{p \in M} (lfs(p) + d(x,p)) \) [44]. An octree box \( \square \) is refined if the length of its diagonal is greater than \( 2 \delta \cdot lfs(c) \), where \( c \) is the center of \( \square \). After refinement terminates, we add an interior seed at the center of each empty box, and do nothing with boxes containing one or more guide seeds. Applying this scheme, we obtain the following.

**Lemma 16.** The fatness of interior cells is at most \( 8 \sqrt{3} (1 + \delta) \frac{1 - 3 \delta}{1 - \delta} < 14.1 \).

**Lemma 17.** The fatness of boundary cells is at most \( 4 (1 + \delta) \frac{1 - 3 \delta}{1 - \delta} \rho v < 13.65 \).

As the integral of \( lfs^{-3} \) is bounded over a single cell, it effectively counts the seeds.

**Lemma 18.** \(|S| \leq 18 \sqrt{3}/\pi \cdot \epsilon^{-3} \int_O lfs^{-3} \).

6 Conclusions

We have analyzed an abstract version of the VoroCrust algorithm for volumes bounded by smooth surfaces. We established several guarantees on its output, provided the input samples satisfy certain conditions. In particular, the reconstruction is isotopic to the underlying surface and all 3D Voronoi cells have bounded fatness, i.e., outradius to inradius ratio. The triangular faces of the reconstruction have bounded angles and edge-length ratios, except perhaps in the presence of slivers. In a forthcoming paper [3], we describe the design and implementation of the complete VoroCrust algorithm, which generates conforming Voronoi meshes of realistic models, possibly containing sharp features, and produces samples that follow a natural sizing function and ensure output quality.

For future work, it would be interesting to ensure both guides are uncovered, or both covered. The significance would be that no tetrahedral slivers arise and no Steiner points are introduced. Further, the surface reconstruction would be composed entirely of guide triangles, so it would be easy to show that triangle normals converge to surface normals as sample density increases. Alternatively, where Steiner points are introduced on the surface, it would be helpful to have conditions that guaranteed the triangles containing Steiner points have good quality. In addition, the minimum edge length in a Voronoi cell can be a limiting factor in certain numerical solvers. Post-processing by mesh optimization techniques [5,53] can help eliminate short Voronoi edges away from the surface. Finally, we expect that the abstract algorithm analyzed in this paper can be extended to higher dimensions.
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Abstract

We consider a well studied generalization of the maximum clique problem which is defined as follows. Given a graph $G$ on $n$ vertices and an integer $d \geq 1$, in the maximum diameter-bounded subgraph problem (MaxDBS for short), the goal is to find a (vertex) maximum subgraph of $G$ of diameter at most $d$. For $d = 1$, this problem is equivalent to the maximum clique problem and thus it is NP-hard to approximate it within a factor $n^{1-\epsilon}$, for any $\epsilon > 0$. Moreover, it is known that, for any $d \geq 2$, it is NP-hard to approximate MaxDBS within a factor $n^{1/2-\epsilon}$, for any $\epsilon > 0$.

In this paper we focus on MaxDBS for the class of unit disk graphs. We provide a polynomial-time constant-factor approximation algorithm for the problem. The approximation ratio of our algorithm does not depend on the diameter $d$. Even though the algorithm itself is simple, its analysis is rather involved. We combine tools from the theory of hypergraphs with bounded VC-dimension, $k$-quasi planar graphs, fractional Helly theorems and several geometric properties of unit disk graphs.
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1 Introduction

Computing a maximum size clique in a graph is one of the fundamental problems in theoretical computer science [7]. It is not only NP-hard but even hard to approximate within a factor of $n^{1-\epsilon}$, for any $\epsilon > 0$, unless $P = NP$ [16]. A clique, equivalently, is a subgraph of diameter 1. A natural, well studied, generalization of the maximum clique problem is the maximum diameter-bounded subgraph problem (MaxDBS for short), in which the goal is to compute a maximum (vertex) subgraph of diameter $d$, for a given $d \geq 2$. A subgraph with diameter $\leq d$ is sometimes referred to in the literature as a $d$-club. MaxDBS is also known to have hardness of approximation of $n^{1/2-\epsilon}$, unless $P = NP$ [5].

In this paper, we study MaxDBS in the class of unit disk graphs. A unit disk graph is defined as the intersection graph of disks of equal (e.g., unit) diameter in the plane. Unit disk graphs provide a graph-theoretic model for ad hoc wireless networks, where two wireless nodes can communicate if they are within the unit Euclidean distance away from each other.

Many classical NP-Complete problems including chromatic number, independent set and dominating set are still NP-complete even for unit disk graphs [13, 14]. However, the class of unit disk graphs is one of the non-trivial classes of graphs for which the maximum clique problem is in $P$. Indeed, in a celebrated result, Clark, Colbourn and Johnson [13] provide a beautiful polynomial time algorithm to compute the maximum clique in unit disk graphs. Unfortunately, we do not know how to extend this algorithm to the MaxDBS problem.

Our main contribution in this paper is a polynomial-time algorithm that approximates MaxDBS within a constant factor in unit disk graphs. Moreover, our constant factor approximation ratio does not depend on the diameter $d$. To the best of our knowledge, it is not known whether this problem is NP-hard. Our algorithm works as follows: Given a unit disk graph $G = (V, E)$ and an integer $d$, compute for each vertex $v \in V$ the BFS-tree of radius $\frac{d}{2}$ (or $\frac{d+1}{2}$ if $d$ is odd) centered at $v$, and return the tree of maximum size. Although, the algorithm is very natural and simple, its analysis for unit disk graphs is rather involved. We note that this algorithm might perform very bad for arbitrary graphs. For example, a 2-subdivision of a clique with $n$ vertices is the graph obtained by subdividing each edge of the clique $K_n$ into a path of length 2. It is easily seen that such a graph with $n + \binom{n}{2}$ vertices has diameter 4 but every BFS tree of radius 2 contains at most $2n$ vertices.

1.1 Related work

MaxDBS has been studied extensively in general graphs in the last two decades. Bourjolly et al. [8] showed that MaxDBS is NP-hard. Balasundaram et al. [6] proved that for any $d$, MaxDBS is NP-hard in graphs of diameter $d + 1$. Asaiho et al. [5] showed that, for any $\epsilon > 0$ and $d \geq 2$, it is NP-hard to approximate MaxDBS within a factor of $n^{1/2-\epsilon}$,
and they gave an $n^{1/2}$-approximation algorithm for the problem. Chang et al. [11] provide an algorithm that finds a maximum subgraph of diameter $d$ in $O(1.62^n \cdot \text{poly}(n))$ time. There are more results on solving MaxDBS by using various integer and linear programming formulations [4, 6, 9, 8, 10, 21].

Asahiro et al. [5] studied the MaxDBS in other subclasses of graphs, including chordal graphs, interval graphs, and $s$-partite graphs. For chordal graphs, they showed that the problem can be solved in polynomial-time for odd $d$’s, and cannot be approximated within factor $n^{1/3-\epsilon}$, for any $\epsilon > 0$ for even $d$’s. For interval graphs, they showed that the problem can be solved in polynomial-time. For $s$-partite graphs, they showed that the problem cannot be approximated (unless $P = NP$) within a factor of $n^{1/3-\epsilon}$, for any $\epsilon > 0$, when $s = 2$ and $d \geq 3$, and when $s \geq 3$ and $d \geq 2$.

For unit disk graphs, the hardness of MaxDBS is still open, for $d \geq 2$ we are not aware of any previous work. As mentioned already, for $d = 1$, the problem is equivalent to the maximum clique problem and it can be solved in polynomial-time [13].

1.2 Motivation

MaxDBS is a relaxation of the maximum clique problem and is motivated by cluster-detection that arise in wide variety applications. For instance, finding clusters in networks helps in understanding and analyzing the structure of the network. Another well studied notion is that of a $d$-clique [6, 20, 21]. A $d$-clique of a graph $G$ is a subset $S$ of vertices of $G$, such that, for every two vertices in $S$, the shortest distance between them in $G$ is at most $d$. Clearly, every $d$-club is a $d$-clique, but not vice versa, as shown in the example given by Alba [3] in Figure 1.

\begin{center}
\begin{tikzpicture}
\node (v1) at (0,0) {$v_1$};
\node (v2) at (1,1) {$v_2$};
\node (v3) at (1,0) {$v_3$};
\node (v4) at (2,1) {$v_4$};
\node (v5) at (2,0) {$v_5$};
\node (v6) at (3,1) {$v_6$};
\draw (v1) -- (v2) -- (v3) -- (v4) -- (v5) -- (v6) -- (v1);
\end{tikzpicture}
\end{center}

\textbf{Figure 1} $S = \{v_1, v_2, v_3, v_4, v_5\}$ is a 2-clique but not a 2-club since the graph induced by $S$ has a diameter 3.

2 Preliminaries

Let $V$ be a finite set of points in the plane. For two points $u, v \in V$, let $|uv|$ denote the Euclidean distance between $u$ and $v$. The unit disk graph on $V$ is the undirected graph $G = (V, E)$, such that $(u, v) \in E$ if and only if $|uv| \leq 1$. The following lemma (though very simple) turns out to be crucial to prove our main result.

\begin{lemma}
For every two crossing edges $(a, b)$ and $(c, d)$ in $G$, at least one of the edges $(a, c)$ and $(b, d)$ is in $G$, and at least one of the edges $(a, d)$ and $(b, c)$ is in $G$; see Figure 2 for an illustration.
\end{lemma}

\begin{proof}
To prove the lemma, it suffices to show that $\min\{|ac|, |bd|\} \leq 1$ and $\min\{|ad|, |bc|\} \leq 1$; see Figure 2. Let $x$ be the intersection point of $(a, b)$ and $(c, d)$. By the triangle inequality, $|ac| \leq |ax| + |xc|$ and $|bd| \leq |bx| + |xd|$. Thus, $|ac| + |bd| \leq |ab| + |cd| \leq 2$. Therefore, $\min\{|ac|, |bd|\} \leq 1$. By a similar argument, we prove that $\min\{|ad|, |bc|\} \leq 1$.
\end{proof}
2.1 Tool box

A range space (or a set system) \((X, \mathcal{R})\) is a pair consisting of a set \(X\) of objects (called the space) and a family \(\mathcal{R}\) of subsets of \(X\) (called ranges). We say that a subset \(A\) of \(X\) is shattered by \(\mathcal{R}\), if for each subset \(A'\) of \(A\), there exist a range \(R \in \mathcal{R}\), such that \(A \cap R = A'\). The Vapnik-Chervonenkis dimension (or VC-dimension for short) of a range space \((X, \mathcal{R})\) is the size of the largest (finite) shattered subset of \(X\); see [15] for examples of range spaces of bounded VC-dimension.

The dual range space of \((X, \mathcal{R})\) is a range space \((Y, \mathcal{R}^*)\), where \(Y = \{y_R : R \in \mathcal{R}\}\) and, for each \(x \in X\), the set \(\{y_R : x \in R\}\) is a range in \(\mathcal{R}^*\). It is well known [17] that, if the VC-dimension of \((X, \mathcal{R})\) is \(k\), then the VC-dimension of the dual range space \((Y, \mathcal{R}^*)\) is at most \(2^k\).

A range space \((X, \mathcal{R})\) has fractional Helly number \(k\), if for every \(\alpha > 0\), there exists \(\beta > 0\), such that if at least \(\alpha \binom{|\mathcal{R}|}{k}\) subsets of size \(k\) of \(\mathcal{R}\) have a non-empty intersection, then there exists an element of \(X\) that is contained in at least \(\beta \cdot |\mathcal{R}|\) sets of \(\mathcal{R}\). In [18], Matoušek proved the following theorem showing that every range space of bounded VC-dimension has a fractional Helly property.

\[\textbf{Theorem 2} ([18]). \text{ Let } (X, \mathcal{R}) \text{ be a range space such that the VC-dimension of the dual range space of } (X, \mathcal{R}) \text{ is at most } k - 1. \text{ Then, } (X, \mathcal{R}) \text{ has a fractional Helly number } k.\]

A range space \((X, \mathcal{R})\) satisfies the \((p, q)\)-property if among every \(p\) ranges of \(\mathcal{R}\) some \(q\) have a non-empty intersection. Matoušek [18] established the following \((p, q)\)-theorem for range spaces of bounded VC-dimension.

\[\textbf{Theorem 3} ([18]). \text{ Let } (X, \mathcal{R}) \text{ be a range space such that the VC-dimension of the dual range space of } (X, \mathcal{R}) \text{ is at most } k - 1 \text{ and let } p \geq k. \text{ Then, there exists a constant } t \text{ (depending only on } p \text{ and } k) \text{, such that if } (X, \mathcal{R}) \text{ satisfies the } (p, k)\text{-property, then there exists a subset } X' \text{ of } X \text{ of size at most } t \text{ intersecting all the ranges of } \mathcal{R}, \text{ i.e., } X' \cap R \neq \emptyset, \text{ for every } R \in \mathcal{R}.\]

A (simple) topological graph is a graph drawn in the plane, such that its vertices are represented by a set of distinct points and its edges are Jordan arcs connecting the corresponding points, so that (i) each edge does not contain any other vertex as an interior point, (ii) every pair of edges intersect at most once, and (iii) no three edges have a common intersection point. Agarwal et al. [2] showed that any topological graph with \(n\) vertices and without \(k\) pairwise crossing edges has \(O(n \log^{2k-6} n)\) edges. This bound was further improved to \(O(n \log^{2k-8} n)\) by Ackerman [1]. Hence, if \(G\) is a complete topological graph on \(n\) vertices and without \(k\) pairwise crossing edges, then \(\binom{n}{2} = n(n-1)/2 \leq c' n \log^{2k-8} n\), where \(c'\) is the constant in the big ‘\(O\)’, depending only on \(k\). This implies that \(k \geq \frac{\log(n-1)}{2 \log \log n} + 4\), where \(c\) is a constant depending on \(c'\). Therefore, we have the following corollary.
Corollary 4. Any complete topological graph on \( n \) vertices contains at least \( \frac{\log(n-1)-c}{2 \log \log n} + 4 \) pairwise crossing edges, where \( c \) is a constant.

3 Approximation algorithm

Let \( G = (V, E) \) be the unit disk graph of a set of points \( V \) in the plane. For two vertices \( u \) and \( v \) in \( V \), let \( d(u, v) \) denote the shortest (hop) distance between \( u \) and \( v \) in \( G \).\(^7\) Assuming that \( G \) is connected, the diameter of \( G \) is defined as the maximum (hop) distance between any two vertices in \( G \), i.e., \( \max_{u,v \in V} d(u, v) \). A subgraph of \( G \) is called \( d \)-club if its diameter is equal to \( d \). Let \( G_{opt} \) denote a maximum \( d \)-club of \( G \). In this section, we first present a polynomial-time approximation algorithm that computes a \( d \)-club of size at least \( c \) times the size of \( G_{opt} \), where \( c \) is a constant and \( d \) is even. Later, we show how to generalize this algorithm for odd \( d \)’s.

Set \( r = \frac{d}{4} \). For a vertex \( u \in V \), let \( T_r(u) \) denote the tree of center \( u \) and radius \( r \) that contains all vertices of distance at most \( r \) from \( u \) in \( G \). Namely, a vertex \( v \) is in \( T_r(u) \) if and only if \( d(u, v) \leq r \). Given a vertex \( u \in V \), \( T_r(u) \) can be computed using the breadth first search (BFS) algorithm in \( O(|V| + |E|) \) time. Our algorithm computes all the trees of radius \( r \) centered at vertices of \( G \) and returns a tree \( T \) of the maximum size, i.e., the tree that contains the maximum number of vertices. It is clear that \( T \) is a \( d \)-club of \( G \) and can be computed in polynomial time. Let \( V_{opt} \) denote the set of vertices of \( G_{opt} \) and \( n = |V_{opt}| \) denote the size of \( G_{opt} \). In the following, we prove that \( T \) contains at least \( cn \) vertices, where \( c \) is a constant.

Let \( T_r(G_{opt}) \) denote the set of all trees of radius \( r \) centered at vertices of \( G_{opt} \), and let \( T^*_r \) be a tree in \( T_r(G_{opt}) \) that contains the maximum number of vertices of \( G_{opt} \) among trees of \( T_r(G_{opt}) \). First, observe that the size of \( T \) is at least as the size of \( T^*_r \), since \( G_{opt} \) is a subgraph of \( G \). Therefore, it is sufficient to prove that \( T^*_r \) contains at least \( cn \) vertices.

Let \((X, \mathcal{R})\) be the range space where \( X = V_{opt} \) and for each tree \( T_r(u) \) in \( T_r(G_{opt}) \), the set \( \{v \in V_{opt} : v \in T_r(u)\} \) is a range in \( \mathcal{R} \). Thus, in the dual range space \((Y, \mathcal{R}^*)\) of \((X, \mathcal{R})\), we have \( Y = \{y_{T_r(u)} : u \in V_{opt}\} \), and, for each point \( v \in V_{opt} \), the set \( \{y_{T_r(u)} : v \in T_r(u)\} \) is a range in \( \mathcal{R}^* \).

Observation 5. \((X, \mathcal{R})\) and \((Y, \mathcal{R}^*)\) are isomorphic.

Proof. Since \( T_r(u) \) contains \( v \) if and only if \( T_r(v) \) contains \( u \), we have

\[
\{y_{T_r(u)} : v \in T_r(u)\} = \{y_{T_r(u)} : u \in T_r(v)\}.
\]

Now, if we set \( y_{T_r(u)} = u \), then we obtain that \( X = Y \) and

\[
\{y_{T_r(u)} : v \in T_r(u)\} = \{u \in V_{opt} : v \in T_r(u)\} = \{u \in V_{opt} : u \in T_r(v)\},
\]

for each \( v \in V_{opt} \). Therefore, for each \( v \in V_{opt} \), the set \( \{u \in V_{opt} : u \in T_r(v)\} \) is a range in \( \mathcal{R}^* \), which implies that \( \mathcal{R}^* = \mathcal{R} \).

Theorem 6. \( T^*_r \) contains at least \( cn \) vertices, where \( c \) is a constant.

Proof. The proof plan is as follows. We show (later in Section 4) that the VC-dimension of the range space \((V_{opt}, T_r(G_{opt}))\) is 4. Thus, by Observation 5, the VC-dimension of the dual

\(^7\) Note that for any \( \epsilon > 0 \), it could hold that the Euclidean distance between \( u \) and \( v \) is \( 1 + \epsilon \) but they are in different connected components of \( G \) and hence \( d(u, v) \) is not necessarily bounded.
Figure 3  (a) $\delta(u_i, u_j)$ and $\delta(u_{i'}, u_{j'})$ intersect in more than one point, and (b) replacing subpaths of $\delta(u_{i'}, u_{j'})$ by subpaths of $\delta(u_i, u_j)$ between the intersection points.

range space of $(V_{opt}, T_r(G_{opt}))$ is also 4. Then, we use Corollary 4 to show that there exists a constant $m \geq 5$, such that $(V_{opt}, T_r(G_{opt}))$ satisfies the $(m, 5)$-property, which means that at least \( \binom{n}{m}/(n-m) \) subsets of 5 trees of $T_r(G_{opt})$ share a common point. Thus, by Theorem 2, there exists a point that is contained in at least $\beta n$ trees of $T_r(G_{opt})$, and therefore, there is a tree in $T_r(G_{opt})$ that contains at least $\beta n$ points of $V_{opt}$, which proves that $c \geq \beta > 0$.

Let $m$ be an integer such that $\frac{\log(m-1)-c'}{2\log\log m} + 4 \geq 6$, where $c'$ is a constant. Let $A$ be a set of $m$ trees of $T_r(G_{opt})$ and let $C = \{u_1, u_2, \ldots, u_m\}$ be the centers of the trees of $A$. For two points $u_i, u_j \in C$, let $\delta(u_i, u_j)$ be a shortest path between $u_i$ and $u_j$ in $G_{opt}$, and let $d(u_i, u_j)$ be the length of $\delta(u_i, u_j)$. For every four distinct points $u_i, u_j, u_{i'}, u_{j'} \in C$, we assume that the intersection of the paths $\delta(u_i, u_j)$ and $\delta(u_{i'}, u_{j'})$ is either empty or a path (otherwise, we replace every subpath of $\delta(u_{i'}, u_{j'})$ between every two consecutive intersection points of the paths by the subpath of $\delta(u_i, u_j)$ between the same points; see Figure 3). Since $d(u_i, u_j) \leq 2r$, there is at least one point $u_{i,j}$ on $\delta(u_i, u_j)$ that is contained in $T_r(u_i)$ and in $T_r(u_j)$.

We now construct a drawing of a complete graph $H$ on the points of $C$ in which the edges are drawn as the Jordan arcs $\delta(u_i, u_j)$. Notice that, $H$ is not necessarily a topological graph. However, we can transform it into a topological graph $H'$, such that, for every four distinct points $u_i, u_j, u_{i'}, u_{j'} \in C$, $\delta(u_i, u_j)$ and $\delta(u_{i'}, u_{j'})$ are crossing in $H'$ if and only if they are crossing in $H$. This transformation is obtained using standard operations as in [12] and we omit the technical details here. Since $H'$ is a complete topological graph on $m$ vertices, by Corollary 4, $H'$ has at least 6 pairwise crossing edges. Let $P = \{\delta(u_1, u_{i'}), \delta(u_2, u_{j'}), \ldots, \delta(u_6, u_{i''})\}$ be the set of the corresponding 6 pairwise crossing paths in $H'$.

Lemma 7. Let $\delta(u_i, u_{i'})$ and $\delta(u_j, u_{j'})$ be two crossing paths of $P$ and let $x$ be their intersection point. Assume, w.l.o.g., that $x$ is between $u_{i',j'}$ and $u_i$, and between $u_{j,j'}$ and $u_j$; see Figure 4. Then, either $T_r(u_i)$ contains $u_{j,j'}$ or $T_r(u_j)$ contains $u_{i,j'}$.

Proof. We distinguish between two cases.

Case 1: $x$ is a point of $V_{opt}$; see Figure 4(a). Assume, w.l.o.g., that $d(u_i, x) \leq d(u_j, x)$. Thus,

\[
d(u_i, u_{j,j'}) \leq d(u_i, x) + d(x, u_{j,j'}) \leq d(u_j, x) + d(x, u_{j,j'}) = d(u_j, u_{j,j'}) \leq r.
\]

Therefore, $u_{j,j'}$ is of distance at most $r$ from $u_i$ and, hence, is contained in $T_r(u_i)$.
Figure 4 $\delta(u_i, u_{i'})$ and $\delta(u_j, u_{j'})$ intersect at $x$. (a) $x$ is a point of $V_{opt}$, and (b) $x$ is an intersection point of the edges $(a, b)$ and $(c, d)$.

Case 2: $x$ is not a point of $V_{opt}$. Thus, $x$ is an intersection point of two edges $(a, b)$ and $(c, d)$ of $G$. Assume, w.l.o.g., that $a$ is between $x$ and $u_1$ and $c$ is between $x$ and $u_2$; see Figure 4(b).

- If $d(u_i, a) = d(u_j, c)$, then, by Lemma 1, at least one of the edges $(a, d)$ and $(b, c)$ is in $G_{opt}$.
  - If $(a, d)$ is in $G_{opt}$, then $d(a, u_{i,j'}) = d(c, u_{i,j'})$, and hence,
    \[ d(u_i, u_{i,j'}) \leq d(u_i, a) + d(a, u_{i,j'}) = d(u_j, c) + d(c, u_{i,j'}) = d(u_j, u_{i,j'}) \leq r. \]

    Therefore, $u_{i,j'}$ is of distance at most $r$ from $u_i$ and, hence, is contained in $T_r(u_i)$.
  - If $(b, c)$ is in $G_{opt}$, then $d(a, u_{i,j'}) = d(c, u_{i,j'})$, and hence,
    \[ d(u_j, u_{i,j'}) \leq d(u_j, c) + d(c, u_{i,j'}) = d(u_i, a) + d(a, u_{i,j'}) = d(u_i, u_{i,j'}) \leq r. \]

    Therefore, $u_{i,j'}$ is of distance at most $r$ from $u_j$ and, hence, is contained in $T_r(u_j)$.

- Otherwise, assume, w.l.o.g., that $d(u_i, a) < d(u_j, c)$. By Lemma 1, at least one of the edges $(a, c)$ and $(b, d)$ is in $G_{opt}$.
  - If $(a, c)$ is in $G_{opt}$, then $d(u_i, c) \leq d(u_j, c)$. Hence,
    \[ d(u_i, u_{i,j'}) \leq d(u_i, c) + d(c, u_{i,j'}) \leq d(u_j, c) + d(c, u_{i,j'}) = d(u_j, u_{i,j'}) \leq r. \]

  - If $(b, d)$ is in $G_{opt}$, then $d(u_i, d) \leq d(u_j, d)$. Hence,
    \[ d(u_i, u_{i,j'}) \leq d(u_i, d) + d(u_{i,j'}, d) \leq d(u_j, d) + d(u_{i,j'}, d) = d(u_j, u_{i,j'}) \leq r. \]

    In both cases, $u_{i,j'}$ is of distance at most $r$ from $u_i$ and, hence, is contained in $T_r(u_i)$.

\textbf{Lemma 8.} $(V_{opt}, T_r(G_{opt}))$ satisfies the $(m, 5)$-property.

\textbf{Proof.} By Lemma 7, for every two paths $\delta(u_i, u_{i'})$ and $\delta(u_j, u_{j'})$ in $P$, either at least one of the trees $T_r(u_i)$ and $T_r(u_{i'})$ contains $u_{i,j'}$ or at least one of the trees $T_r(u_j)$ and $T_r(u_{j'})$ contains $u_{i,j'}$. We construct a directed graph on the vertices $\{u_1, u_2, \ldots, u_6\}$, such that there is a directed edge from $u_i$ to $u_j$ if and only if at least one of the trees $T_r(u_i)$ and $T_r(u_{i'})$ contains $u_{i,j'}$. Since we have 6 pairwise crossing paths, there are at least 15 edges in this graph, which means that there is a vertex $u_l$ in this graph, $1 \leq l \leq 6$, of in-degree at least 3. Hence, there is a point $u_{l,t}$ that is covered by at least 3 other trees, in addition to the trees $T_r(u_l)$ and $T_r(u_{l'})$. Thus, $u_{l,t}$ is contained in at least 5 trees of $A$. Therefore, $(V_{opt}, T_r(G_{opt}))$ satisfies the $(m, 5)$-property.

\textbf{SoCG 2018}
Since \((V_{opt}, T_{r}(G_{opt}))\) satisfies the \((m,5)\)-property, out of every \(m\) trees of \(T_{r}(G_{opt})\) there are 5 trees that share a common point. Thus, there are at least \(\binom{m}{3}/(m-5) = \binom{m}{5}/(m)\) sets containing 5 trees that share a common point. Moreover, in Theorem 12 (Section 4), we show that the VC-dimension of the range space \((V_{opt}, T_{r}(G_{opt}))\) is 4. Thus, by Observation 5, the VC-dimension of the dual range space of \((V, T_{r}(G))\) is also 4 and therefore, by Theorem 2, the fractional Helly number of \((V_{opt}, T_{r}(G_{opt}))\) is 5. Now, by setting \(\alpha = 1/(\binom{m}{3})\) (in the fractional Helly theorem), we have a point \(u \in V_{opt}\) that is contained in at least \(\beta n\) trees of \(T_{r}(G_{opt})\), which means that \(T_{r}(u)\) contains at least \(\beta n\) points of \(V_{opt}\), where \(\beta > 0\). Therefore, \(c \geq \beta > 0\), which completes the proof of the theorem.

\[\text{Corollary 9. For any even } d \geq 2, \text{ every } d\text{-club in any unit disk graph can be covered by a constant-number of trees of radius } \frac{d}{2}.\]

**Proof.** To prove the corollary, we show that there exists a constant \(\rho\), such that \(G_{opt}\) can be covered by at most \(\rho\) trees of \(T_{r}(G_{opt})\). By Theorem 12, the VC-dimension of the dual range space of \((V_{opt}, T_{r}(G_{opt}))\) is 4, and, by Lemma 8, \((V_{opt}, T_{r}(G_{opt}))\) satisfies the \((m,5)\)-property. Therefore, by Theorem 3, there exists a set of at most \(t\) trees of \(T_{r}(G_{opt})\) that cover all vertices of \(V_{opt}\), which proves that \(\rho \leq t\).

**Upper bound on \(c\)**

We show, in Figure 5, a unit disk graph \(G\) on \(n\) vertices for which the tree computed by our algorithm does not contain more than \(\frac{3}{4}\). \(G\) contains \(n = 16r\) points and its diameter is \(d = 2r\). Each tree of radius \(r\) in \(G\) covers at most 6\(r\) points. This proves that \(c \leq \frac{3}{4}\). To show that \(c \leq \frac{1}{4}\), we locate six cliques of size \(\frac{n - 16r}{6}\) on the points \(a, b, c, a', b',\) and \(c'\). Now, each tree of radius \(r\) can cover at most 2 cliques. Therefore, for sufficiently large \(n\), we have \(c \leq \frac{1}{4}\).

\[\text{Figure 5 } G \text{ contains 16r points and its diameter is } d = 2r \text{ Each tree of radius } r \text{ covers at most 6r points.}\]
Generalization for odd \( d \)

In this section, we extend our algorithm to approximate MaxDBS for odd \( d \)'s. Given a unit disk graph \( G \) of a set \( V \) of points in the plane and an odd integer \( d \geq 3 \), let \( G_d \) be a maximum \( d \)-club and let \( G_{d+1} \) be a maximum \((d + 1)\)-club of \( G \). Let \( n_d \) and \( n_{d+1} \) be the sizes of \( G_d \) and \( G_{d+1} \), respectively, and observe that \( n_{d+1} \geq n_d \). We set \( r = \frac{d+1}{2} \) and we use our algorithm to compute a tree \( T_r(u) \) of size at least \( cn_{d+1} \geq cn_d \). Notice that \( T_r(u) \) is a \((d + 1)\)-club but may not be a \( d \)-club. In the following lemma, we show that there is a subtree of \( T_r(u) \) of diameter \( d - 1 \) that contains at least 1/12 of the vertices of \( T_r(u) \).

\[ \text{Lemma 10. The vertices of tree } T_r(u) \text{ can be covered by at most 12 trees of radius } r - 1. \]

\textbf{Proof.} Let \( V_r(u) \) be the set of vertices of \( T_r(u) \) and let \( D_2(u) = \{ v \in V_r(u) : d(u, v) = 2 \} \), i.e., the set of all vertices of \( V_r(u) \) of distance two from \( u \). Let \( I \) be a maximal independent set of \( D_2(u) \). By the packing argument in unit disk graphs, we have \(|I| \leq 12\). Let \( v \) be a vertex in \( V_r(u) \), and let \( \delta(u, v) \) be a shortest path between \( u \) and \( v \) in \( V_r(u) \). Since \( d(u, v) \leq r \), there is at least one vertex \( u' \in D_2(u) \), such that every vertex in \( \delta(u, v) \) is of distance at most \( r - 2 \) from \( u' \). Hence, there is at least one vertex \( x \in I \), such that every vertex in \( \delta(u, v) \) is of distance at most \( r - 1 \) from \( x \). Thus, every vertex in \( V_r(u) \) is contained in \( T_{r-1}(x) \), for some \( x \in I \), and therefore, \( V_r(u) \) is covered by \( \bigcup_{x \in I} T_{r-1}(x) \).

By Lemma 10, we can find a tree \( T_{r-1}^*(x) \) that contains at least 1/12 of the vertices of \( T_r(u) \). Since \( r = \frac{d+1}{2} \), the diameter of \( T_{r-1}^*(x) \) is at most \( 2(r - 1) = d - 1 \). Therefore, \( T_{r-1}^*(x) \) is a \( d \)-club of \( G \) and its size is at least \( \frac{c}{12} n_d \).

The following theorem summarizes the result of this section.

\[ \text{Theorem 11. Given a unit disk graph } G \text{ in the plane and an integer } d \geq 2, \text{ one can find in polynomial time a } d \text{-club of } G \text{ of size at least } \frac{c}{12} \text{ the size of a maximum } d \text{-club of } G, \text{ where } 0 < c \leq \frac{1}{4}. \]

4 The VC-Dimension of \( (V_{opt}, T_r(G_{opt})) \)

In this section, we prove the following theorem.

\[ \text{Theorem 12. The range space } (V_{opt}, T_r(G_{opt})) \text{ has VC-dimension 4.} \]

\textbf{Proof.} We first prove that the VC-dimension of \( T_r(G_{opt}) \) is at most 4. For the sake of contradiction, suppose that there exist a set of points \( P \) and a subset \( S = \{ u_1, u_2, u_3, u_4, u_5 \} \) of \( V_{opt} \), such that \( S \) is shattered by \( T_r(G_{opt}) \). Thus, for each \( 1 \leq i < j \leq 5 \), there is a tree \( T_r(c_{i,j}) \) in \( T_r(G_{opt}) \), such that \( T_r(c_{i,j}) \cap S = \{ u_i, u_j \} \). Let \( P_{i,j} \) be the path between \( u_i \) and \( u_j \) in \( T_r(c_{i,j}) \). Note that \( P_{i,j} \cap S = \{ u_i, u_j \} \). Moreover, since \( S \) contains five points, by planarity constraints, at least two paths \( P_{i,j} \) and \( P_{k,l} \), for distinct two pairs \((i, j)\) and \((k, l)\), intersect. Assume, w.l.o.g., that \( P_{1,3} \) and \( P_{2,4} \) intersect and let \( x \) be their intersection point. Assume also that \( x \) is between \( u_1 \) and \( c_{1,3} \), and between \( u_2 \) and \( c_{2,4} \); see Figure 6.

\[ \text{Lemma 13. Either } u_1 \text{ is contained in } T_r(c_{2,4}) \text{ or } u_2 \text{ is contained in } T_r(c_{1,3}). \]

\textbf{Proof.} The proof is similar to the proof of Lemma 7. We distinguish between two cases. If \( x \) is a point of \( V_{opt} \); see Figure 6(a). Assume, w.l.o.g., that \( d(x, u_1) \leq d(x, u_2) \). Thus

\[ d(c_{2,4}, u_1) \leq d(c_{2,4}, x) + d(x, u_1) \leq d(c_{2,4}, x) + d(x, u_2) = d(c_{2,4}, u_2) \leq r. \]
We present the first constant-factor approximation algorithm for the problem in unit disk graphs, for any subset of points.

**Case 2**: $x$ is not a point of $V_{opt}$. Thus, $x$ is an intersection point of two edges $(a, b)$ and $(c, d)$ of $G$. Assume, w.l.o.g., that $a$ is between $x$ and $u_1$ and $c$ is between $x$ and $u_2$; see Figure 6(b).

- If $(a, u_1) = (d, u_2)$, then, by Lemma 1, at least one of the edges $(a, d)$ and $(b, c)$ is in $G_{opt}$. If $(a, d)$ is in $G_{opt}$, then $d(c_{2,4}, a) = d(c_{2,4}, c)$, and hence,

  $d(c_{2,4}, u_1) \leq d(c_{2,4}, a) + d(a, u_1) = d(c_{2,4}, c) + d(c, u_2) = d(c_{2,4}, u_2) \leq r.$

  Therefore, $u_1$ is of distance at most $r$ from $c_{2,4}$ and, hence, is contained in $T_r(c_{2,4})$.

- Otherwise, assume, w.l.o.g., that $(a, u_1) < (d, u_2)$. By Lemma 1, at least one of the edges $(a, c)$ and $(b, d)$ is in $G_{opt}$. If $(b, d)$ is in $G_{opt}$, then $d(c_{2,4}, b) \leq d(c_{2,4}, c)$ and $d(b, u_1) \leq d(c, u_2)$. Hence,

  $d(c_{2,4}, u_1) \leq d(c_{2,4}, b) + d(b, u_1) \leq d(c_{2,4}, c) + d(c, u_2) = d(c_{2,4}, u_2) \leq r.$

  If $(a, c)$ is in $G_{opt}$, then $d(c, u_1) \leq d(c, u_2)$. Thus,

  $d(c_{2,4}, u_1) \leq d(c_{2,4}, c) + d(c, u_1) \leq d(c_{2,4}, c) + d(c, u_2) = d(c_{2,4}, u_2) \leq r.$

In both cases, $u_1$ is of distance at most $r$ from $c_{2,4}$ and, hence, is contained in $T_r(c_{2,4})$. Since $T_r(c_{2,4}) \cap S = \{u_2, u_4\}$ and $T_r(c_{1,3}) \cap S = \{u_1, u_3\}$, we have a contradiction. Therefore, the VC-dimension of $(V_{opt}, T_r(G_{opt}))$ is at most 4.

To prove that the VC-dimension of $(V_{opt}, T_r(G_{opt}))$ is at least 4, we show in Figure 7 a unit disk graph on a set of points $V$ of diameter $2r$ and a subset $S = \{a, b, c, d\}$ of $V$, such that $S$ can be shattered by $T_r(G_{opt})$. The distance between every two points of $S$ is $r$. For each subset $S' \subseteq S$, $S \cap T_r(u_{S'}) = S'$, and $S \cap T_r(a) = S$.

**5 Concluding remarks**

In this paper, we consider the problem of computing a maximum subgraph of diameter $d$. We present the first constant-factor approximation algorithm for the problem in unit disk graphs, for any $d \geq 2$. 
Our algorithm is simple and efficient, however, its analysis is not trivial and based on tools from the theory of hypergraphs with bounded VC-dimension, $k$-quasi planar graphs, fractional Helly theorems and several geometric properties of unit disk graphs. Unfortunately, the constant obtained is rather large. On the other hand, the most important feature of our algorithm is that its approximation factor is a constant independent of the diameter $d$. It is very easy to obtain an $O(d^2)$ approximation factor. Indeed, by a packing argument, any graph of diameter $d$ can be covered by $O(d^2)$ cliques and as mentioned already the max-clique problem is in $P$.

Moreover, our algorithm works also for an abstract input of the unit disk graph without the geometric representation. It remains an open problem to determine whether MaxDBS for unit disk graphs is in $P$ for $d \geq 2$.

Another interesting fact to note is that the shortest path metric on unit disk graphs does not have the so-called constant doubling dimension. It is easily seen that our algorithm has a constant factor approximation for graph families with constant doubling dimension.

Recall that a $d$-clique of a graph $G$ is a set $S$ of vertices of $G$, such that, for every two vertices in $S$, the shortest distance between them in $G$ is at most $d$. Finding the maximum $d$-clique problem is closely related to MaxDBS. Unfortunately, our algorithm can not be directly extended to the maximum $d$-clique problem. Except for the $\frac{1}{2}$-approximation algorithm of Pattillo et al. [19], for $d = 2$, there is no related work discussing the maximum $d$-clique problem in unit disk graphs. Hence, approximating the maximum $d$-clique problem in unit disk graphs is also an interesting open problem.
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1 Introduction

When equipped with a notion of similarity or distance, data can be thought of as living in a metric space. Our goal is to characterize the homotopy types of geometric thickenings of a wide class of metric spaces. In particular, we consider metric spaces formed by gluing smaller metric spaces together along certain nice intersections; our results then characterize the persistent homology of these spaces. Persistent homology is a central tool in topological data analysis that captures complex interactions within a system at multiple scales [13, 19].

The geometric complexes of interest are Vietoris–Rips and Čech complexes, which build a simplicial complex on top of a metric space according to the choice of a scale parameter \( r \). We first study Vietoris–Rips and Čech complexes of metric wedge sums: given two metric spaces \( X \) and \( Y \) with specified basepoints, the metric wedge sum \( X \vee Y \) is obtained by gluing \( X \) and \( Y \) together at the specified points. We show that the Vietoris–Rips (resp. Čech) complex of the metric wedge sum is homotopy equivalent to the wedge sum of the Vietoris–Rips (resp. Čech) complexes. We also provide generalizations for certain more general metric gluings, namely, when two metric spaces are glued together along a common isometric subset.

One common metric space that appears in applications such as road networks [1], brain functional networks [8], and the cosmic web [29] is a metric graph, a structure where any two
points of the graph (not only vertices) are assigned a distance equal to the minimum length of a path from one point to the other. In this way, a metric graph encodes the proximity data of a network into the structure of a metric space. As a special case of our results, we show that the Vietoris–Rips complex of two metric graphs glued together along a sufficiently short common path is homotopy equivalent to the union of the Vietoris–Rips complexes. This enables us to determine the homotopy types of geometric thickenings of a large class of metric graphs, namely those that can be constructed iteratively via simple gluings.

The motivation for using Vietoris–Rips and Čech complexes in the context of data analysis is that these complexes can recover topological features of an unknown sample space underlying the data. Indeed, in [22, 25], it is shown that if the underlying space $M$ is a closed Riemannian manifold, if scale parameter $r$ is sufficiently small compared to the injectivity radius of $M$, and if a sample $X$ is sufficiently close to $M$ in the Gromov-Hausdorff distance, then the Vietoris–Rips complex of the sample $X$ at scale $r$ is homotopy equivalent to $M$. Analogously, the Nerve Theorem implies that the Čech complex (the nerve of all metric balls of radius $r$) of a similarly nice sample is homotopy equivalent to $M$ for small $r$ ([10] or [21, Corollary 4G.3]). In this paper, we identify the homotopy types of Vietoris–Rips and Čech complexes of certain metric graphs at all scale parameters $r$, not just at small scales.

Our paper builds on the authors’ prior work characterizing the 1-dimensional intrinsic Čech persistence module associated to an arbitrary metric graph. Indeed, [20] shows that the 1-dimensional intrinsic Čech persistence diagram associated to a metric graph of genus $g$ (i.e., the rank of the 1-dimensional homology of the graph) consists of the points $\{(0, \frac{\ell_i}{\pi^2}) : 1 \leq i \leq g\}$, where $\ell_i$ corresponds to the length of the $i^{th}$ loop. In the case of the Vietoris–Rips complex, the results hold with the minor change that the persistence points are $\{(0, \frac{\ell_i}{\pi}) : 1 \leq i \leq g\}$.

An extension of this work is [31], which studies the 1-dimensional persistence of geodesic spaces. In [3, 4], the authors show that the Vietoris–Rips or Čech complex of the circle obtains the homotopy types of the circle, the 3-sphere, the 5-sphere, ..., as the scale $r$ increases, giving the persistent homology in all dimensions of a metric graph consisting of a single cycle. In this paper, we extend to a larger class of graphs; our results characterize the persistence profile, in any homological dimension, of Vietoris–Rips and Čech complexes of metric graphs that can be iteratively built by gluing trees and cycles together along short paths.

Our results on Vietoris–Rips and Čech complexes of metric gluings have implications for future algorithm development along the line of “topological decompositions”. The computation time of homotopy, homology, and persistent homology depend on the size of the simplicial complex. It would be interesting to investigate if our Theorem 10 means that one can break a large metric graph into smaller pieces, perform computations on the simplicial complex of each piece, and then subsequently reassemble the results together. This has the potential to use less time and memory.

Outline. Section 2 introduces the necessary background and notation. Our main results on the Vietoris–Rips and Čech complexes of metric wedge sums and metric gluings are established in Section 3. In addition to proving homotopy equivalence in the wedge sum case, we show that the persistence module (for both Vietoris–Rips and Čech) of the wedge sum of the complexes is isomorphic to the persistence module of the complex for the wedge sum. We develop the necessary machinery to prove that the Vietoris–Rips complex of metric spaces glued together along a sufficiently short path is homotopy equivalent to the union of the Vietoris–Rips complexes. The machinery behind this proof technique does not hold in the analogous case for the Čech complex, and we provide an example illustrating why not. In Section 4, we describe families of metric graphs to which our results apply and furthermore
discuss those that we cannot yet characterize. In Section 5, we conclude with our overall goal of characterizing the persistent homology profiles of families of metric graphs.

2 Background

In this section, we recall the relevant background in the settings of simplicial complexes and metric spaces, including metric graphs. For a more comprehensive introduction of related concepts from algebraic topology, we refer the reader to [21], and to [23] and [19] for a combinatorial and computational treatment, respectively.

**Simplicial complexes.** An abstract simplicial complex $K$ is a collection of finite subsets of some (possibly infinite) vertex set $V = V(K)$, such that if $\sigma \in K$ and $\tau \subseteq \sigma$, then $\tau \in K$. In this paper, we use the same symbol $K$ to denote both the abstract simplicial complex and its geometric realization. For $V' \subseteq V$, we let $K[V']$ denote the induced simplicial complex on the vertex subset $V'$. If $K$ and $L$ are simplicial complexes with disjoint vertex sets $V(K)$ and $V(L)$, then their join $K \ast L$ is the simplicial complex whose vertex set is $V(K) \cup V(L)$, and whose set of simplices is $K \ast L = \{\sigma_K \cup \sigma_L \mid \sigma_K \in K \text{ and } \sigma_L \in L\}$ [23, Definition 2.16]. The join of two disjoint simplices $\sigma = \{x_0, \ldots, x_n\}$ and $\tau = \{y_0, \ldots, y_m\}$ is the simplex $\sigma \cup \tau := \{x_0, \ldots, x_n, y_0, \ldots, y_m\}$.

By an abuse of notation, a simplex $S \in K$ can be considered as either a single simplex, or as a simplicial complex $\{S' \mid S' \subseteq S\}$ with all subsets as faces. When taking joins, we use $\cup$ to denote that the result is a simplex, and we use $*$ to denote that the result is a simplicial complex. For example, for $a \in V(K)$ a vertex and $S \in K$ a simplex, we use the notation $a \cup S := \{a\} \cup S$ to denote the simplex formed by adding vertex $a$ to $S$. We instead use $a * S := \{a \cup S' \mid S' \subseteq S\}$ to denote the associated simplicial complex. Similarly, for two simplices $\sigma, S \in K$, we use $\sigma \cup S$ to denote a simplex, and we instead use $\sigma * S := \{\sigma' \cup S' \mid \sigma' \subseteq \sigma, S' \subseteq S\}$ to denote the associated simplicial complex. We let $\hat{S}$ be the boundary simplicial complex $\hat{S} = \{S' \mid S' \subseteq S\}$, and therefore $a * \hat{S} := \{a \cup S' \mid S' \subseteq S\}$ and $\sigma * \hat{S} := \{\sigma' \cup S' \mid \sigma' \subseteq \sigma, S' \subseteq S\}$ are simplicial complexes.

A simplicial complex $K$ is equipped with the topology of a CW-complex [21]: a subset of the geometric realization of $K$ is closed if and only if its intersection with each finite-dimensional skeleton is closed.

**Simplicial collapse.** Recall that if $\tau$ is a face of a simplex $\sigma$, then $\sigma$ is said to be a coface of $\tau$. Given a simplicial complex $K$ and a maximal simplex $\sigma \in K$, we say that a face $\tau \subseteq \sigma$ is a free face of $\sigma$ if $\sigma$ is the unique maximal coface of $\tau$ in $K$. A simplicial collapse of $K$ with respect to a pair $(\tau, \sigma)$, where $\tau$ is a free face of $\sigma$, is the removal of all simplices $\rho$ such that $\tau \subseteq \rho \subseteq \sigma$. If $\dim(\sigma) = \dim(\tau) + 1$ then this is an elementary simplicial collapse. If $L$ is obtained from a finite simplicial complex $K$ via a sequence of simplicial collapses, then $L$ is homotopy equivalent to $K$, denoted $L \simeq K$ [23, Proposition 6.14].

**Metric spaces.** Let $(X, d)$ be a metric space, where $X$ is a set equipped with a distance function $d$. Let $B(x, r) := \{y \in X \mid d(x, y) \leq r\}$ denote the closed ball with center $x \in X$ and radius $r \geq 0$. The diameter of $X$ is $\text{diam}(X) = \sup\{d(x, x') \mid x, x' \in X\}$. A submetric space of $X$ is any set $X' \subseteq X$ with a distance function defined by restricting $d$ to $X' \times X'$.

**Vietoris–Rips and Čech complexes.** We consider two types of simplicial complexes constructed from a metric space $(X, d)$. These constructions depend on the choice of a scale...
parameter $r \geq 0$. First, the Vietoris–Rips complex of $X$ at scale $r \geq 0$ consists of all finite subsets of diameter at most $r$, that is, $\text{VR}(X;r) = \{ \text{finite } \sigma \subseteq X \mid \text{diam}(\sigma) \leq r \}$. Second, for $X$ a submetric space of $X'$, we define the ambient Čech complex with vertex set $X$ as $\check{\text{C}}\text{ech}(X,X';r) := \{ \text{finite } \sigma \subseteq X \mid \exists x' \in X' \text{ with } d(x,x') \leq r \forall x \in \sigma \}$. The set $X$ is often called the set of “landmarks”, and $X'$ is called the set of “witnesses” [17]. This complex can equivalently be defined as the nerve of the balls $B_{X'}(x,r)$ in $X'$ that are centered at points $x \in X$, that is, $\check{\text{C}}\text{ech}(X,X';r) = \{ \text{finite } \sigma \subseteq X \mid \bigcap_{x \in \sigma} B_{X'}(x,r) \neq \emptyset \}$. When $X = X'$, we denote the (intrinsic) Čech complex of $X$ as $\check{\text{C}}\text{ech}(X;r) = \check{\text{C}}\text{ech}(X,X;r)$. Alternatively, the Čech complex can be defined with an open ball convention, and the Vietoris–Rips complex can be defined as $\text{VR}(X;r) = \{ \sigma \subseteq X \mid \text{diam}(\sigma) < r \}$. Unless otherwise stated, all of our results hold for both the open and closed convention for Čech complexes, as well as for both the $<$ and $\leq$ convention on Vietoris–Rips complexes.

**Persistent homology.** For $k$ a field, for $i \geq 0$ a homological dimension, and for $Y$ a filtered topological space, we denote the persistent homology (or persistence) module of $Y$ by $\text{PH}_i(Y;k)$. Persistence modules form a category [16, Section 2.3], where morphisms are given by commutative diagrams.

**Gluings of topological spaces.** Let $X$ and $Y$ be two topological spaces that share a common subset $A = X \cap Y$. The gluing space $X \cup_A Y$ is formed by gluing $X$ to $Y$ along their common subspace $A$. More formally, let $\iota_X : A \to X$ and $\iota_Y : A \to Y$ denote the inclusion maps. Then the gluing space $X \cup_A Y$ is the quotient space of the disjoint union $X \sqcup Y$ under the identification $\iota_X(a) \sim \iota_Y(a)$ for all $a \in A$. The gluing of two simplicial complexes along a common subcomplex is itself a simplicial complex.

**Gluings of metric spaces.** Following Definition 5.23 in [11], we define a way to glue two metric spaces along a closed subspace. Let $X$ and $Y$ be arbitrary metric spaces with closed subspaces $A_X \subseteq X$ and $A_Y \subseteq Y$. Let $A$ be a metric space with isometries $\iota_X : A \to A_X$ and $\iota_Y : A \to A_Y$. Let $X \cup_A Y$ denote the quotient of the disjoint union of $X$ and $Y$ by the equivalence between $A_X$ and $A_Y$, i.e., $X \cup_A Y = X \sqcup Y / \{ \iota_X(a) \sim \iota_Y(a) \mid a \in A \}$. Then $X \cup_A Y$ is the gluing of $X$ and $Y$ along $A$. We define a metric on $X \cup_A Y$, which extends the metrics on $X$ and $Y$:

$$d_{X \cup_A Y}(s,t) = \begin{cases} d_X(s,t) & \text{if } s,t \in X \\ d_Y(s,t) & \text{if } s,t \in Y \\ \inf_{a \in A} d_X(s,\iota_X(a)) + d_Y(\iota_Y(a),t) & \text{if } s \in X, t \in Y. \end{cases}$$

Lemma 5.24 of [11] shows that the gluing $(X \cup_A Y,d_{X \cup_A Y})$ of two metric spaces along common isometric closed subsets is itself a metric space. In this paper all of our metric gluings will be done in the case where $X \cap Y = A$ and the $\iota_X$ and $\iota_Y$ are identity maps. This definition of gluing metric spaces agrees with that of gluing their respective topological spaces, with the standard metric ball topology.

**Pointed metric space and wedge sum.** A pointed metric space is a metric space $(X,d_X)$ with a distinguished basepoint $b_X \in X$. In the notation of metric gluings, given two pointed metric spaces $(X,d_X)$ and $(Y,d_Y)$, let $X \vee Y = X \cup_A Y$ where $A_X = \{ b_X \}$ and $A_Y = \{ b_Y \}$; we also refer to $X \vee Y$ as the wedge sum of $X$ and $Y$. The gluing metric on $X \vee Y$ is the same as in the gluing of metric spaces above with $|A| = 1$. 
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Metric graphs. A graph $G$ consists of a set $V = \{v_i\}$ of vertices and a set $E = \{e_j\}$ of edges connecting the vertices. A graph $G$ is a metric graph if each edge $e_j$ is assigned a positive finite length $l_j$ \cite{11, 12, 24}. Under mild hypotheses\(^4\), the graph $G$ can be equipped with a natural metric $d_G$: the distance between any two points $x$ and $y$ (not necessarily vertices) in the metric graph is the infimum of the length of all paths between them.

Loops of a metric graph. A loop of a metric graph $G$ is a continuous map $c : S^1 \to G$. We also use the word loop to refer to the image of this map. Intuitively, elements of the singular 1-dimensional homology of $G$ may be represented by collections of loops in $G$ \cite{21}. The length of a loop is the length of the image of the map $c$.

3 Homotopy equivalences for metric gluings

3.1 Homotopy lemmas for simplicial complexes

In this section, we present three lemmas that will be vital to our study of homotopy equivalences of simplicial complexes. We begin with a lemma proved by Barmak and Minian \cite{7} regarding a sequence of elementary simplicial collapses between two simplicial complexes (Lemma 1). We then generalize this lemma in order to use it in the case where the simplicial collapses need not be elementary (Lemma 2). While these first two lemmas are relevant in the context of finite metric spaces, the third lemma will be useful when passing to arbitrary metric spaces. These three lemmas will later allow us to show that a complex built on a gluing is homotopy equivalent to the gluing of the complexes.

\textbf{Lemma 1 (Lemma 3.9 from [7])}. Let $L$ be a subcomplex of a finite simplicial complex $K$. Let $T$ be a set of simplices of $K$ which are not in $L$, and let $a$ be a vertex of $L$ which is contained in no simplex of $T$, but such that $a \cup S$ is a simplex of $K$ for every $S \in T$. Finally, suppose that $K = L \cup \bigcup_{S \in T} \{S, a \cup S\}$. Then $K$ is homotopy equivalent to $L$ via a sequence of elementary simplicial collapses.

In \cite{7}, Barmak and Minian observe that there is an elementary simplicial collapse from $K$ to $L$ if there is a simplex $S$ of $K$ and a vertex $a$ of $K$ not in $S$ such that $K = L \cup \{S, a \cup S\}$ and $L \cap (a \ast S) = a \ast \hat{S}$, where $\hat{S}$ denotes the boundary of $S$. Indeed, $S$ is the free face of the elementary simplicial collapse, and the fact that $a \cup S$ is the unique maximal coface of $S$ follows from $L \cap (a \ast S) = a \ast \hat{S}$ (which implies the intersection of $L$ with $S$ is the boundary of $S$). See Figure 1 (left) for an illustration.

It’s not difficult to show that Barmak and Minian’s observation can be made more general. In fact, there is a simplicial collapse from $K$ to $L$ if there is a simplex $S$ of $K$ and another simplex $\sigma$ of $K$, disjoint from $S$, such that $K = L \cup \{\tau : S \subseteq \tau \subseteq \sigma \cup S\}$ and $L \cap (\sigma \ast S) = \sigma \ast \hat{S}$. Indeed, $S$ is again the free face of the simplicial collapse, and the fact that $\sigma \cup S$ is the unique maximal coface of $S$ in $K$ follows from $L \cap (\sigma \ast S) = \sigma \ast \hat{S}$ (which implies the intersection of $L$ with $S$ is the boundary of $S$). See Figure 1 (right) for an illustration.

Our more general Lemma 2 will be used in the proof of Theorem 8 when we consider gluings along sets that are larger than just a single point.

\(^4\) For every vertex, the lengths of the edges incident to that vertex are bounded away from zero \cite[Section 1.9]{11}.
Lemma 2 (Generalization of Lemma 1). Let $L$ be a subcomplex of a finite simplicial complex $K$, and let $\sigma$ be a simplex in $L$. Suppose $T$ is a set of simplices of $K$ which are not in $L$ and which are disjoint from $\sigma$, but such that $\sigma \cup S$ is a simplex of $K$ for every $S \in T$. Finally, suppose $K = L \cup \bigcup_{T \in T} \{ T | S \subseteq \tau \subseteq \sigma \cup S \}$. Then $K$ is homotopy equivalent to $L$ via a sequence of simplicial collapses.

Proof. We mimic the proof of Lemma 3.9 in [7], except that we perform a sequence of simplicial collapses rather than elementary simplicial collapses. Order the elements $S_1, S_2, \ldots, S_n$ of $T$ in such a way that for every $i, j$ with $i \leq j$, we have $|S_i| \leq |S_j|$. Define $K_i = L \cup \bigcup_{j=1}^{i} \{ T | S_j \subseteq \tau \subseteq \sigma \cup S_j \}$ for $0 \leq i \leq n$. Let $S \subseteq S_i$. If $S \in T$, then $\sigma \cup S \in K_{i-1}$ since $|S| < |S_i|$. If $S \notin T$, then $\sigma \cup S$ is in $L \subseteq K_{i-1}$. This proves that $K_{i-1} \cap (\sigma + S_i) = \sigma + S_i$, and so $S_i$ is the free face of a simplicial collapse from $K_i$ to $K_{i-1}$. Then we are done since $K = K_n$ and $L = K_0$.

The next lemma will be useful when passing from wedge sums or gluings of finite metric spaces to wedge sums or gluings of arbitrary metric spaces.

Lemma 3. Let $K$ be a (possibly infinite) simplicial complex with vertex set $V$, and let $L$ be a subcomplex also with vertex set $V$. Suppose that for every finite $V_0 \subseteq V$, there exists a finite subset $V_1$ with $V_0 \subseteq V_1 \subseteq V$ such that the inclusion $L[V_1] \hookrightarrow K[V_1]$ is a homotopy equivalence. It then follows that the inclusion map $i : L \hookrightarrow K$ is a homotopy equivalence.

Proof. We will use a compactness argument to show that the induced mapping on homotopy groups $i_* : \pi_k(L, b) \to \pi_k(K, b)$ is an isomorphism for all $k$ and for any basepoint $b$ in the geometric realization of $L$. The conclusion then follows from Whitehead’s theorem [21, Theorem 4.5].

First, suppose we have a based map $f : S^k \to K$ where $S^k$ is the $k$-dimensional sphere. Since $f$ is continuous and $S^k$ is compact, it follows that $f(S^k)$ is compact in $K$. Then by [21, Proposition A.1] we know that $f(S^k)$ is contained in a finite subcomplex of $K$. Therefore, there exists a finite subset $V_0 \subseteq V$ so that $f$ factors through $K[V_0] \subseteq K$. By assumption, there exists a finite subset $V_1$ with $V_0 \subseteq V_1 \subseteq V$ such that the inclusion $i_1 : L[V_1] \hookrightarrow K[V_1]$ is a homotopy equivalence. Thus, we can find a based map $\tilde{f} : S^k \to L[V_1]$ such that $[i_1 \tilde{f}] = [f] \in \pi_k(K[V_1], b)$ and hence $[\tilde{f}] = [f] \in \pi_k(K, b)$. This proves that $i_*$ is surjective.

Next, suppose that $f : S^k \to L$ is a based map such that $i_* f : S^k \to K$ is null-homotopic. Let $F : B^{k+1} \to K$ be a null-homotopy between $i f$ and the constant map, where $B^{k+1}$ is the $(k+1)$-dimensional ball. By compactness of $S^k$ and $B^{k+1}$, we can find a finite subset $V_0 \subseteq V$ such that $f$ factors through $L[V_0]$ and $F$ factors through $K[V_0]$. By assumption, there exists a finite subset $V_1$ with $V_0 \subseteq V_1 \subseteq V$ such that the inclusion $i_1 : L[V_1] \hookrightarrow K[V_1]$ is a homotopy equivalence. Note that $i_1 f : S^k \to K[V_1]$ is null-homotopic via $F$, and since the inclusion $i_1$ is a homotopy equivalence, it follows that $f$ is null-homotopic, and thus $i_*$ is injective. ▷
3.2 Vietoris–Rips and Čech complexes of wedge sums

As a warm-up, we first show in this subsection that the Vietoris–Rips complex of a metric wedge sum (i.e., gluing along a single point) is homotopy equivalent to the wedge sum of the Vietoris–Rips complexes, and similarly for Čech complexes. In the next subsection, Proposition 4 will be extended in Corollary 9 and Theorem 10 to gluings of metric spaces and to gluings of metric graphs along short paths, respectively. Intuitively, such results allow us to characterize the topology of a bigger space via the topology of smaller individual pieces.

Given pointed metric spaces \( X \) and \( Y \), we use the symbol \( b \in X \lor Y \) to denote the point corresponding to the identified distinguished basepoints \( b_X \in X \) and \( b_Y \in Y \).

**Proposition 4.** For \( X \) and \( Y \) pointed metric spaces and \( r > 0 \), we have the homotopy equivalence \( VR(X; r) \lor VR(Y; r) \cong VR(X \lor Y; r) \).

**Proof.** We first consider the case where \( X \) and \( Y \) are finite. We apply Lemma 1 with \( L = VR(X; r) \lor VR(Y; r) \), with \( K = VR(X \lor Y; r) \), with \( T = \{ \sigma \in K \mid L | b \notin \sigma \} \), and with basepoint \( b \in X \lor Y \) serving the role as \( a \). It is easy to check the conditions on \( K, L \) and \( T \) required by Lemma 1 are satisfied. Furthermore, if \( \sigma \in T \), then at least one vertex of \( X \setminus \{ b_X \} \) and one vertex of \( Y \setminus \{ b_Y \} \) are in \( \sigma \). Hence \( \text{diam}(\sigma \cup b) \leq r \) and \( \sigma \cup b \) is a simplex of \( K \). Since \( K = L \lor \cup_{\sigma \in T} (\sigma \lor b) \), Lemma 1 implies \( L \simeq K \).

Now let \( X \) and \( Y \) be arbitrary (possibly infinite) pointed metric spaces. For finite subsets \( X_0 \subseteq X \) and \( Y_0 \subseteq Y \) with \( b_X \in X_0 \) and \( b_Y \in Y_0 \), the finite case guarantees that \( VR(X_0; r) \lor VR(Y_0; r) \simeq VR(X_0 \lor Y_0; r) \). Therefore, we can apply Lemma 3 with \( L = VR(X; r) \lor VR(Y; r) \) and \( K = VR(X \lor Y; r) \).

Corollary 4, in the case of finite metric spaces, is also obtained in [26].

**Corollary 5.** Let \( X \) and \( Y \) be pointed metric spaces. For any homological dimension \( i \geq 0 \) and field \( k \), the persistence modules \( PH_i(VR(X; r) \lor VR(Y; r); k) \) and \( PH_i(VR(X \lor Y; r); k) \) are isomorphic.

See the full version of this paper [5] for the proof of Corollary 5.

For a submetric space \( X \subseteq X' \), let \( \check{C}ech(X, X'; r) \) be the ambient \( \check{C}ech \) complex with landmark set \( X \) and witness set \( X' \). Note that if \( X \subseteq X' \) and \( Y \subseteq Y' \) are pointed with \( b_X = b_{X'} \) and \( b_Y = b_{Y'} \), then \( X \lor Y \) is a submetric space of \( X' \lor Y' \).

**Proposition 6.** For \( X \subseteq X' \) and \( Y \subseteq Y' \) pointed metric spaces and \( r > 0 \), we have the homotopy equivalence \( \check{C}ech(X, X'; r) \lor \check{C}ech(Y, Y'; r) \cong \check{C}ech(X \lor Y, X' \lor Y'; r) \).

The proof of Proposition 6 is in the full version of this paper. It proceeds similarly to the proof of Proposition 4, except applying Lemma 1 with \( L = \check{C}ech(X, X'; r) \lor \check{C}ech(Y, Y'; r) \), \( K = \check{C}ech(X \lor Y, X' \lor Y'; r) \), and \( T = \{ \sigma \in K \mid L | b \notin \sigma \} \).

**Corollary 7.** Let \( X \subseteq X' \) and \( Y \subseteq Y' \) be pointed metric spaces. For any homological dimension \( i \geq 0 \) and field \( k \), the persistence modules \( PH_i(\check{C}ech(X, X'; r) \lor \check{C}ech(Y, Y'; r)) \) and \( PH_i(\check{C}ech(X \lor Y, X' \lor Y'; r)) \) are isomorphic.

3.3 Vietoris–Rips complexes of set-wise gluings

We now develop the machinery necessary to prove, in Theorem 10, that the Vietoris–Rips complex of two metric graphs glued together along a sufficiently short path is homotopy equivalent to the union of the Vietoris–Rips complexes. First, we prove a more general result for arbitrary metric spaces that intersect in a sufficiently small space.
Then $X$ and $Y$ be metric spaces with $X \cap Y = A$, where $A$ is a closed subspace of $X$ and $Y$, and let $r > 0$. Consider $X \cup_A Y$, the metric gluing of $X$ and $Y$ along the intersection $A$. Suppose that if $\text{diam}(S_X \cup S_Y) \leq r$ for some $\emptyset \neq S_X \subseteq X \setminus A$ and $\emptyset \neq S_Y \subseteq Y \setminus A$, then there is a unique maximal nonempty subset $\sigma \subseteq A$ such that $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$. Then $\text{VR}(X \cup_A Y; r) \simeq \text{VR}(X; r) \cup_{\text{VR}(A; r)} \text{VR}(Y; r)$. Hence if $\text{VR}(A; r)$ is contractible, then $\text{VR}(X \cup_A Y; r) \simeq \text{VR}(X; r) \vee \text{VR}(Y; r)$.

**Proof.** We first restrict our attention to the case when $X$ and $Y$ (and hence $A$) are finite. Let $n = |A|$. Order the nonempty subsets $\sigma_1, \sigma_2, \ldots, \sigma_{2^n-1}$ of $A$ so that for every $i, j$ with $i \leq j$, we have $|\sigma_i| \geq |\sigma_j|$. For $i = 1, 2, \ldots, 2^n - 1$, let $T_i$ be the set of all simplices of the form $S_X \cup S_Y$ such that

- $\emptyset \neq S_X \subseteq X \setminus A$ and $\emptyset \neq S_Y \subseteq Y \setminus A$,
- $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$, and
- $\sigma_i$ is the maximal nonempty subset of $A$ satisfying $\text{diam}(S_X \cup S_Y \cup \sigma_i) \leq r$.

Let $L_0 = \text{VR}(X; r) \cup_{\text{VR}(A; r)} \text{VR}(Y; r)$. We apply Lemma 2 repeatedly to obtain

$$L_0 \simeq L_0 \cup_{\{S \in T_1\}} \{\tau \mid S \subseteq \tau \subseteq \sigma_1 \cup S\} =: L_1$$

$$\simeq L_1 \cup_{\{S \in T_2\}} \{\tau \mid S \subseteq \tau \subseteq \sigma_2 \cup S\} =: L_2$$

$$\vdots$$

$$\simeq L_{2^n-3} \cup_{\{S \in T_{2^n-3}\}} \{\tau \mid S \subseteq \tau \subseteq \sigma_{2^n-2} \cup S\} =: L_{2^n-2}$$

$$\simeq L_{2^n-2} \cup_{\{S \in T_{2^n-2}\}} \{\tau \mid S \subseteq \tau \subseteq \sigma_{2^n-1} \cup S\} =: L_{2^n-1}.$$

The fact that each $L_j$ is a simplicial complex follows since if $S_X \cup S_Y \in T_j$ and $\emptyset \neq S'_X \subseteq S_X$ and $\emptyset \neq S'_Y \subseteq S_Y$, then we have $S'_X \cup S'_Y \in T_i$ for some $i \leq j$ (meaning $\sigma_j \subseteq \sigma_i$). For each $j = 1, 2, \ldots, 2^n - 1$, we set $K = L_j$, $L = L_{j-1}$, $T = T_j$, and $\sigma = \sigma_j$ and apply Lemma 2 to get that $L_j \simeq L_{j-1}$ (This works even when $T_j = \emptyset$, in which case $L_j = L_{j-1}$).

To complete the proof of the finite case it suffices to show $L_{2^n-1} = \text{VR}(X \cup_A Y; r)$. This is because any simplex $\tau \in \text{VR}(X \cup_A Y; r) \setminus L_0$ is necessarily of the form $\tau = S_X \cup S_Y \cup \sigma$, with $\emptyset \neq S_X \subseteq X \setminus A$, with $\emptyset \neq S_Y \subseteq Y \setminus A$, with $\sigma \subseteq A$, and with $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$. By assumption, there exists a unique maximal non-empty set $\sigma_j \subseteq A$ such that $\text{diam}(S_X \cup S_Y \cup \sigma_j) \leq r$. Since $\sigma_j$ is unique, we have that $\sigma \subseteq \sigma_j$. Therefore $S_X \cup S_Y \in T_j$, and $\tau$ will be added to $L_j$ since $S_X \cup S_Y \subseteq \tau \subseteq S_X \cup S_Y \cup \sigma_j$. Hence $\tau \in L_{2^n-1}$ and so $L_{2^n-1} = \text{VR}(X \cup_A Y; r)$.

Now let $X$ and $Y$ be arbitrary metric spaces. Note that for any finite subsets $X_0 \subseteq X$ and $Y_0 \subseteq Y$ with $A_0 = X_0 \cap Y_0 \neq \emptyset$, we have $\text{VR}(X_0; r) \cup_{\text{VR}(A_0; r)} \text{VR}(Y_0; r) \simeq \text{VR}(X_0 \cup A_0; Y_0; r)$ by the finite case. Hence we can apply Lemma 3 with $L = \text{VR}(X; r) \cup_{\text{VR}(A; r)} \text{VR}(Y; r)$ and $K = \text{VR}(X \cup_A Y; r)$ to complete the proof.

**Corollary 9.** Let $X$ and $Y$ be metric spaces with $X \cap Y = A$, where $A$ is a closed subspace of $X$ and $Y$, and $X \cup_A Y$ is their metric gluing along $A$. Let $r > 0$, and suppose $\text{diam}(A) \leq r$. Then $\text{VR}(X \cup_A Y; r) \simeq \text{VR}(X; r) \vee \text{VR}(Y; r)$.

**Proof.** The fact that $\text{diam}(A) \leq r$ implies that if $\text{diam}(S_X \cup S_Y) \leq r$ for some $S_X \subseteq X \setminus A$ and $S_Y \subseteq Y \setminus A$, then there is a unique maximal nonempty subset $\sigma \subseteq A$ such that $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$. Indeed, the set of all such $\sigma \subseteq A$ satisfying $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$ is closed under unions since $\text{diam}(A) \leq r$, and hence there will be a unique maximal $\sigma$. The definition of the metric on $X \cup_A Y$ implies that $\sigma \neq \emptyset$. The claim now follows from Theorem 8 and from the fact that $\text{VR}(A; r)$ is contractible.
Note that if $A$ is a single point (i.e. $|A| = 1$), then $X \cup_A Y$ is the same as $X \cap Y$. Therefore, Proposition 4 is a special case of Corollary 9.

The setup of the following theorem regarding metric graph gluings is illustrated in Figure 2. In a graph, the degree of a vertex without self-loops is the number of incident edges to that vertex. A path graph (or simply a path) is one in which the $n$ vertices can be ordered, and in which the $n - 1$ edges connect pairs of successive vertices.

**Theorem 10.** Let $G = G_X \cup G_A G_Y$ be a metric graph, where $G_A = G_X \cap G_Y$ is a closed metric subgraph of the metric graphs $G_X$ and $G_Y$. Suppose furthermore that $G_A$ is a path, and that each vertex of $G_A$ besides the two endpoints has degree 2 not only as a vertex in $G_A$, but also as a vertex in $G$. Suppose the length of $G_A$ is at most $\ell$, where any simple loop in $G$ that goes through $G_A$ has length at least $\ell$. Let $X \subseteq G_X$ and $Y \subseteq G_Y$ be arbitrary subsets such that $X \cap G_Y = Y \cap G_X = X \cap Y := A$. Then $\VR(X \cup_A Y; r) \simeq \VR(X; r) \cup_{\VR(A; r)} \VR(Y; r)$ for all $r > 0$. Hence if $\VR(A; r)$ is contractible, then $\VR(X \cup_A Y; r) \simeq \VR(X; r) \cup \VR(Y; r)$.

**Proof.** Let the length of $G_A$ be $\alpha \leq \frac{\ell}{2}$. If $r \geq \alpha$, then the conclusion follows from Corollary 9.

For the case $r < \alpha \leq \frac{\ell}{2}$, let $v$ and $v'$ be the endpoints of the path $G_A$. We claim that no point $z \in (X \cup_A Y) \setminus A$ is within distance $r$ of both $v$ and $v'$. Indeed, if there were such a point $z \in (X \cup_A Y) \setminus A$ satisfying $d(z,v) \leq r$ and $d(z,v') \leq r$, then we could produce a non-trivial loop through the gluing path $G_A$ that is shorter than $\ell$, giving a contradiction. It follows that if $\text{diam}(S_X \cup S_Y) \leq r$ for some $S_X \subseteq X \setminus A$ and $S_Y \subseteq Y \setminus A$, then there is a unique maximal nonempty set $\sigma \subseteq A$ such that $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$. To be more explicit, one can show that this maximal set is $\sigma = A \cap \bigcap_{z \in S_X \cup S_Y} B(z,r)$; it is nonempty since it contains either $v$ or $v'$. Hence, Theorem 8 implies that $\VR(X \cup_A Y; r) \simeq \VR(X; r) \cup_{\VR(A; r)} \VR(Y; r)$.

**Corollary 11.** Let $G, G_X, G_Y, G_A, X, Y$, and $A$ satisfy the same hypotheses as in the statement of Theorem 10. Suppose furthermore that $\VR(A; r)$ is contractible for all $r > 0$. Then for any homological dimension $i \geq 0$ and field $k$, the persistence modules $\PH_i(\VR(X; r) \cup \VR(Y; r); k)$ and $\PH_i(\VR(X \cup_A Y; r))$ are isomorphic.

**Remarks on set-wise gluings in the Čech case.** It seems natural to ask if our results in Section 3.3 extend to Čech complexes. In other words, is it necessarily the case that $\check{C}ech(X; r) \cup_{\check{C}ech(A; r)} \check{C}ech(Y; r) \cong \check{C}ech(X \cup_A Y; r)$, where $X, Y$ and $A$ are as described in Theorem 10? Interestingly, while the desired result may hold true, the arguments of Section 3.3 do not all directly transfer to the Čech case. In particular, Theorem 8 can
be extended to the Čech case by replacing the condition $\text{diam}(S_X \cup S_Y \cup \sigma) \leq r$ with $\bigcap_{z \in S_X \cup S_Y \cup \sigma} B(z; r) \neq \emptyset$. However, the arguments for Corollary 9 do not transfer to the Čech case no matter how small the size of the gluing portion $A$ is, which subsequently makes it hard to adapt the strategy behind Theorem 10 to the Čech case. An example to illustrate this is given in the full version. This suggests that a different technique needs to be developed in order to show an analog of Theorem 10 for the Čech setting (if such an analog holds).

4 Applicability to certain families of graphs

The results in Section 3 provide a mechanism to compute the homotopy types and persistent homology of Vietoris–Rips complexes of metric spaces built from gluing together simpler ones. For the sake of brevity, if the results of Section 3 can be used to completely describe the homotopy types and persistence module of the Vietoris–Rips complex of metric space $X$, then we will simply say that space $X$ can be characterized. Figure 3 shows examples of two metric graphs that can be characterized (a and b) and two that cannot (c and d). In Section 4.1, we describe some families of metric spaces that can be characterized, and in Section 4.2, we discuss graphs (c) and (d).

![Figure 3](image) Graphs (a) and (b) can be characterized while (c) and (d) cannot.

4.1 Families of graphs

In this section we consider finite metric spaces and metric graphs that can be understood using the results in this paper. Examples of finite metric spaces whose Vietoris–Rips complexes are well-understood include the vertex sets of dismantlable graphs (defined below) and vertex sets of single cycles [2]. Examples of metric graphs whose Vietoris–Rips complexes are well-understood include trees and single cycles [3].

Let $G$ be a graph with vertex set $V$ and with all edges of length one.\(^5\) The vertex set $V$ is a metric space equipped with the shortest path metric. We say that a vertex $v \in V$ is dominated by $u \in V$ if $v$ is connected to $u$, and if each neighbor of $v$ is also a neighbor of $u$. We say that a graph is dismantlable if we can iteratively remove dominated vertices from $G$ in order to obtain the graph with a single vertex. Note that if $v$ is dominated by $u$, then $v$ is dominated by $u$ in the 1-skeleton of $VR(V; r)$ for all $r \geq 1$. It follows from the theory of folds, elementary simplicial collapses, or LC reductions [6, 9, 27] that if $G$ is dismantlable, then $VR(V; r)$ is contractible for all $r \geq 1$. Examples of dismantlable graphs include trees, chordal graphs, and unit disk graphs of sufficiently dense samplings of convex sets in the plane [25, Lemma 2.1]. We will also need the notion of a $k$-cycle graph, a simple cycle with $k$ vertices and $k$ edges. The following proposition specifies a family of finite metric spaces that can be characterized using the results in this paper.

---

\(^5\) We make this assumption for simplicity’s sake, even though it can be relaxed.
Proposition 12. Let $G$ be a finite graph, with each edge of length one, that can be obtained from a vertex by iteratively attaching (i) a dismantlable graph or (ii) a $k$-cycle graph along a vertex or along a single edge. Let $V$ be the vertex set of the graph $G$. Then we have $\text{VR}(V; r) \simeq \bigvee_{i=1}^{n} \text{VR}(V(C_{k_i}); r)$ for $r \geq 1$, where $n$ is the number of times operation (ii) is performed, $k_i$ are the corresponding cycle lengths, and $V(C_{k_i})$ is the vertex set of a $k_i$-cycle.

Proof. It suffices to show that an operation of type (i) does not change the homotopy type of the Vietoris–Rips complex of the vertex set, and that an operation of type (ii) has the effect up to homotopy of taking a wedge sum with $\text{VR}(V(C_{k_i}); r)$. The former follows from applying Corollary 9 (or alternatively Theorem 10), as the Vietoris–Rips complex of the vertex set of a dismantlable graph is contractible for all $r \geq 1$, and the latter also follows from Corollary 9 (or alternatively Theorem 10).

The iterative procedure outlined in Proposition 12 can be used to obtain some recognizable families of graphs. Examples include trees and wedge sums of cycles (Figure 3(a)). More complicated are polygon trees [18] in which cycles are iteratively attached along a single edge. Graph (b) in Figure 3 is an example that is built by using both (i) and (ii).

A similar procedure is possible for metric graphs, except that we must replace arbitrary dismantlable graphs with the specific case of trees.

Proposition 13. Let $G$ be a metric graph, with each edge of length one, that can be obtained from a vertex by iteratively attaching (i) an edge along a vertex or (ii) a $k$-cycle graph along a vertex or a single edge. Then we have $\text{VR}(G; r) \simeq \bigvee_{i=1}^{n} \text{VR}(C_{k_i}; r)$ for $r \geq 1$, where $n$ is the number of times operation (ii) is performed, $k_i$ are the corresponding cycle lengths, and $C_{k_i}$ is a loop of length $k_i$.

Proof. The proof is analogous to that of Proposition 12.

Proposition 13 can be generalized to allow for arbitrary edge lengths, as long as the conditions of Theorem 10 hold (see the full version for further discussion and an example).

4.2 Obstructions to using our results

When gluing two metric graphs, $G_1$ and $G_2$, the most restrictive requirement is that the gluing path must be a simple path with all vertices except the endpoints having degree 2. This requirement is what disallows the configuration (c) in Figure 3. Notice that every pair of shortest cycles shares only a simple path of length 2. However, once one pair is glued, the third must be glued along a path of length 4 which traverses both of the two other cycles. This path includes a vertex of degree 3 in its interior, meaning that Theorem 10 is not applicable. Moreover, when $r < 4$, (where 4 is the diameter of the gluing set), then Corollary 9 is also not applicable. Nevertheless, we can computationally verify that for (c), the homology of the Vietoris–Rips complex is still the direct sum of the homology groups of the component cycles (where $\text{VR}(V(C_9); r) \simeq S^1$ for $r = 1$ or 2, and where $\text{VR}(V(C_9); 3) \simeq S^2 \vee S^2$ [4]).

6 The case of $C_3$, a cyclic graph with three unit-length edges, is instructive. Since $C_3$ is dismantlable we have that $\text{VR}(V(C_3); r) \simeq S^1$ for any $r \geq 1$. But since the metric graph $C_3$ is isometric to a circle of circumference 3, it follows from [3] that $\text{VR}(C_3; r)$ is not contractible for $0 < r < \frac{3}{2}$. 

in future work, we hope to extend the results in this paper to gluing metric graphs along admissible isometric trees (a generalization of isometric simple paths).

The final graph (d) in Figure 3, the cube graph, is another case for which Theorem 10 is not applicable. However, unlike example (c) above, we cannot compute the homology of the vertex set of the cube as the direct sum of the homology groups of smaller component pieces. Indeed, if \( V \) is the vertex set of the cube with each edge of length one, then \( \dim(H_3(V; \mathbb{Z})) = 1 \) since \( VR(V; 2) \) is homotopy equivalent to the 3-sphere. However, this graph is the union of five cycles of length four, and the Vietoris–Rips complex of the vertex set of a cycle of length four never has any 3-dimensional homology.

5 Discussion

We have shown that the wedge sum of Vietoris–Rips (resp. Čech) complexes is homotopy equivalent to the corresponding complex for the metric wedge sum, and generalized this result in the case of Vietoris–Rips complexes for certain metric space gluings. Our ultimate goal is to understand to the greatest extent possible the topological structure of large classes of metric graphs via persistent homology. Building on previous work in [3] and [20], the results in this paper constitute another important step toward this goal by providing a characterization of the persistence profiles of metric graphs obtainable via certain types of metric gluing. Many interesting questions remain for future research.

Gluing beyond a single path. We are interested in studying metric graphs obtainable via metric gluings other than along single paths of degree 2, such as gluing along a tree or self-gluing. For the case of gluings along a tree, the gluing graph may have vertices of degree greater than 2. Examples include gluing four square graphs together into a larger square with a degree 4 node in the center. Moreover, the techniques of our paper do not allow one to analyze self-glueings such as forming an \( n \)-cycle \( C_n \) from a path of length \( n \).

Generative models for metric graphs. Our results can be considered as providing a generative model for metric graphs, where we specify a particular metric gluing rule for which we have a clear understanding of its effects on persistent homology. Expanding the list of metric gluing rules would in turn lead to a larger collection of generative models.

Approximations of persistent homology profiles. A particular metric graph that arises from data in practice may not directly correspond to an existing generative model. However, we may still be able to approximate its persistent homology profile via stability results (e.g. [15, 30]) by demonstrating close proximity between its metric and a known one.
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Abstract
We present an efficient dynamic data structure that supports geodesic nearest neighbor queries for a set \(S\) of point sites in a static simple polygon \(P\). Our data structure allows us to insert a new site into \(S\), delete a site from \(S\), and ask for the site in \(S\) closest to an arbitrary query point \(q \in P\). All distances are measured using the geodesic distance, that is, the length of the shortest path that is completely contained in \(P\). Our data structure achieves polylogarithmic update and query times, and uses \(O(n \log^3 n \log m + m)\) space, where \(n\) is the number of sites in \(S\) and \(m\) is the number of vertices in \(P\). The crucial ingredient in our data structure is an implicit representation of a vertical shallow cutting of the geodesic distance functions. We show that such an implicit representation exists, and that we can compute it efficiently.
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1 Introduction

Nearest neighbor searching is a classic problem in computational geometry in which we are given a set of point sites \(S\), and we wish to preprocess these points such that for a query point \(q\), we can efficiently find the site \(s \in S\) closest to \(q\). We consider the case where \(S\) is a dynamic set of points inside a simple polygon \(P\). That is, we may insert a new site into \(S\) or delete an existing one. We measure the distance between two points \(p\) and \(q\) by the
length of the geodesic $\Pi(p, q)$, that is, the shortest path connecting $p$ and $q$ that is completely contained in $P$. We refer to this distance as the geodesic distance $\pi(p, q)$.

Related work. It is well known that if we have only a fixed set $S$ of $n$ sites, we can answer nearest neighbor queries efficiently by computing the Voronoi diagram of $S$ and preprocessing it for planar point location. This requires $O(n \log n)$ preprocessing time, the resulting data structure uses linear space, and we can answer queries in $O(\log n)$ time. Voronoi diagrams have also been studied in case the set of sites is restricted to lie in a simple polygon $P$, and we measure the distance between two points $p$ and $q$ by their geodesic distance $\pi(p, q)$ [4, 18, 24, 25]. The approach of Hershberger and Suri [18] computes the geodesic Voronoi diagram in $O((m + n) \log(m + n))$ time, where $m$ is the total number of vertices in the polygon $P$, and is applicable even if $P$ has holes. Very recently, Oh and Ahn [24] presented an $O(m + n \log n \log^2 m)$ time algorithm. When $n \leq m/\log^3 m$ this improves the previous results. All these approaches allow for $O(\log(n + m))$ time nearest neighbor queries. However, they are efficient only when the set of sites $S$ is fixed, as inserting or deleting even a single site may cause a linear number of changes in the Voronoi diagram.

To support nearest neighbor queries, it is, however, not necessary to explicitly maintain the (geodesic) Voronoi diagram. Bentley and Saxe [6] show that nearest neighbor searching is a decomposable search problem. That is, we can find the answer to a query by splitting $S$ into groups, computing the solution for each group individually, and taking the solution that is best over all groups. This observation has been used in several other approaches for nearest neighbor searching with the Euclidean distance [1, 8, 11]. However, even with this observation, it is hard to get both polylogarithmic update and query time. Chan [8] was the first to achieve this. His data structure can answer Euclidean nearest neighbor queries in $O(\log^2 n)$ time, and supports insertions and deletions in $O(\log^3 n)$ and $O(\log^6 n)$ amortized time, respectively. Recently, Kaplan et al. [19] extended the result of Chan to more general, constant complexity, distance functions.

Unfortunately, the above results do not directly lead to an efficient solution to our problem. The function describing the geodesic distance may have complexity $\Theta(m)$, and thus the results of Kaplan et al. [19] do not apply. Moreover, even directly combining the decomposable search problem approach with the static geodesic Voronoi diagrams described above does not lead to an efficient solution, since every update incurs an $\Omega(m)$ cost corresponding to the complexity of the polygon. Only the very recent algorithm of Oh and Ahn [24] can be made amendable to such an approach. This results in an $O(n + m)$ size data structure with $O(\sqrt{n} \log(n + m + \log m))$ query time and $O(\sqrt{n} \log n \log^2 m)$ updates. Independently from Oh and Ahn, we developed a different data structure yielding similar results [3]. The core idea in both data structures is to represent the Voronoi diagram implicitly. Moreover, both approaches use similar primitives. In this manuscript, we build on the ideas from our earlier work, and significantly extend them to achieve polylogarithmic update and query times.

Our results. We develop a fully dynamic data structure to support nearest neighbor queries for a set of sites $S$ inside a (static) simple polygon $P$. Our data structure allows us to locate the site in $S$ closest to a query point $q \in P$, to insert a new site $s$ into $S$, and to delete a site from $S$. Our data structure supports queries in $O(\log^5 n \log m + \log^4 n \log^3 m)$ amortized expected time, and deletions in $O(\log^7 n \log m + \log^6 n \log^3 m)$ amortized expected time. The space usage is $O(n \log n \log m + m)$.

Furthermore, we show that using a subset of the tools and techniques that we develop, we can build an improved data structure for when there are no deletions. In this insertion-
only setting, queries take worst-case $O(\log^2 n \log^2 m)$ time, and insertions take amortized $O(\log n \log^3 m)$ time. We can also achieve these running times in case there are both insertions and deletions, but the order of these operations is known in advance. The space usage of this version is $O(n \log n \log m + m)$.

2 An overview of the approach

As in previous work on geodesic Voronoi diagrams [4, 25], we assume that $P$ and $S$ are in general position. That is, (i) no two sites $s$ and $t$ in $S$ (ever) have the same geodesic distance to a vertex of $P$, and (ii) no three points (either sites or vertices) are collinear. Note that (i) implies that no bisector $b_{st}$ between sites $s$ and $t$ contains a vertex of $P$.

Throughout the paper we will assume that the input polygon $P$ has been preprocessed for two-point shortest path queries using the data structure by Guibas and Hershberger [13] (see also the follow up note of Hershberger [17]). This takes $O(m)$ time and allows us to compute the geodesic distance $\pi(p, q)$ between any pair of query points $p, q \in P$ in $O(\log m)$ time.

Dynamic Euclidean nearest neighbor searching. We briefly review the data structures for dynamic Euclidean nearest neighbor searching of Chan [8] and Kaplan et al. [19], and the concepts they use, as we will build on these results.

Let $F$ be a set of bivariate functions, and let $A(F)$ denote the arrangement of the (graphs of the) functions in $\mathbb{R}^3$. In the remainder of the paper we will no longer distinguish between a function and its graph. A point $q \in \mathbb{R}^3$ has level $k$ if the number of functions in $F$ that pass strictly below $q$ is $k$. The at most $k$-level $L_{\leq k}(F)$ is the set of all points in $\mathbb{R}^3$ for which the level is at most $k$, and the $k$-level $L_k(F)$ is the boundary of that region.

Consider a collection $X$ of points in $\mathbb{R}^3$ (e.g. a line segment), and let $F_X$ denote the set of functions from $F$ intersecting $X$. We refer to $F_X$ as the conflict list of $X$. Furthermore, let $X$ denote the vertical (downward) projection of $X$ onto the $x, y$-plane.

A pseudo-prism is a constant complexity region in $\mathbb{R}^3$ that is bounded from above by a function, unbounded from below, and whose sides are surfaces vertical with respect to the z-direction. A a $k$-shallow $(1/r)$-cutting $\Lambda_{k,r}(F)$ is a collection of such pseudo-prisms with pairwise disjoint interiors whose union covers $L_{\leq k}(F)$ and for which each pseudo-prism intersects at most $n/r$ functions in $F$ [23]. Hence, for each region (pseudo-prism) $\nabla \in \Lambda_{k,r}(F)$, the conflict list $F_\nabla$ contains $n/r$ functions. The number of regions in $\Lambda_{k,r}(F)$ is the size of the cutting. Matoušek [23] originally defined a shallow cutting in terms of simplices, however using pseudo-prisms is more convenient in our setting. In this case the parameter $r$ cannot become arbitrarily large, however we are mostly interested in $k$-shallow $O(k/n)$-cuttings. In the remainder of the paper we simply refer to such a cutting $\Lambda_k(F)$ as a $k$-shallow cutting. Observe that each pseudo-prism in $\Lambda_k(F)$ is intersected by $O(k)$ functions.

Let $f_s(x)$ be the distance from $x$ to $s$. The data structures of Kaplan et al. [19] and Chan [8] actually maintain the lower envelope $L_0(F)$ of the set of distance functions $F = \{f_s \mid s \in S\}$. To find the site $s$ closest to a query point $q$ they can simply query the data structure to find the function $f_s$ that realizes $L_0(F)$ at $q$. The critical ingredient in both data structures, as well as our own data structure, is an efficient algorithm to construct a shallow cutting of the functions in $F$. Chan and Tsakalidis [9] show that if $F$ is a set of linear functions (i.e. planes in $\mathbb{R}^3$), we can compute a $k$-shallow cutting $\Lambda_k(F)$ of size $O(n/k)$ in $O(n \log n)$ time. Kaplan et al. [19] show how to compute a $k$-shallow cutting of size $O(n \log^2 n/k)$, in time $O(n \text{polylog } n)$ for a certain class of constant complexity algebraic functions $F$. Since the geodesic distance function $f_s(x) = \pi(s, x)$ of a single site $s$ may already have complexity
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Figure 1 A schematic drawing of the downward projection of an implicit $k$-shallow cutting $\Lambda_k(F_l)$ in $P_r$. The faces are pseudo-trapezoids. Neighboring pseudo-trapezoids share a vertical segment, or part of a bisector. We store only the degree one and three vertices (fat), and their topology.

$\Theta(m)$, any $k$-shallow cutting of such functions may have size $\Omega(m)$. To circumvent this issue, we allow the regions (pseudo-prisms) to have non-constant complexity. We do this in such a way that we can compactly represent each pseudo-prism, while still retaining some nice properties such as efficiently testing if a point lies inside it. Hence, in the remainder of the paper we will drop the requirement that the regions in a cutting need to have constant complexity.

The general approach. The general idea in our approach is to recursively partition the polygon into two roughly equal size sub-polygons $P_L$ and $P_R$ that are separated by a diagonal. For the sites $S_L$ in the “left” subpolygon $P_L$, we then consider their geodesic distance functions $F_L = \{ f_s | s \in S_L \}$ restricted to the “right” subpolygon $P_R$, that is, $f_s(x) = \pi(s, x)$, for $x \in P_R$. The crucial part, and our main contribution, is that for these functions $F_L$ we can represent a vertical shallow cutting implicitly. See Fig. 1 for a schematic illustration. More specifically, in $O\left((n/k) \log^2 n \log n + \log^3 m \right)$ expected time, we can build a representation of the shallow cutting of size $O((n/k) \log^2 n)$. We can then use this algorithm for building implicitly represented shallow cuttings in the data structure of Chan [8] and Kaplan et al. [19]. That is, we build and maintain the lower envelope $L_0(F_L)$. Symmetrically, for the sites in $P_R$, we maintain the lower envelope $L_0(F_R)$ that their distance functions $F_R$ induce in $P_L$. When we get a query point $q \in P_R$, we use $L_0(F_L)$ to find the site in $P_L$ closest to $q$ in $O(\log^2 n \log m)$ time. To find the site in $P_R$ closest to $q$, we recursively query in sub-polygon $P_R$. In total we query in $O(\log m)$ levels, leading to an $O(\log^2 n \log^2 m)$ query time. When we add or remove a site $s$ we, insert or remove its distance function in $O(\log^2 n \log^2 m)$ amortized expected time, and every deletion takes $O(\log^2 n + \log^3 m)$ amortized expected time. Since every site is stored $O(\log m)$ times, this leads to the following main result.

Theorem 1. Let $P$ be a simple polygon $P$ with $m$ vertices. There is a fully dynamic data structure of size $O(n \log^3 n \log m + m)$ that maintains a set of $n$ point sites in $P$ and allows for geodesic nearest neighbor queries in worst case $O(\log^2 n \log m)$ time. Inserting a site takes $O(\log^5 n \log m + \log^2 m)$ amortized expected time, and deleting a site takes $O(\log^7 n \log m + \log^6 n \log m)$ amortized expected time.
The main complexity is in developing our implicit representation of the \( k \)-shallow cutting, and the algorithm to construct such a cutting. Once we have this algorithm we can directly plug it in into the data structure of Chan [8] and Kaplan et al. [19]. Our global strategy is similar to that of Kaplan et al. [19]: we compute an approximate \( k \)-level of \( \mathcal{A}(F) \) in our case an implicit representation of this approximate \( k \)-level and then argue that, under certain conditions, this approximate \( k \)-level is actually a \( k \)-shallow cutting \( \Lambda_k(F) \) of \( \mathcal{A}(F) \). Our approximate \( k \)-level will be a \( t \)-level, for some appropriate \( t \), on a random sample of the functions in \( F \). So, that leaves us two problems: \( i) \) computing an implicit representation of a \( t \)-level, and \( ii) \) computing the conflict lists for all pseudo-prism in our cutting \( \Lambda_k(F) \).

For problem \( i) \), representing the \( t \)-level implicitly, we use the connection between the \( t \)-level and the \( t^{th} \)-order Voronoi diagram. In Section 3 we describe a small, implicit representation of the \( t^{th} \)-order Voronoi diagram that still allows us to answer point location queries efficiently. Initially, we use the recent algorithm of Oh and Ahn [24] to construct this representation. In Section 5 we then design an improved algorithm for our particular use case.

For problem \( ii) \), computing the conflict lists, we will use a data structure developed by Chan [7] together with the implicit Voronoi diagrams that we developed in Section 5. We describe these results in more detail in Section 6. In Section 7, we then show in detail how we can combine all the different parts into a fully dynamic data structure for nearest neighbor queries. Omitted details are in the full version of this paper.

3 Implicit representations

Let \( F = \{ f_s \mid s \in S \} \) denote the set of geodesic distance functions inside the entire polygon \( P \). Our implicit representation of a \( k \)-shallow cutting \( \Lambda_k(F) \) is based on an implicit representation of the \( k \)-level in \( \mathcal{A}(F) \). To this end, we first study higher order geodesic Voronoi diagrams.

Higher order Voronoi diagrams. Consider a set of \( n \) sites \( S \), a domain \( D \), and a subset \( H \subseteq S \) of size \( k \). The \( k^{th} \)-order Voronoi region \( V_k(H, S) \) is the region in \( D \) in which the points are closer to (a site in) \( H \), with respect to some distance metric, than to any other subset \( H' \subseteq S \) of size \( k \). The \( k^{th} \)-order Voronoi diagram \( \mathcal{V}_k(S) \) is the partition of \( D \) into such maximal regions \( V_k(H, S) \) over all subsets \( H \subseteq S \) of size \( k \) [21]. Liu et al. [22] study the geodesic \( k^{th} \)-order Voronoi diagram. They show that \( \mathcal{V}_k(S) \) has complexity \( O(k(n-k)+km) \). In particular, it consists of \( O(k(n-k)) \) degree one and degree three vertices, and \( O(km) \) degree two vertices (and by our general position assumption, there are no vertices of degree more than three).

Consider a Voronoi region \( V_k(H, S) \). Let \( e_1, \ldots, e_\ell \) be the edges bounding \( \partial V_k(H, S) \), let \( H_j \) be the set of sites defining the other Voronoi region incident to \( e_j \), and observe that \( H_j \setminus H \) contains a single site \( q_j \) [21]. Let \( Q = \{ q_j \mid j \in [1, \ell] \} \) be the set of sites neighboring \( V_k(H, S) \). Observe that these results imply that two adjacent regions \( V_k(H, S) \) and \( V_k(H_j, S) \) in \( \mathcal{V}_k(S) \) are separated by a part of a bisector \( b_{st} \), where \( s = H \setminus H_j \) and \( t = q_j \).

By combining the above two observations we can represent \( \mathcal{V}_k(S) \) implicitly. That is, we store only the locations of these degree one and degree three vertices, the adjacency relations between the regions, and the pair of labels \((s,t)\) corresponding to each pair \((R_s,R_t)\) of neighboring regions. See also the recent result of Oh and Ahn [24]. It follows that the size of this representation is linear in the number of degree one and degree three vertices of \( \mathcal{V}_k(S) \). We refer to this as the topological complexity of \( \mathcal{V}_k(S) \).
Representing the $k$-level. Consider the partition of $P$ into maximally connected regions in which all points in a region have the same $k^{th}$ nearest site in $S$. Observe that this partition corresponds to the downward projection $L_k(F)$ of the $k$-level $L_k(F)$. As we argue next, this partition is closely related to the $k^{th}$-order Voronoi diagram defined above.

Lee observes that there is a relation between the $i^{th}$-order Voronoi diagram and the $(i+1)^{th}$-order Voronoi diagram [21]. In particular, he shows that we can partition each $i^{th}$-order Voronoi region $V_i(H,S)$ into $(i+1)^{th}$-order Voronoi regions by intersecting $V_i(H,S)$ with the (first order) Voronoi diagram of the set of sites neighboring $V_i(H,S)$. More specifically:

- **Observation 2.** Let $V_i(H,S)$ be a geodesic $i^{th}$-order Voronoi region, and let $Q$ be the sites neighboring $V_i(H,S)$. For any point $p \in V_i(H,S)$, the $(i+1)^{th}$-closest site from $p$ is the site $s \in Q$ for which $p \in V(s,Q)$.

- **Lemma 3.** The topological complexity of $L_k(F)$ is $O(k(n-k))$.

**Proof.** By Observation 2, we can obtain $L_k(F)$ from $V_{k-1}(S)$ by partitioning every region $V_{k-1}(H,S)$ using the Voronoi diagram of the sites $Q$ neighboring $V_{k-1}(H,S)$, and merging regions that have the same $k^{th}$ nearest neighbor in the resulting subdivision. Thus, the vertices in $L_k(F)$ appear either in $V_{k-1}(H,S)$ or in one of the newly created Voronoi diagrams.

There are $O((k-1)(n-k+1)) = O(k(n-k))$ degree one and degree three vertices that are also vertices in $V_{k-1}(H,S)$. Since the (first order) geodesic Voronoi diagram has $O(k)$ degree one and degree three vertices, a region $V_{k-1}(H,S)$ creates $|Q|$ new degree one and three vertices. Summing over all faces in $V_{k-1}(H,S)$ this then sums to $O(k(n-k))$.

As with $V_k(S)$ we can represent $L_k(F)$ implicitly by storing only the locations of the degree one and three vertices and the topology of the diagram. Note that if we can efficiently locate the region $R_q$ of $L_k(F)$ that contains a query point $q$, we can also easily compute the $z$-coordinate of $L_k(F)$ at $q$, simply by computing the geodesic distance $\pi(s,q)$. Since we preprocessed $P$ for two-point shortest path queries this takes only $O(\log m)$ time (in addition to locating the region of $L_k(F)$ containing $q$).

Representing a vertical decomposition. For every degree three and degree one vertex in $L_k(F)$ we now extend a vertical segment up and down until it hits another edge of $L_k(F)$. Observe that the topological complexity of the resulting implicit vertical decomposition $L_k^V(F)$ that we obtain still has topological complexity $O(k(n-k))$. Furthermore, each region in $L_k^V(F)$ is a pseudo-trapezoid $\triangledown$ that is bounded on the left and right either by a vertical segment or a piece of polygon boundary, and on the top and bottom by pieces of bisectors or a piece of polygon boundary. We refer to the four degree one or degree three vertices on the boundary of $\triangledown$ as the corners of $\triangledown$. See Fig. 2 for an illustration. In the remainder of the paper, we will no longer distinguish between $L_k^V(F)$ and its implicit representation. In Section 6, we will use such an implicit vertical decomposition to obtain an implicit representation of a shallow cutting.

Computing implicit representations. We can use the algorithm of Oh and Ahn [24] to compute the implicit representation of $V_k(S)$ in $O(k^2n \log n \log^2 m)$ time. To compute (the representation of) $L_k(F)$ we first construct $V_{k-1}(S)$, and for each region $V_{k-1}(H,S)$ in $V_{k-1}(S)$, we again use their algorithm to compute the Voronoi diagrams $V(Q)$ of the set neighbors $Q$. We then clip these diagrams to $V_{k-1}(H,S)$. This clipping can be done by a
breadth first search in \( V(Q) \), starting with one of the vertices that is also in \( \partial V_{k-1}(H,S) \). This takes \( O(|Q| \log |Q| \log^2 m) \) time in total. Summing over all faces in \( V_{k-1}(S) \) gives us again a running time of \( O(k^2 n \log n \log^2 m) \). Finally, to compute \( L_k(S) \) we need to insert two vertical extension segments at each vertex of \( L_k(F) \). We can find the other endpoint of each extension segment using a point location query. Thus, we obtain the following result.

**Lemma 4.** An implicit representation \( L_k^\prime(F) \) of the \( k \)-level \( L_k(F) \) that uses \( O(k(n-k)) \) space, can be computed in \( O(k^2 n \log n \log^2 m) \) time. Using this representation, the pseudo-prism containing a query point (if it exists) can be determined in \( O(\log n + \log m) \) time.

In Section 5 we will show that if the sites defining the functions in \( F \) lie in one half of the polygon and we restrict the functions to the other half we can improve these results. Moreover, we can then compute an implicit representation of a \( k \)-shallow cutting of \( F \).

## 4 Approximating the \( k \)-level

An \( x,y \)-monotone surface \( \Gamma \) is an \( \varepsilon \)-approximation of \( L_k(F) \) if and only if \( \Gamma \) lies between \( L_k(F) \) and \( L_{(1+\varepsilon)k}(F) \). Following the same idea as in Kaplan et al. [19] we construct an \( \varepsilon \)-approximation of \( L_k(F) \) as follows. We choose a random sample \( R \) of \( F \) of size \( r = (cn/k\varepsilon^2) \log n \) and consider the \( t \)-level of \( \mathcal{A}(R) \) for some randomly chosen level \( t \) in the range \([(1+\varepsilon/3)h,(1+\varepsilon/2)h]\). Here \( c \) and \( c' \) are some constants, \( h = c'/\varepsilon^2 \log n \), and \( \varepsilon \in [0,1/2] \) is the desired approximation ratio. We now argue that \( L_k(R) \) is an \( \varepsilon \)-approximation of \( L_k(F) \).

Consider the range space \( S = (F,R) \), where each range in \( R \) is the subset of functions of \( F \) intersected by a downward vertical ray in the \((z)\)-direction. See Har-Peled [15] for details on range spaces. An important concept is the VC-dimension of \( S \), defined as the size of the largest subset \( F' \subseteq F \) for which the number of sets in \( \{ F' \cap \mathcal{P} | \mathcal{P} \in R \} \) is \( 2^{|F'|} \).

**Lemma 5** (Lemma 2.3.5 of Aronov et al. [5]). Let \( s, t, \) and \( u \) be three sites in \( P \). Their bisectors \( b_{st} \) and \( b_{su} \) intersect in at most a single point.

**Lemma 6.** The VC-dimension of the range space \( S \) is finite.

**Proof.** The range space \( (F,R) \) is equivalent to \( (S_t,D) \) where \( D \subseteq 2^{S_t} \) is the family of subsets of \( S_t \) that lie within some geodesic distance of some point \( p \in P \). That is \( D = \{ \{ s \in S_t | \pi(p,s) \leq z \} | p \in P, z \geq 0 \} \). We now observe that any three points \( s, t, \) and \( u \), define at most one geodesic disk (Lemma 5). Namely, the disk centered at the intersection point \( p = b_{st} \cap b_{su} \) and radius \( \pi(p,s) = \pi(p,t) = \pi(p,u) \). This means the same argument used by as Har-Peled [15, Lemma 5.15] now gives us that the shattering dimension of \( S \) (see [15]) is constant (three). It then follows that the VC-dimension of \( S \) is finite.

Since \( S \) has finite VC-dimension (Lemma 6), and \( R \) has size \( r = (cn/k\varepsilon^2) \log n \geq \left( \frac{c}{2}\log \frac{1}{p} + \log \frac{1}{\varepsilon} \right) \), for \( p = \frac{k}{2n} \) and \( q = 1/n^b \) for some sufficiently large constant \( b \), it follows that with high probability, \( R \) is a relative \( (p, \varepsilon^2) \)-approximation for \( S \) (see [15]). So, for every range \( H \in R \), we have (w.p.) that

\[
\left| \frac{|H| - |H \cap R|}{|F|} \right| \leq \begin{cases} \frac{\varepsilon}{2} \frac{|H|}{|F|}, & \text{if } |H| \geq p|F|, \text{ and} \\ \frac{\pi}{2} |F|, & \text{if } |H| < p|F|. \end{cases}
\]

(1)

Using exactly the same argument as Kaplan et al. [19] we then obtain the following result.

**Lemma 7.** The level \( L_k(R) \) is an \( \varepsilon \)-approximation of the \( k \)-level \( L_k(F) \).
What remains is to show that the (expected) topological complexity of the $t$-level $L_t(R)$ is small.

**Lemma 8.** The expected topological complexity of level $L_t(R)$ is $O((n/k\varepsilon^5)\log^2 n)$.

**Proof.** The lower envelope $L_0(R)$ of $R$ has topological complexity $O(r)$, so by Clarkson and Shor [10] the total topological complexity of all levels in the range $[(1+\varepsilon)/3)h,(1+\varepsilon)/2)h]$ is $O(rh^2)$. Hence, the expected topological complexity of a level $L_t(R)$, with $t$ randomly chosen from this range, is $O(rh^2/h\varepsilon) = O(rh/\varepsilon)$. Substituting $r = (cn/k\varepsilon^2)\log n$ and $h = c'/\varepsilon^2\log n$, we get $O(nk/\varepsilon^5\log^2 n)$ as claimed.

Again as in Kaplan et al. [19], if $k < (1/\varepsilon^2)\log n$, we can skip the sampling of the set $R$, and directly take a random level $t$ in $A(F)$ in the range $[k,k(1+\varepsilon)]$. This level has also an expected topological complexity of at most $O((n/k\varepsilon^5)\log^2 n)$. Using Lemma 4 (and restarting the computation if the size of the cutting exceeds $O((n/k\varepsilon^5)\log^2 n)$) we then get:

**Lemma 9.** An $\varepsilon$-approximation of the $k$-level of $A(F)$ that has topological complexity $O((n/k\varepsilon^5)\log^2 n)$ can be computed in expected $O((n/k\varepsilon^6)\log^3 n\log^2 m)$ time.

The main difference between our approach and that of Kaplan et al. [19] is the range space used. In our approach, the ranges are defined by downward vertical rays, whereas in Kaplan et al. the ranges are defined by more general objects. For example, their range space includes a range consisting of the functions intersected by some other constant complexity algebraic function. This allows them to directly turn their approximate level into a shallow $\varepsilon$-approximation of the Voronoi diagram. Such a Voronoi diagram can be computed in expected $O((n/k\varepsilon^6)\log^3 n\log^2 m)$ time, resulting in a $O(n\log^2 m)$ time algorithm to compute $\mathcal{V}$.

Our main idea for constructing $\mathcal{V} = \mathcal{V}(S_t)$ in $P_r$ is to consider it as a Hamiltonian abstract Voronoi diagram. Such a Voronoi diagram can be constructed in $O(Xn)$ time [20], where $X$ is the time required for certain geometric primitives. We can implement these primitives to run in $O(\log^2 m)$ time, resulting in an $O(n\log^2 m)$ time algorithm to compute $\mathcal{V}$.

A Voronoi diagram is Hamiltonian if there is a curve— in our case the diagonal $d$— that intersects all regions exactly once, and furthermore this holds for all subsets of the sites [20]. Let $T_d$ be the subset of sites from $S_t$ whose Voronoi regions intersect $d$, and thus occur in $\mathcal{V}$. 

**5 Computing implicit representations in subpolygon $P_r$**

Consider a diagonal $d$ that splits the polygon $P$ into two subpolygons $P_t$ and $P_r$, and assume without loss of generality that $d$ is vertical and that $P_r$ lies right of $d$. We consider only the sites $S_t$ in $P_t$, and we restrict their functions $F = \{f_s \cap (P_r \times \mathbb{R}) \mid s \in S_t\}$ to $P_r$. We now present a more efficient algorithm to compute the implicit representation of $L_k(F)$ in this setting. To this end, we show that the two-point shortest path query data structure of Guibas and Hershberger [13] essentially gives us an efficient way of accessing the bisector $b_{st}$ between a pair of sites without explicitly computing it. See the full version [2]. We use this to compute an implicit representation of the Voronoi diagram of $S_t$ in $P_r$. Building on these results, we can compute an implicit representation of the $k$th-order Voronoi diagram $V_k(S_t)$ in $P_r$, the $k$-level $L_k(F)$ of $F$ in $P_r \times \mathbb{R}$, and finally an implicit vertical decomposition $L_k^\perp$ of $L_k(F)$ in $P_r$. We sketch some of our results here. Refer to the full version [2] for the details.

**Computing an implicit Voronoi diagram.** Our main idea for constructing $\mathcal{V} = \mathcal{V}(S_t)$ in $P_r$ is to consider it as a Hamiltonian abstract Voronoi diagram. Such a Voronoi diagram can be constructed in $O(Xn)$ time [20], where $X$ is the time required for certain geometric primitives. We can implement these primitives to run in $O(\log^2 m)$ time, resulting in $O(n\log^2 m)$ time algorithm to compute $\mathcal{V}$.

A Voronoi diagram is Hamiltonian if there is a curve—in our case the diagonal $d$— that intersects all regions exactly once, and furthermore this holds for all subsets of the sites [20]. Let $T_d$ be the subset of sites from $S_t$ whose Voronoi regions intersect $d$, and thus occur in $\mathcal{V}$.
Lemma 10. The Voronoi diagram $V(T_i)$ in $P_r$ is a Hamiltonian abstract Voronoi diagram.

To construct $V = V(S_t) = V(T_i)$ we need the set of sites $T_i$ whose Voronoi regions intersect $d$, and the order in which they do so. The following lemma is the key insight that allows us to extract $T_i$ from $S_t$ in $O(n \log^2 m)$, assuming that we maintain the sites in $S_t$ in a balanced binary search tree ordered on increasing distance from the bottom endpoint of $d$.

Lemma 11. Let $s_1, \ldots, s_a$ denote the sites in $S_t$ ordered by increasing distance from the bottom-endpoint of $d$, and let $t_1, \ldots, t_z$ be the subset $T_i \subseteq S_t$ of sites whose Voronoi regions intersect $d$, ordered along $d$ from bottom to top. For any pair of sites $t_a = s_i$ and $t_c = s_j$, with $a < c$, we have that $i < j$.

Once we have the set of sites $T_i$, we construct $V$ in $O(n \log^2 m)$ time, using the algorithm of Klein and Lingas [20]. Refer to the full version [2] for the details.

Lemma 12. For $s, t \in S_t$, the part of the bisector $b_{st} = b_{st} \cap P_r$ that lies in $P_r$ is $x$-monotone.

It follows from Lemma 12 that we can use the approach of Edelsbrunner, Guibas, and Stolli [12] to preprocess $V$ for planar point location queries, and obtain the following result.

Lemma 13. Given a set of $n$ sites $S_t$ in $P_r$, ordered by increasing distance from the bottom-endpoint of $d$, the forest $V$ representing the Voronoi diagram of $S_t$ in $P_r$ can be computed in $O(n \log^2 m)$ time. Given $V$, finding the site $s \in S_t$ closest to a query point $q \in P_r$ requires $O(\log n \log m)$ time.

Computing $V_k(S_t)$, $L_k(F)$, and an implicit vertical decomposition of the $k$-level. By combining the algorithm from Lemma 13 with the iterative approach of Lee [21] we can construct an implicit representation of the $k$th-order Voronoi diagram $V_k(S_t)$ in $P_r$, or similarly the $k$-level of $F$. We then decompose the downward projection $L_k(F)$ into pseudo-trapezoids, giving us an implicit vertical decomposition.

Lemma 14. A representation $L^\Sigma_k$ of the $k$-level $L_k(F)$ consisting of $O(k(n - k))$ pseudo-trapezoids can be computed in $O(k^2 n \log n + \log^2 m)$ time. Given a query point $q \in P_r$, the $k$-nearest site in $S_t$ can be reported in $O(\log n \log m)$ time.

6 An implicit shallow cutting of the geodesic distance function

Let $F$ again denote the set of geodesic distance functions that the sites $S_t$ in $P_r$ induce in $P_r$. We now argue that we can compute an implicit $k$-shallow cutting $A_k(F)$ for these functions.

As in Section 4, let $R$ be our random sample of size $r$, and let $L_t(R)$ be our approximate $k$-level of $A(F)$. Let $L^\Sigma_t(R)$ be the vertical decomposition of $L_t(R)$. We now raise every pseudo-trapezoid in $L^\Sigma_t(R)$ to the $t$-level. Denote the result by $\Lambda$. Let $F_p = F_{\rho(p)}$ denote the conflict list of $p \in \mathbb{R}^3$, i.e., the functions intersecting the vertical downward half-line $\rho(p)$ starting in $p$.

Lemma 15. Let $\nabla$ be a pseudo prism in $\Lambda$. The conflict list $F_\nabla$ of $\nabla$ is the union of the conflict lists of its corners $W$, i.e. $F_\nabla = \bigcup_{v \in W} F_v$.

Proof. Let $f_\nabla$ be the function defining the ceiling of $\nabla$. We have that $F' = \bigcup_{v \in W} F_v \subseteq F_\nabla$ by definition, so we focus on proving $F_\nabla \subseteq F'$. Assume by contradiction that $f_\nabla \in F' \setminus F_\nabla$, but
Improved Dynamic Geodesic Nearest Neighbor Searching in a Simple Polygon

Figure 3 Since the bisectors restricted to $P_t$ are $x$-monotone it follows that if a site $t$ conflicts with a prism $\nabla$, it must conflict with a corner of $\nabla$.

For which $t \in T$ does $f$ conflict with $\nabla$? So, there is a point $q \in \nabla$ for which $\pi(t,q) < \pi(s,q)$, but $\pi(s,v) \leq \pi(t,v)$ for all corners $v \in W$. Hence, all four corners lie on the “$s$-side” of $b_{st}^*$, whereas $p$ lies on the “$t$-side” of $b_{st}^*$. Assume without loss of generality that $s$ is closer to the points above $b_{st}^*$ (and thus all corners lie above $b_{st}^*$). See Fig. 3. Since $b_{st}^*$ is $x$-monotone (Lemma 12) it must intersect the bottom edge of $\nabla$ twice. This bottom edge is part of a single bisector $b_{su}^*$, for some $f_u \in F$. However, by Lemma 5 $b_{su}^*$ and $b_{su}^*$ intersect at most once. Contradiction.

Theorem 16. $\Lambda$ is a vertical $k$-shallow $(k(1 + \varepsilon)/n)$-cutting of $A(F)$ whose topological complexity, and thus its size, is $O((n/k\varepsilon^2) \log^2 n)$. Each pseudo-prism in $\Lambda$ intersects at least $k$ and at most $4k(1 + \varepsilon)$ functions in $F$.

Proof. By Lemma 8 $\Lambda$ consists of $O((n/k\varepsilon^2) \log^2 n)$ regions. Note that all regions are pseudo-prisms. Lemma 15 then gives us that the conflict list of each pseudo-prism is contained in the conflict lists of its at most four corners.

6.1 Computing the conflict lists

Using Lemma 14 we can construct an implicit representation of the $k$-shallow cutting $\Lambda = \Lambda_k(F)$. So, all that remains is to compute the conflict lists of the pseudo-prisms. By Lemma 15 it is sufficient to compute the conflict lists of the four corner points of each pseudo-prism. Next, we show how to do this in $O(n \log^2 n \log m + \log^2 m)$ expected time.

We use the same approach as used by Chan [7]. That is, we first build a data structure on our set of functions $F$ so that for a vertical query line $\ell$ (in $\mathbb{R}^3$) and a value $k$, we can report the lowest $k$ functions intersected by $\ell$ in $O((\log n + k) \log m)$ expected time. We then extend this to report only the functions that pass strictly below some point $q \in \mathbb{R}^3$. To compute the conflict lists of all corners in $\Lambda_k(F)$ we repeatedly query this data structure.

The data structure. Our data structure consists of a hierarchy of the lower envelopes of random samples $R_0 \subset R_1 \subset \ldots \subset R_{\log n}$, where $|R_i| = 2^i$. For each set $R_i$ we store an implicit vertical decomposition representing the (the downward projection of the) lower envelope $L_{0,i} = L_0(R_i)$. This decomposes the space below $L_{0,i}$ into pseudo-prisms. For each such pseudo-prism $\nabla$ we store its conflict list $F_{\nabla}$ with respect to $F$, i.e. the functions from (the entire set) $F$ that intersect $\nabla$. The following lemma shows that for each $R_i$, the expected amount of space used is $O(n)$. The total expected space used is thus $O(n \log n)$.

Lemma 17. Let $r \in [1,n]$ and consider a random sample $R$ of $F$ of size $r$. (i) The expected value of $\sum_{\nabla} |F_{\nabla}|$ over all pseudo-prisms below $L_0(R)$ is $O(n)$, and (ii) For any vertical
line \( \ell \), the expected value of \(|F\nabla|\), where \( \nabla \) is the pseudo-prism of \( L_0(R) \) intersected by \( \ell \), is \( O(n/r) \).

**Proof.** The first statement follows directly from a Clarkson and Shor style sampling argument. More specifically, from what Har-Peled [15] calls the “Bounded moments theorem” (Theorem 8.8). The second statement then follows directly from the first statement. 

**Building the data structure.** For each set \( R_i \), we use the algorithm from Section 5 to construct an implicit vertical decomposition of \( L_{0,i} \). To this end, we need to order the (sites corresponding to the) functions in \( R_i \) on increasing distance to the bottom endpoint of the diagonal \( d \). For \( R_{\log n} = F \) we do this in \( O(n(\log n + \log m)) \) time. For \( R_{i-1} \) we do this by filtering the ordered set \( R_i \) in linear time. Since the sizes of \( R_i \) are geometrically decreasing, it follows that we spend \( O(n(\log n + \log^2 m)) \) time in total.

**Lemma 18.** Let \( f_s \in F \setminus R \) be a function that intersects a pseudo-prism of \( L_0(R) \), let \( T \) be the set of sites whose functions contribute to \( L_0(R) \), ordered on increasing distance from the bottom endpoint of \( d \), and let \( t \) and \( u \) be the predecessor and successor of \( s \) in \( T \), respectively. The vertex \( v \in L_0(R) \) that represents \( d \cap b_{tu} \) is closer to \( s \) than to \( t \) and \( u \).

**Proof.** If \( f_s \) intersects a pseudo prism of \( L_0(R) \) then there is a point \( q \in P \), for which \( s \) is closer than all other sites in \( T \). It follows that there must be a point on the diagonal \( d \) that is closer to \( s \) than to all other sites in \( T \). Lemma 11 then gives us that the Voronoi region of \( s \) (with respect to \( R \cup \{s\} \)) on \( d \) must lie in between that of \( t \) and \( u \) (if these still contribute a Voronoi region). Therefore, \( t \) and \( u \) no longer have a vertex of \( \mathcal{V}(R \cup \{s\}) \) on \( d \). Since \( t \) and \( u \) were the closest sites to \( v \) in \( R \), this implies that \( v \) must lie in the Voronoi region of \( s \), hence \( s \) is closer to \( v \) than \( t \) and \( u \).

By Lemma 18 we can now compute the conflict lists of the cells in \( L_{0,i} \) as follows. For each function \( f_s \in F \setminus R_i \) we find the vertex \( v \) defined in Lemma 18. If \( s \) is further from \( v \) than the sites defining it, then \( f_s \) does not conflict with any pseudo-prism in \( L_{0,i} \). Otherwise, we find all (degree one or degree three) vertices of \( L_{0,i} \) that conflict with \( s \). Since Voronoi regions are simply connected, we can do this using a breadth first search in \( L_{0,i} \), starting from vertex \( v \). When we have this information for all functions in \( F \setminus R_i \), we actually also know for every vertex \( v \) in \( L_{0,i} \) which functions \( F \setminus R_i \) pass below it. That is, we have the conflict lists for all vertices \( v \). The conflict list of a pseudo-prism in \( L_{0,i} \) is then simply the union of the conflict lists of its four corners (Lemma 15).

Given the ordering of all sites in \( S \) on increasing distance to the bottom endpoint of \( d \), we can find the initial vertices for all functions in \( F \setminus R_i \) in \( O(|R_i| \log m) \) time. For every other reported conflict we spend \( O(\log m) \) time, and thus computing the conflict lists for all cells in \( L_{0,i} \) takes \( O(\sum_{v \in L_{0,i}} |Fv| \log m) \) time. By Lemma 17 this sums to \( O(n \log m) \) in expectation. Summing over all \( O(\log n) \) random samples, it follows that we spend \( O(n \log n \log m) \) expected time to compute all conflict lists. The total expected time to build the data structure is thus \( O(n(\log^2 m + \log n \log m)) \).

**Querying.** The query algorithm is exactly as in Chan [7]. The main idea is to use a query algorithm that may fail, depending on some parameter \( \delta \), and then query with varying values of \( \delta \) until it succeeds. The query algorithm locates the cell \( \nabla \) in \( L_0(R_i) \) stabbed by the vertical line \( \ell \), for \( i = \lceil \log [nd/k] \rceil \). If \( |F\nabla| > k/\delta^2 \) or \( |F\nabla \cap \ell| < k \) the query algorithm simply fails. Otherwise it reports the \( k \) lowest functions intersecting \( \ell \). Since computing the intersection of a function \( f_s \) with \( \ell \) takes \( O(\log m) \) time, the running time is \( O((\log n + k/\delta^2) \log m) \). Using
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three independent copies of the data structure, and querying with $\delta = 2^{-j}$ for increasing $j$ gives us an algorithm that always succeeds in $O((\log n + k)\log m)$ time. Refer to Chan [7] for details. We can now also report all functions that pass below a point $q$ by repeatedly querying with the vertical line through $q$ and doubling the value of $k$. This leads to a query time of $O((\log n + k)\log m)$, where $k$ is the number of functions passing below $q$.

Theorem 19. There is a data structure of size $O(n \log n)$ that allows reporting the $k$ lowest functions in $A(F)$ intersected by a vertical line through a query point $q \in P_r$, that is, the $k$-nearest neighbors of a query point, or all $k$ functions that pass below $q$, in $O((\log n + k)\log m)$ time. Building the data structure takes $O(n(\log n \log m + \log^2 m))$ expected time.

Computing a shallow cutting. To construct a shallow cutting we now take a random sample $R$ of size $r$, build an implicit representation of the $t$-level in this sample, and then construct the above data structure to compute the conflict lists. By Lemma 14 constructing the implicit representation of $L_t(R)$ takes $O((t^2 r (\log r + \log^2 m))$ time. Plugging in $r = (cn/k^2) \log n$, $t = \Theta(1/\varepsilon^2 \log n)$, and $\varepsilon = 1/2$, this takes $O((n/k) \log^3 n (\log n + \log^2 m))$ expected time.

Constructing the query data structure takes $O(n(\log n \log m + \log^2 m))$ time. We then query it with all degree three and degree one vertices in $A$. The total size of these conflict lists is $O(n \log^6 n)$ (Theorem 16). So, this takes $O(n \log^3 n \log m)$ time in total. We conclude:

Theorem 20. A $k$-shallow cutting $A_k(F)$ of $F$ of topological complexity $O((n/k) \log^2 n)$ can be computed in $O((n/k) \log^3 n (\log n + \log^2 m) + n \log^2 m + n \log^3 n \log m)$ expected time.

Putting everything together

Kaplan et al. [19] essentially prove the following result, which, combined with Theorem 20 gives us an efficient data structure to answer nearest neighbor queries when sites are in $P_t$ and the query points are in $P_r$.

Lemma 21 (Kaplan et al. [19]). Given an algorithm to construct a $k$-shallow cutting $\Lambda$ of size $S(n,k)$ on $n$ functions in $T(n,k)$ time, and such that locating the cell $\triangledown$ in $\Lambda$ containing a query point $q$ takes $Q(n,k)$ time, we can construct a data structure of size $O(S(n,k) \log n)$ that maintains a dynamic set of at most $n$ functions $F$ and can report the function that realizes the lower envelope $L_0(F)$ at a query point $q$ in $O(Q(n,1) \log n)$ time. Inserting a new function in $F$ takes $O((T(n,1)/n) \log n)$ amortized time, and deleting a function from $F$ takes $O(T(n,1)/n) \log^3 n)$ amortized time.

Our main data structure is a balanced binary tree, corresponding to a balanced decomposition of $P$ into sub-polygons [14], in which each node stores two copies of the data structure from Lemma 21. A node in the tree corresponds to a subpolygon $P'$ of $P$, and a diagonal $d$ that splits $P'$ into two roughly equal size subpolygons $P_t$ and $P_r$. One copy of our data structure associated with this node stores the sites in $S_t$ and can answer queries in $P_t$. The other copy stores the sites in $S_r$, and can answer queries in $P_r$. Since the balanced hierarchical decomposition consists of $O(\log m)$ layers, every site is stored $O(\log m)$ times. This results in an $O(n \log^3 n \log m + m)$ size data structure. To answer a query $q$, we query $O(\log m)$ data structures, one at every level of the tree, and we report the site that is closest over all.

Theorem 1. Let $P$ be a simple polygon $P$ with $m$ vertices. There is a fully dynamic data structure of size $O(n \log^3 n \log m + m)$ that maintains a set of $n$ point sites in $P$ and allows for geodesic nearest neighbor queries in worst case $O(\log^2 n \log^3 m)$ time. Inserting a site takes $O(\log^5 n \log m + \log^4 n \log^3 m)$ amortized expected time, and deleting a site takes $O(\log^7 n \log m + \log^6 n \log^3 m)$ amortized expected time.
Proof. Theorem 20 yields $T(n,k) = O((n/k) \log^3 n (\log n + \log^2 m) + n \log^2 m + n \log^3 n \log m)$, $S(n,k) = O(n \log^2 n)$, and $Q(n,k) = O(\log n \log m)$, where $m$ is the size of our polygon. Therefore, $T(n,1)/n = O(\log^2 n + \log^3 n \log^2 m)$. Plugging in these results in Lemma 21 and using that the balanced decomposition consists of $O(\log m)$ levels completes the proof. ◀

In case there are only insertions and no deletions, or the full sequence of updates is known in advance, we can design an alternative data structure, using a subset of our results. The main idea is still to recursively partition the polygon subpolygons $P_L$ and $P_R$. Instead of building a dynamic lower envelope data structure of the sites $S_L = S \cap P_L$ in $P_R$, we further split the sites $S_L$ into subsets $S_1, ..., S_k$. For each subset we use the algorithm from Section 5 to build (an implicit representation of) the Voronoi diagram they induce in $P_R$. To answer a query (of a query point in $P_R$) we simply query all $k$ (implicit) Voronoi diagrams. To update the data structure we simply rebuild the Voronoi diagram(s) of the affected subset(s). By appropriately splitting $S_L$ we get $O(\log^2 n \log^2 m)$ query time and $O(\log n \log^3 m)$ amortized update time, using $O(n \log n \log m + m)$ space. See the full version [2] for the details.
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Abstract
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1 Introduction

The graph reachability problem, for a graph \( G = (V, E) \) and two distinct vertices \( s, t \in V \), is to determine whether there exists a path from \( s \) to \( t \). This problem characterizes many important complexity classes. The directed graph reachability problem is a canonical complete problem for the nondeterministic log-space class, NL. Reingold showed that the undirected graph reachability problem characterizes the deterministic log-space class, L[8]. As with P vs. NP problem, whether L=NL or not is a major open problem. This problem is equivalent to whether the directed graph reachability problem is solvable in deterministic log-space. There exist two fundamental solutions for the directed graph reachability problem, breadth first search, denoted as BFS, and Savitch’s algorithm. BFS runs in \( O(n) \) space and \( O(m) \) time, where \( n \) and \( m \) are the number of vertices and edges, respectively. For Savitch’s algorithm, we use only \( O(\log^2 n) \) space but require \( \Theta(n^{\log n}) \) time. BFS needs short time but large space. Savitch’s algorithm uses small space but super polynomial time. A natural question is whether we can make an efficient deterministic algorithm in both space and time for the directed graph reachability problem. In particular, Wigderson proposed a problem that does

\(^1\) In this paper “\( \tilde{O}(s(n)) \) space” means \( O(s(n)) \) words intuitively and precisely \( O(s(n) \log n) \) space.
there exist an algorithm for the directed graph reachability problem that uses polynomial time and $O(n^{\varepsilon})$ space, for some $\varepsilon < 1$ [11], and this question is still open. The best known polynomial time algorithm, shown by Barns, Buss, Ruzzo and Schieber, uses $O(n/2^{\sqrt{\log n}})$ space [4].

For some restricted graph classes, better results are known. Stolee and Vinodchandran showed that for any $0 < \varepsilon < 1$, the reachability problem for directed acyclic graph with $O(n^{\varepsilon})$ sources and embedded on a surface with $O(n^{\varepsilon})$ genus can be solved in polynomial time and $O(n^{\varepsilon})$ space [9]. A natural and important restricted graph class is the class of planar graphs. The planar graph reachability problem is hard for L, and in the unambiguous log-space class, UL [5], which is a subclass of NL. Imai et al. gave an algorithm using $O(n^{1/2 + \varepsilon})$ space and polynomial time for the planar graph reachability problem [2, 7]. Moreover Asano et al. devised an efficient way to control the recursion, and proposed a polynomial time and $\tilde{O}(\sqrt{n})$ space algorithm for the planar graph reachability problem [3]. In this paper, we focus on the grid graph reachability problem, where grid graphs are special cases of planar graphs. Allender et al. showed the planar graph reachability problem is log-space reducible to the grid graph reachability problem [1]. By using the algorithm of Asano et al., we can solve the grid graph reachability problem in $\tilde{O}(\sqrt{n})$ space and polynomial time. The main result of this paper is to show an $\tilde{O}(n^{1/3})$ space and polynomial time algorithm for the directed grid graph reachability problem.

**Theorem 1** ([3]). There exists an algorithm that decides directed planar graph reachability in polynomial time and $\tilde{O}(\sqrt{n})$ space. (We refer to this algorithm by PlanarReach in this paper.)

### 2 Preliminaries and an outline of the algorithm

We will use the standard notions and notations for algorithms, complexity measures, and graphs without defining them. We consider mainly directed graphs, and a graph is assumed to be a directed graph unless it is specified as a undirected graph. Throughout this paper, for any set $X$, $|X|$ denotes the number of elements in $X$. We refer to the maximum and minimum elements of $X$ as $\max X$ and $\min X$, respectively. Consider any directed graph $G = (V, E)$. For any $u, v \in V$, a directed edge $e$ from $u$ to $v$ is denoted as $e = (u, v)$; on the other hand, the tail $u$ and the head $v$ of $e$ are denoted as $t(e)$ and $h(e)$, respectively. For any $U \subseteq V$, let $G[U]$ denote the subgraph of $G$ induced by $U$.

Recall that a grid graph is a graph whose vertices are located on grid points, and whose vertices are adjacent only to their immediate horizontal or vertical neighbors. We refer to a vertex on the boundary of a grid graph as a rim vertex. For any grid graph $G$, we denote the set of the rim vertices of $G$ as $R_G$.

**Computational model**

For discussing sublinear-space algorithms formally, we use the standard multi-tape Turing machine model. A multi-tape Turing machine consists of a read-only input tape, a write-only output tape, and a constant number of work tapes. The space complexity of this Turing machine is measured by the total number of cells that can be used as its work tapes.

For the sake of explanation, we will follow a standard convention and give a sublinear-space algorithm by a sequence of constant number of sublinear-space subroutines $A_1, \ldots, A_k$ such that each $A_i$ computes, from its given input, some output that is passed to $A_{i+1}$ as an input. Note that some of these outputs cannot be stored in a sublinear-size work tape;
nevertheless, there is a standard way to design a sublinear-space algorithm based on these subroutines. The key idea is to compute intermediate inputs every time when they are necessary. For example, while computing \( A_i \), when it is necessary to see the \( j \)th bit of the input to \( A_i \), simply execute \( A_{i-1} \) (from the beginning) until it yields the desired \( j \)th bit on its work tape, and then resume the computation of \( A_i \) using this obtained bit. It is easy to see that this computation can be executed in sublinear-space. Furthermore, while a large amount of extra computation time is needed, we can show that the total running time can be polynomially bounded if all subroutines run in polynomial-time.

Outline of the algorithm

We show the outline of our algorithm. Our algorithm uses the algorithm PlanarReach for the planar graph reachability. We assume both \( \sqrt{n} \) and \( n^{1/3} \) are integers for simplicity. Let \( G \) be an input \( \sqrt{n} \times \sqrt{n} \) grid graph with \( n \) vertices.

1. Separate \( G \) into \( n^{1/3} \times n^{1/3} \) small grid graphs, or “blocks”. There are \( n^{1/3} \) blocks, and each block contains \( n^{2/3} \) vertices.
2. Transform each block \( B \) into a special planar graph, “gadget graph”, with \( O(n^{1/3}) \) vertices. The reachability among the vertices in \( R_B \) should be unchanged. The total number of vertices in all blocks becomes \( O(n^{2/3}) \).
3. We apply the algorithm PlanarReach to the transformed graph of size \( O(n^{2/3}) \), then the reachability is computable in \( \tilde{O}(\sqrt{n}^{2/3}) = \tilde{O}(n^{1/3}) \) space.

In step 1 and 2, we reduce the number of vertices in the graph \( G \) while keeping the reachability between the rim vertices of each block so that we can solve the reachability problem of the original graph. Then to this transformed graph we apply PlanarReach in step 3, which runs in \( \tilde{O}(n^{1/3}) \) space.

Theorem 2. There exists an algorithm that computes the grid graph reachability in polynomial-time and \( \tilde{O}(n^{1/3}) \) space.

The start vertex \( s \) (resp., the end vertex \( t \)) may not be on the rim of any block. In such a situation, we make an additional block so that \( s \) (resp., \( t \)) would be on the rim of the block. This operation would not increase the time and space complexity. In this paper, we assume that \( s \) (resp., \( t \)) is on the rim of some block.

3 Graph transformation

In this section, we explain an algorithm that modifies each block and analyze time and space complexity of the algorithm. Throughout this section, we let a directed graph \( G_0 = (V_0, E_0) \) denote a block of the input grid graph, and let \( V_0^{\text{rim}} \) denote the set of its rim vertices. We use \( N \) to denote the number of vertices of the input grid graph and \( n \) to denote \( |V_0^{\text{rim}}| \), which is \( O(N^{1/3}) \); note, on the other hand, that we have \( |V_0| = O(n^2) = O(N^{2/3}) \). Our task is to transform this \( G_0 \) to a plane “gadget graph”, an augmented plane graph, \( \tilde{G}_p \) with \( \tilde{O}(n) = O(N^{1/3}) \) vertices including \( V_0^{\text{rim}} \) so that the reachability among vertices in \( V_0^{\text{rim}} \) on \( G_0 \) remains the same on \( \tilde{G}_p \).

There are two steps for this transformation. We first transform \( G_0 \) to a circle graph \( G_0^{\text{cir}} \), and then obtain \( \tilde{G}_p \) from the circle graph.
Figure 1: An example of the notions on chords. (a) a figure showing a chord, arcs, a lower area, an upper area, (b) a figure showing crossing chords ($e_1$ and $e_2$) and semi-crossing chords ($e_3$ and $e_4$) and (c) separating chords ($e_3$ separates $e_1$ and $e_2$).

3.1 Circle graph

We introduce the notion of “circle graph”. A circle graph is a graph embedded on the plane so that all its vertices are placed on a cycle and all its edges are drawn inside of the cycle. Note that a circle graph may not have an edge between a pair of adjacent vertices on the cycle. We introduce some basic notions on circle graphs. Consider any circle graph $G = (V, E)$, and let $C$ be a cycle on which all vertices of $V$ are placed. For any $u, v \in V$, a clockwise tour (resp., anti-clockwise tour) is a part of the cycle $C$ from $u$ to $v$ in a clockwise direction (resp., in an anti-clockwise direction). We use $C^{cl}[u, v]$ (resp., $C^{acl}[u, v]$) to denote this tour (Figure 1(a)). When we would like to specify the graph $G$, we use $C^G_{cl}[u, v]$ (resp., $C^G_{acl}[u, v]$). The tour $C^G[u, v]$, for example, can be expressed canonically as a sequence of vertices $(v_1, \ldots, v_k)$ such that $v_1 = u$, $v_k = v$, and $v_2, \ldots, v_{k-1}$ are all vertices visited along the cycle $C$ clockwise. We use $C^{Gcl}[u, v]$ and $C^{Gacl}[u, v]$ (resp., $C^{Gacl}[u, v]$) to denote the sub-sequences $(v_2, \ldots, v_{k-1})$ and $(v_1, \ldots, v_{k-1})$ respectively. Note here that it is not necessary that $G$ has an edge between adjacent vertices in such a tour. The length of the tour is simply the number of vertices on the tour. An edge $(u, v)$ of $G$ is called a chord if $u$ and $v$ are not adjacent on the cycle $C$. For any chord $(u, v)$, we may consider two arcs, namely, $C^{cl}[u, v]$ and $C^{acl}[u, v]$; but in the following, we will simply use $C[u, v]$ to denote one of them that is regarded as the arc of the chord $(u, v)$ in the context. When necessary, we will state, e.g., “the arc $C^{cl}[u, v]$” for specifying which one is currently regarded as the arc. A gap-$d$ (resp., gap-$d^+$) chord is a chord $(u, v)$ whose arc $C[u, v]$ is of length $d + 2$ (resp., length $\geq d + 2$). For any chord $(u, v)$, the subplane inside of the cycle $C$ surrounded by the chord $(u, v)$ and the arc $C[u, v]$ is called the lower area of the chord; on the other hand, the other side of the chord within the cycle $C$ is called the upper area (see Figure 1(a)). A lowest gap-$d^+$ chord is a gap-$d^+$ chord that has no other gap-$d^+$ chord in its lower area. We say that two chords $(u_1, v_1)$ and $(u_2, v_2)$ cross if they cross in the circle $C$ in a natural way (see Figure 1(b)). Formally, we say that $(u_1, v_1)$ crosses $(u_2, v_2)$ if either (i) $u_2$ is on the tour $C^{cl}[u_1, v_1]$ and $v_2$ is on the tour $C^{acl}[u_1, v_1]$, or (ii) $v_2$ is on the tour $C^{cl}[u_1, v_1]$ and $u_2$ is on the tour $C^{acl}[u_1, v_1]$. Also, we say that $(u_1, v_1)$ semi-crosses $(u_2, v_2)$ if either (i) $u_2$ is on the tour $C^{cl}[u_1, v_1]$ and $v_2$ is on the tour $C^{acl}[u_1, v_1]$, or (ii) $v_2$ is on the tour $C^{cl}[u_1, v_1]$ and $u_2$ is on the tour $C^{acl}[u_1, v_1]$ (see Figure 1(b)). Note that clearly crossing implies semi-crossing. In addition, we say that a chord $(u_1, v_1)$ separates two chords $(u_2, v_2)$ and $(u_3, v_3)$ if the endpoints of two chords $v_2$ and
Lemma 4. For a circle graph $G_0^{\text{cir}} = (V_0^{\text{cir}}, E_0^{\text{cir}})$ obtained from a block grid graph $G_0$, if there are traversable edges $(u_1, v_1), (u_2, v_2), \ldots, (u_k, v_k) \in E_0^{\text{cir}}$, then $(u_1, v_k) \in E_0^{\text{cir}}$.

**Proof.** We show that $v_k$ is reachable from $u_1$ in $G_0$ by induction on $k$. First, we consider the case $k = 2$, namely $(u_1, v_1)$ semi-crosses $(u_2, v_2)$. $G_0$ contains a path $p_{u_1, v_1}$ which goes from $u_1$ to $v_1$. Also, $G_0$ contains a path $p_{u_2, v_2}$ which goes from $u_2$ to $v_2$. Since $G_0$ is planar and $u_1, v_1, u_2,$ and $v_2$ are the rim vertices and the edges are semi-crossing, there exists a vertex $w$ which is common in $p_{u_1, v_1}$ and $p_{u_2, v_2}$ in $G_0$. Since $w$ is reachable from $u$ and $v_2$ is reachable from $w$, there exists a path from $u_1$ to $v_2$. 

The notion of traversable is a key for discussing the reachability on $G_0^{\text{cir}}$. Based on the following lemma, we use a traversable sequence of edges for characterizing the reachability on the circle graph $G_0^{\text{cir}}$. 

**Lemma 3.** $G_0^{\text{cir}}$ keeps the same reachability relation among vertices in $V_0^{\text{cir}} = V_0^{\text{rim}}$. That is, for any pair $u, v$ of vertices of $V_0^{\text{cir}}$, $v$ is reachable from $u$ in $G_0^{\text{cir}}$ if and only if it is reachable from $u$ in $G_0$. There exists an algorithm that transforms $G_0$ to $G_0^{\text{cir}}$ in $O(n^2)$-space and polynomial-time in $n$.

Now for the graph $G_0 = (V_0, E_0)$, we define the circle graph $G_0^{\text{cir}} = (V_0^{\text{cir}}, E_0^{\text{cir}})$ by

\[
V_0^{\text{cir}} = V_0^{\text{rim}}, \quad \text{and} \\
E_0^{\text{cir}} = \{ (u, v) \mid \exists \text{path from } u \text{ to } v \text{ in } G_0 \},
\]

where we assume that the rim vertices of $V_0^{\text{cir}} (= V_0^{\text{rim}})$ are placed on a cycle $C_0$ as they are on the rim of the block in the grid graph. Then it is clear that $G_0^{\text{cir}}$ keeps the same reachability relation among vertices in $V_0^{\text{cir}} = V_0^{\text{rim}}$. Recall that $G_0$ has $O(n^2)$ vertices. Thus, by using PlanarReach, we can show the following lemma.

**Figure 2** A common vertex $w'$ of a path from $u_k$ to $v_k$ and a path from $u_1$ to $v_q$ or $v_p$ for some $p, q < k$. 

$v_k$ are separated by the chord $(u_1, v_1)$ (see Figure 1(c)). Formally, $(u_1, v_1)$ separates $(u_2, v_2)$ and $(u_3, v_3)$ if either (i) $v_3$ is on the tour $C_{cl}[u_1, v_1]$ and $v_3$ is on the tour $C_{cl}[u_1, v_1]$, or (ii) $v_3$ is on the tour $C_{cl}[u_1, v_1]$ and $v_2$ is on the tour $C_{cl}[u_1, v_1]$. We say that $k$ chords $(u_1, v_1)$, $(u_2, v_2), \ldots, (u_k, v_k)$ are traversable if the following two conditions are satisfied:

1. $(u_1, v_1)$ semi-crosses $(u_2, v_2)$,
2. $\forall i \in [3, k]$, $\exists p, q < i$, $(u_i, v_i)$ separates $(u_p, v_p)$ and $(u_q, v_q)$.
We introduce the notion of “gadget graph”. A gadget graph is a graph that is given a “label set” to each edge.

Definition 5. A gadget graph $\tilde{G}$ is a graph defined by a tuple $(\tilde{V}, \tilde{E}, \tilde{K}, \tilde{L})$, where $\tilde{V}$ is a set of vertices, $\tilde{E}$ is a set of edges, $\tilde{K}$ is a path function that assigns an edge or ⊥ to each edge, and $\tilde{L}$ is a level function that assigns a label set to each edge. A label set is a set \(\{i_1 \rightarrow o_1, i_2 \rightarrow o_2, \ldots, i_k \rightarrow o_k\}\) of labels where each label $i_j \rightarrow o_j$, $i_j, o_j \in \mathbb{R} \cup \{\infty\}$, is a pair of in-level and out-level.

Remark. For an edge $(u, v) \in \tilde{E}$, we may use expressions $\tilde{K}(u, v)$ and $\tilde{L}(u, v)$ instead of $\tilde{K}((u, v))$ and $\tilde{L}((u, v))$ for simplicity.

Our goal is to transform a given circle graph (obtained from a block grid graph) $G_0^{\text{cir}} = (V_0^{\text{cir}}, E_0^{\text{cir}})$ in which all vertices in $V_0^{\text{cir}}$ are placed on a cycle $C$ to a plane gadget graph $\tilde{G}_p = (V_p^{\text{out}} \cup V_p^{\text{in}}, \tilde{E}_p, \tilde{K}_p, \tilde{L}_p)$ where $V_p^{\text{out}}$ is the set of outer vertices that are exactly the vertices of $V_0^{\text{cir}}$ placed in the same way as $G_0^{\text{cir}}$ on the cycle $C$, and $V_p^{\text{in}}$ is the set of inner vertices placed inside of $C$. All edges of $\tilde{E}_p$ are also placed inside of $C$ under our embedding. The inner vertices of $V_p^{\text{in}}$ are used to replace crossing points of edges of $E_0^{\text{cir}}$ to transform to a planar graph (see Figure 3). We would like to keep the “reachability” among vertices in $V_p^{\text{out}}$ in $\tilde{G}_p$ while bounding $|V_p^{\text{in}}| = O(n)$.

We explain how to characterize the reachability on a gadget graph. Consider any gadget graph $\tilde{G} = (\tilde{V}, \tilde{E}, \tilde{K}, \tilde{L})$, and let $x$ and $y$ be any two vertices of $\tilde{V}$. Intuitively, the reachability from $x$ to $y$ is characterized by a directed path on which we can send a token from $x$ to $y$. 

![Figure 3](image-url) An example of the transformation from a circle graph to a gadget graph.
Suppose that there is a directed path \( p = (e_1, \ldots, e_m) \) from \( x \) to \( y \). We send a token through this path. The token has a level, which is initially \( \infty \) when the token is at vertex \( x \). (For a general discussion, we use a parameter \( \ell_s \) for the initial level of the token.) When the token reaches the tail vertex \( t(e_j) \) of some edge \( e_j \) of \( p \) with level \( \ell \), it can “go through” \( e_j \) to reach its head vertex \( h(e_j) \) if \( \hat{L}(e_j) \) has an available label \( i_j \rightarrow o_j \) such that \( i_j \leq \ell \) holds for its in-level \( i_j \). If the token uses a label \( i_j \rightarrow o_j \), then its level becomes the out-level \( o_j \) at the vertex \( h(e_j) \). If there are several available labels, then we naturally use the one with the highest out-level. If the token can reach \( y \) in this way, we consider that a “token tour” from \( x \) to \( y \) is “realized” by this path \( p \). Technically, we introduce \( \hat{K} \) so that some edge can specify the next edge. We consider only a path \( p = (e_1, \ldots, e_m) \) as “valid” such that \( e_{i+1} = \hat{K}(e_i) \) for all \( e_i \) such that \( \hat{K}(e_i) \neq \perp \). We characterize the reachability from \( x \) to \( y \) on gadget graph \( \hat{G} \) by using a valid path realizing a token tour from \( x \) to \( y \).

Definition 6. For any gadget graph \( \hat{G} = (\hat{V}, \hat{E}, \hat{K}, \hat{L}) \), and for any two vertices \( x, y \) of \( \hat{V} \), there exists a token tour from \( x \) to \( y \) with initial level \( \ell_s \) if there exists a sequence of edges \( (e_1, \ldots, e_m) \) that satisfies

1. \( x = t(e_1) \) and \( y = h(e_m) \),
2. \( h(e_i) = t(e_{i+1}) \) (\( 1 \leq i < m \)),
3. if \( \hat{K}(e_i) \) is not \( \perp \) (\( 1 \leq i < m \)), then \( e_{i+1} = \hat{K}(e_i) \),
4. there exist labels \( i_1 \rightarrow o_1 \in \hat{L}(e_1), \ldots, i_m \rightarrow o_m \in \hat{L}(e_m) \) such that \( \ell_s \geq i_1 \) and \( o_t \geq i_{t+1} \) for all \( 1 \leq t < m \).

At the beginning of our algorithm, we obtain a gadget graph \( \hat{G}_0 = (\hat{V}_0, \hat{E}_0, \hat{K}_0, \hat{L}_0) \) whose base graph is equal to \( G_0^{\text{cir}} \), and \( \hat{K}_0(e) = \perp, \hat{L}_0(e) = (0 \rightarrow \infty) \) for every \( e \in \hat{E}_0 \). It is obvious that \( G_0^{\text{cir}} \) and \( \hat{G}_0 \) have the same reachability. Namely, there exists a token tour from \( x \) to \( y \) for \( x, y \in \hat{V}_0 \) in \( \hat{G}_0 \) if and only if there exists an edge \( (x, y) \in \hat{E}_0 \).

We explain first the outline of our transformation from \( \hat{G}_0 \) to \( \hat{G}_p \). We begin by finding a chord \( e_* = (u, v) \) with gap \( \geq 2 \) having no other gap-2\(^+\) chord in its lower area, that is, one of the lowest gap-2\(^+\) chords. (If there is no gap-2\(^+\) chord, then the transformation is terminated.) For this \( e_* \) and its lower area, we transform them into a planar part and reduce the number of crossing points as follows (see Figure 4): (i) Consider all edges of \( \hat{G}_0 \) crossing this chord \( e_* = (e_1, e_2 \text{ and } e_3 \text{ in Figure } 4) \). Create a new inner vertex \( v_* \) of \( \hat{G}_p \) on the chord and bundle all crossing edges going through this vertex \( v_* \); that is, we replace all edges crossing \( e_* \) by edges between their end points in the lower area of \( e_* \) and \( v_* \), and edges between \( v_* \) and their end points in the upper area of \( e_* \). (ii) Introduce new inner vertices for edges crossing...
gap-1 chords in the lower area of $e_*$ (w in Figure 4). (iii) Add appropriate label sets to those newly introduced edges so that the reachability is not changed by this transformation. At this point we regard the lower area of $e_*$ as processed, and remove this part from the circle graph part of $\tilde{G}_0$ by replacing the arc $C[u, v]$ by a tour $(u, v_*, v)$ to create a new circle graph part of $\tilde{G}_1$. We then repeat this transformation step on the circle graph part of $\tilde{G}_1$. In the algorithm, $U_i$ is the vertices of the circle graph part of $\tilde{G}_i$, thus $\tilde{G}_i[U_i]$ indicates the circle graph part of $\tilde{G}_i$. Note that $e_*$ is not removed and becomes a gap-1 chord in the next step.

We explain step (ii) for $\tilde{G}_0$ in more detail. Since $e_*$ is a gap-2$^+$ chord, there exist only gap-1 chords or edges whose one end point is $v_*$ in the lower area of $e_*$. If there are two edges $e_0$ and $e_1$ that cross each other, we replace the crossing point by a new inner vertex $u$ (see Figure 5(a), (b)). The edge $e_i$ becomes two edges $(t(e_i), u)$ and $(u, h(e_i))$ ($i = 0, 1$), and we set $K_i(t(e_i), u) = (u, h(e_i))$. The edges might be divided into more than two segments (see Figure 5(c)). We call the edge of $\tilde{G}_0$ original edge of the divided edges. By the path function, we must move along the original edge. An edge $e$ might have a reverse direction edge $\bar{e} = (h(e), t(e))$ (see Figure 5(d)). In this case, $e$ and $\bar{e}$ share a new vertex for resolving crossing points. For $\tilde{G}_i[U_i]$ ($t > 0$), we process the lower area in the same way. We refer to this algorithm as MakePlanar, and the new inner vertices created by MakePlanar in step $t$ as $V'_{\text{MP}}$.

The detailed process of step (iii) is written in Algorithm 2, and Algorithm 1 describes the entire process of step (i), (ii) and (iii). The following lemma shows that an output graph of Algorithm 1 has small size.

**Lemma 7.** Algorithm 1 terminates creating a planar graph of size $O(n)$.

**Proof.** In the beginning of the algorithm, $|U_0| = n$ and $|U_i|$ decreases by at least 1 for each iteration since the picked edge $e^*_t$ is a gap-2$^+$ chord. Hence the algorithm stops after at most $n$ iterations and the number of the new inner vertices made at line 7, or $v'_i$, is also at most $n$. If a gap-1 chord is picked, we make at most $2k - 1$ new inner vertices by MakePlanar, namely $|V'_{\text{MP}}| \leq 2k - 1$, since there exist only gap-1 chords in the lower area of the picked edge. The total number of inner vertices becomes at most

$$n + \sum_{i=1}^{t} (2k_i - 1) = n + 2 \sum_{i=1}^{t} k_i - t \leq n + 2 \times 2n = 5n$$

where $t$ is the number of iterations and $k_i$ means that a gap-$k_i$ chord was picked in the $i$-th iteration. After all, $|\bar{V}^{\text{out}}_p \cup \bar{V}^{\text{in}}_p| \leq n + 5n = 6n$. \hfill $\Diamond$
Algorithm 1

**Input:** A circle graph $G_0^{\text{cir}} = (V_0^{\text{cir}}, E_0^{\text{cir}})$ obtained from a block graph.

**Task:** Output a plane gadget graph $\tilde{G}_p = (\tilde{V}_p^{\text{out}} \cup \tilde{V}_p^{\text{in}}, \tilde{E}_p, \tilde{K}_p, \tilde{L}_p)$ which satisfies $\tilde{V}_p^{\text{out}} = V_0^{\text{cir}}$

and the reachability among vertices in $\tilde{V}_p^{\text{out}}$ in $\tilde{G}_p$ is the same as $G_0^{\text{cir}}$.

1: initialize $t = 0$ \// loop counter
2: $\tilde{G}_0 = (\tilde{V}_0^{\text{out}} \cup V_0^{\text{cir}}, \tilde{E}_0, \tilde{K}_0, \tilde{L}_0)$ where $\tilde{V}_0^{\text{out}} \leftarrow V_0^{\text{cir}}, \tilde{V}_0 \leftarrow \emptyset, \tilde{E}_0 \leftarrow E_0^{\text{cir}}, \tilde{K}_0(e) \leftarrow \bot, \tilde{L}_0(e) \leftarrow \{0 \rightarrow \infty\}$ for each $e \in E_0^{\text{cir}}$, and $U_0 \leftarrow \tilde{V}_0^{\text{out}}$
3: for every $v \in \tilde{V}_0^{\text{out}}$, $e_0(v) \leftarrow 0, e_0^\text{out}(v) \leftarrow \infty, p_0(v) \leftarrow v$
4: while $\tilde{G}_t[U_t]$ has a lowest gap-$2^+$ chord do
5: pick a lowest gap-$2^+$ chord $e_t^*$
6: make a new vertex $u_t$
7: $\tilde{V}_{t+1} \leftarrow \tilde{V}_t \cup \{u_t\}$
8: $\tilde{E}_{t+1} \leftarrow (\tilde{E}_t \cup \{(t(e), v'_t), (v'_t, h(e)) \mid e \text{ crosses } e_+ \text{ or } e = e_*\}) \setminus \{e \mid e \text{ crosses } e_*\}$
9: $U_{t+1} \leftarrow (U_t \cup \{u_t\}) \setminus C_{\tilde{G}_t[U_t]}(t(e^*_t), h(e^*_t))$
10: use MakePlanar to make the lower area of $e_t^*$ planar and update $\tilde{V}_{t+1}, \tilde{E}_{t+1}$ and $\tilde{K}_{t+1}$
11: change the labels by using Algorithm 2 for keeping reachability
12: output $\tilde{G}_{t+1}[C_{\tilde{G}_t[U_t]}(t(e^*_t), h(e^*_t))] \cup \{u_t\} \cup V_{\text{mp}}$, which is the lower area of $e_t^*$
13: $t \leftarrow t + 1$
14: end while
15: use MakePlanar to make $\tilde{G}_t[U_t]$ planar and assign labels by line 17-24 of Algorithm 2.
16: output $\tilde{G}_t[U_t \cup V_{\text{mp}}]$

Now we explain Algorithm 2 describing how to assign labels to $\tilde{G}_{t+1}$ constructed in Algorithm 1. For each outer vertex $v \in \tilde{V}_0^{\text{out}}$, we keep three attributes $p^t(v), e^t_{\text{in}}(v)$ and $e^t_{\text{out}}(v)$, and we call them \text{parent}, in-level and out-level respectively. We calculate these values from line 2 to 7 and line 25 to 27. $p^t(v)$ is a vertex belonging to the circle graph part of $\tilde{G}_t$, namely $p^t(v) \in U_t$. From the algorithm, we can show that there are token tours from $v$ to $p^t(v)$ and/or from $p^t(v)$ to $v$. For the token tour from $v$ to $p^t(v)$, the final level of the token becomes $e^t_{\text{in}}(v)$. On the other hand, for the token tour from $p^t(v)$, it is enough to have $e^t_{\text{out}}(v)$ as an initial level to reach $v$. We will show these facts implicitly in the proof of Lemma 8.

At the beginning of each iteration of Algorithm 1, we choose a lowest gap-$2^+$ chord $e_1^*$. We collect vertices in $U_1$ which are endpoints for some edges crossing with $e_1^*$, and we refer to the vertices among them which are in the lower area of $e_1^*$ as $S^t$ and the vertices in the upper area of $e_1^*$ as $S^u$ (see Figure 6(a) and line 2). Next we collect vertices whose parents are in $S^t$ (resp., $S^u$), and we denote them by $T^t$ (resp., $T^u$) (line 3). Let $x^t$ and $y^t$ be vertices whose parents are $t(e_x^*)$ and $h(e_y^*)$ respectively. We assign indices to the vertices in $T^u$ and $T^t$ such that the nearer to $x^t$ a vertex is located, the larger the index the vertex has (see Figure 6(b)). We regard $T^t$ as a sequence $(t^t_1, t^t_2, \ldots, t^t_{T^t})$, and $T^u$ as a sequence $(t^u_1, t^u_2, \ldots, t^u_{T^u})$. For each vertex $t^t_1$ in $T^t$, we calculate $\ell^t_{\text{in}}(t^t_1)$ and $\ell^t_{\text{out}}(t^t_1)$ in Algorithm 3. From line 1 to 4, we decide temporary values of $\ell^t_{\text{in}}(t^t_1)$ and $\ell^t_{\text{out}}(t^t_1)$ according to reachability among vertices in $T^t$ and $T^u$ in $G_0^{\text{cir}}$. When $t^u_j$ has the maximum index among vertices that $t^t_1$ can reach in $T^u$, we let $\ell^t_{\text{in}}(t^t_1) = j + i/n$. When $t^u_j$ has the minimum index among vertices which can reach $t^t_1$ in $T^u$, we let $\ell^t_{\text{out}}(t^t_1) = j + i/n$. The term $i/n$ is for breaking ties. In the next-for-loop, we change the in- and out-levels so that the in-level of the larger indexed vertex is larger than the out-level of the smaller indexed vertex. If there exists a vertex $t^t_{j_1}$ such that $i > j$ and $\ell^t_{\text{out}}(t^t_{j_1}) > \ell^t_{\text{in}}(t^t_1)$, then we let $\Delta = (\ell^t_{\text{out}}(t^t_{j_1}) - j/n) - (\ell^t_{\text{in}}(t^t_1) - i/n)$ and add $\Delta$ to $\ell^t_{\text{in}}(t^t_1)$ and $\ell^t_{\text{out}}(t^t_1)$. For preserving the magnitude relationship between in- and out-levels.
Algorithm 2

Task: Set $\tilde{L}_{t+1}$ so that $\tilde{G}_{t+1}$ has the same reachability as $\tilde{G}_t$

1. For every edge $e$ appearing in both $\tilde{G}_t$ and $\tilde{G}_{t+1}$, let $\tilde{L}_{t+1}(e) = \tilde{L}_t(e)$.
2. $S^t$ (resp., $S^u$) $\leftarrow \{ v \in U \mid \exists e \in \tilde{E}_t$ s.t. $e$ crosses $e_*, t(e) = v$ or $h(e) = v, and v is at the lower (resp., upper) area of $e_* \}$
3. $T^\ell$ (resp., $T^u$) $\leftarrow \{ v \in V^\circ \mid p^\ell(v) \in S^\ell$ (resp. $S^u)\}$
4. Fix any vertices $x', y' \in V^\circ$ such that $p^\ell(x') = t(e_*), p^\ell(y') = h(e_*)$.
5. Set an order to $T^\ell$ according to the order appearing in $C_{G_0^\circ}[y', x']$. We regard $T^\ell$ as a sequence $(t^\ell_1, t^\ell_2, \ldots, t^\ell_{|T^\ell|})$ (see Figure 6(b)).
6. Set an order to $T^u$ in the same way as $T^\ell$ but according to the tour along the other arc.
7. Use Algorithm 3 for calculating $\ell^\ell_{in}+1(v)$ and $\ell^\ell_{out}+1(v)$ for all $v \in T^\ell$.
8. for $u \in S^\ell$ do
9. $\tilde{L}_{t+1}(u, v^\ell_1) \leftarrow \{ \ell^\ell_{in}(v) \rightarrow \ell^\ell_{in}+1(v) \mid p^\ell(v) = u \}$
10. $\tilde{L}_{t+1}(v^\ell_1, u) \leftarrow \{ \ell^\ell_{out}(v) \rightarrow \ell^\ell_{out}(v) \mid p^\ell(v) = u \}$
end for
12. for $u \in S^u$ do
13. $\tilde{L}_{t+1}(u, v^u_1) \leftarrow \{ \ell^u_{in}(v) \rightarrow \max_{t \in T^\ell} \{ \ell^u_{in}(t^\ell_i) \mid (t^\ell_i, t^\ell_j) \in E^\circ \}$ $t^u_i \in T^u$ and $p^\ell(t^\ell_i) = u \}$
14. $\tilde{L}_{t+1}(v^u_1, u) \leftarrow \{ \min_{t \in T^\ell} \{ \ell^u_{in}(t^\ell_i) \mid (t^\ell_i, t^\ell_j) \in E^\circ \} \rightarrow \ell^u_{out}(t^\ell_i) \}$ $t^u_i \in T^u$ and $p^\ell(t^\ell_i) = u \}$
end for
16. $\tilde{L}_{t+1}(t(e_*), v^\ell_1) \leftarrow \{ \infty \rightarrow 0 \}$, $\tilde{L}_{t+1}(v^u_1, h(e_*)) \leftarrow \{ \infty \rightarrow 0 \}$
17. for all edge $e$ created by MakePlanar do
18. Let $e'$ be the original edge of $e$
19. if $t(e) = t(e')$ then
20. $\tilde{L}_{t+1}(e) \leftarrow \{ a \rightarrow b \mid a \rightarrow b \in \tilde{L}_t(e') \}$
21. else
22. $\tilde{L}_{t+1}(e) \leftarrow \{ b \rightarrow a \mid a \rightarrow b \in \tilde{L}_t(e') \}$
23. end if
24. end for
25. for $v \in \{ w \in U_t \mid w is at the lower area of e_* \}$ do
26. $p^\ell_{in}+1(v) = u^\ell_1$
27. end for
28. Unchanged $\ell^u_{in}(\cdot), \ell^u_{out}(\cdot)$ and $p^\ell(\cdot)$ will be taken over to $\ell^\ell_{in}+1(\cdot), \ell^\ell_{out}+1(\cdot)$ and $p^\ell+1(\cdot)$.

Algorithm 3

Task: Calculate $\ell^\ell_{in}+1(v)$ and $\ell^\ell_{out}+1(v)$ for all $v \in T^\ell$.
1. for $i \in [1, |T^\ell|]$ do
2. $\ell^\ell_{in}+1(t^\ell_i) \leftarrow \max\{ j \mid (t^\ell_j, t^\ell_i) \in E^\circ, t^u_j \in T^u \} + i/n$
3. $\ell^\ell_{out}+1(t^\ell_i) \leftarrow \min\{ j \mid (t^\ell_j, t^\ell_i) \in E^\circ, t^u_j \in T^u \} + i/n$
4. end for
5. for $i = 1$ to $|T^\ell|$ do
6. $\Delta \leftarrow \max(0, \max\{ \ell^\ell_{out}+1(t^\ell_j) - j/n \mid 1 \leq j < i \} - (\ell^\ell_{in}+1(t^\ell_i) - i/n))$
7. for $k \in [i, |T^\ell|]$ do
8. $\ell^\ell_{in}+1(t^\ell_k) \leftarrow \ell^\ell_{in}+1(t^\ell_k) + \Delta$
9. $\ell^\ell_{out}+1(t^\ell_k) \leftarrow \ell^\ell_{out}+1(t^\ell_k) + \Delta$
end for
10. end for
11. end for
of $t_i^k$ and those of $t_i^k (k > i)$, we also add $\Delta$ to $\ell_{in}^{t+1}(t_i^k)$ and $\ell_{out}^{t+1}(t_i^k)$.

Back to Algorithm 2. From line 8 to 16, we assign labels to edges newly appearing in $\tilde{G}_{t+1}$. Let $v$ be any vertex in $T^t$. For edges in the lower area of $e_i^t$, the edge $(p^t(v), v_i^t)$ has a label $\ell_{in}^t(v) \rightarrow \ell_{in}^{t+1}(v)$ (line 9), and the edge $(v_i^t, p^t(v))$ has a label $\ell_{out}^{t+1}(v) \rightarrow \ell_{out}^t(v)$ (line 10). Consider edges in the upper area of $e_i^t$. Let $v$ be any vertex in $T^u$. The edge $(p^t(v), v_i^t)$ has a label $\ell_{in}^t(v) \rightarrow \ell_{max}$ where $\ell_{max}$ is the maximum in-level of vertices in $T^t$ that can reach $v$ (line 13). The edge $(v_i^t, p^t(v))$ has a label $\ell_{min} \rightarrow \ell_{out}^t(v)$ where $\ell_{min}$ is the minimum out-level of vertices in $T^u$ that $v$ can reach (line 14). The edges $(t(e_i^t), v_i^t)$ and $(v_i^t, h(e_i^t))$ have only one label $\infty \rightarrow 0$, which prohibits using these edges (line 16).

From line 17 to 24, we assign labels to edges made by $\text{MakePlanar}$. For every edge $(u, v)$ in the lower area of $e_i^t$, the edge $(u, v)$ might be divided into some edges, for instance $(u, w_1), (w_1, w_2), \ldots, (w_k, v)$ by $\text{MakePlanar}$. In this case, when $(u, v)$ has a label $a \rightarrow b$, $(u, w_1)$ has a label $a \rightarrow b$ and the other edges have labels $b \rightarrow b$.

From line 25 to 27, we update the parents of the vertices in the lower area of $e_i^t$. For each vertex $v$ in $U_t$ and in the lower area of $e_i^t$, we let $p^t(v) = v_i^t$.

The following lemma shows that paths in $\tilde{G}_0$ remain in $\tilde{G}_t$ for every $t$.

**Lemma 8.** For any $t$ in Algorithm 1, if there exists an edge from $x$ toward $y$ in $\tilde{G}_0$, then there exists a token tour from $x$ to $y$ in $\tilde{G}_t$ whose length is at most $2t+1$.

The following lemma shows the other direction: if there exists a token tour from $x$ to $y$ in the gadget graph, then there exists a path from $x$ to $y$ in the circle graph. From Lemma 4, it is enough to prove the following Lemma.

**Lemma 9.** For any $t$ and $x, y \in V_{0}^{\text{cir}}$, if there exists a token tour from $x$ to $y$ in $\tilde{G}_t$, then there exists a traversable edge sequence $(e_1, \ldots, e_k)$ in $G_{0}^{\text{cir}}$ such that $t(e_1) = x$ and $h(e_k) = y$.

We analyze the space and time complexity of Algorithm 1. Note that, for saving computation space, we do not implement the Algorithm straightforwardly in some points. We begin with the space complexity. We regard the circle graph $G_{0}^{\text{cir}} = (V_{0}^{\text{cir}}, E_{0}^{\text{cir}})$ as the input. For every $v \in V_{0}^{\text{cir}}$, we keep three attributes $\ell_{in}^t(v), \ell_{out}^t(v)$ and $p^t(v)$ in step $t$. The in- and out-levels are rational numbers that have the form of $i + j/n$. Thus we keep two integers $i$ and $j$ for each in- and out-level. We use $O(n)$ space for preserving them. In step
t, we also keep $U_t$ by using $\tilde{O}(n)$ space. We need $\tilde{G}_t[U_t]$, but we do not keep $\tilde{E}_t$ explicitly. For $u, v \in U_t$, whether there exists an edge $(u, v)$ in $\tilde{G}_t[U_t]$ is equivalent to whether there exists an edge $(x, y)$ in $E^\text{ir}_t$ such that $p'(x) = u$ and $p'(y) = v$. Since $E^\text{ir}_t$ is included in the input, we could calculate it with $\tilde{O}(1)$ space. We keep no other information throughout the Algorithm. The number of edges in $\tilde{G}_t[U_t]$ is at most $2|U_t| = O(n^2)$. Thus, for line 4 and 5, we can find a lowest gap-$2^5$ chord by using $\tilde{O}(1)$ space. For line 7 and 9, we use only $\tilde{O}(1)$ space for updating $V_t$ and $U_t$. For line 8, we ignore the edges in the upper area of $e^*_t$ (these edges belong to $G_{t+1}[U_{t+1}]$, thus we have no need to keep them). For the edges in the lower area of $e^*_t$, since there exist only gap-1 chords in the area, the number of edges in the area is $O(n)$. We use $\tilde{O}(n)$ space for temporarily keeping them. In MakePlanar (line 10), we look through them, and find crossing points and resolve them and set $K_{t+1}(-)$ by using $\tilde{O}(n)$ space.

Now we consider Algorithm 2. The number of edges in $\tilde{G}_t[U_t]$ is at most $2|U_t| = O(n^2)$. Thus, for line 2, we can find $S^\ell$ and $S^u$ by using $\tilde{O}(1)$ space, and we use $\tilde{O}(n)$ space for keeping them. For line 3 to 6, since $|T^\ell|, |T^u| = O(n)$, we also use $\tilde{O}(n)$ for keeping $T^\ell$ and $T^u$. In addition, we use $\tilde{O}(n)$ space for calculating $\ell^{t+1}_\text{in}(v)$ and $\ell^{t+1}_\text{out}(v)$ for all $v \in T^\ell$. In Algorithm 3, we use $\tilde{O}(1)$ space for each operation and the length of for-loops is $O(n)$. Thus we use $\tilde{O}(1)$ space in all. For line 8 to 11, we only refer to in- and out-levels that we are keeping. For line 12 to 15, we do not keep and ignore the labels belonging to edges in the upper area. For line 18 to 24, we check whether an edge in the lower area was divided by MakePlanar and we use additional $\tilde{O}(1)$ space. For line 25 to 27, we can find all vertices in the lower area of $e^*_t$ by using $\tilde{O}(n)$ space, and we use additional $\tilde{O}(1)$ space for updating $p^{t+1}(-)$.

We go back to Algorithm 1. For line 12, we output the information of the vertices, edges, labels and values of the path function in the lower area of $e^*_t$. Here we have to calculate the labels on the gap-1 chords (other information is preserved now). Let the gap-1 chord be $(v^\ell, v^u)$. If $p < q$, this edge was made in step $q$ and the labels on the edge were calculated at line 13 of Algorithm 2. Thus, for any $v \in V^\text{ir}_0$ such that $p'(v) = v^\ell$, we calculate $\ell^\text{out} = \max_{t \in V^\text{ir}_0, p'(t') = v^\ell} \{|t| \in E^\text{ir}_0 \},$ and $\ell^\text{in}_\text{out}(v) \to \ell^\text{out}$ becomes one of the labels on the edge (if the vertex $v$ is not in $T^u$, $\ell^\text{out}$ is not defined and a label for $v$ does not exist). On the other hand, if $p > q$, this edge was made in step $p$ and the labels on the edge were calculated at line 14 of Algorithm 2. Thus, for any $v \in V^\text{ir}_0$ such that $p'(v) = v^u$, we calculate $\ell^\text{in} = \min_{t \in V^\text{ir}_0, p'(t') = v^u} \{|t| \in E^\text{ir}_0 \},$ and $\ell^\text{in} \to \ell^\text{out}(v)$ becomes one of the labels on the edge (if the vertex $v$ is not in $T^u$, $\ell^\text{in}$ is not defined and a label for $v$ does not exist). We use additional $\tilde{O}(1)$ space for these calculation. For line 15, we trace line 10 to 12. In total, we use $\tilde{O}(n)$ space.

Next consider the time complexity. In Lemma 7, we proved that the while-loop at line 4 stops after at most $n$ steps. Since the sizes of $U_t, S^\ell, S^u, T^\ell$ and $T^u$ are all $O(n)$, every operation in the Algorithms takes $\text{poly}(n)$ time. Thus this algorithm runs in polynomial time.

**Lemma 10.** Algorithm 1 runs in polynomial time with using $\tilde{O}(n)$ space.

From Lemma 8, 9 and 10, we can obtain $\tilde{G}_n$ with $\tilde{O}(n) = \tilde{O}(N^{1/3})$ space and polynomial time. By applying PlanarReach to the plane gadget graph with $O(N^{2/3})$ vertices, we can prove Theorem 2.
4 Conclusion

We presented an $\tilde{O}(n^{1/3})$ space algorithm for the grid graph reachability problem. The most natural question is whether we can apply our algorithm to the planar graph reachability problem. Although the directed planar reachability is reduced to the directed reachability on grid graphs [1], the reduction blows up the size of the graph by a large polynomial factor and hence it is not useful. Moreover, it is known that there exist planar graphs that require quadratic grid area for embedding [10]. However we do not have to stick to grid graphs. We can apply our algorithm to graphs which can be divided into small blocks efficiently. For instance we can use our algorithm for king’s graphs [6]. More directly, for using our algorithm, it is enough to design an algorithm that divides a planar graph into small blocks efficiently.
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1  Introduction

In 1917, Soichi Kakeya posed the following problem: What is the minimum area region in the plane in which a needle of length 1 can be turned through 360° continuously, and return to its initial position [6]? For convex regions, the problem was solved by Pál [8], who showed that the solution is the equilateral triangle of height one, having area $1/\sqrt{3}$. For the general case, Besicovitch gave the surprising answer that one could rotate a needle using an arbitrary small area [2, 3]. Kakeya-type problems have received considerable attention in the literature, as there are strong connections to problems in number theory [4], geometric combinatorics [10], arithmetic combinatorics [7], oscillatory integrals, and the analysis of dispersive and wave equations [9].

If one generalizes the problem for convex regions slightly, and asks for the smallest convex region in which a given convex shape $P$ can be turned through 360°, the problem seems to be still wide open: the answer is not even known when $P$ is an equilateral triangle or a square.

In this paper, we consider a “reverse” version of the problem, where the convex compact shapes $P$ and $Q$ are already given, and we ask: how large can we make $P$ such that it can turn through 360° inside $Q$?

Let’s assume that the origin is in the interior of $P$, and denote $P$ rotated by $\theta$ around the origin by $P_\theta$. Being able to turn $P$ inside $Q$ obviously implies that $P_\theta$ can be translated into $Q$ for any orientation $\theta$. Is this condition also sufficient?

In his 1921 paper solving the convex case of the Kakeya problem, Pál [8] conjectured that this is the case. Intriguingly, the paper contains a footnote added during the proof stage, stating that Harald Bohr had proven this conjecture. Unfortunately, this proof seems to have never been published, and we have not been able to find another proof in the literature. We also do not know how exactly Pál defined “turning” in this context: Is the angle changing in a strictly monotone way, or merely monotonically?

We therefore prove a stronger version of Pál’s conjecture: For a given angle $\theta$, let $\lambda(\theta)$ be the largest scaling factor such that $\lambda(\theta)P_\theta$ can be translated into $Q$. We prove that the function $\theta \mapsto \lambda(\theta)$ is continuous, and show that there is a continuous function $\tau: [0, 2\pi] \rightarrow \mathbb{R}^2$ such that $\lambda(\theta)P_\theta + \tau(\theta) \subseteq Q$. In other words, $P$ can be rotated, while continuously scaling and translating it to maintain the largest possible size that will fit inside $Q$ at that orientation.

Our result implies Pál’s conjecture: If $P_\theta$ can be translated into $Q$ for any $\theta$, then $\lambda(\theta)$ is always at least one, and so $P_\theta + \tau(\theta)$ is a continuous motion that turns $P$ inside $Q$.

When $P$ and $Q$ are convex polygons, then our problem is closely related to work by Agarwal et al. [1]. They showed that the set of all similar copies of a convex $m$-gon $P$ that lie in a given convex $n$-gon $Q$ can be represented as a convex polytope $F$ of complexity $O(mn^2)$ in $\mathbb{R}^4$. (A similar copy of a shape $P$ is the image of $P$ under scaling and translation.) One can project $F$ onto a plane representing the scaling and rotation of $P$, and obtains a convex polygon $\mathcal{F}$, again of complexity $O(mn^2)$, whose boundary corresponds to points $(\theta, \lambda)$ where $\lambda P_\theta \subseteq Q$ and $\lambda = \lambda(\theta)$. In other words, the boundary of $\mathcal{F}$ immediately gives a description of the function $\theta \mapsto \lambda(\theta)$.

Agarwal et al. give a construction of a convex $m$-gon $P$ and a convex $n$-gon $Q$ such that there are $\Theta(mn^2)$ placements of similar copies of $P$ inscribed into $Q$ and realizing distinct
sets of vertex-edge contacts. This implies that the complexity of \( F \) is \( \Theta(mn^2) \). However, their construction does not give a lower bound on the complexity of the projection \( P \) (which is equal to the complexity of the function \( \theta \mapsto \lambda(\theta) \)), since not all the placements in their construction are maximal.

We construct a convex \( m \)-gon \( P \) and a convex \( n \)-gon \( Q \) such that there are \( \Theta(mn^2) \) maximal similar placements of \( P \) inscribed to \( Q \). This implies that the complexity of \( P \), and therefore the complexity of the function \( \theta \mapsto \lambda(\theta) \), is \( \Theta(mn^2) \). For the special case of \( P \) being an equilateral triangle, our lower bound construction gives a convex \( n \)-gon \( Q \) that has \( \Theta(n^2) \) combinatorially distinct inscribed maximal equilateral triangles. This implies that it may be difficult to improve on the quadratic-time algorithm for finding the largest equilateral triangle inscribed to a convex polygon by DePano et al. [5].

On the algorithmic side, Agarwal et al. give an \( O(mn^2 \log n) \) time algorithm that computes \( F \) and its projection \( P \). From \( F \) and \( P \), we can construct the functions \( \theta \mapsto \lambda(\theta) \) and \( \theta \mapsto \tau(\theta) \). Given these functions, we can then answer questions such as:

1. What is the largest similar copy of \( P \) inscribed into \( Q \)? The answer to this question is given by the maximum of \( \lambda(\theta) \), and its computation was the goal of Agarwal et al.
2. What is the largest similar copy of \( P \) that can be turned through \( 360^\circ \) inside \( Q \)? This question is answered by the minimum of \( \lambda(\theta) \).

To better understand the geometry of the problem, we give a purely geometric characterization of the local minima of \( \theta \mapsto \lambda(\theta) \), leading to a necessary condition for the solution to question 2.

Finally, we consider the following problem: Given a triangle \( Q \), how can we place one point on each of its edges such that the diameter of the resulting three-point set is minimized? We prove that if \( Q \) has no angle larger than \( 120^\circ \), then the answer is given by the corners of the largest equilateral triangle that can be turned inside \( Q \) (that is, the solution to question 2 above). This equilateral triangle can be found by constructing the first isodynamic point of \( Q \).

## 2 Parameterization

Throughout this paper, \( P \) and \( Q \) are fixed convex compact shapes in the plane, with the origin contained in the interior of \( P \). For \( \theta \in [0, 2\pi] \), let \( P_\theta \) be \( P \) rotated counter-clockwise by angle \( \theta \) around the origin.

We will parameterize all the scaled, rotated, and translated placements of \( P \) as points in \( \mathbb{R}^4 \), as follows. For \( \theta \in [0, 2\pi] \) and \( \lambda \geq 0 \), we define

\[
\begin{align*}
    s & := \lambda \cos \theta, \\
    t & := \lambda \sin \theta.
\end{align*}
\]

For \((s, t, x, y) \in \mathbb{R}^4\), we define the affine map \( \phi = \Phi(s, t, x, y) : \mathbb{R}^2 \mapsto \mathbb{R}^2 \) as follows:

\[
\phi(u) = \begin{pmatrix} s & t \\ -t & s \end{pmatrix} \cdot u + \begin{pmatrix} x \\ y \end{pmatrix} = \lambda \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \cdot u + \begin{pmatrix} x \\ y \end{pmatrix}.
\]

In other words, \( \phi \) rotates by \( \theta \) around the origin, scales by \( \lambda \), and finally translates by \((x, y)\).

We now define the set \( F \subset \mathbb{R}^4 \) to correspond to all those \( \phi \) such that \( \phi(P) \subseteq Q \). Formally,

\[
F = \{(s, t, x, y) \mid \Phi(s, t, x, y)(P) \subseteq Q\}.
\]
The Reverse Kakeya Problem

Lemma 1. The set $F$ is a compact convex set in $\mathbb{R}^4$.

Proof. For each point $p \in P$ and each closed halfspace $h$ containing $Q$, define the set $H_{p,h} \subset \mathbb{R}^4$ of all the maps $\phi$ such that $\phi(p) \in h$. Since $\Phi$ is an affine map and $h$ is a halfspace, $\phi(p) \in h$ is a linear constraint in the variables $s, t, x, y$, and so $H_{p,h}$ is a closed halfspace in $\mathbb{R}^4$.

We claim that $F = \bigcap H_{p,h}$. Obviously, for any $\phi \in F$, $p \in P$, and $h \supset Q$ we have $\phi(p) \in h$, so it remains to prove the other direction. Consider a $\phi \notin F$. This means that $\phi(P)$ contains a point $\phi(p) \notin Q$. Since $Q$ is a compact convex set, this implies that there is a halfspace $h$ containing $Q$ but not containing $\phi(p)$. It follows that $\phi \notin H_{p,h}$.

As the intersection of closed convex sets, $F$ is closed and convex. Since $s^2 + t^2 = \lambda^2$ and for sufficiently large $\lambda$ we can never translate $\lambda P$ into $Q$ (for instance, when $\lambda$ is larger than the ratio of the diameters of the two shapes), $s$ and $t$ are bounded. Finally, for $(x, y) \notin Q$, we always have $\phi(P) \subset Q$ because $P$ contains the origin, and so $x$ and $y$ are bounded. \hfill $\blacksquare$

We now define the set $P \subset \mathbb{R}^2$ as the projection of $F$ onto the $(s,t)$-plane. By Lemma 1, $P$ is a compact convex set in the plane. Note that a pair $(s,t)$ corresponds uniquely to a pair $(\lambda, \theta)$ and lies in $P$ if and only if there are $(x,y) \in \mathbb{R}^2$ such that $(s,t,x,y) \in F$. In other words, whenever $\lambda P_\theta$ can be translated into $Q$.

The origin lies in the interior of $P$, since for small enough $\lambda$ we can always translate $P_\theta$ into $Q$ (for instance if $\lambda$ is smaller than the ratio of the largest inscribed circle of $Q$ and the smallest circumscribed circle of $P$).

Consider now a fixed $\theta \in [0,2\pi]$. The set of $(s,t)$ corresponding to $(\lambda, \theta)$, for $\lambda \geq 0$, is the ray from the origin with orientation $\theta$ in the $(s,t)$-plane. Since $P$ is convex and the origin lies in its interior, this ray intersects the boundary of $P$ in a single point $(s_\theta, t_\theta)$. We set $\lambda(\theta) := \sqrt{s_\theta^2 + t_\theta^2}$. By definition of $F$ and $P$, $\lambda(\theta)$ is the largest scaling factor such that $\lambda(\theta) P_\theta$ can be translated into $Q$.

Lemma 2. The function $\lambda: [0,2\pi] \to \mathbb{R}$ is continuous.

Proof. We show that $\theta \mapsto (s_\theta, t_\theta)$ is continuous, this implies the lemma. Assume for a contradiction, that there is a $\theta$ and an $\varepsilon > 0$ such that for every $\delta > 0$ there exists a $\theta_i$ with $|\theta - \theta_i| < 1/i$ such that the distance between $(s_\theta, t_\theta)$ and $(s_{\theta_i}, t_{\theta_i})$ is at least $\varepsilon$. The points $(s_{\theta_i}, t_{\theta_i})$ all lie on the boundary of $P$, so compactness of $P$ implies that there is a subsequence that converges to some $(s,t)$ on the boundary of $P$. This means we can write $(s,t) = (s_{\theta'}, t_{\theta'})$ for some $\theta' \neq \theta$. Since the origin lies in the interior of $P$, there is a disk of radius $\rho > 0$ around the origin that lies inside $P$. Let $\delta = |\theta - \theta'|$. For $i > 2/\delta$, we have $|\theta_i - \theta'| > \delta/2$. Since $(s_{\theta_i}, t_{\theta_i})$ and $(s_{\theta'}, t_{\theta'})$ both have distance at least $\rho$ from the origin, their distance is lower-bounded in terms of $\rho$ and $\delta$, contradicting the existence of the subsequence converging to $(s_{\theta'}, t_{\theta'})$. \hfill $\blacksquare$

To simplify the notation, let’s define $P^* = \lambda(\theta) P_\theta$. Our goal is to find a continuous function $\tau: [0,2\pi] \to \mathbb{R}^2$ such that $P^* + \tau(\theta) \subseteq Q$.

3 The polygonal case

In this section we will assume that $P$ is a convex $m$-gon, while $Q$ is a convex $n$-gon. The set $F$ can then be described as the intersection of only $n \times m$ halfspaces in $\mathbb{R}^4$. Indeed, to ensure that $\phi(P) \subseteq Q$ it suffices to require that for each vertex $p$ of $P$ we have $\phi(p) \in Q$, which is equivalent to requiring that $\phi(p) \in h$ for each halfplane $h$ supporting an edge of $Q$. 
By the upper-bound theorem, $\mathcal{F}$ is thus a convex polytope in $\mathbb{R}^4$ of complexity $O(n^2m^2)$. In fact, Agarwal et al. [1] have shown that $\mathcal{F}$ has complexity $O(mn^2)$, and that it can be computed in time $O(mn^2 \log n)$.

The projection $\mathcal{P}$ is therefore a convex polygon with at most $O(mn^2)$ vertices. As we have seen in the previous section, its boundary encodes the function $\lambda(\theta)$.

It remains to define the continuous function $\theta \mapsto \tau(\theta)$. We proceed as follows: Each vertex $v$ of $\mathcal{P}$ is of the form $(s_\theta, t_\theta)$ for some $\theta$. This gives us the value of $\lambda(\theta)$ for this $\theta$. The vertex $v$ is the projection of at least one vertex $(s_\theta, t_\theta, x_\theta, y_\theta)$ of $\mathcal{F}$. We pick one such vertex and define $\tau(\theta) = (x_\theta, y_\theta)$. Finally, we interpolate linearly between these values along the segments connecting consecutive vertices in $\mathbb{R}^4$. By convexity of $\mathcal{F}$, these segments lie in $\mathcal{F}$ and are therefore feasible. Since each segment projects on an edge of $\mathcal{P}$, each point on a segment corresponds indeed to a translation of $P_\sigma^\ast$. The resulting function $\tau: [0, 2\pi] \to \mathbb{R}^2$ is continuous.

We observe that Agarwal et al. gave a simpler algorithm to compute the projection $\mathcal{P}$ in time $O(mn^2 \log n)$ without computing $\mathcal{F}$ first. It seems that this simpler algorithm is not sufficient for our purposes, as we need a vertex of $\mathcal{F}$ corresponding to each vertex of $\mathcal{P}$.

**Theorem 3.** Given a convex m-gon $P$ and a convex n-gon $Q$, we can in time $O(mn^2 \log n)$ compute the continuous function $\lambda(\theta)$ and a continuous function $\tau: [0, 2\pi] \to \mathbb{R}^2$ such that $P_\sigma^\ast + \tau(\theta) = \lambda(\theta)P_\sigma + \tau(\theta) \subseteq Q$.

### 4 The general case

The goal of this section is to generalize Theorem 3 to compact convex shapes. We start by investigating the nature of the set of feasible translations for a given angle $\theta$.

**Lemma 4.** For each $\theta \in [0, 2\pi]$, the set of feasible translations $T(\theta) := \{\tau \in \mathbb{R}^2 \mid P_\sigma^\ast + \tau \subseteq Q\}$ is either a point or a line segment.

**Proof.** Since $P_\sigma^\ast$ and $Q$ are convex, the set $T(\theta) = \{\tau \in \mathbb{R}^2 \mid P_\sigma^\ast + \tau \subseteq Q\}$ is convex. If $T(\theta)$ is neither a point nor a line segment, then we can find three distinct points $p, q, r \in T(\theta)$ that are not collinear. Set $\sigma = (p + q + r)/3$, and observe that $P_\sigma^\ast + \sigma$ lies strictly in the interior of $Q$. It follows that there is a $\delta > 0$ such that $(1 + \delta)P_\sigma^\ast + \sigma \subseteq Q$, contradicting the definition of $\lambda(\theta)$.

**Lemma 5.** For any $\theta \in [0, 2\pi]$ where $T(\theta)$ is a line segment, the boundary of $Q$ contains two line segments $e, e'$ that are parallel to the line segment $T(\theta)$. For any point $\sigma$ in the relative interior of $T(\theta)$ there is a $\delta > 0$ such that for any $\theta'$ with $|\theta - \theta'| < \delta$ there exists an $\sigma' \in T(\theta')$ such that the line $\sigma \sigma'$ is orthogonal to $T(\theta)$.

**Proof.** We assume that $T(\theta)$ is horizontal, and its endpoints are $(0, 0)$ and $\tau_1 = (x_1, 0)$. Among the points with the largest $y$-coordinate in $P_\sigma^\ast$, let $p_1$ be the leftmost one, and let $p_2$ be the rightmost one (where $p_1 = p_2$ is possible as well). Among the points with the smallest $y$-coordinate in $P_\sigma^\ast$, let $q_1$ and $q_2$ be the leftmost and the rightmost one. Since $P_\sigma^\ast \subseteq Q$ and $P_\sigma^\ast + \tau_1 \subseteq Q$, the convex hull $\mathcal{C}$ of $P_\sigma^\ast$ and $P_\sigma^\ast + \tau_1$ also lies in $Q$.

Let now $\sigma$ be any point in the relative interior of $T(\theta)$, that is $\sigma = (x, 0)$ with $0 < x < x_1$. The set $P_\sigma^\ast + \sigma$ lies in $\mathcal{C}$, and touches the boundary of $\mathcal{C}$ only on the horizontal segments $p_1(p_2 + \tau_1)$ and $q_1(q_2 + \tau_1)$. Thus, by definition of $\lambda(\theta)$, there must be a boundary point of $Q$ on the relative interior of both these segments. But $\mathcal{C} \subseteq Q$ implies that this is only possible if both $p_1(p_2 + \tau_1)$ and $q_1(q_2 + \tau_1)$ are part of the boundary of $Q$, forming the segments $e$ and $e'$.
Let $\mathcal{H}$ be the strip bounded by the horizontal lines through $e$ and $e'$, let $\mathcal{D}$ be the closure of $\mathcal{H} \setminus \mathcal{C}$, and let $P_0 := P_0^\theta + \sigma$. Since $\mathcal{D} \cap P_0 = \emptyset$, $\mathcal{D}$ is closed, and $P_0$ is compact, there is a $\rho > 0$ such that any point in $\mathcal{D}$ and any point in $P_0$ have distance at least $\rho$.

Let $D$ be the diameter of $P_0$, and let $W$ be the width of the strip $\mathcal{H}$. Let
\[
\delta < \min \left( \frac{W}{4D}, \frac{\rho}{8D}, \frac{\rho W}{32D^2} \right),
\]
and consider $\theta'$ with $|\theta - \theta'| < \delta$. We will show that there is a $y$ such that the translation $\sigma' = (x, y) \in T(\theta')$.

We first obtain $P_1 := \lambda(\theta)P_0 + \sigma$ from $P_0 = P_0^\theta + \sigma$ by a rotation around point $\sigma$ by an angle smaller than $\delta$. Let $W'$ be the vertical width of the set $P_1$. We scale $P_1$ by factor $W/W'$ around $\sigma$, obtaining $P_2 = \frac{W'}{W}\lambda(\theta)P_0' + \sigma$ of vertical width $W$. Finally, we translate $P_2$ vertically by vector $(0, y)$ such that $P_2 = P_2 + (0, y) \subset \mathcal{H}$.

We claim that $P_3 = \frac{W'}{W}\lambda(\theta)P_0' + (x, y) \subset Q$. Since the vertical width of $P_3$ is $W$, this implies $\lambda(\theta') = \frac{W'}{W}\lambda(\theta)$, and so $P_3 = P_0' + (x, y)$, and the claim $\sigma' = (x, y) \in T(\theta')$ will follow.

During the rotation, each point of $P_0'$ travels a distance of at most $\delta D$. This implies that the Hausdorff distance of $P_0$ and $P_1$ is at most $\delta D < \rho/8$. Therefore
\[
W - 2\delta D \leq W' \leq W + 2\delta D,
\]
and so
\[
1 + \frac{2\delta D}{W} \geq \frac{W}{W'} \geq 1 - \frac{2\delta D}{W + 2\delta D}.
\]
Using $\delta \leq W/(4D)$ we have $2\delta D \leq W/2$, and so
\[
1 + 4\delta \frac{D}{W} \geq \frac{W}{W'} \geq 1 - \frac{4\delta D}{W + 2\delta D} \quad \text{implying} \quad 4\delta \frac{D}{W} \geq \frac{W}{W'} - 1 \geq \frac{4\delta D}{W + 2\delta D},
\]
and so
\[
\left| \frac{W}{W'} - 1 \right| \leq 4\delta \frac{D}{W}.
\]
During the scaling by factor $W/W'$, a point travels a distance of at most $|W/W' - 1| \cdot D$, which is bounded by $4\delta D^2/W < \rho/8$.

It follows that $P_2$ and $P_0$ have Hausdorff distance at most $\rho/8 + \rho/8 = \rho/4$. This implies in particular that the translation length $\tau \leq \rho/4$, which in turn implies that the Hausdorff distance of $P_3$ and $P_0$ is at most $\rho/2$.

There is no point of $\mathcal{D}$ within distance $\rho/2$ of $P_0$, so $P_3 \cap \mathcal{D} = \emptyset$. From $P_3 \subset \mathcal{C}$ then follows $P_3 \subset \mathcal{C} \subset Q$.

Let $S(\theta)$ be the two-dimensional affine subspace of $\mathbb{R}^4$ where the first two coordinates are $\lambda(\theta)\cos \theta$ and $\lambda(\theta)\sin \theta$. In other words,
\[
S(\theta) := \{ (\lambda(\theta)\cos \theta, \lambda(\theta)\sin \theta, x, y) \mid (x, y) \in \mathbb{R}^2 \}.
\]
Since the first two coordinates are constant, $S(\theta)$ is parallel to the $(x, y)$-plane in $\mathbb{R}^4$. We next set $T(\theta) := S(\theta) \cap \mathcal{T}$. Note that $T(\theta)$ is the projection of $\mathcal{T}(\theta)$ on the $(x, y)$-plane, or, put differently, $T(\theta)$ is $T(\theta)$ “lifted” to the two-dimensional affine subspace $S(\theta)$.

We define the function $\ell : [0, 2\pi] \to \mathbb{R}$ such that $\ell(\theta)$ is the length of the segment $T(\theta)$ (and zero when $T(\theta)$ is a point). Since $S(\theta)$ is parallel to the $(x, y)$-plane, $\ell(\theta)$ is also the length of the segment $\mathcal{T}(\theta)$. Finally, we define the function $m : [0, 2\pi] \to \mathbb{R}^4$ such that $m(\theta)$ is the midpoint of the segment $\mathcal{T}(\theta)$.

\textbf{Lemma 6.} The function $[0, 2\pi] \to m(\theta)$ is continuous.
Proof. Let’s assume for a contradiction that the claim is false. Then there exists a \( \theta \in [0, 2\pi] \) and an \( \varepsilon > 0 \) such that for every \( i \in \{1, 2, \ldots \} \) there is \( \theta_i \in [0, 2\pi] \) such that \( |\theta - \theta_i| < 1/i \) and \( |m(\theta) - m(\theta_i)| > \varepsilon \).

Let \( p_i \) and \( q_i \) be the endpoints of \( T(\theta_i) \). These points lie in the set \( S \cap F \), where \( S = \bigcup_{\theta \in [0, 2\pi]} S(\theta) \). Since \( S \) is closed and \( F \) is compact, the intersection \( S \cap F \) is compact, and so \( (p_i) \) and \( (q_i) \) have converging subsequences. To avoid double indices, we replace our sequence \( (\theta_i) \) by such a subsequence where both \( (p_i) \) and \( (q_i) \) converge, and set \( p := \lim_{i \to \infty} p_i \) and \( q := \lim_{i \to \infty} q_i \). By compactness, \( p, q \in S \cap F \). Since \( p_i, q_i \in S(\theta_i) \) and \( \lim_{i \to \infty} \theta_i = \theta \), we have \( p, q \in S(\theta) \), and so \( p, q \in S(\theta) \cap F = T(\theta) \). By continuity of vector addition, the midpoint \( m(\theta_i) \) of \( p_i, q_i \) converges to the midpoint \( m \) of \( pq \), that is, \( m = \lim_{i \to \infty} m(\theta_i) \).

Because \( |m(\theta) - m(\theta_i)| > \varepsilon \), we have \( |m(\theta) - m| \geq \varepsilon \). Since \( m(\theta) \) and \( m \) are on \( T(\theta) \), it follows that the segment \( T(\theta) \) has length at least \( \varepsilon \).

We now pick points \((s_0, t_0, x_1, y_1)\) and \((s_0, t_0, x_2, y_2)\) from the segment \( T(\theta) \) at distance \( \varepsilon/3 \) from the two endpoints, respectively, where \( s_0 = \lambda(\theta) \cos \theta \) and \( t_0 = \lambda(\theta) \sin \theta \). Let \( \sigma_1 := (x_1, y_1) \) and \( \sigma_2 := (x_2, y_2) \) be the projections of the two points onto \( T(\theta) \). By Lemma 5, there exists a \( \delta > 0 \) such that for any \( \theta' \in [0, 2\pi] \) with \( |\theta - \theta'| < \delta \) there exist points \( \sigma_1', \sigma_2' \in T(\theta') \) such that \( \sigma_1' \sigma_1 \) and \( \sigma_2' \sigma_2 \) are orthogonal to \( T(\theta') \). Since the segment \( \sigma_1' \sigma_2' \) is a subset of \( T(\theta') \), this implies that

\[
\ell(\theta') \geq |\sigma_1' \sigma_2'| \geq |\sigma_1 \sigma_2| = \ell(\theta) - \frac{2\varepsilon}{3}.
\]

It follows that for \( i > 1/\delta \), we have

\[
|p_i q_i| = \ell(\theta_i) \geq \frac{2\varepsilon}{3},
\]

which implies that the segment \( pq \) has length at least \( \ell(\theta) - 2\varepsilon/3 \).

Since the length of \( T(\theta) \) is \( \ell(\theta) \) and \( pq \) is a subset of \( T(\theta) \), the distance between the midpoint \( m \) of \( pq \) and the midpoint \( m(\theta) \) of \( T(\theta) \) is at most \( \varepsilon/3 \). This is a contradiction to the assumption that \( |m(\theta) - m(\theta_i)| > \varepsilon \) for all \( i \). \( \blacksquare \)

We now obtain our theorem by defining \( \tau(\theta) \) to be the midpoint of \( T(\theta) \), that is, the projection of \( m(\theta) \) on the \((x, y)\)-plane.

\textbf{Theorem 7.} For any compact convex shapes \( P \) and \( Q \), there exists a continuous function \( \tau : [0, 2\pi] \to \mathbb{R}^2 \) such that \( P'_\theta + \tau(\theta) = \lambda(\theta)P_\theta + \tau(\theta) \subseteq Q \).

Using the same proof idea as in Lemma 6, we can also show that the function \( \theta \mapsto \ell(\theta) \) is continuous.

## 5 Lower bounds

We now construct convex polygons \( P \) and \( Q \) such that there are many combinatorially distinct inscribed maximal similar placements of \( P \) in \( Q \). These imply identical lower bounds for the complexity of the polygon \( P \).

\textbf{Theorem 8.} For any \( n \) there is a convex \( n \)-gon \( Q \) such that there are \( \Theta(n^2) \) maximal placements of an equilateral triangle in \( Q \).

For any \( m \) and \( n \) there is a convex \( m \times n \) and a convex \( n \times m \) such that there are \( \Theta(mn^2) \) maximal similar placements of \( P \) in \( Q \).
We observe that \( \{ \) every corner. One corner is at \( \triangle \) must be an intermediate angle where one extreme and to a value strictly larger than one at the other extreme, implying that there along the interval where the triangle is contained in \( C_1 \) from polar coordinate \( 4\pi/3 - \beta \) to polar coordinate \( 4\pi/3 + \beta \), and \( n + 1 \) points \( q_0, q_1, \ldots, q_n \) regularly along the arc of \( C_1 \) from polar coordinate \( 5\pi/3 - \beta \) to polar coordinate \( 5\pi/3 + \beta \) (Figure 1 shows only one intermediate point). Finally, we place \( n + 2 \) points \( r_0, \ldots, r_{n+1} \) on an arc of length \( \varepsilon \) of \( C_2 \) around \( r \) (The points are exaggerated in the figure, as they would otherwise be indistinguishable from \( r \).

We now construct a polygon \( Q \) as the intersection of three groups of halfplanes as follows:

- the lower halfplanes with bounding lines \( r_0 r_1, r_1 r_2, r_2 r_3, \ldots, r_{n-1} r_n \);
- the upper halfplanes with bounding lines \( p_0 p_2, p_3 p_6, p_9 p_{10}, p_{13} p_{14}, \ldots, p_{n-1} p_n \);
- the upper halfplanes with bounding lines \( q_0 q_1, q_4 q_5, q_8 q_9, q_{12} q_{13}, \ldots, q_{n-2} q_{n} \).

We observe that \( r, p_j, q_j \) form an equilateral triangle of side length one for each \( j \in \{0, 1, \ldots, n\} \). The points \( p_1 \) and \( q_{n-1} \) lie outside \( Q \), the points \( p_3, p_4, p_7, p_8, p_{11}, p_{12}, \ldots, p_{n-2} \) and the points \( q_2, q_3, q_6, q_7, q_{10}, q_{11}, \ldots, q_{n-3} \) lie in the interior of \( Q \), and all other points lie on the boundary of \( Q \).

When \( \varepsilon \) is small enough, then the circles of radius one around each \( r_i \) intersect the boundary of \( Q \) in the same edges and in points very close to the intersection points with the circle \( C_1 \). This implies that for every \( i \in \{1, 2, \ldots, n\} \) and every \( j \in \{3, 7, 11, 15, \ldots, n-3\} \), there is an equilateral triangle \( \triangle_{ij} \) with side length one with one corner at \( r_i \) and two other corners very close to \( p_j \) and \( q_j \) in the interior of \( Q \). If we rotate \( \triangle_{ij} \) clockwise around \( r_i \), it will ultimately hit the edge supported by the line \( p_{j-2} p_{j-1} \) in a point close to \( p_{j-1} \), see Figure 2. If we rotate \( \triangle_{ij} \) counter-clockwise around \( r_i \), then it will ultimately hit the edge supported by the line \( q_{j+1} q_{j+2} \) in a point close to \( q_{j+1} \). Let \( f(\theta) \) and \( g(\theta) \) be the length of the ray from \( r_i \) to the boundary of \( Q \) along the two incident edges of \( \triangle_{ij} \), as we rotate along the interval where the triangle is contained in \( Q \). Each function evaluates to one at one extreme and to a value strictly larger than one at the other extreme, implying that there must be an intermediate angle where \( f(\theta) = g(\theta) > 1 \). At this orientation we can enlarge \( \triangle_{ij} \) to an equilateral triangle of side length \( f(\theta) = g(\theta) \) that touches the boundary of \( Q \) at every corner. One corner is at \( r_i \), the second touches an edge supported either by \( p_{j-2} p_{j-1} \)

![Figure 1](image-url) Construction of \( Q \) with many equilateral triangles inscribed.

**Proof.** Let \( rr' \) be a vertical segment of length one. Let \( C_1 \) be a unit radius circle with center \( r \), let \( C_2 \) be a unit radius circle with center \( r' \), see Figure 1. Let \( \beta = \pi/36 \) and assume \( n \equiv 2 \) (mod 4). We distribute \( n + 1 \) points \( p_0, p_1, \ldots, p_n \) regularly along the arc of \( C_1 \) from polar coordinate \( 4\pi/3 - \beta \) to polar coordinate \( 4\pi/3 + \beta \), and \( n + 1 \) points \( q_0, q_1, \ldots, q_n \) regularly along the arc of \( C_1 \) from polar coordinate \( 5\pi/3 - \beta \) to polar coordinate \( 5\pi/3 + \beta \) (Figure 1 shows only one intermediate point). Finally, we place \( n + 2 \) points \( r_0, \ldots, r_{n+1} \) on an arc of length \( \varepsilon \) of \( C_2 \) around \( r \) (The points are exaggerated in the figure, as they would otherwise be indistinguishable from \( r \).)
or \( p_j + 2p_{j+3} \), and the third touches an edge supported either by \( q_{j-3}q_{j-2} \) or by \( q_{j+1}q_{j+2} \). It follows that there are \( \Theta(n^2) \) combinatorially distinct such equilateral triangles. Each of them is maximal for the given orientation, since the slopes of the incident edges do not allow for the triangle to be translated in any way.

We will now generalize the construction to a convex \( m \)-gon \( P \). We first observe that the construction above will work for any sufficiently small value of \( \beta \). The polygon \( P \) is obtained by taking an equilateral triangle \( \triangle wu_0v_0 \) of side length one, rotating it \( m \) times around \( w \) by an angle \( \alpha < \pi/(6n) \), and taking the convex hull of these \( m+1 \) equilateral triangles \( \triangle wu_kv_k \), see the red polygon in Figure 3. The polygon \( Q \) is obtained as above, but with \( \beta < \alpha/12 \).

For every \( k \in \{0,1,\ldots,m\} \), every \( i \in \{1,\ldots,n\} \), and every \( j \in \{3,7,11,15,\ldots,n-3\} \), there is a placement of \( P \) such that \( w \) coincides with \( r_i \), \( u_k \) is very close to \( p_j \) in the interior of \( Q \), \( v_k \) is very close to \( q_j \) in the interior of \( Q \), and all other vertices of \( P \) lie well inside the interior of \( Q \). As in the previous construction, we can now slightly rotate and scale this placement to obtain a maximal placement of \( P \).

6 A geometric construction for triangles and the isodynamic point

We consider now the following question: Given convex polygons \( P \) and \( Q \), what is the largest scaling factor \( \lambda^* \) such that \( \lambda^*P \) can be fully turned inside \( Q \)? From the considerations of Section 2 follows that \( \lambda^* = \min_{0 \leq \theta < 2\pi} \lambda(\theta) \). In particular, \( \lambda^* \) is a local minimum of \( \theta \mapsto \lambda(\theta) \). We now give a geometric characterization of these local minima that will also allow us to construct them.

First we consider the case when \( P \) and \( Q \) are triangles. For a fixed \( \theta \), \( \lambda(\theta) \) can be computed by linear programming, with three variables \( \lambda, x, y \) for the translation and scaling, and \( 3 \times 3 \) constraints to keep all vertices of \( \lambda P + (x,y) \) inside \( Q \). This means that there is an optimal solution where at least three constraints are tight: either the three vertices of \( \lambda P + (x,y) \) lie on the three edges of \( Q \), or a vertex of \( \lambda P + (x,y) \) coincides with a vertex of \( Q \) and another vertex of \( \lambda P + (x,y) \) lies on an edge of \( Q \).
Consider now an angle $\theta_0 \in [0, 2\pi]$ where $\lambda$ has a local minimum, and let $\lambda_0 = \lambda(\theta_0)$. That implies there is an $\varepsilon > 0$ such that for $\theta_0 - \varepsilon < \theta < \theta_0 + \varepsilon$ we have $\lambda(\theta) \geq \lambda_0$. In other words, for $\theta \in [\theta_0 - \varepsilon, \theta_0 + \varepsilon]$, we can translate $\lambda_0 P_{\theta_0}$ into $Q$.

If a vertex $U$ of $\lambda_0 P_{\theta_0}$ coincides with a vertex of $Q$ and another vertex $V$ lies on an edge $e$ of $Q$, this is only possible if the segment $uv$ is orthogonal to $e$. In other words, an edge of $\lambda_0 P_{\theta_0} + (x, y)$ coincides with a height of $Q$. There are nine possible candidate placements of this form.

Otherwise, the three vertices $U, V, W$ of $\lambda_0 P_{\theta_0} + (x, y)$ must lie on the three edges $a, b, c$ of $Q$. We have the following lemma.

\begin{lemma}
If the vertices $U, V, W$ of a triangle $\triangle$ lie on the three edges $a, b, c$ of a triangle $Q$, but there exists an $\varepsilon > 0$ such that $\triangle \theta$ can be translated into $Q$ for all $-\varepsilon < \theta < \varepsilon$, then the normals to $a, b, c$ in $U, V, W$ meet in a point inside the circumcircle of $Q$. There is at most one such placement that is similar to a given triangle $P$.
\end{lemma}

\begin{proof}
Assume the normals do not meet in a point. Then pick a point $F$ in the interior of the only bounded cell in the arrangement of normals. Rotating $\triangle$ around $F$ will cause all vertices of $\triangle$ to leave $Q$, either for the clockwise or counter-clockwise rotation. So, for arbitrarily small $\theta$, there is a triangle $\triangle \theta$ that cannot be translated into $Q$, a contradiction.

Let now $A, B, C$ be the vertices of $Q$ such that $a = BC$, $b = AC$ and $c = AB$. Let $\alpha, \beta,$ and $\gamma$ be the triangle angles incident to $A, B$ and $C$, respectively. We are looking for a point $F \in \mathbb{R}^2$ such that the orthogonal projections of $F$ onto the edges $a$, $b$, and $c$ form a triangle $\bar{A}\bar{B}\bar{C}$ that is similar to the given triangle $P = \triangle UVW$, or, in other words, so that $\bar{A}\bar{B} : \bar{B}\bar{C} = UV : VW$ and $\bar{A}\bar{C} = UV : UW$. We first observe that if $F$ does not lie in the circumcircle of $Q$, then its orthogonal projection on at least one of the supporting lines of the edges of $Q$ does not lie on the edge, so $F$ must indeed lie inside the circumcircle.

Since $\angle ABF = \angle ACF = 90^\circ$, the points $B$ and $C$ lie on the circle with diameter $AF$, and so we have $\bar{B}\bar{C} = AF \sin \alpha$. With the same reasoning we obtain $\bar{C}\bar{A} = BF \sin \beta$ and
\[ \overline{AB} = CF \sin \gamma. \] This means that the point \( F \) is the point where the following holds:

\[
UV : VW = \overline{AB} : BC = CF \sin \gamma : AF \sin \alpha
\]
\[
UV : UW = \overline{AB} : \overline{AC} = CF \sin \gamma : BF \sin \beta
\]

It follows that the point \( F \) satisfies

\[
AF : CF = VW \sin \gamma : UV \sin \alpha
\]
\[
BF : CF = UW \sin \gamma : UV \sin \beta
\]

The points \( X \) with constant \( AX : CX \) lie on an Apollonius circle around a center \( H \) on the line \( AC \). The center lies outside the segment \( AC \) (and the circle degenerates to the bisector of \( A \) and \( C \) when \( AX : CX = 1 : 1 \)). Similarly, the points \( X \) with constant \( BX : CX \) lie on a circle around a center \( K \) on the line \( BC \), outside the segment \( BC \). The two circles intersect in at most two points \( F_1 \) and \( F_2 \). The two points are inverses of each other with respect to the circumcircle of \( Q \), so only one of them can lie inside the circumcircle. \( \square \)

Lemma 9 allows us to construct three more candidate placements for \( \lambda P_b \) inside \( Q \) (for the three circular assignments of vertices of \( P \) to the edges of \( Q \)). In total, we have 12 candidate placements, and the smallest feasible placement determines the bottleneck scaling factor \( \lambda^* \).

An interesting special case of Lemma 9 occurs when \( P \) is an equilateral triangle. In this case the point \( F \) of the lemma is a well-known triangle center, the first isodynamic point. The two isodynamic points of a triangle \( \triangle ABC \) (only the equilateral triangle has only one) can be defined as the points \( F \) whose orthogonal projections on the lines supporting the triangle edges form an equilateral triangle, or equivalently as the points \( F \) such that \( AF : BF : CF = 1/a : 1/b : 1/c \).

The geometric construction of Lemma 9 can also be applied to arbitrary convex polygons \( P \) and \( Q \). Again, the linear programming argument shows that for each \( \theta \), the placement of \( P_b^\theta = \lambda(\theta)P_b \) in \( Q \) satisfies three constraints with equality, so either three corners of \( P_b^\theta \) lie on three edges of \( Q \), or a vertex of \( P_b^\theta \) coincides with a vertex of \( Q \) and another vertex of \( P_b^\theta \) lies on an edge of \( Q \). We can thus look at all possible triples of corners of \( P \) and triples of edges of \( Q \), and geometrically construct candidate placements. The smallest feasible placement again determines \( \lambda^* \).

7 Minimizing the diameter of points on the edges of a triangle

Consider now the following problem: Given a triangle \( Q = \triangle ABC \), find three points \( u, v, w \), one on each edge of \( Q \), such that the diameter of the set \( \{u, v, w\} \) is minimized. Since the diameter of three points, one on each edge of \( Q \), is a continuous function defined on a compact domain, there exists a set of three points \( u, v, w \) that realizes the minimum diameter. Let us denote this minimal diameter by \( \nabla(Q) \).

We first claim that \( \nabla(Q) \leq \lambda^* = \min_{0 \leq \theta < 2\pi} \lambda(\theta) \), where \( \lambda \) is our well-known function for \( P \) an equilateral triangle of side length one and the given \( Q \).

Indeed, we saw in Section 6 that \( \lambda^* \) is attained either by an equilateral triangle that touches each edge of \( Q \), or by a height of \( Q \). In the first case we immediately get a candidate solution \( \{u, v, w\} \) of cost \( \lambda^* \). In the second case, let’s assume it’s the height \( h_A \) defined by \( A \) and its projection \( H_A \) on the edge \( a = BC \). Then we can choose \( u = H_A \) and pick \( v \) and \( w \) close to \( A \) on \( b \) and \( c \) for a candidate solution of cost smaller than \( \lambda^* \).
6:12 The Reverse Kakeya Problem

Theorem 10. If triangle $Q = \triangle ABC$ has no angle larger than 120°, then $\nabla(Q) = \lambda^*$. If its angle $\alpha > 120^\circ$, then $\nabla(Q)$ is given by the points $\{u, v, w\}$, where $u$ is the intersection of the angular bisector of $\alpha$ with the edge $a = BC$, and $v$ and $w$ are the orthogonal projections of $u$ onto $b = AC$ and $c = AB$.

Proof. Let’s first assume that $\alpha > 120^\circ$, and let $u, v, w$ be as stated (see Figure 4 (a)). Since $\alpha > 120^\circ$, we have $\angle uvw = 180^\circ - \alpha < 60^\circ$, and so $vw < uw = uv$, implying that the diameter of $\{u, v, w\}$ is $uw = uw$. Assume for a contradiction there is a point set $u' \in a$, $v' \in b$, $w' \in c$ whose diameter is at most $uv$. If $u'$ lies between $u$ and $C$, then its distance to the line $AB$ is larger than $uv = uv$; if $u'$ lies between $B$ and $u$, then its distance to the line $AC$ is larger than $uw$. In both cases we obtain a contradiction, so $u' = u$. Since $v$ and $w$ are the only points on $b$ and $c$ at distance at most $uv$ from $u$, we also have $v' = v$ and $w' = w$, proving the second part of the theorem.

Assume now that $Q$ has no angle larger than 120°, and let $u, v, w$ be a point set attaining the optimal diameter $\nabla(Q)$. Since (by an argument as above) $\nabla(Q)$ is less than the shortest height of $Q$, none of $u, v, w$ coincides with a vertex of $Q$.

We claim that $u, v, w$ form an isosceles triangle such that the angle between the two equal sides is at most 60°. Assume for a contradiction that $uw$ is the unique longest edge. Then the diameter of the set $\{u, v, w\}$ is the length of $uw$, however, the length of $uw$ can be reduced by moving $u$ and $v$ slightly. It follows that there is not a unique longest edge, and thus $u, v, w$ must form an isosceles triangle such that the angle between the two equal sides is at most 60°.

Without loss of generality, we can assume that $uv = uw \geq vw$, and that $u \in a = BC$, $v \in b = AC$, $w \in c = AB$. We next show that the triangle with vertices $u, v, w$ is equilateral. Assume for a contradiction that $vw < uw = uv$, which implies $\angle uvw < 60^\circ$. If $uv$ is not perpendicular to $b$, then we can reduce the length of $uv$ by moving $v$ slightly, and then we can move $u$ slightly to be closer to $w$. The same argument holds for $uv$, so $uv \perp b$ and $uv \perp c$, which implies $\alpha = 180^\circ - \angle uvw > 120^\circ$, leading to a contradiction.

It follows that $uv = uw = vw$, so the points $u, v, w$ form an equilateral triangle. Since $\triangle uvw$ is inscribed to $Q$, its side length is $\lambda(\theta)$ for some $\theta$, so $\nabla(Q) \leq \lambda^* \leq \lambda$, see Figure 4 (b).

For $\alpha < 120^\circ$, $\lambda^*$ is a local minimum of the form of Lemma 9, so we can find the solution by projecting the first isodynamic point on each triangle edge. If $\alpha = 120^\circ$, then the intersection of the angular bisector of $\alpha$ with the edge $a$ is the first isodynamic point, and both constructions coincide.
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Abstract

In this article, we consider the following capacitated covering problem. We are given a set $P$ of $n$ points and a set $B$ of balls from some metric space, and a positive integer $U$ that represents the capacity of each of the balls in $B$. We would like to compute a subset $B' \subseteq B$ of balls and assign each point in $P$ to some ball in $B'$ that contains it, such that the number of points assigned to any ball is at most $U$. The objective function that we would like to minimize is the cardinality of $B'$.

We consider this problem in arbitrary metric spaces as well as Euclidean spaces of constant dimension. In the metric setting, even the uncapacitated version of the problem is hard to approximate to within a logarithmic factor. In the Euclidean setting, the best known approximation guarantee in dimensions 3 and higher is logarithmic in the number of points. Thus we focus on obtaining “bi-criteria” approximations. In particular, we are allowed to expand the balls in our solution by some factor, but optimal solutions do not have that flexibility. Our main result is that allowing constant factor expansion of the input balls suffices to obtain constant approximations for this problem. In fact, in the Euclidean setting, only $(1 + \epsilon)$ factor expansion is sufficient for any $\epsilon > 0$, with the approximation factor being a polynomial in $1/\epsilon$. We obtain these results using a unified scheme for rounding the natural LP relaxation; this scheme may be useful for other capacitated covering problems. We also complement these bi-criteria approximations by obtaining hardness of approximation results that shed light on our understanding of these problems.
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1 Introduction

In this paper, we consider the following capacitated covering problem. We are given a set \( P \) of \( n \) points and a set \( B \) of balls from some metric space, and a positive integer \( U \) that represents the capacity of each of the balls in \( B \). We would like to compute a subset \( B' \subseteq B \) of balls and assign each point in \( P \) to some ball in \( B' \) that contains it, such that the number of points assigned to any ball is at most \( U \). The objective function that we would like to minimize is the cardinality of \( B' \). We call this the Metric Capacitated Covering (MCC) problem.

An important special case of this problem arises when \( U = \infty \), and we refer to this as Metric Uncapacitated Covering (MUC). The MUC requires us to cover the points in \( P \) using a minimum number of balls from \( B \), and we can therefore solve it using the efficient greedy algorithm for set cover and obtain an approximation guarantee of \( O(\log n) \). The approximation factor of \( O(\log n) \) for Set Cover cannot be improved unless \( P = NP \) [14]. The same is true for the MUC, as demonstrated by the following reduction from Set Cover. We construct a graph with a vertex corresponding to each set and element, and an edge of length 1 between a set and an element if the element is contained in the set. In the metric induced by this graph, we create an MUC instance: we include a ball of radius 1 at each set vertex, and let the points that need to be covered be the element vertices. It is easy to see that any solution for this instance of MUC directly gives a solution for the input instance of the general Set Cover, implying that for MUC, it is not possible to get any approximation guarantee better than the \( O(\log n) \) bound for Set Cover.

The MUC in fixed dimensional Euclidean spaces has been extensively studied. One interesting variant is when the allowed set \( B \) of balls consists of all unit balls. Hochbaum and Maass [19] gave a polynomial time approximation scheme (PTAS) for this variant using a grid shifting strategy. When \( B \) is an arbitrary finite set of balls, the problem seems to be much harder. An \( O(1) \) approximation algorithm in the 2-dimensional Euclidean plane was given by Brönnimann and Goodrich [9]. More recently, a PTAS was obtained by Mustafa and Ray [26]. In dimensions 3 and higher, the best known approximation guarantee is still \( O(\log n) \). Motivated by this, Har-Peled and Lee [18] gave a PTAS for a bi-criteria version where the algorithm is allowed to expand the input balls by a \((1 + \epsilon)\) factor. Covering with geometric objects other than balls has also been extensively studied; see [22, 12, 4, 27, 10, 17] for a sample.

The MCC is a special case of the Capacitated Set Cover (CSC) problem. In the latter problem, we are given a set system \((X, \mathcal{F})\) with \( n = |X| \) elements and \( m = |\mathcal{F}| \) subsets of \( X \). For each set \( F_i \in \mathcal{F} \), we are also given an integer \( U_i \), which is referred to as its capacity. We are required to find a minimum size subset \( \mathcal{F}' \subseteq \mathcal{F} \) and assign each element in \( X \) to a set in \( \mathcal{F}' \) containing it, such that for each set \( F_i \), the number of points assigned to \( F_i \) is at most \( U_i \). The MCC is obtained as a special case of CSC by setting \( X = P \), \( \mathcal{F} = B \), and \( U_i = U \) \forall i. Set Cover is a special case of CSC where the capacity of each set is \( \infty \).

Applications of Set Cover include placement of wireless sensors or antennas to serve clients, VLSI design, and image processing [7, 19]. It is natural to consider capacity constraints that appear in many applications, for instance, an upper bound on the number of clients that
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can be served by an antenna. Such constraints lead to the natural formulation of CSC. For the CSC problem, Wolsey [28] used a greedy algorithm to give an $O(\log n)$ approximation. For the special case of vertex cover (where each element in $X$ belongs to exactly two sets in $F$), Chuzhoy and Naor [11] presented an algorithm with approximation ratio 3, which was subsequently improved to 2 by Gandhi et al [15]. The generalization where each element belongs to at most a bounded number $f$ of sets has been studied in a sequence of works, culminating in [20, 29]. Berman et al [7] have considered the “soft” capacitated version of the CSC problem that allows making multiple copies of input sets. Another closely related problem to the CSC problem is the so-called Replica Placement problem. For the graphs with treewidth bounded by $t$, an $O(t)$ approximation algorithm for this problem is presented in [1]. Finally, PTASs for the Capacitated Dominating Set, and Capacitated Vertex Cover problems on the planar graphs are presented in [6], under the assumption that the demands and capacities of the vertices are upper bounded by a constant.

Compared to MUC, relatively fewer geometric versions of the MCC problem have been studied in the literature. We refer to the version of MCC where the underlying metric is Euclidean as the Euclidean Capacitated Covering (ECC) problem. The dimension of the Euclidean space is assumed to be a constant. One such version arises when $B$ comprises of all possible unit balls. This problem appeared in the Sloan Digital Sky Survey project [25]. Building on the shifting strategy of Hochbaum and Maass [19], Ghasemi and Razzazi [16] obtain a PTAS for this problem. When the set $B$ of balls is arbitrary, the best known approximation guarantee is $O(\log n)$, even in the plane.

Given this state of affairs for MCC and ECC, we focus our efforts on finding a bi-criteria approximation. Specifically, we allow the balls in our solution to expand by at most a constant factor $\lambda$, without changing their capacity constraints (but optimal solution does not expand). We formalize this as follows. An $(\alpha, \beta)$-approximation for a version of MCC, is a solution in which the balls may be expanded by a factor of $\beta$ (i.e. for any ball $B_i$, and any point $p_j \in P$ that is assigned to $B_i$, $d(c_i, p_j) \leq \beta \cdot r_i$), and its cost is at most $\alpha$ times that of an optimal solution (which does not expand the balls). From the reduction of Set Cover to MUC described above, we can see that it is NP-hard to get an $(f(n), \lambda)$-approximation for any $\lambda < 3$ and $f(n) = o(\log n)$. This follows from the observation that in the constructed instance of MUC, the distance between a set vertex and a vertex corresponding to an element not in that set is at least 3. We note that it is a common practice in the wireless network setting to expand the radii of antennas at the planning stage to improve the quality of service. For example, Bose et al [8] propose a scheme for replacing omni-directional antennas by directional antennas that expands the antennas by a constant factor.

**Related work.** Capacitated version of facility location and clustering type problems have been well-studied over the years. One such clustering problem is the capacitated $k$-center. In the version of this problem with uniform capacities, we are given a set $P$ of points in a metric space, along with an integer capacity $U$. A feasible solution to this problem is a choice of $k$ centers to open, together with an assignment of each point in $P$ to an open center, such that no center is assigned more than $U$ points. The objective is to minimize the maximum distance of a point to its assigned center. $O(1)$ approximations are known for this problem [5, 21]; the version with non-uniform capacities is addressed in [2, 13]. Notice that the decision version of the uniform capacitated $k$-center with the radius parameter $r$ is the same as the decision version of a special case of MCC, where the set $B$ consists of balls of radius $r$ centered at each point of the capacitated $k$-center instance. The capacity of each ball is the same as the uniform capacity $U$ of the points. We want to find whether there is a
subset of $\mathcal{B}$ consisting of $k$ balls that can serve all the points without violating the capacity constraint. For capacitated versions of other related optimization problems such as metric facility location, $k$-median etc, see [3, 23, 24] for recent advances.

1.1 Our results and contributions.
In this article, we make significant progress on both the MCC and ECC problems.
- We present an $(O(1), 6.47)$-approximation for the MCC problem. Thus, if we are allowed to expand the input balls by a constant factor, we can obtain a solution that uses at most $O(1)$ times the number of balls used by the optimal solution. As noted above, if we are not allowed to expand by a factor of at least 3, we are faced with a hardness of approximation of $\Omega(\log n)$.
- We present an $(O(\epsilon^{-4d} \log(1/\epsilon)), 1 + \epsilon)$-approximation for the ECC problem in $\mathbb{R}^d$. Thus, assuming we are allowed to expand the input balls by an arbitrarily small constant factor, we can obtain a solution with at most a corresponding constant times the number of balls used by the optimal solution. Without expansion, the best known approximation guarantee for $d \geq 3$ is $O(\log n)$, even without capacity constraints.

Both results are obtained via a unified scheme for rounding the natural LP relaxation for the problem. This scheme, which is instantiated in different ways to obtain the two results, may be of independent interest for obtaining similar results for related capacitated covering problems. Though the LP rounding technique is a standard tool that has been used in the literature of the capacitated problems, our actual rounding scheme is different from the existing ones. In fact, the standard rounding scheme for facility location, for example the one in [23], is not useful for our problems, as there a point can be assigned to any facility. But in our case, each point must be assigned to a ball that contains it (modulo constant factor expansion). This hard constraint makes the covering problems more complicated to deal with.

When the input balls have the same radius, it is easier to obtain the above guarantees for the MCC and the ECC using known results or techniques. For the MCC, this (in fact, even a $(1, O(1))$-approximation) follows from the results for capacitated $k$-center [5, 21, 13, 2]. This is because of the connection between Capacitated $k$-center and MCC as pointed out before. The novelty in our work lies in handling the challenging scenario where the input balls have widely different radii. For geometric optimization problems, inputs with objects at multiple scales are often more difficult to handle than inputs with objects at the same scale.

As a byproduct of the rounding schemes we develop, the bicriteria approximations can be extended to a more general capacity model. In this model, the capacities of the balls are not necessarily the same. In particular, suppose ball $B_i$ has capacity $U_i$ and radius $r_i$. Then for any two balls $B_i, B_j \in \mathcal{B}$, our model assumes that the following holds: $r_i > r_j \Rightarrow U_i \geq U_j$. We refer to this capacity model as the monotonic capacity model. We refer to the generalizations of the MCC and the ECC problems with the monotonic capacity model as the Metric Monotonic Capacitated Covering (MMCC) problem and the Euclidean Monotonic Capacitated Covering (EMCC) problem, respectively. We note that the monotonicity assumption on the capacities is reasonable in many applications such as wireless networks – it might be economical to invest in capacity of an antenna to serve more clients, if it covers more area.

Hardness. We complement our algorithmic results with some hardness of approximation results that give a better understanding of the problems we consider. Firstly, we show that
for any constant $c > 1$, there exists a constant $\epsilon_c > 0$ such that it is NP-hard to obtain a $(1 + \epsilon_c, c)$-approximation for the MCC problem, even when the capacity of all balls is 3. This shows that it is not possible to obtain a $(1, c)$ approximation even for an arbitrarily large constant $c$. In the hardness construction, not all the balls in the hard instance have the same radius. This should be contrasted with the case where the radii of all balls are equal – in this case one can use the results from capacitated $k$-center (such as [2, 13]), to obtain a $(1, O(1))$-approximation.

It is natural to wonder if our algorithmic results can be extended to weighted versions of the problems. We derive hardness results that indicate that this is not possible. In particular, we show that for any constant $c \geq 1$, there exists a constant $c' > 0$, such that it is NP-hard to obtain a $(c' \log n, c)$-approximation for the weighted version of MMCC with a very simple weight function (a constant power of original radius).

We describe the natural LP relaxation for the MMCC problem in Section 2. We describe a unified rounding scheme in Section 3, and apply it in two different ways to obtain the algorithmic guarantees for MMCC and EMCC. We refer the reader to the full version of the paper for the results that cannot be accommodated here due to space constraints.

## 2 LP relaxation for MMCC

Recall that the input for the MMCC consists of a set $P$ of points and a set $B$ of balls in some metric space, along with an integer capacity $U_i > 0$ for ball $B_i \in B$. We assume that for any two input balls $B_i, B_j \in B$, it holds that $r_i > r_j \implies U_i \geq U_j$. The goal is to compute a minimum cardinality subset $B' \subseteq B$ for which each point in $P$ can be assigned to a ball $B_i$ containing it in such a way that no more than $U_i$ points are assigned to ball $B_i$. Let $d(p, q)$ denote the distance between two points $p$ and $q$ in the metric space. Let $B(c, r)$ denote the ball of radius $r$ centered at point $c$. We let $c_i$ and $r_i$ denote the center and radius of ball $B_i \in B$; thus, $B_i = B(c_i, r_i)$.

First we consider an integer programming formulation of MMCC. For each set $B_i \in B$, let $y_i = 1$ if the ball $B_i$ is selected in the solution, and 0 otherwise. Similarly, for each point $p_j \in P$ and each ball $B_i \in B$, let the variable $x_{ij} = 1$ if $p_j$ is assigned to $B_i$, and $x_{ij} = 0$ otherwise. We relax these integrality constraints, and state the corresponding linear program as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{B_i \in B} y_i \\
\text{s.t.} & \quad x_{ij} \leq y_i & \forall p_j \in P, \forall B_i \in B \\
& \quad \sum_{p_j \in P} x_{ij} \leq y_i \cdot U_i & \forall B_i \in B \\
& \quad \sum_{B_i \in B} x_{ij} = 1 & \forall p_j \in P \\
& \quad x_{ij} = 0 & \forall p_j \in P, \forall B_i \in B \text{ such that } p_j \notin B_i \\
& \quad x_{ij} \geq 0 & \forall p_j \in P, \forall B_i \in B \\
& \quad 0 \leq y_i \leq 1 & \forall B_i \in B
\end{align*}
\]

Subsequently, we will refer to an assignment $(x, y)$ that is feasible or infeasible with respect to Constraints 1-6 as just a solution. The cost of the LP solution $\sigma = (x, y)$ (feasible or otherwise), denoted by $\text{cost}(\sigma)$, is defined as $\sum_{B_i \in B} y_i$. 
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The algorithmic framework

In this section, we describe our framework for extracting an integral solution from a fractional solution to the above LP. The framework consists of two major steps – Preprocessing and the Main Rounding. The Main Rounding step is in turn divided into two smaller steps – Cluster Formation and Selection of Objects. For simplicity of exposition, we first describe the framework with respect to the MMCC problem as an algorithm and analyze the approximation factor achieved by this algorithm for MMCC. Later, we show how one or more steps of this algorithm can be modified to obtain the desired results for the EMCC.

3.1 The algorithm for the MMCC problem

Before we describe the algorithm we introduce some definitions and notation which will heavily be used throughout this section. For point \( p_j \in P \) and ball \( B_i \in B \), we refer to \( x_{ij} \) as the flow from \( B_i \) to \( p_j \); if \( x_{ij} > 0 \), then we say that the ball \( B_i \) serves the point \( p_j \). Each ball \( B_i \in B \) can be imagined as a source of at most \( y_i \cdot U_i \) units of flow, which it distributes to some points in \( P \).

We now define an important operation, called rerouting of flow. “Rerouting of flow for a set \( P' \subseteq P \) of points from a set of balls \( B' \) to a ball \( B_k \notin B' \)” means obtaining a new solution \((\hat{x}, \hat{y})\) from the current solution \((x, y)\) in the following way: (a) For all points \( p_j \in P' \), \( \hat{x}_{kj} = x_{kj} + \sum_{B_i \in B'} x_{ij} \); (b) for all points \( p_j \in P'' \) and balls \( B_i \in B' \), \( \hat{x}_{ij} = 0 \); (c) the other \( \hat{x}_{ij} \) variables are the same as the corresponding \( x_{ij} \) variables. The relevant \( \hat{y}_i \) variables may also be modified depending on the context where this operation is used.

Let \( 0 < \alpha \leq \frac{1}{2} \) be a parameter to be fixed later. A ball \( B_i \in B \) is heavy if the corresponding \( y_i = 1 \), and light, if \( 0 < y_i \leq \alpha \). Corresponding to a feasible LP solution \((x, y)\), let \( H = \{ B_i \in B \mid y_i = 1 \} \) denote the set of heavy balls, and \( L = \{ B_i \in B \mid 0 < y_i \leq \alpha \} \) denote the set of light balls. We emphasize that the set \( L \) of light and \( H \) of heavy balls are defined w.r.t. an LP solution; however, the reference to the LP solution may be omitted when it is clear from the context.

Now we move on towards the description of the algorithm. The algorithm, given a feasible fractional solution \( \sigma = (x, y) \), rounds \( \sigma \) to a solution \( \hat{\sigma} = (\hat{x}, \hat{y}) \) such that \( \hat{y} \) is integral, and the cost of \( \hat{\sigma} \) is within a constant factor of the cost of \( \sigma \). The \( \hat{x} \) variables are non-negative but may be fractional. Furthermore, each point receives unit flow from the balls that are chosen \((y \text{ values are } 1)\), and the amount of flow each chosen ball sends is bounded by its capacity. Notably, no point gets any non-zero amount of flow from a ball that is not chosen \((y \text{ value is } 0)\). Moreover, for any ball \( B_i \) and any \( p_j \in P \), if \( B_i \) serves \( p_j \), then \( d(c_i, p_j) \) is at most a constant times \( r_i \). We expand each ball by a constant factor so that it contains all the points it serves.

We note that in \( \hat{\sigma} \) points might receive fractional amount of flow from the chosen balls. However, since the capacity of each ball is integral, we can find, using a textbook argument for integrality of flow, another solution with the same set of chosen balls, such that the new solution satisfies all the properties of \( \hat{\sigma} \) and the additional property, that for each point \( p \), there is a single chosen ball that sends one unit of flow to \( p \) [11]. Thus, choosing an optimal LP solution as the input \( \sigma = (x, y) \) of the rounding algorithm yields a constant approximation for MMCC by expanding each ball by at most a constant factor.

Our LP rounding algorithm consists of two steps. The first step is a preprocessing step where we construct a fractional LP solution \( \sigma = (x, y) \) from \( \sigma \), such that each ball \( B_i \) serving \( p_j \), is either heavy or light, and for each point \( p_j \in P \), the amount of flow that \( p_j \) potential to receive from the light balls is at most \( \alpha \). The latter property will be heavily exploited in the
next step. The second step is the core step of the algorithm where we round \( \bar{\sigma} \) to the desired integral solution.

We note that throughout the algorithm, for any intermediate LP solution that we consider, we maintain the following two invariants: (i) Each ball \( B_i \) sends at most \( U_i \) units of flow to the points, and (ii) Each point receives exactly one unit of flow from the balls. With respect to a solution \( \sigma = (x, y) \), we define the available capacity of a ball \( B_i \in \mathcal{B} \), denoted \( \text{AvCap}(B_i) \), to be \( U_i = \sum_{j \in P} x_{ij} \). We now describe the preprocessing step.

### 3.1.1 The preprocessing step

**Lemma 1.** Given a feasible LP solution \( \sigma = (x, y) \), and a parameter \( 0 < \alpha \leq \frac{1}{2} \), there exists a polynomial time algorithm to obtain another LP solution \( \bar{\sigma} = (\bar{x}, \bar{y}) \) that satisfies Constraints 1-6 except 4 of MMCC-LP. Additionally, \( \bar{\sigma} \) satisfies the following properties.

1. Any ball \( B_i \in \mathcal{B} \) with non-zero \( y_i \) is either heavy \((y_i = 1)\) or light \((0 < y_i \leq \alpha)\).
2. For each point \( p_j \in P \), we have that
   \[
   \sum_{B_i \in \mathcal{L}_j, y_i > 0} y_i \leq \alpha, \tag{7}
   \]
   where \( \mathcal{L} \) is the set of light balls with respect to \( \sigma \).
3. For any heavy ball \( B_i \), and any point \( p_j \in P \) served by \( B_i \), \( d(c_i, p_j) \leq 3r_i \).
4. For any light ball \( B_i \), and any point \( p_j \in P \) served by \( B_i \), \( d(c_i, p_j) \leq r_i \).
5. \( \text{cost}(\bar{\sigma}) \leq \frac{1}{\alpha} \text{cost}(\sigma) \).

**Proof.** The algorithm starts off by initializing \( \bar{\sigma} \) to \( \sigma \). While there is a violation of Inequality 7, we perform the following steps.

1. We pick an arbitrary point \( p_j \in P \), for which Inequality 7 is not met. Let \( \mathcal{L}_j \) be a subset of light balls serving \( p_j \) such that \( \alpha < \sum_{B_i \in \mathcal{L}_j} y_i \leq 2\alpha \). Note that such a set \( \mathcal{L}_j \) always exists because the \( y_i \) variables corresponding to light balls are at most \( \alpha \leq \frac{1}{2} \). Let \( B_k \) be a ball with the largest radius from the set \( \mathcal{L}_j \). (If there is more than one ball with the largest radius, we consider one having the largest capacity among those. Throughout the paper we follow this convention.) Since \( r_k \geq r_m \) for all other balls \( B_m \in \mathcal{L}_j \), we have, by the monotonicity assumption, that \( U_k \geq U_m \).

2. We set \( \bar{y}_k \leftarrow \sum_{B_i \in \mathcal{L}_j \setminus \{B_k\}} y_i \), and \( \bar{y}_m \leftarrow 0 \) for all \( B_m \in \mathcal{L}_j \setminus \{B_k\} \). Note that \( \bar{y}_k \leq 2\alpha \leq 1 \). Let \( A = \{p_j \in P \mid \bar{y}_k > 0 \text{ for some } B_k \in \mathcal{L}_j \setminus \{B_k\} \} \) be the set of “affected” points. We reroute the flow for all the affected points in \( A \) from \( \mathcal{L}_j \setminus \{B_k\} \) to the ball \( B_k \). Since \( U_k \geq U_m \) for all other balls \( B_m \in \mathcal{L}_j \), \( B_k \) has enough available capacity to “satisfy” all “affected” points. In \( \bar{\sigma} \), all other \( x_{ij} \) and \( y_i \) variables remain same as before. (Note: Since \( B_k \) had the largest radius from the set \( \mathcal{L}_j \), all the points in \( A \) are within distance \( 3r_k \) from its center \( c_k \), as seen using the triangle inequality. Also, since \( \bar{y}_k > \alpha \), \( B_k \) is no longer a light ball.)

Finally, for all balls \( B_i \) such that \( \bar{y}_i > \alpha \), we set \( \bar{y}_i = 1 \), making them heavy. Thus \( \text{cost}(\bar{\sigma}) \) is at most \( \frac{1}{\alpha} \times \text{cost}(\sigma) \), and \( \bar{\sigma} \) satisfies all the conditions stated in the lemma.

**Remark.** As a byproduct of Lemma 1, we get a simple \((4,3)\)-approximation algorithm for the soft capacitated version of our problem that allows making multiple copies of the input balls.
3.1.2 The main rounding step

The main rounding step can be logically divided into two stages. The first stage, \textit{Cluster Formation}, is the crucial stage of the algorithm. Note that there can be many light balls in the preprocessed solution. Including all these balls in the final solution may incur a huge cost. Thus we use a careful strategy based on flow rerouting to select a small number of balls. The idea is to use the capacity of a selected light ball to reroute as much flow as possible from other intersecting balls. This in turn frees up some capacity at those balls. The available capacity of each heavy ball is used, when possible, to reroute all the flow from some light ball intersecting it; this light ball is then added to a cluster centered around the heavy ball. Notably, for each cluster, the heavy ball is the only ball in it that actually serves some points, as we have rerouted flow from the other balls in the cluster to the heavy ball. In the second stage, referred to as \textit{Selection of Objects}, we select exactly one ball (in particular, a largest ball) from each cluster as part of the final solution, and reroute the flow from the heavy ball to this ball, and expand it by the required amount. Together, these two stages ensure that we do not end up choosing many light balls.

We now describe the two stages in detail. Recall that any ball in the preprocessed solution is either heavy or light. Also \(L\) denotes the set of light balls and \(H\) the set of heavy balls. Note that any heavy ball \(B_t\) may serve a point \(p_j\) which is at a distance \(3r_i\) from \(c_i\). We expand each heavy ball by a factor of 3 so that \(B_t\) can contain all points it serves.

1. \textbf{Cluster formation.} In this stage, each light ball, will be added to either a set \(O\) (that will eventually be part of the final solution), or a cluster corresponding to some heavy ball. Till the very end of this stage, the sets of heavy and light balls remain unchanged. The set \(O\) is initialized to \(\emptyset\). For each heavy ball \(B_t\), we initialize the cluster of \(B_t\), denoted by \(\text{cluster}(B_t)\) to \(\{B_t\}\). We say a ball is clustered if it is added to a cluster.

At any point, let \(\Lambda\) denote the set consisting of each light ball that is (a) not in \(O\), and (b) not yet clustered. While the set \(\Lambda\) is non-empty, we perform the following steps.

a. While there is a heavy ball \(B_t\) and a light ball \(B_t \in \Lambda\) such that (1) \(B_t\) intersects \(B_t\); and (2) \(\text{AvCap}(B_t)\) is at least the flow \(\sum_{p_j \in B_t} x_{ij}\) out of \(B_t\):

   1. For all the points served by \(B_t\), we reroute the flow from \(B_t\) to \(B_t\).
   2. We add \(B_t\) to \(\text{cluster}(B_t)\).

   After the execution of this while loop, if the set \(\Lambda\) becomes empty, we stop and proceed to the Selection of Objects stage. Otherwise, we proceed to the following.

b. For any ball \(B_j \in \Lambda\), let \(A_j\) denote the set of points currently being served by \(B_j\). Also, for \(B_j \in \Lambda\), let \(k_j = \min\{U_j, |A_j|\}\), i.e. \(k_j\) denotes the minimum of its capacity, and the number of points that it currently serves. We select the ball \(B_t \in \Lambda\) with the maximum value of \(k_j\), and add it to the set \(O\).

c. Since we have added \(B_t\) to the set \(O\) that will be among the selected balls, we use the available capacity at \(B_t\) to reroute flow to it. This is done based on the following three cases depending on the value of \(k_t\).

   1. \(k_t = |A_t| \leq U_t\). In this case, for each point \(p_t\) in \(B_t\) that gets served by \(B_t\), we reroute the flow of \(p_t\) from \(B \setminus O\) to \(B_t\). Note that after the rerouting, \(p_t\) is no longer being served by a ball in \(\Lambda\). The rerouting increases the available capacity of other balls intersecting \(B_t\). In particular, for each \(B_t \in H\), \(\text{AvCap}(B_t)\) increases by \(\sum_{p_t \in B_t} x_{ij}\).
   2. \(k_t = U_t < |A_t|\), but \(k_t = U_t > 1\). Observe that the flow out of ball \(B_t\) is \(\sum_{p_j \in A_t} x_{ij} \leq k_t U_t\); thus \(\text{AvCap}(B_t) \geq (1 - \alpha)U_t = (1 - \alpha)k_t\). In this case, we select a point \(p_j \in A_t\) arbitrarily, and reroute the flow of \(p_j\) from
The basic idea is that each light ball added to \( \sigma \) points it serves. Any input ball that is part of our solution expands by at most a constant factor to cover the points of \( \sigma \). Thus the flow assignment of \( \mu \) remains unchanged. Note that we can reroute the flow of at most \([(1 - \alpha)k_t] = [(1 - \alpha)U_t] \geq 1 \) points of \( \sigma \) in this manner, since \( U_t > 1 \) and \( \alpha \leq 1/2 \).

3. \( k_t = U_t = 1 < |A_t| \). Note that \( B_t \) has used \( \sum_{p_j \in A_t} x_{ij} \leq \alpha U_t = \alpha \) capacity. In this case, we pick a point \( p_j \in A_t \) arbitrarily, and then perform the following two steps:
   (i) Reroute the flow of \( p_j \) from \( \Lambda \) to \( B_t \); after this, \( p_j \) is no longer being served by a ball in \( \Lambda \). Note that in this step, we reroute at most \( \alpha \) amount of flow. Therefore, at this point we have \( \text{AvCap}(B_t) \geq 1 - 2\alpha \). Let \( f \) be the amount of flow \( p_j \) receives from the balls in \( \mathcal{O} \).
   (ii) Then we reroute \( \min\{\text{AvCap}(B_t), 1 - f\} \) amount of flow of \( p_j \) from the set \( \mathcal{H} \) to \( B_t \).

When the loop terminates, we have that each light ball is either in \( \mathcal{O} \) or clustered. We set \( \mathbf{f}_t \leftarrow 1 \) for each ball \( B_t \in \mathcal{O} \), thus making it heavy. For convenience, we also set \( \text{cluster}(B_t) = \{B_t\} \) for each \( B_t \in \mathcal{O} \). Note that, throughout the algorithm we ensure that, if a point \( p_j \in P \) is currently served by a ball \( B_t \in \Lambda \), then the amount of flow \( p_j \) receives from any ball \( B_t' \in \mathcal{O} \cup \mathcal{Lambda} \) is the same as that in the preprocessed solution, i.e., the flow assignment of \( p_j \) w.r.t. the balls in \( \mathcal{O} \cup \Lambda \) remains unchanged.

2. **Selection of objects.** At the start of this stage, we have a collection of clusters, each centered around a heavy ball, such that the light balls in each cluster intersect the heavy ball. We are going to pick exactly one ball from each cluster and add it to a set \( \mathcal{C} \). Let \( \mathcal{C} = \emptyset \) initially. For each heavy ball \( B_t \), we consider \( \text{cluster}(B_t) \) and perform the following steps.
   a. If \( \text{cluster}(B_t) \) consists of only the heavy ball, we add \( B_t \) to \( \mathcal{C} \).
   b. Otherwise, let \( B_j \) be a largest ball in \( \text{cluster}(B_t) \). If \( B_j = B_t \), then we expand it by a factor of 3. Otherwise, \( B_j \) is a light ball intersecting with \( B_t \), in which case we expand it by a factor of 5. In this case, we also reroute the flow from the heavy ball to the selected ball \( B_j \). Note that since we always choose a largest ball in the cluster, its capacity is at least that of the heavy ball, because of the monotonicity assumption.

   We add \( B_j \) to \( \mathcal{C} \), and we set \( \mathbf{f}_t \leftarrow 0 \) for any other ball \( B_t \) in the cluster.

   After processing the clusters, we set \( \mathbf{f}_t \leftarrow 1 \) for each ball \( B_t \in \mathcal{C} \). Finally, we return the current set of heavy balls (i.e., \( \mathcal{C} \)) as the set of selected balls. Note that the flow out of each such ball is at most its capacity, and each point receives one unit of flow from the (possibly expanded) balls that contain it. As mentioned earlier, this can be converted into an integral flow.

3.1.3 The analysis of the rounding algorithm

Let \( OPT \) be the cost of an optimal solution. We establish a bound on the number of balls our algorithm outputs by bounding the size of the set \( \mathcal{C} \). Then we conclude by showing that any input ball that is part of our solution expands by at most a constant factor to cover the points it serves.

For notational convenience, we refer to the solution \( \sigma = (\mathbf{x}, \mathbf{f}) \) at hand after preprocessing, as \( \sigma = (x, y) \). Now we bound the size of the set \( \mathcal{O} \) computed during Cluster Formation. The basic idea is that each light ball added to \( \mathcal{O} \) creates significant available capacity in the heavy balls. Furthermore, whenever there is enough available capacity, a heavy ball
clusters intersecting light balls, thus preventing them from being added to $O$. The actual argument is more intricate because we need to work with a notion of $y$-accumulation, a proxy for available capacity. The way the light balls are picked for addition to $O$ plays a crucial role in the argument.

Let $H_l$ (resp. $L_l$) be the set of heavy (resp. light) balls after preprocessing, and $I$ be the total number of iterations in the Cluster Formation stage. Also let $L_j$ be the light ball selected (i.e. added to $O$) in iteration $j$ for $1 \leq j \leq I$. Now, $L_t$ maximizes $k_j$ amongst all balls from $A$ in iteration $t$ (Recall that $k_j$ was defined as the minimum of the number of points being served by $L_j$, and its capacity). Note that $k_1 \geq k_2 \geq \cdots \geq k_I$. For any $B_i \in H_1$, denote by $F(L_t, B_i)$, the total amount of flow rerouted in iteration $t$ from $B_i$ to $L_t$ corresponding to the points $B_i$ serves. This is the same as the increase in $\text{AvCap}(B_i)$ when $L_t$ is added to $O$. Correspondingly, we define $Y(L_t, B_i)$, the “$y$-credit contributed by $L_t$ to $B_i$", to be $\frac{F(L_t, B_i)}{k_t}$. Now, the increase in available capacity over all balls in $H_1$ is $F_t = \sum_{B_i \in H_1} F(L_t, B_i)$. The approximation guarantee of the algorithm depends crucially on the following simple lemma, which states that in each iteration we make “sufficiently large” amount of flow available for the set of heavy balls.

Lemma 2. Consider a ball $B_i \in O$ processed in the Cluster Formation stage, step c. For $0 < \alpha \leq 3/8$, $F_t \geq \frac{1}{2}k_t$.

Proof. The algorithm ensures that the flow assignment of each point in $A_t$ w.r.t. the balls in $O \cup \Lambda$ is the same as that in the preprocessed solution. Thus by property 2 of Lemma 1, each such point gets at most $\alpha$ amount of flow from the balls in $O \cup \Lambda$. Now there are three cases corresponding to the three substeps of step c.

1. $k_t = |A_t| \leq U_t$. For each point in $A_t$, at most $\alpha$ amount of flow comes from the balls in $O \cup \Lambda$. So the remainder is rerouted from the balls in $H_1$ resulting in a contribution of at least $1 - \alpha$ towards $F_t$. Therefore, we get that $F_t \geq (1 - \alpha)k_t \geq \frac{1}{2}k_t$, since $0 < \alpha \leq 3/8$.

2. $1 < k_t = U_t < |A_t|$. It is possible to reroute the flow of at least $|(1 - \alpha)U_t| = |(1 - \alpha)k_t|$ points of $A_t$ from $B \setminus O$ to $B_t$. Therefore, we get that $F_t \geq (1 - \alpha)|(1 - \alpha)k_t|$. When $k_t > 1$, the previous quantity is at least $\frac{1}{2}k_t$, again by using the fact that $0 < \alpha \leq 3/8$.

3. When $1 = k_t = U_t < |A_t|$, $F_t \geq (1 - 2\alpha) \geq \frac{1}{2}k_t$, as $0 < \alpha \leq 3/8$.

At any moment in the Cluster Formation stage, for any ball $B_i \in H_1$, define its $y$-accumulation as

$$\tilde{y}(B_i) = \left( \sum_{L_t \in O} Y(L_t, B_i) \right) - \left( \sum_{B_j \in \mathcal{L} \cap \text{cluster}(B_i)} y_j \right).$$

The idea is that $B_i$ gets $y$-credit when a light ball is added to $O$, and loses $y$-credit when it adds a light ball to cluster($B_i$); thus, $\tilde{y}(B_i)$, a proxy for the available capacity of $B_i$, indicates the “remaining” $y$-credit. The next lemma gives a relation between the $y$-accumulation of $B_i$ and its available capacity.

Lemma 3. Fix a heavy ball $B_i \in H_1$, and an integer $1 \leq t \leq I$. Suppose that $L_1, L_2, \cdots, L_t$ have been added to $O$. Then $\text{AvCap}(B_i) \geq \tilde{y}(B_i) \cdot k_t$.

Proof. The proof is by induction on $t$. For this proof, we abbreviate $\text{AvCap}(B_i)$ by $A_i$. In the first iteration, just after adding $L_1$, $A_i \geq F(L_1, B_i) = Y(L_1, B_i) \cdot k_1 \geq \tilde{y}(B_i) \cdot k_1$.

Assume inductively that we have added balls $L_1, \cdots, L_{t-1}$ to the set $O$, and that just after adding $L_{t-1}$, the claim is true. That is, if $\tilde{y}(B_i)$ and $A_i$ are, respectively, the $y$-accumulation and the available capacity of $B_i$ just after adding $L_{t-1}$, then $A_i \geq \tilde{y}(B_i) \cdot k_{t-1}$.
Consider the iteration \( t \). At step (a) of Cluster Formation, \( B_t \) uses up some of its available capacity to add 0 or more balls to cluster \( B_i \), after which at step (b) we add \( L_t \) to \( O \). Suppose that at step (a), one or more balls are added to cluster \( B_i \). Let \( B_j \) be the first such ball, and let \( k \) and \( C_1 \) be the number of points \( B_j \) serves and the capacity of \( B_j \), respectively. Then the amount of capacity used by \( B_j \) is at most

\[
\min\{C_1 \cdot y_j, k \cdot y_j\} = \min\{C_1, k\} \cdot y_j \leq k_{t-1} \cdot y_j
\]

where the last inequality follows because of the order in which we add balls to \( O \). Now, after adding \( B_j \) to cluster \( B_i \), the new \( y \)-accumulation becomes \( \bar{y}(B_i)' = \bar{y}(B_i) - y_j \). As for the available capacity,

\[
A_i' \geq A_i - k_{t-1} \cdot y_j \geq (\bar{y}(B_i) \cdot k_{t-1}) - k_{t-1} \cdot y_j \geq (\bar{y}(B_i) - y_j) \cdot k_{t-1} = \bar{y}(B_i)' \cdot k_{t-1}
\]

Therefore, the claim is true after addition of the first ball \( B_j \). Note that \( B_i \) may add multiple balls to cluster \( B_i \), and the preceding argument would work after each such addition.

Now consider the moment when \( L_t \) is added to \( O \). Let \( \bar{y}(B_i) \) denote the \( y \)-accumulation just before this. Now, the new \( y \)-accumulation of \( B_i \) becomes \( \bar{y}(B_i)' = \bar{y}(B_i) + Y(L_t, B_i) \). If \( \bar{y}(B_i) \leq 0 \), then the new available capacity is

\[
A_i' \geq F(L_t, B_i) = Y(L_t, B_i) \cdot k_t \geq \bar{y}(B_i)' \cdot k_t.
\]

If \( \bar{y}(B_i) > 0 \), the new available capacity, using the inductive hypothesis, is

\[
A_i' \geq \bar{y}(B_i) \cdot k_{t-1} + Y(L_t, B_i) \cdot k_t \geq (\bar{y}(B_i) + Y(L_t, B_i)) \cdot k_t = \bar{y}(B_i)' \cdot k_t
\]

where, in the second inequality we use \( k_t \leq k_{t-1} \).

Now, in the next lemma, we show that any ball \( B_i \in \mathcal{H}_1 \) cannot have “too-much” \( y \)-accumulation at any moment during Cluster Formation.

\textbf{Lemma 4.} At any moment in the Cluster Formation stage, for any ball \( B_i \in \mathcal{H}_1 \), we have that \( \bar{y}(B_i) \leq 1 + \alpha \).

\textbf{Proof.} The proof is by contradiction. Let \( B_i \in \mathcal{H}_1 \) be the first ball that violates the condition. As \( \bar{y}(B_i) \) increases only due to addition of a light ball to set \( O \), suppose \( L_t \) was the ball whose addition to \( O \) resulted in the violation.

Let \( \bar{y}(B_i) \) and \( \bar{y}(B_i)' = \bar{y}(B_i) + Y(L_t, B_i) \) be the \( y \)-accumulations of \( B_i \) just before and just after the addition of \( L_t \). Because of the assumption, \( \bar{y}(B_i) \leq 1 + \alpha \). So the increase in the \( y \)-accumulation of \( B_i \) must be because \( Y(L_t, B_i) > 0 \). Thus, \( L_t \) intersects \( B_i \). However, \( Y(L_t, B_i) \leq 1 \) by definition. Therefore, we have \( \bar{y}(B_i) > 1 + \alpha \).

Now, by Lemma 3, just before addition of \( L_t \), \( \text{AvCap}(B_i) \geq \bar{y}(B_i) \cdot k_{t-1} > \alpha \cdot k_{t-1} \geq \alpha \cdot k_t \), as \( k_t \leq k_{t-1} \). However, \( L_t \) is a light ball, and so the total flow out of \( L_t \) is at most \( \alpha k_t \). Therefore, the available capacity of \( B_i \) is large enough that we can add \( L_t \) to cluster \( B_i \), instead of to the set \( O \), which is a contradiction.

\textbf{Lemma 5.} At the end of Cluster Formation stage, we have \( |O| \leq 5 \cdot \left( (1 + \alpha) \cdot |\mathcal{H}_1| + \sum_{B_j \in \mathcal{L}_1} y_j \right) \), where \( 0 < \alpha \leq 3/8 \).
Proof. At the end of Cluster Formation stage,

\[ \sum_{B_i \in \mathcal{H}_1} \tilde{y}(B_i) \geq \sum_{B_i \in \mathcal{H}_1} Y(L_t, B_i) - \sum_{B_i \in \mathcal{H}_1} \sum_{y_j \in \text{cluster}(B_i)} y_j \]

\[ \geq \sum_{1 \leq t \leq I} (F_t/k_t) - \sum_{B_j \in \mathcal{L}_1} y_j \]

\[ \geq \sum_{B_i \in \mathcal{H}_1} Y(L_t, B_i) \]

(∵ \( F_t = \sum_{B_i \in \mathcal{H}_1} F(L_t, B_i) = k_t \cdot \sum_{B_i \in \mathcal{H}_1} Y(L_t, B_i) \))

\[ \geq \frac{1}{5} \cdot |O| - \sum_{B_j \in \mathcal{L}_1} y_j \]  

(8)

Where we used Observation 2 to get the last inequality.

Now, adding the inequality of Lemma 4 over all \( B_i \in \mathcal{H}_1 \), we have that

\[ \sum_{B_i \in \mathcal{H}_1} \tilde{y}(B_i) \leq (1 + \alpha) \cdot |\mathcal{H}_1| \]. Combining this with (8) yields the desired inequality.

▶ Lemma 6. The cost of the solution returned by the algorithm is at most 21 times the cost of an optimal solution.

Proof. Let \( \sigma = (x, y) \) be the preprocessed LP solution. Now, the total number of balls in the solution is \( |O| + |\mathcal{H}_1| \). Using Lemma 5,

\[ |O| + |\mathcal{H}_1| \leq 5 \cdot \left( (1 + \alpha) \cdot |\mathcal{H}_1| + \sum_{B_j \in \mathcal{L}_1} y_j \right) + |\mathcal{H}_1| \]

\[ \leq (6 + 5\alpha) \left( \sum_{B_i \in \mathcal{H}_1} y_j + \sum_{B_j \in \mathcal{L}_1} y_j \right) \]

\[ \leq (6 + 5\alpha) \cdot \text{cost}(\sigma) \]

\[ \leq \left( \frac{6 + 5\alpha}{\alpha} \right) \cdot OPT = 21 \cdot OPT \]

(by setting \( \alpha = 3/8 \))

▶ Lemma 7. In the algorithm each input ball is expanded by at most a factor of 9.

Proof. Recall that when a light ball becomes heavy in the preprocessing step, it is expanded by a factor of 3. Therefore after the preprocessing step, any heavy ball in a solution may be an expanded or unexpanded ball.

Now, consider the selection of the balls in the second stage. If a cluster consists of only a heavy ball, then it does not expand any further. Since it might be an expanded light ball, the total expansion factor is at most 3.

Otherwise, for a fixed cluster, let \( r_l \) and \( r_h \) be the radius of the largest light ball and the heavy ball, respectively. If \( r_l \geq r_h \), then the overall expansion factor is 5. Otherwise, if \( r_l < r_h \), then the heavy ball is chosen, and it is expanded by a factor of at most 3. Now as the heavy ball might already be expanded by a factor of 3 during the preprocessing step, here the overall expansion factor is 9.

If the capacities of all balls are equal, then one can improve the expansion factor to 6.47 by using an alternative procedure to the Selection of Balls stage. Lastly, from Lemmas 6 and 7, we get the following theorem.

▶ Theorem 8. There is a polynomial time (21, 9)-approximation algorithm for the MMCC problem.
3.2 The algorithm for the EMCC problem

Overview of the algorithm. For the EMCC problem, we can exploit the structure of $\mathbb{R}^d$ to restrict the expansion factor of the balls to at most $(1 + \epsilon)$, while paying in terms of the cost of the solution. In the following, we give an overview of how to adapt the stages of the framework for obtaining this result. Note that in each iteration of the preprocessing stage for MMCC, we consider a point $p_j$ and a cluster $L_j$ of light balls. We select a largest ball from this set and reroute the flow of other balls in $L_j$ to this ball. However, to ensure that the selected ball contains all the points it serves we need to expand this ball by a factor of 3. For the EMCC problem, for the cluster $L_j$, we consider the bounding hypercube whose side is at most a constant times the maximum radius of the balls from $L_j$, and subdivide it into multiple cells. The granularity of the cells is carefully chosen to ensure that (1) Selecting a maximum radius ball among the balls whose centers are lying in that cell, and expanding it by $(1 + \epsilon)$ factor is enough to cover all such balls, and (2) The total number of cells is $\text{poly}(1/\epsilon)$. From each cell we select a maximum radius ball, expand it by $(1 + \epsilon)$ factor, and reroute the flow from the other balls in that cell to it. It follows that the cost of the preprocessed solution goes up by at most a $\text{poly}(1/\epsilon)$ factor. The Cluster Formation stage for the EMCC problem is exactly the same as that for the MMCC problem. Note that, in the Selection of Balls stage for MMCC, we select only one ball per cluster and expand it by $O(1)$ factor to cover all the balls in the cluster. But in case of EMCC, we want to restrict the expansion factor of the balls to at most $(1 + \epsilon)$. Hence we select $\text{poly}(1/\epsilon)$ number of balls per cluster in a way so that the selected balls when expanded by a factor of $(1 + \epsilon)$ can cover all the balls in the cluster. The ideas are similar to the ones in the Preprocessing stage, however one needs to be more careful to handle some technicalities that arise. We summarize the result for the EMCC problem in the following theorem.

Theorem 9. There is a polynomial time $(O(\epsilon^{-4d}\log(1/\epsilon))$, $1 + \epsilon)$-approximation algorithm for the EMCC problem in $\mathbb{R}^d$, for any $\epsilon > 0$.
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2. **Minimizing sum of the radii of client-server coverage**: The \( n \) points are partitioned into two sets, namely clients and servers. The goal is to minimize the sum of the radii of disks centered at servers such that every client is in some disk, i.e., in the coverage range of some server. Lev-Tov and Peleg (2005) presented an \( O(n^3) \)-time algorithm for this problem. We present an \( O(n^2) \)-time algorithm, thereby improving the running time by a factor of \( \Theta(n) \).

3. **Minimizing total area of point-interval coverage**: The \( n \) input points belong to an interval \( I \). The goal is to find a set of disks of minimum total area, covering \( I \), such that every disk contains at least one input point. We present an algorithm that solves this problem in \( O(n^2) \) time.
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1 Introduction

Range assignment is a well-studied class of geometric optimization problems that arises in wireless network design, and has a rich literature. The task is to assign transmission ranges to a set of given base station antennas such that the resulting network satisfies a given property. The antennas are usually represented by points in the plane. The coverage region of an antenna is usually represented by a disk whose center is the antenna and whose radius is the transmission range assigned to that antenna. In this model, a range assignment problem can be interpreted as the following problem. Given a set of points in the plane, we must choose a radius for each point, so that the disks with these radii satisfy a given property.

Let $P = \{p_1, \ldots, p_n\}$ be a set of $n$ points in the $d$-dimensional Euclidean space. A range assignment for $P$ is an assignment of a transmission range $r_i \geq 0$ (radius) to each point $p_i \in P$. The cost of a range assignment, representing the power consumption of the network, is defined as $C = \sum r_i^\alpha$ for some constant $\alpha \geq 1$. We study the following three range assignment problems on a set of points on a straight-line ($1$-dimensional Euclidean space).

**Problem 1** Given a set of collinear points, maximize the total area of nonoverlapping disks centered at these points. The nonoverlapping constraint requires $r_i + r_{i+1}$ to be no larger than the Euclidean distance between $p_i$ and $p_{i+1}$, for every $i \in \{1, \ldots, n-1\}$.

**Problem 2** Given a set of collinear points that is partitioned into two sets, namely clients and servers, the goal is to minimize the sum of the radii of disks centered at the servers such that every client is in some disk, i.e., every client is covered by at least one server.

**Problem 3** Given a set of input points on an interval, minimize the total area of disks covering the entire interval such that every disk contains at least one input point.

In Problem 1 we want to maximize $\sum r_i^2$, in Problem 2 we want to minimize $\sum r_i$, and in Problem 3 we want to minimize $\sum r_i^2$. These three problems are solvable in polynomial time in 1-dimension. Both Problem 1 and Problem 2 are NP-hard in dimension $d$, for every $d \geq 2$, and both have a PTAS [2, 3, 4].

Acharyya et al. [2] showed that Problem 1 can be solved in $O(n^2)$ time. Eppstein [8] proved that an alternate version of this problem, where the goal is to maximize the sum of the radii, can be solved in $O(n^{2-1/d})$ time for any constant dimension $d$. Bilò et al. [4] showed that Problem 2 is solvable in polynomial time by reducing it to an integer linear program with a totally unimodular constraint matrix. Lev-Tov and Peleg [10] presented an $O(n^3)$-time algorithm for this problem. They also presented a linear-time 4-approximation algorithm. Alt et al. [3] improved the ratio of this linear-time algorithm to 3. They also presented an $O(n \log n)$-time 2-approximation algorithm for Problem 2. Chambers et al. [7] studied a variant of Problem 3—on collinear points—where the disks centered at input points; they showed that the best solution with two disks gives a $5/4$-approximation. Carmi et al. [6] studied a similar version of the problem for points in the plane.

1.1 Our contributions

In this paper we study Problems 1-3. In Section 2, we present an algorithm that solves Problem 1 in linear time, provided that the points are given in sorted order along the line. This improves the previous best running time by a factor of $\Theta(n)$. In Section 3, we present an algorithm that solves Problem 2 in $O(n^2)$ time; this also improves the previous best running time by a factor of $\Theta(n)$. In Section 4, first we present a simple $O(n^3)$ algorithm for Problem 3. Then with a more involved proof, we show how to improve the running time to $O(n^2)$. 
2 Problem 1: disjoint disks with maximum area

In this section we study Problem 1: Let \( P = \{p_1, \ldots, p_n\} \) be a set of \( n \geq 3 \) points on a straight-line \( \ell \) that are given in sorted order. We want to assign to every \( p_i \in P \) a radius \( r_i \) such that the disks with the given radii do not overlap and their total area, or equivalently \( \sum r_i^2 \), is as large as possible. Acharyya et al. [1] showed how to obtain such an assignment in \( O(n^2) \) time.

Theorem 1. Given \( n \) collinear points in sorted order in the plane, in \( \Theta(n) \) time, we can find a set of nonoverlapping disks centered at these points that maximizes the total area of the disks.

With a suitable rotation we assume that \( \ell \) is horizontal. Moreover, we assume that \( p_1, \ldots, p_n \) is the sequence of points of \( P \) in increasing order of their \( x \)-coordinates. We refer to a set of nonoverlapping disks centered at points of \( P \) as a feasible solution. We refer to the disks in a feasible solution \( S \) that are centered at \( p_1, \ldots, p_n \) as \( D_1, \ldots, D_n \), respectively. Also, we denote the radius of \( D_i \) by \( r_i \); it might be that \( r_i = 0 \). For a feasible solution \( S \) we define \( \alpha(S) = \sum r_i^2 \). Since the total area of the disks in \( S \) is \( \pi \cdot \alpha(S) \), hereafter, we refer to \( \alpha(S) \) as the total area of disks in \( S \). We call \( D_i \) a full disk if it has \( p_i-1 \) or \( p_{i+1} \) on its boundary, a zero disk if its radius is zero, and a partial disk otherwise. For two points \( p_i \) and \( p_j \), we denote the Euclidean distance between \( p_i \) and \( p_j \) by \( |p_i p_j| \).

We briefly review the \( O(n^2) \)-time algorithm of Acharyya et al. [1]. First, compute a set \( D \) of disks centered at points of \( P \), which is the superset of every optimal solution. For every disk \( D \in D \), that is centered at a point \( p \in P \), define a weighted interval \( I \) whose length is \( 2r \), where \( r \) is the radius of \( D \), and whose center is \( p \). Set the weight of \( I \) to be \( r^2 \). Let \( I \) be the set of these intervals. The disks corresponding to the intervals in a maximum weight independent set of the intervals in \( I \) forms an optimal solution to Problem 1. By construction, these disks are nonoverlapping, centered at \( p_1, \ldots, p_n \), and maximize the total area. Since the maximum weight independent set of \( m \) intervals that are given in sorted order of their left endpoints can be computed in \( O(m) \) time [9], the time complexity of the above algorithm is essentially dominated by the size of \( D \). Acharyya et al. [1] showed how to compute such a set \( D \) of size \( \Theta(n^2) \) and order the corresponding intervals in \( O(n^2) \) time. Therefore, the total running time of their algorithm is \( O(n^2) \).

We show how to improve the running time to \( O(n) \). In fact we show how to find a set \( D \) of size \( \Theta(n) \) and order the corresponding intervals in \( O(n) \) time, provided that the points of \( P \) are given in sorted order.

2.1 Computation of \( D \)

In this section we show how to compute a set \( D \) with a linear number of disks such that every disk in an optimal solution for Problem 1 belongs to \( D \).

Our set \( D \) is the union of three sets \( F, \overline{D}, \) and \( \overline{D} \) of disks that are computed as follows. The set \( F \) contains \( 2n \) disks representing the full disks and zero disks that are centered at points of \( P \). We compute \( \overline{D} \) by traversing the points of \( P \) from left to right as follows; the computation of \( \overline{D} \) is symmetric. For each point \( p_i \) with \( i \in \{2, \ldots, n-1\} \) we define its signature \( s(p_i) \) as

\[
\begin{align*}
s(p_i) &= + & \text{if } |p_{i-1} p_i| \leq |p_i p_{i+1}| \\
&= - & \text{if } |p_{i-1} p_i| > |p_i p_{i+1}|
\end{align*}
\]
Set $s(p_1) = -$ and $s(p_n) = +$. We refer to the sequence $S = s(p_1), \ldots , s(p_n)$ as the signature sequence of $P$. Let $\Delta$ be the multiset that contains all contiguous subsequences $s(p_i), \ldots , s(p_j)$ of $S$, with $i < j$, such that $s(p_i) = s(p_j) = -$ and $s(p_k) = +$ for all $i < k < j$; if $j = i + 1$, then there is no $k$. For example, if $S = - + + - + + + - - - + + +$, then $\Delta = \{- + + - , - + + - , - + - , - - - , - - + , \ldots \}$. Observe that for every sequence $s(p_1), \ldots , s(p_j)$ in $\Delta$ we have that 

$$|p_ip_{i+1}| \leq |p_{i+1}p_{i+2}| \leq |p_{i+2}p_{i+3}| \leq \cdots \leq |p_{j-1}p_j|, \quad \text{and} \quad |p_{j-1}p_j| > |p_jp_{j+1}|.$$ 

Every plus sign in $S$ belongs to at most one sequence in $\Delta$, and every minus sign in $S$ belongs to at most two sequences in $\Delta$. Therefore, the size of $\Delta$ (the total length of its sequences) is at most $2n$. For each sequence $s(p_1), \ldots , s(p_j)$ in $\Delta$ we add some disks to $\overrightarrow{D}$ as follows. Consider the full disk $D_j$ at $p_j$. Iterate on $k = j-1, j-2, \ldots , i$. In each iteration, consider the disk $D_k$ that is centered at $p_k$ and touches $D_{k+1}$. If $D_k$ does not contain $p_{k-1}$ and its area is smaller than the area of $D_{k+1}$, then add $D_k$ to $\overrightarrow{D}$ and proceed to the next iteration, otherwise, terminate the iteration. See Figure 1. This finishes the computation of $\overrightarrow{D}$. Notice that $\overrightarrow{D}$ contains at most $n-1$ disks. The computation of $\overrightarrow{D}$ is symmetric; it is done in a similar way by traversing the points from right to left (all the + signatures become − and vice versa).

The number of disks in $D = F \cup \overrightarrow{D} \cup \overleftarrow{D}$ is at most $4n-2$. The signature sequence $S$ can be computed in linear time. Having $S$, we can compute the multiset $\Delta$, the disks in $\overrightarrow{D}$ as well as the corresponding intervals, as in [1] and described before, in sorted order of their left endpoints in total $O(n)$ time. Then the sorted intervals corresponding to circles in $D$ can be computed in linear-time by merging the sorted intervals that correspond to sets $F$, $\overrightarrow{D}$, and $\overleftarrow{D}$. It remains to show that $D$ contains an optimal solution for Problem 1. To that end, we first prove two lemmas about the structural properties of an optimal solution.

**Lemma 2.** Every feasible solution $S$ for Problem 1 can be converted to a feasible solution $S'$ where $D_1$ and $D_n$ are full disks and $\alpha(S') \geq \alpha(S)$.

**Proof.** Recall that $n \geq 3$. We prove this lemma for $D_1$; the proof for $D_n$ is similar. Since $S$ is a feasible solution, we have that $r_1 + r_2 \leq |p_1p_2|$. Let $S'$ be a solution that is obtained from $S$ by making $D_1$ a full disk and $D_2$ a zero disk. Since we do not increase the radius of $D_2$, it does not overlap $D_3$, and thus, $S'$ is a feasible solution. In $S'$, the radius of $D_1$ is $|p_1p_2|$, and we have that $r_1^2 + r_2^2 \leq (r_1 + r_2)^2 \leq |p_1p_2|^2$. This implies that $\alpha(S') \geq \alpha(S)$.

**Lemma 3.** If $D_i$, with $1 < i < n$, is a partial disk in an optimal solution, then $r_i < \max(r_{i-1}, r_{i+1})$. 

![Figure 1](image-url) Illustration of a sequence $s(p_1), \ldots , s(p_j) = - + + -$ in $\Delta$; construction of $\overrightarrow{D}$. 
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Figure 2 Illustration of the proof of Lemma 3.

Proof. The proof is by contradiction; let $S$ be such an optimal solution for which $r_i \geq \max(r_{i-1}, r_{i+1})$. First assume that $D_i$ touches at most one of $D_{i-1}$ and $D_{i+1}$. By slightly enlarging $D_i$ and shrinking its touching neighbor we can increase the total area of $S$. Without loss of generality suppose that $D_i$ touches $D_{i-1}$. Since $r_i \geq r_{i-1}$,

$$(r_i + \epsilon)^2 + (r_{i-1} - \epsilon)^2 = r_i^2 + r_{i-1}^2 + 2(r_i \epsilon - r_{i-1} \epsilon + \epsilon^2) > r_i^2 + r_{i-1}^2 > 0,$$

for any $\epsilon > 0$. This contradicts optimality of $S$. Now, assume that $D_i$ touches both $D_{i-1}$ and $D_{i+1}$, and that $r_{i-1} \leq r_{i+1}$. See Figure 2. We obtain a solution $S'$ from $S$ by enlarging $D_i$ as much as possible, and simultaneously shrinking both $D_{i-1}$ and $D_{i+1}$. This makes $D_{i-1}$ a zero disk, $D_i$ a full disk, $D_{i+1}$ a zero or a partial disk, and does not change the other disks. The difference between the total areas of $S'$ and $S$ is

$$((r_i + r_{i+1})^2 + (r_{i-1} - r_{i+1})^2) - (r_i^2 + r_{i-1}^2 + r_{i+1}^2) = r_i^2 + 2r_{i-1}(r_i - r_{i+1}) > 0;$$

this inequality is valid since $r_i \geq r_{i+1} \geq r_{i-1} > 0$. This contradicts the optimality of $S$.

Lemma 4. The set $\mathcal{D}$ contains an optimal solution for Problem 1.

Proof. It suffices to show that every disk $D_k$, which is centered at $p_k$, in an optimal solution $S = \{D_1, \ldots, D_n\}$ belongs to $\mathcal{D}$. By Lemma 2, we may assume that both $D_1$ and $D_n$ are full disks. If $D_k$ is a full disk or a zero disk, then it belongs to $\mathcal{D}$. Assume that $D_k$ is a partial disk. Since $S$ is optimal, $D_k$ touches at least one of $D_{k-1}$ and $D_{k+1}$, because otherwise we could enlarge $D_k$.

First assume that $D_k$ touches exactly one disk, say $D_{k+1}$. We are going to show that $D_k$ belongs to $\mathcal{D}$ (if $D_k$ touches only $D_{k-1}$, by a similar reasoning we can show that $D_k$ belongs to $\mathcal{D}$). Notice that $r_k < r_{k+1}$, because otherwise we could enlarge $D_k$ and shrink $D_{k+1}$ simultaneously to increase $\alpha(S)$, which contradicts the optimality of $S$. Since $D_k$ is partial and touches $D_{k+1}$, we have that $D_{k+1}$ is either full or partial. If $D_{k+1}$ is full, then it has $p_{k+1}$ on its boundary, and thus $s(p_{k+1}) = -. By our definition of $\Delta$, for some $i < k + 1$, the sequence $s(p_i), \ldots, s(p_{k+1})$ belongs to $\Delta$. Then by our construction of $\mathcal{D}$ both $D_{k+1}$ and $D_k$ belong to $\mathcal{D}$, where $k + 1$ plays the role of $j$. Assume that $D_{k+1}$ is partial. Then $D_{k+2}$ touches $D_{k+1}$, because otherwise we could enlarge $D_{k+1}$ and shrink $D_k$ simultaneously to increase $\alpha(S)$. Recall that $r_k < r_{k+1}$. Lemma 3 implies that $r_{k+1} < r_{k+2}$. This implies that $|p_k p_{k+1}| < |p_k p_{k+1}|$, and thus $s(p_{k+1}) = +$. Since $D_{k+1}$ is partial and touches $D_{k+2}$, we have that $D_{k+2}$ is either full or partial. If $D_{k+2}$ is full, then it has $p_{k+3}$ on its boundary, and thus $s(p_{k+3}) = -. By a similar reasoning as for $D_{k+1}$ based on the definition of $\Delta$ and $\mathcal{D}$, we get that $D_{k+2}$, $D_{k+1}$, and $D_k$ are in $\mathcal{D}$. If $D_{k+2}$ is partial, then it touches $D_{k+3}$ and again by Lemma 3 we have $r_{k+2} < r_{k+3}$ and consequently $s(p_{k+2}) = +$. By repeating this
process, we stop at some point \( p_j \), with \( j \leq n - 2 \), for which \( D_j \) is a full disk, \( r_{j-1} < r_j \), and \( s(p_j) = - \); notice that such a \( j \) exists because \( D_n \) is a full disk and consequently \( D_{n-1} \) is a zero disk. To this end we have that \( s(p_k) \in \{+,-\} \), \( s(p_j) = - \), and \( s(p_{k+1}), \ldots, s(p_{j-1}) \) is a plus sequence. Thus, \( s(p_k), \ldots, s(p_j) \) is a subsequence of some sequence \( s(p_i), \ldots, s(p_j) \) in \( \Delta \). Our construction of \( \bar{D} \) implies that all disks \( D_k, \ldots, D_j \) belong to \( \bar{D} \).

Now assume that \( D_k \) touches both \( D_{k-1} \) and \( D_{k+1} \). By Lemma 3 we have that \( D_k \) is strictly smaller than the largest of these disks, say \( D_{k+1} \). By a similar reasoning as in the previous case we get that \( D_k \notin \bar{D} \).

\[ \text{3} \quad \text{Problem 2: client-server coverage with minimum radii} \]

In this section we study Problem 2: Let \( P = \{ p_1, \ldots, p_n \} \) be a set of \( n \) points on a straight-line \( \ell \) that is partitioned into two sets, namely clients and servers. We want to assign to every server in \( P \) a radius such that the disks with these radii cover all clients and the sum of their radii is as small as possible. Bilò et al. [4] showed that this problem can be solved in polynomial time. Lev-Tov and Peleg [10] showed how to obtain such an assignment in \( O(n^3) \) time. Alt et al. [3] presented an \( O(n \log n) \)-time 2-approximation algorithm for this problem. We show how to solve this problem optimally in \( O(n^2) \) time.

\[ \text{Theorem 5.} \quad \text{Given a total of} \ n \ \text{collinear clients and servers, in} \ O(n^2) \ \text{time, we can find a set of disks centered at servers that cover all clients and where the sum of the radii of the disks is minimum.} \]

Without loss of generality assume that \( \ell \) is horizontal, and that \( p_1, \ldots, p_n \) is the sequence of points of \( P \) in increasing order of their \( x \)-coordinates. We refer to a disk with radius zero as a zero disk, to a set of disks centered at servers and covering all clients as a feasible solution, and to the sum of the radii of the disks in a feasible solution as its cost. We denote the radius of a disk \( D \) by \( r(D) \), and denote by \( D(p,q) \) a disk that is centered at the point \( p \) with the point \( q \) on its boundary.

We describe a top-down dynamic programming algorithm that maintains a table \( T \) with \( n \) entries \( T(1), \ldots, T(n) \). Each table entry \( T(k) \) represents the cost of an optimal solution for the subproblem that consists of points \( p_1, \ldots, p_k \). The optimal cost of the original problem will be stored in \( T(n) \); the optimal solution itself can be recovered from \( T \). In the rest of this section we show how to solve a subproblem \( p_1, \ldots, p_k \). In fact, we show how to compute \( T(k) \) recursively by a top-down dynamic programming algorithm. To that end, we first describe our three base cases:

- There is no client. In this case \( T(k) = 0 \).
- There are some clients but no server. In this case \( T(k) = +\infty \).
- There are some clients and exactly one server, say \( s \). In this case \( T(k) \) is the radius of the smallest disk that is centered at \( s \) and covers all the clients.

Assume that the subproblem \( p_1, \ldots, p_k \) has at least one client and at least two servers. We are going to derive a recursion for \( T(k) \).

\[ \text{Observation 6.} \quad \text{Every disk in any optimal solution has a client on its boundary.} \]

\[ \text{Lemma 7.} \quad \text{No disk contains the center of some other non-zero disk in an optimal solution.} \]

\[ \text{Proof.} \quad \text{Our proof is by contradiction. Let} \ D_i \ \text{and} \ D_j \ \text{be two disks in an optimal solution such that} \ D_i \ \text{contains the center of} \ D_j \ . \ \text{Let} \ p_i \ \text{and} \ p_j \ \text{be the centers of} \ D_i \ \text{and} \ D_j \ , \ \text{respectively, and} \ r_i \ \text{and} \ r_j \ \text{be the radii of} \ D_i \ \text{and} \ D_j \ , \ \text{respectively. See Figure 3(a). Since} \ D_i \ \text{contains} \]

\[ \text{cause} \]
Let $p_j$, we have $r_j > |p_i p_j|$. Let $D'_i$ be the disk of radius $|p_i p_j| + r_j$ that is centered at $p_i$. Notice that $D'_i$ covers all the clients that are covered by $D_i \cup D_j$. By replacing $D_i$ and $D_j$ with $D'_i$ we obtain a feasible solution whose cost is smaller than the optimal cost, because $|p_i p_j| + r_j < r_i + r_j$. This contradicts the optimality of the initial solution.

Let $c$ be the rightmost client in $p_1, \ldots, p_k$. For a disk $D$ that covers $c$, let $\psi(D) \in \{1, \ldots, k\}$ be the smallest index for which the point $p_{\psi(D)}$ is in the interior or on the boundary of $D$, i.e., $\psi(D)$ is the index of the leftmost point of $p_1, \ldots, p_k$ that is in $D$. See Figure 3(b).

We claim that only one disk in an optimal solution can cover $c$, because, if two disks cover $c$ then if their centers lie on the same side of $c$, we get a contradiction to Lemma 7, and if their centers lie on different sides of $c$, then by removing the disk whose center is to the right of $c$ we obtain a feasible solution with smaller cost. Let $S^*$ be an optimal solution (with minimum sum of the radii) that has a maximum number of non-zero disks. Let $D^*$ be the disk in $S^*$ that covers $c$. All other clients in $p_{\psi(D^*)}, \ldots, p_k$ are also covered by $D^*$, and thus, they do not need to be covered by any other disk. As a consequence of Lemma 7, the servers that are in $D^*$ and the servers that lie to the right of $D^*$ cannot be used to cover any clients in $p_1, \ldots, p_{\psi(D^*)-1}$. Therefore, if we have $D^*$, then the problem reduces to a smaller instance that consists of the points to the left of $D^*$, i.e., $p_1, \ldots, p_{\psi(D^*)-1}$. See Figure 3(b).

Thus, the cost of the optimal solution for the subproblem $p_1, \ldots, p_k$ can be computed as $T(k) = T(\psi(D^*) - 1) + r(D^*)$.

In the rest of this section we compute a set $D_k$ of $O(k)$ disks each of them covering $c$. Then we claim that $D^*$ belongs to $D_k$. Therefore, we can compute $T(k)$ by this recursion:

$$T(k) = \min\{T(\psi(D) - 1) + r(D) : D \in D_k\}.$$  

We compute $D_k$ in two phases. In the first phase, for every server $s$ we add the disk $D(s, c)$ to $D_k$. In the second phase, we consider the servers that are to the left of $c$ and the servers that are to the right of $c$ separately. Let $s_1, s_2, \ldots, s_m$ be the sequence of all servers that are to the left of $c$; see Figure 4. For every $i \in \{1, \ldots, m\}$, let $s'_i$ be the left intersection point of the boundary of $D(s_i, c)$ with $\ell$. Set $s'_0 = -\infty$. Let $C_i$ be the longest sequence of consecutive clients between $s'_{i-1}$ and $s'_i$ that lie just before $s'_i$; there is no server between $s'_i$ and the leftmost point of $C_i$. For every client $c' \in C_i$ we add the disk $D(s_i, c')$ to $D_k$ as in Figure 4. Now we consider the servers $s_{m+1}, s_{m+2}, \ldots$, which are to the right of $c$. See Figure 4. Notice that the optimal solution does not contain a disk $D$ that is centered at any of the servers $s_{m+2}, s_{m+3}, \ldots$ because otherwise we could replace $D$ by a smaller disk.
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![Figure 4](image_url) Computation of $D_k$: small circles are clients and small disks are servers.

![Figure 5](image_url) Illustration of the proof of Lemma 8: (a) The server $s$ lies on $L$. (b) The boundary of $D(s, c)$ intersects $L$.

$D'$ centered at $s_{m+1}$ such that $D'$ covers the same clients that are covered by $D'$. Thus, we simply discard $s_{m+2}, s_{m+3}, \ldots$. For $s_{m+1}$, we define $C_{m+1}$ in a similar way that we defined $C_i$ (notice that here we have $s_{m+1} = c$), and then for each client $c' \in C_{m+1}$ we add $D(s_{m+1}, c')$ to $D_k$; see Figure 4. This finishes the computation of $D_k$. In the first phase we added one disk to $D_k$ for every server. In the second phase we added one disk for every client in $C_i$ for all $i \in \{1, \ldots, m+1\}$. The sets $C_i$ are pairwise disjoint because each $C_i$ contains some clients that lie between $s_{i-1}'$ and $s_i$. Thus the total number of disks added to $D_k$ in the second phase is at most the number of clients. Therefore the total number of disks in $D_k$ is at most $k$. The set $D_k$, and consequently the entry $T(k)$ can be computed in $O(k)$ time. Therefore, our dynamic programming algorithm computes all entries of $T$ in $O(n^2)$ time.

To complete the correctness proof of our algorithm it only remains to show that $D^*$ belongs to $D_k$. If $D^*$ has $c$ on its boundary, then $D^*$ has been added to $D_k$ in the first phase of the computation of $D_k$. Assume that $D^*$ does not have $c$ on its boundary. Let $c^*$, with $c^* \neq c$, be the client on the boundary of $D^*$ (such a client exists by Observation 6). Let $s^*$ be the rightmost client and $c^*$ is on the boundary of $D^*$, we have that $c^*$ is to the left of $s^*$ (but $c$ can be to the left or to the right of $s^*$). See Figure 5. Observe that $D(s^*, c)$ is in the interior of $D^*$. The intersection of $\ell$ with the disk difference $D^* \setminus D(s^*, c)$ consists of two line segments; let $L$ be the one to the left.

**Lemma 8.** There is no server on $L$ and there is no server $s$ such that the boundary of $D(s, c)$ intersects $L$.

**Proof.** We prove both statements by contradiction. To prove the first statement assume that $L$ contains a server $s$; see Figure 5(a). We can replace $D^*$ by $D(s^*, c)$ and the smallest disk that is centered at $s$ and covers all the clients on $L$. These two new disks cover all the
clients that have been covered by \( D^* \). If \( s \) is strictly inside \( L \), then sum of the radii of these two disks is smaller than the radius of \( D^* \), thereby this replacement reduces the optimal cost, which contradicts the optimality of \( S^* \). If \( s \) is on the right endpoint of \( L \), then the sum of the radii of these two disks is equal to the radius of \( D^* \), thereby this replacement increases the number of non-zero disks without increasing the optimal cost; this contradicts our choice of \( S^* \) (notice that, by Lemma 7, \( s \) has a zero disk in \( S^* \)).

To prove the second statement let \( s \) be a server such that \( D(s,c) \) intersects \( L \); see Figure 5(b). Since \( D(s,c) \) intersects \( L \), \( s \) lies to the left of \( s^* \). In this configuration, \( D(s,c) \) is contained in \( D(s,c^*) \) (no matter if \( c \) is to the left or to the right of \( s \)). Also, \( D(s,c^*) \) is smaller than \( D^* \), and covers all the clients that are covered by \( D^* \). Thus, by replacing \( D^* \) with \( D(s,c^*) \) we obtain a feasible solution whose cost is smaller than the optimal cost, which is a contradiction.

Let \( C_L \) be the set of all clients on \( L \) (including \( c^* \)). By the first statement of Lemma 8 the clients in \( C_L \) are consecutive. Let \( s^* = s_j \) for some \( j \in \{1, \ldots, m + 1\} \). Then by our definition of \( L \), the clients in \( C_L \) lie just before \( s_j^* \). By the second statement of Lemma 8 the clients in \( C_L \) are to the right of \( s_j^* \). These constraints imply that \( C_L \subseteq C_j^* \). Therefore, the disk \( D(s_j,c^*) = D^* \) is contained in \( D_j \), since it was added in the second phase of the construction. This finishes the correctness proof.

### 4 Problem 3: point-interval coverage with minimum area

Let \( I = [a, b] \) be an interval on the \( x \)-axis in the plane. We say that a set of disks covers \( I \) if \( I \) is a subset of the union of the disks in this set. Let \( P \) be a set of \( n \) points on \( I \) such that \( a \) and \( b \) are in \( P \). A point-interval coverage for the pair \((P,I)\) is a set \( S \) of disks that cover \( I \) such that (i) the disks in \( S \) have their centers on \( I \) and (ii) every disk in \( S \) contains at least one point of \( P \). See Figure 6. The point-interval coverage problem is to find such a set of disks with minimum total area. In this section we show how to solve this problem in \( O(n^2) \) time.

![Figure 6](image-url)  
**Figure 6** The minimum point-interval coverage for \((\{p_1, \ldots, p_5\}, [a,b])\); each \( p_i \) is assigned to \( D_i \).

\[\textbf{Theorem 9.} \text{ Given } n \text{ points on an interval, in } O(n^2) \text{ time, we can find a set of disks covering the entire interval such that every disk contains at least one point and where the total area of the disks is minimum.}\]

If we drop condition (ii), then the problem can be solved in linear time by using Observation 14 (which is stated below). Let Problem 3’ be a version of the point-interval coverage problem with an additional constraint that (iii) every point \( p \in P \) is assigned to exactly one of the disks in \( S \) that contains \( p \). Notice that any solution for Problem 3’ is also a solution for Problem 3. Conversely, any solution for Problem 3 can be transformed to a solution for Problem 3’ by assigning every point to one of the disks containing it. Thus, these two problems are equivalent. Therefore, without loss of generality, in the rest of this section we...
study the version of the point-interval coverage with three constraints (i), (ii), and (iii). First we prove some lemmas about the structural properties of an optimal point-interval coverage. We say that a disk is anchored at a point \( p \) if it has \( p \) on its boundary. We say that two intersecting disks touch each other if their intersection is exactly one point, and we say that they overlap otherwise.

\[\text{Lemma 10. In any optimal solution for the point-interval coverage problem, exactly one point is assigned to each disk.}\]

**Proof.** Our proof is by contradiction. Consider a disk \( D \) in an optimal solution that is assigned two points \( p_1 \) and \( p_2 \). Without loss of generality assume that \( p_1 \) is to the left of \( p_2 \). Let \( c_1 \) and \( c_2 \) be the two intersection points of the boundary of \( D \) with the \( x \)-axis, and let \( c_3 \) be a point on the \( x \)-axis that is between \( p_1 \) and \( p_2 \). Let \( D' \) and \( D'' \) be the disks with diameters \( c_1c_3 \) and \( c_2c_3 \), respectively; see Figure 7(a). The total area of \( D' \) and \( D'' \) is smaller than the total area of \( D \). Also \( D' \cup D'' \) covers the same interval as \( D \) does. Remove \( D \) from the optimal set and add \( D' \) and \( D'' \) to the resulting set. Assign \( p_1 \) to \( D' \) and \( p_2 \) to \( D'' \). This gives a solution with smaller total area, which is a contradiction. \[\Box\]

\[\text{Lemma 11. There is no pair of overlapping disks in any optimal solution for the point-interval coverage problem.}\]

**Proof.** Our proof is by contradiction. Consider two overlapping disks \( D_1 \) and \( D_2 \) in an optimal solution. Let \( p_1 \) and \( p_2 \) denote the points that are assigned to \( D_1 \) and \( D_2 \), respectively. We differentiate between the following two cases.

- \( D_1 \) is a subset of \( D_2 \), or vice versa. Assume that \( D_1 \) is a subset of \( D_2 \). Let \( c_1 \) and \( c_2 \) be the two intersection points of the boundary of \( D_2 \) with the \( x \)-axis. Let \( D' \) and \( D'' \) be the disks with diameters \( p_1c_1 \) and \( p_1c_2 \). The total area of \( D' \) and \( D'' \) is smaller than the total area of \( D_1 \) and \( D_2 \). Moreover, \( D' \cup D'' \) covers the same interval as \( D_1 \cup D_2 \) does. Remove \( D_1 \) and \( D_2 \) from the optimal set and add \( D' \) and \( D'' \) to the resulting set. Assign \( p_2 \) to one of \( D' \) and \( D'' \) that contains \( p_2 \), and assign \( p_1 \) to the other disk. This results a solution whose total area is smaller than the optimal area, which is a contradiction.

- \( D_1 \) is not a subset of \( D_2 \), nor vice versa. See Figure 7(b). Let \( c_1 \) and \( c_2 \) be the left and right intersection points of the boundary of \( D_1 \) with the \( x \)-axis, respectively. Let \( c_3 \) and \( c_4 \) be the left and right intersection points of the boundary of \( D_2 \) with \( x \)-axis, respectively. Assume that \( c_1 \) is to the left of \( c_4 \); this implies \( c_1, c_3, c_2, c_4 \) is the sorted sequence of these points from left to right. If \( p_1 \neq c_2 \), then we shrink \( D_1 \) (while anchored at \( c_1 \)) by a small amount and reduce the total area of the optimal set, which is a contradiction. Assume
that \( p_1 = c_2 \); similarly, assume that \( p_2 = c_3 \). In this configuration we shrink \( D_1 \) (while anchored at \( c_1 \)) and \( D_2 \) (while anchored at \( c_4 \)) simultaneously until they touch each other as in Figure 7(b). Then we assign \( p_2 \) to \( D_1 \), and \( p_1 \) to \( D_2 \). This gives a valid solution whose total area is smaller than the optimal area, which is a contradiction. ◀

Lemma 10 implies that the number of disks in every optimal solution—for the interval coverage problem—is equal to the number of points in \( P \), and Lemma 11 implies that these disks can touch each other but do not overlap. This enables us to order the disks of every optimal solution from left to right such that any two consecutive disks touch each other; let \( D_1, \ldots, D_n \) be this ordering. Let \( p_1, \ldots, p_n \) be the points of \( P \) from left to right. Then for every \( i \in \{1, \ldots, n\} \), the point \( p_i \) is assigned to the disk \( D_i \); see Figure 6.

Lemma 12. In any optimal solution, if the intersection point of \( D_i \) and \( D_{i+1} \) does not belong to \( P \), then \( D_i \) and \( D_{i+1} \) have equal radius.

Proof. Let \( c \) be the intersection point of \( D_i \) and \( D_{i+1} \). Let \( c_1 \) be the left intersection point of the boundary of \( D_i \) with the \( x \)-axis, and let \( c_2 \) be the right intersection point of the boundary of \( D_{i+1} \) with the \( x \)-axis; see Figure 7(c). We proceed by contradiction, and assume, without loss of generality, that \( D_{i+1} \) is smaller than \( D_i \). We shrink \( D_i \) (while anchored at \( c_1 \)) and enlarge \( D_{i+1} \) (while anchored at \( c_2 \)) simultaneously by a small value. This gives a valid solution whose total area is smaller than the optimal area, because our gain in the area of \( D_{i+1} \) is smaller than our loss from the area of \( D_i \). This contradicts the optimality of our initial solution. ◀

The following lemma and observation play important roles in our algorithm for the point-interval coverage problem, which we describe later.

Lemma 13. Let \( R > 0 \) be a real number, and \( r_1, r_2, \ldots, r_k \) be a sequence of positive real numbers such that \( \sum_{i=1}^{k} r_i = R \). Then

\[
\sum_{i=1}^{k} r_i^2 \geq \sum_{i=1}^{k} \frac{(R/k)^2}{k} = R^2/k,
\]

i.e., the sum on the left-hand side of (1) is minimum if all \( r_i \) are equal to \( R/k \).

Proof. If \( f \) is a convex function, then—by Jensen’s inequality—we have

\[
f \left( \frac{\sum_{i=1}^{k} r_i}{k} \right) \leq \sum_{i=1}^{k} \frac{f(r_i)}{k}.
\]

Since the function \( f(x) = x^2 \) is convex, it follows that

\[
\left( \frac{R}{k} \right)^2 = f \left( \frac{R}{k} \right) = f \left( \frac{\sum_{i=1}^{k} r_i}{k} \right) \leq \sum_{i=1}^{k} \frac{r_i^2}{k},
\]

which, in turn, implies Inequality (1). ◀

The minimum sum of the radii of a set of disks that cover \( I = [a, b] \) is \( |ab|/2 \). The following observation is implied by Lemma 13, by setting \( R = |ab|/2 \) and \( k = n \).

Observation 14. The minimum total area of \( n \) disks covering \( I \) is obtained by a sequence of \( n \) disks of equal radius such that every two consecutive disks touch each other; see Figure 8.

We refer to the covering of \( I \) that is introduced in Observation 14 as the unit-disk covering of \( I \) with \( n \) disks. Such a covering is called valid if it is a point-interval coverage for \((P, I)\).
In this subsection we present an $O(n^3)$-time dynamic-programming algorithm for the point-interval coverage problem. In the full version of the paper [5] we present a more involved dynamic-programming algorithm that improves the running time to $O(n^2)$.

First, we review some properties of an optimal solution for the point-interval coverage problem-instances ($P_i$). Assume that for some $k \in \{1, \ldots, n-1\}$ the intersection point of $D_k$ and $D_{k+1}$ is a point $p \in P$. Notice that $p$ is assigned to either $D_k$ or $D_{k+1}$: this implies either $p = p_k$ or $p = p_{k+1}$. In either case, $C^*$ is the union of the optimal solutions for two smaller problem-instances $(P_1, I_1)$ and $(P_2, I_2)$ where $I_1 = [a, p]$, $I_2 = [p, b]$, $P_1 = \{p_1, \ldots, p_k\}$ and $P_2 = \{p_{k+1}, \ldots, p_n\}$.

We define a subproblem $(P_{ij}, I_{ij})$ and represent it by four indices $(i, j, i', j')$ where $1 \leq i < j \leq n$ and $i', j' \in \{0, 1\}$. The indices $i$ and $j$ indicate that $I_{ij} = [p_i, p_j]$. The set $P_{ij}$ contains the points of $P$ that are on $I_{ij}$ provided that $p_i$ belongs to $P_{ij}$ if and only if $i' = 1$ and $p_j$ belongs to $P_{ij}$ if and only if $j' = 1$. For example, if $i' = 1$ and $j' = 0$, then $P_{ij} = \{p_1, p_{i+1}, \ldots, p_j\}$. We define $T(i, j, i', j')$ to be the cost (total area) of an optimal solution for subproblem $(i, j, i', j')$. The optimal cost of the original problem will be stored in $T(1, n, 1, 1)$. We compute $T(i, j, i', j')$ as follows. If the unit-disk covering is a valid solution for $(i, j, i', j')$, then by Observation 14 it is optimal, and thus we assign its total area to $T(i, j, i', j')$. Otherwise, as we discussed earlier, there is a point $p_k$ of $P$ with $k \in \{i+1, \ldots, j-1\}$ that is the intersection point of two consecutive disks in the optimal solution. This splits the problem into two smaller subproblems, one to the left of $p_k$ and one to the right of $p_k$. The point $p_k$ is assigned either to the left subproblem or to the right subproblem. See Figure 9 for an instance in which the unit-disk covering is not valid, and $p_k$ is assigned to the right subproblem. In the optimal solution, $p_k$ is assigned to the one that

minimizes the total area, which is

\[
T(i, j, i', j') = \min\{T(i, k, i', j') + T(k, j, j') \mid i \neq k \neq j \neq i' \neq j' \}
\]

Since we do not know the value of \( k \), we try all possible values and pick the one that minimizes \( T(i, j, i', j') \).

There are three base cases for the above recursion. (1) No point of \( P \) is assigned to the current subproblem: we assign \( +\infty \) to \( T(\cdot) \), which implies this solution is not valid. (2) Exactly one point of \( P \) is assigned to the current subproblem: we cover \([p_i, p_j] \) with one disk of diameter \( |p_i - p_j| \) and assign its area to \( T(\cdot) \). (3) More than one point of \( P \) is assigned to the current subproblem and the unit-disk covering is valid: we assign the total area of this unit-disk covering to \( T(\cdot) \).

The total number of subproblems is at most \( 2 \cdot 2 \cdot (\binom{n}{2}) = O(n^2) \), because \( i \) and \( j \) take \( \binom{n}{2} \) different values, and each of \( i' \) and \( j' \) takes two different values. The time to solve each subproblem \((i, j, i', j')\) is proportional to the time for checking the validity of the unit-disk covering for this subproblem plus the iteration of \( k \) from \( i + 1 \) to \( j - 1 \); these can be done in total time \( O(j - i) \). Thus, the running time of our dynamic programming algorithm is \( O(n^3) \).

In the full version of the paper [5] we present a more involved dynamic-programming algorithm that improves the running time to \( O(n^2) \). Essentially, our algorithm verifies the validity of the unit-disk coverings for all subproblems \( p_i, \ldots, p_j \) in \( O(n^2) \) time.

5 Conclusion: an open problem

We considered three optimization problems on collinear points in the plane. Here we present a related open problem: given a set of collinear points, we want to assign to each point a disk, centered at that point, such that the underlying disk graph is connected and the sum of the areas of the disks is minimized. The disk graph has input points as its vertices, and has an edge between two points if their assigned disks intersect. It is not known whether or not this problem is NP-hard. In any dimension \( d \geq 2 \) this problem is NP-hard if an upper bound on the radii of disks is given to us [7].
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1 Introduction

A triangulation of a manifold \( M \) is a homeomorphism \( H : |\mathcal{A}| \to M \), where \( \mathcal{A} \) is a simplicial complex, and \( |\mathcal{A}| \) is its underlying topological space. If such a homeomorphism exists, we
say that $A$ triangulates $M$.

The purpose of this paper is to present criteria which ensure that a candidate map $H$ is indeed a homeomorphism. This work is motivated by earlier investigations into the problem of algorithmically constructing a complex that triangulates a given manifold [6, 4]. It complements and is closely related to recent work that investigates a particular natural example of such a map [11].

In the motivating algorithmic setting, we are given a compact manifold $M$, and a manifold simplicial complex $A$ is constructed by working locally in Euclidean coordinate charts. Here we lay out criteria, based on local properties that arise naturally in the construction of $A$, that guarantee that $H$ is a homeomorphism. These criteria, which are summarized in Theorem 16, are based on metric properties of $H$ within “compatible” coordinate charts (Definition 4). The Euclidean metric in the local coordinate chart is central to the analysis, but no explicit metric on $|A|$ or $M$ is involved, and no explicit assumption of differentiability is required of $H$ or $M$. However, our only examples that meet the required local criteria are in the differentiable setting. We do not know whether or not our criteria for homeomorphism implicitly imply that $M$ admits a differentiable structure. They do imply that $A$ is piecewise linear (admits an atlas with piecewise linear transition functions).

Relation to other work

The first demonstrations that differentiable manifolds can always be triangulated were constructive. Cairns [9] used coordinate charts to cover the manifold with embeddings of patches of Euclidean triangulations. He showed that if the complexes were sufficiently refined the embedding maps could be perturbed such that they remain embeddings and the images of simplices coincide where patches overlap. A global homeomorphic complex is obtained by identifying simplices with the same image. The technique was later refined and extended [15, 14], but it is not easily adapted to provide triangulation guarantees for complexes constructed by other algorithms.

An alternative approach was developed by Whitney [16] using his result that a manifold can be embedded into Euclidean space. A complex is constructed via a process involving the intersection of the manifold with a fine Cartesian grid in the ambient space, and it is shown that the closest-point projection map, which takes a point in the complex to its unique closest point in the manifold, is a homeomorphism. The argument is entwined with this specific construction, and is not easily adapted to other settings.

More recently, Edelsbrunner and Shah [13] defined the restricted Delaunay complex of a subset $M$ of Euclidean space as the nerve of the Voronoi diagram on $M$ when the ambient Euclidean metric is used. They showed that if $M$ is a compact manifold, then the restricted Delaunay complex is homeomorphic to $M$ when the Voronoi diagram satisfies the closed ball property (cbp): Voronoi faces are closed topological balls of the appropriate dimension.

Using the cbp, Amenta and Bern [1] demonstrated a specific sampling density that is sufficient to guarantee that the restricted Delaunay complex triangulates the surface. However, since the complex constructed by their reconstruction algorithm cannot be guaranteed to be exactly the restricted Delaunay complex, a new argument establishing homeomorphism was developed, together with a simplified version of the algorithm [2].

Although it was established in the context of restricted Delaunay triangulations, the cbp is an elegant topological result that applies in more general contexts. For example, it has been used to establish conditions for intrinsic Delaunay triangulations of surfaces [12], and Cheng et al. [10] have indicated how it can be applied for establishing weighted restricted Delaunay triangulations of smooth submanifolds of arbitrary dimension in Euclidean space.
However, the cbp is only applicable to Delaunay-like complexes that can be realized as the nerve of some kind of Voronoi diagram on the manifold. Thus, for example, it does not necessarily apply to the tangential Delaunay complex constructed by Boissonnat and Ghosh [6]. Secondly, even when a Delaunay-like complex is being constructed, it can be difficult to directly verify the properties of the associated Voronoi structure; sampling criteria and conditions on the complex under construction are desired, but may not be easy to obtain from the cbp. A third deficiency of the cbp is that, although it can establish that a complex $\mathcal{A}$ triangulates the manifold $M$, it does not provide a specific triangulation $H : |\mathcal{A}| \to M$. Such a correspondence allows us to compare geometric properties of $|\mathcal{A}|$ and $M$.

In [6] Whitney’s argument was adapted to demonstrate that the closest-point projection maps the tangential Delaunay complex homeomorphically onto the original manifold. The argument is intricate, and like Whitney’s, is tailored to the specific complex under consideration. In contrast, the result of [2], especially in the formulation presented by Boissonnat and Oudot [8], guarantees a triangulation of a surface by any complex which satisfies a few easily verifiable properties. However, the argument relies heavily on the the codimension being 1.

If a set of vertices is contained within a sufficiently small neighbourhood on a Riemannian manifold, barycentric coordinates can be defined. So there is a natural map from a Euclidean simplex of the appropriate dimension to the manifold, assuming a correspondence between the vertices of the simplex and those on the manifold. Thus when a complex $\mathcal{A}$ is appropriately defined with vertices on a Riemannian manifold $M$, there is a natural barycentric coordinate map $|\mathcal{A}| \to M$. In [11], conditions are presented which guarantee that this map is a triangulation. Although this map is widely applicable, the intrinsic criteria can be inconvenient, for example, in the setting of Euclidean submanifold reconstruction, and furthermore the closest-point projection map may be preferred for triangulation in that setting.

The argument in [11] is based on a general result [11, Proposition 16] for establishing that a given map is a triangulation of a differentiable manifold. However, the criteria include a bound on the differential of the map, which is not easy to obtain. The analysis required to show that the closest-point projection map meets this bound is formidable, and this motivated the current alternate approach. We have relaxed this constraint to a much more easily verifiable bound on the metric distortion of the map when viewed within a coordinate chart.

The sampling criteria for submanifolds imposed by our main result applied to the closest-point projection map (Theorem 17) are the most relaxed that we are aware of. The result could be applied to improve the sampling guarantees of previous works, e.g., [10, 6].

In outline, the argument we develop here is the same as that of [2], but extends the result to apply to abstract manifolds of arbitrary dimension and submanifolds of $\mathbb{R}^N$ of arbitrary codimension. We first show that the map $H$ is a local homeomorphism, and thus a covering map, provided certain criteria are met. Then injectivity is ensured when we can demonstrate that each component of $M$ contains a point $y$ such that $H^{-1}(y)$ is a single point. A core technical lemma from Whitney [16, Appendix II Lemma 15a] still lies at the heart of our argument.

**Overview**

The demonstration is developed abstractly without explicitly defining the map $H$. We assume that it has already been established that the restriction of $H$ to any Euclidean simplex in $|\mathcal{A}|$ is an embedding. This is a nontrivial step that needs to be resolved from the specific properties of a particular choice of $H$. The criteria for local homeomorphism apply in a common coordinate chart (for $|\mathcal{A}|$ and $M$), and relate the size and quality of the simplices
with the metric distortion of $H$, viewed in the coordinate domain. The requirement that leads to injectivity is also expressed in a local coordinate chart; it essentially demands that the images of vertices behave in a natural and expected way.

After demonstrating the main result (Theorem 16), we discuss its application to submanifolds of Euclidean space: Theorem 17 presents criteria that ensure that the closest-point projection map from a complex provides a triangulation of a submanifold. The details can be found in the full version of this work [5].

2 The setting and notation

We assume that $A$ and $M$ are both compact manifolds of dimension $m$, without boundary, and we have a map $H: |A| \to M$ that we wish to demonstrate is a homeomorphism. We first show that $H$ is a covering map, i.e., every $y \in M$ admits an open neighbourhood $U_y$ such that $H^{-1}(y)$ is a disjoint union of open sets each of which is mapped homeomorphically onto $U_y$ by $H$. In our setting it is sufficient to establish that $H$ is a local homeomorphism whose image touches all components of $M$: Brouwer’s invariance of domain then ensures that $H$ is surjective, and, since $|A|$ is compact, has the covering map property.

- **Notation 1** (simplices and stars). In this section, a simplex $\sigma$ will always be a full simplex: a closed Euclidean simplex, specified by a set of vertices together with all the points with nonnegative barycentric coordinates. The relative interior of $\sigma$ is the topological interior of $\sigma$ considered as a subspace of its affine hull, and is denoted by $\text{relint}(\sigma)$. If $\sigma$ is a simplex of $|A|$, the subcomplex consisting of all simplices that have $\sigma$ as a face, together with the faces of these simplices, is called the star of $\sigma$, denoted by $\text{St}(\sigma)$; the star of a vertex $p$ is $\text{St}(p)$.

  We also sometimes use the open star of a simplex $\sigma \in C$. This is the union of the relative interiors of the simplices in $C$ that have $\sigma$ as a face: $\text{st}(\sigma) = \bigcup_{\tau \supseteq \sigma} \text{relint}(\tau)$. It is an open set in $|C|$.

- **Notation 2** (topology). If $A \subseteq \mathbb{R}^n$, then the topological closure, interior, and boundary of $A$ are denoted respectively by $\overline{A}$, $\text{int}(A)$, and $\partial A = \overline{A} \setminus \text{int}(A)$. We denote by $B_{\mathbb{R}^m}(c, r)$ the open ball in $\mathbb{R}^m$ of radius $r$ and centre $c$.

- **Notation 3** (linear algebra). The Euclidean norm of $v \in \mathbb{R}^m$ is denoted by $|v|$, and $\|A\| = \sup_{|x| = 1} |Ax|$ denotes the operator norm of the linear operator $A$.

  We will work in local coordinate charts. To any given map $G: |C| \to \mathbb{R}^m$, where $C$ is a simplicial complex, we associate a piecewise linear map $\hat{G}$ that agrees with $G$ on the vertices of $C$, and maps $x \in \sigma \in C$ to the point with the same barycentric coordinates with respect to the images of the vertices. The map $\hat{G}$ is called the secant map of $G$ with respect to $C$.

  The following definition provides the framework within which we will work (see the diagram on page 5).

- **Definition 4** (compatible atlases). We say that $|A|$ and $M$ have compatible atlases for $H: |A| \to M$ if:
  1. There is a coordinate atlas $\{(U_p, \phi_p)\}_{p \in P}$ for $M$, where the index set $P$ is the set of vertices of $A$ and each set $U_p$ is connected.
  2. For each $p \in P$, $H(\text{St}(p)) \subseteq U_p$. Also, the secant map of $\Phi_p = \phi_p \circ H|_{\text{St}(p)}$ defines a piecewise linear embedding of $\text{St}(p)$ into $\mathbb{R}^m$. We denote this secant map by $\hat{\Phi}_p$. By definition, $\hat{\Phi}_p$ preserves the barycentric coordinates within each simplex, and thus the collection $\{((\text{St}(p), \hat{\Phi}_p))\}_{p \in P}$ provides a piecewise linear atlas for $A$. 

Observation 5. The requirement in Definition 4 that the local patches $U_p$ be connected implies that on each connected component $M'$ of $M$, there is a $p \in P$ such that $H(p) \in M'$.

For convenience, we define $\hat{p} = \hat{\Phi}_p(p)$, so that $\hat{\Phi}_p(St(p)) = St(\hat{p})$. We will work within the compatible local coordinate charts. Thus we are studying a map of the form

$$F_p : |St(\hat{p})| \subset \mathbb{R}^m \rightarrow \mathbb{R}^m,$$

where

$$F_p = \phi_p \circ H \circ \hat{\Phi}_p^{-1},$$

as shown in the following diagram (recall $M$ and $A$ are of dimension $m$):

$$\begin{array}{cccc}
|A| & \overset{H}{\longrightarrow} & M \\
|St(p)| & \overset{H|_{St(p)}}{\longrightarrow} & U_p \\
|St(\hat{p})| & \overset{\hat{\Phi}_p}{\downarrow} & \phi_p \\
\mathbb{R}^m & \overset{\phi_p \circ H \circ \hat{\Phi}_p^{-1}}{\longrightarrow} & \mathbb{R}^m
\end{array}$$

We will focus on the map $F_p$, which can be considered as a local realisation of $H|_{St(p)}$. By construction, $F_p$ leaves the vertices of $St(\hat{p})$ fixed: if $q \in \mathbb{R}^m$ is a vertex of $St(\hat{p})$, then $F_p(q) = q$, since $\hat{\Phi}_p$ coincides with $\phi_p \circ H$ on vertices.

3 Local homeomorphism

Our goal is to ensure that there is some open $V_p \subset |St(\hat{p})|$ such that $F_p|_{V_p}$ is an embedding and that the sets $\hat{V}_p = \hat{\Phi}_p^{-1}(V_p)$ are sufficiently large to cover $|A|$. This will imply that $H$ is a local homeomorphism. Indeed, if $V_p$ is embedded by $F_p$, then $\hat{V}_p$ is embedded by $H|_{\hat{V}_p} = \phi_p^{-1} \circ F_p \circ \hat{\Phi}_p^{-1}|_{\hat{V}_p}$, since $\phi_p$ and $\hat{\Phi}_p$ are both embeddings. Since $|A|$ is compact, Brouwer’s invariance of domain, together with Observation 5, implies that $H$ is surjective, and a covering map. It will only remain to ensure that $H$ is also injective.

We assume that we are given (i.e., we can establish by context-dependent means) a couple of properties of $F_p$. We require that it be simplexwise positive, which means that it is continuous and its restriction to any $m$-simplex in $St(\hat{p})$ is an orientation preserving topological embedding. As discussed in [5, Appendix A], we can use degree theory to talk about orientation-preserving maps even if the maps are not differentiable. The other requirement we have for $F_p$ is that when it is restricted to an $m$-simplex it does not distort distances very much, as discussed below.

The local homeomorphism demonstration is based on Lemma 6 below, which is a particular case of an observation made by Whitney [16, Appendix II Lemma 15a]. Whitney demonstrated a more general result from elementary first principles. The proof we give here is roughly the same as Whitney’s, except that we exploit elementary degree theory, as discussed in [5, Appendix A], in order to avoid the differentiability assumptions Whitney made.

In the statement of the lemma, $\text{em}^{-1}$ refers to the $(m-1)$-skeleton of the complex $C$: the subcomplex consisting of simplices of dimension less than or equal to $m - 1$. When $|C|$ is a manifold with boundary, as in the lemma, then $\partial C$ is the subcomplex containing all $(m-1)$-simplices that are the face of a single $m$-simplex, together with the faces of these simplices.
Lemma 6 (simplexwise positive embedding). Assume $C$ is an oriented $m$-manifold finite simplicial complex with boundary embedded in $\mathbb{R}^m$. Let $F: |C| \to \mathbb{R}^m$ be simplexwise positive in $C$. Suppose $V \subset |C|$ is a connected open set such that $F(V) \cap F(\partial C) = \emptyset$. If there is a $y \in F(V) \setminus F(\partial C^{m-1})$ such that $F^{-1}(y)$ is a single point, then the restriction of $F$ to $V$ is a topological embedding.

Proof. Notice that the topological boundary of $|C| \subset \mathbb{R}^m$ is equal to the underlying space of the boundary complex (see, e.g., [3, Lemmas 3.6, 3.7]): $\partial |C| = \partial C$. Let $\Omega = |C| \setminus \partial C$. Since $F$ is simplexwise positive, and $F(V)$ lies within a connected component of $\mathbb{R}^m \setminus F(\partial \Omega)$, the fact that $F^{-1}(y)$ is a single point implies that $F^{-1}(w)$ is a single point for any $w \in F(V) \setminus F(\partial C^{m-1})$ (see [5, Lemma 49]). We need to show that $F$ is also injective on $V \cap C^{m-1}$.

Let $\sigma \in C^{m-1} \setminus \partial C$, and observe that the open star $\text{st}(\sigma)$ (Notation 1) is open in $\mathbb{R}^m$. We now show that $F(\text{st}(\sigma))$ is open. Suppose $x \in \text{relint}(\tau)$ for some $\tau \in C \setminus \partial C$. Since $F$ is injective when restricted to any simplex, we can find a sufficiently small open (in $\mathbb{R}^m$) neighbourhood $U$ of $F(x)$ such that $U \cap F(\partial \text{st}(\tau)) = \emptyset$. Since the closure of the open star is equal to the underlying space of our usual star: $\text{st}(\tau) = \text{St}(\tau)$, By [5, Lemma 49], every point in $U \setminus F(\text{St}(\tau)^{m-1})$ has the same number of points in its preimage. By the injectivity of $F$ restricted to $m$-simplices, this number must be greater than zero for points near $F(x)$. It follows that $U \subset F(\text{st}(\tau))$.

If $x \in \text{st}(\sigma)$, then $x \in \text{relint}(\tau)$ for some $\tau \in C \setminus \partial C$ that has $\sigma$ as a face. Since $\text{st}(\tau) \subset \text{st}(\sigma)$, we have $U \subset F(\text{st}(\sigma))$, and we conclude that $F(\text{st}(\sigma))$ is open.

Now, to see that $F$ is injective on $|C^{m-1}| \cap V$, suppose to the contrary that $w, z \in |C^{m-1}| \cap V$ are two distinct points such that $F(w) = F(z)$. Since $F$ is injective on each simplex, there are distinct simplices $\sigma, \tau$ such that $w \in \text{relint}(\sigma)$ and $z \in \text{relint}(\tau)$. So there is an open neighbourhood $U$ of $F(w) = F(z)$ that is contained in $F(\text{st}(\sigma) \cap F(\text{st}(\tau))$.

We must have $\text{st}(\sigma) \cap \text{st}(\tau) = \emptyset$, because if $x \in \text{st}(\sigma) \cap \text{st}(\tau)$, then $x \in \text{relint}(\mu)$ for some $\mu$ that has both $\sigma$ and $\tau$ as faces. But this means that both $w$ and $z$ belong to $\mu$, contradicting the injectivity of $F|_{\mu}$. It follows that points in the nonempty set $U \cap |C^{m-1}|$ have at least two points in their preimage, a contradiction. Thus $F|_{V}$ is injective, and it follows from Brouwer’s invariance of domain that $F|_{V}$ is an embedding.

Our strategy for employing Lemma 6 is to demand that the restriction of $F_p$ to any $m$-simplex has low metric distortion, and use this fact to ensure that the image of $V_p \subset \text{St}(\bar{p})$ is not intersected by the image of the boundary of $\text{St}(\bar{p})$, i.e., we will establish that $F_p(V_p) \cap F_p((\partial \text{St}(\bar{p})) = \emptyset$. We need to also establish that there is a point $y$ in $F_p(V_p) \setminus F_p((\text{St}(\bar{p})^{m-1})$ such that $F^{-1}(y)$ is a single point. The metric distortion bound will help us here as well.

Definition 7 ($\xi$-distortion map). A map $F: U \subset \mathbb{R}^m \to \mathbb{R}^m$ is a $\xi$-distortion map if for all $x, y \in U$ we have

$$||F(x) - F(y)| - |x - y| \leq \xi |x - y|. \tag{2}$$

We are interested in $\xi$-distortion maps with small $\xi$. Equation (2) can be equivalently written

$$(1 - \xi) |x - y| \leq |F(x) - F(y)| \leq (1 + \xi) |x - y|,$$

and it is clear that when $\xi < 1$, a $\xi$-distortion map is a bi-Lipschitz map. For our purposes the metric distortion constant $\xi$ is more convenient than a bi-Lipschitz constant. It is easy
to show that if $F$ is a $\xi$-distortion map, with $\xi < 1$, then $F$ is a homeomorphism onto its image, and $F^{-1}$ is a $\frac{1}{1-\xi}$-distortion map (see [5, Lemma 19(1)]).

Assuming that $F_p[σ]$ is a $\xi$-distortion map for each $m$-simplex $σ \in \text{St}(\hat{p})$, we can bound how much it displaces points. Specifically, for any point $x ∈ \text{St}(\hat{p})$, we will bound $|x - F(x)|$.

We exploit the fact that the $m + 1$ vertices of $σ$ remain fixed, and use trilateration, i.e., we use the estimates of the distances to the fixed vertices to estimate the location of $F(x)$. Here, the quality of the simplicial comes into play.

- **Notation 8** (simplex quality). If $p$ is a vertex of $σ$, the altitude of $p$ is the distance from $p$ to the opposing facet of $σ$ and is denoted $a_p(σ)$. The thickness of $σ$, denoted $t(σ)$ (or just $t$ if there is no risk of confusion) is given by $\frac{a}{mξt}$, where $a = a(σ)$ is the smallest altitude of $σ$, and $L = L(σ)$ is the length of the longest edge. We set $t(σ) = 1$ if $σ$ has dimension 0.

- **Lemma 9** (trilateration). Suppose $σ ⊂ \mathbb{R}^m$ is an $m$-simplex, and $F: σ → \mathbb{R}^m$ is a $ξ$-distortion map that leaves the vertices of $σ$ fixed. If $ξ ≤ 1$, then for any $x ∈ σ$,

$$|x - F(x)| ≤ \frac{3ξL}{t},$$

where $L$ is the length of the longest edge of $σ$, and $t$ is its thickness.

**Proof.** Let $\{p_0, \ldots, p_m\}$ be the vertices of $σ$. For $x ∈ σ$, let $\hat{x} = F(x)$.

We choose $p_0$ as the origin, and observe that

$$p_i^T x = \frac{1}{2} \left( |x|^2 + |p_i|^2 - |x - p_i|^2 \right),$$

which we write in matrix form as $P^T x = b$, where $P$ is the $m \times m$ matrix whose $i$-th column is $p_i$, and $b$ is the vector whose $i$-th component is given by the right-hand side of (3). Similarly, we have $P^T \hat{x} = \hat{b}$ with the obvious definition of $\hat{b}$. Then

$$\hat{x} - x = (P^T)^{-1}(\hat{b} - b).$$

Since $F(p_0) = p_0 = 0$, we have $||\hat{x}|| - |x| ≤ ξ|x|$, and so

$$||\hat{x}||^2 - |x|^2 ≤ ξ(2 + ξ)|x|^2 ≤ 3ξL^2.$$

Similarly, $|x - p_i|^2 - |\hat{x} - p_i|^2 < 3ξL^2$. Thus $|b_i - b_j| ≤ 3ξL^2$, and $|\hat{b} - b| ≤ 3\sqrt{mξL^2}$.

By [3, Lemma 2.4] we have $|(P^T)^{-1}| ≤ (\sqrt{mtL})^{-1}$, and the stated bound follows.

We define $V_p$ to be the open set obtained by homothetically “shrinking” $|\text{St}(\hat{p})|$ such that it is just large enough to contain the barycentres of the simplices that have $p$ as a vertex (see Figure 1). To be more specific we define $V_p$ to be the open set consisting of the points in $|\text{St}(\hat{p})|$ whose barycentric coordinate with respect to $\hat{p}$ is strictly larger than $\frac{1}{m+1} - δ$, where $δ > 0$ is arbitrarily small. Since the barycentric coordinates in each $m$-simplex sum to 1, and the piecewise linear maps $\hat{Φ}_p$ preserve barycentric coordinates, this ensures that the sets $\hat{Φ}_p^{-1}(V_p)$ cover $|A|$.

We assume that $F_p$ is a $ξ$-distortion map on each simplex.

The idea is to show that $F_p$ is an embedding on $V_p$. In order to employ the simplexwise positive embedding lemma (Lemma 6), we need to establish that there is a point in $V_p \setminus |\text{St}(\hat{p})|^{m-1}$ that is not mapped to the image of any other point in $|\text{St}(\hat{p})|$. We choose the barycentre of a simplex for this purpose. We say that a simplicial complex is a pure $m$-dimensional simplicial complex if every simplex is the face of an $m$-simplex.
Lemma 10 (a point covered once). Suppose $C$ is a pure $m$-dimensional finite simplicial complex embedded in $\mathbb{R}^m$, and that for each $\sigma \in C$ we have $t(\sigma) \geq t_0$. Let $\sigma \in C$ be an $m$-simplex with the largest diameter, i.e., $L(\sigma) \geq L(\tau)$ for all $\tau \in \mathcal{C}$, and let $b$ be the barycentre of $\sigma$. If $F: |C| \to \mathbb{R}^m$ leaves the vertices of $C$ fixed, and its restriction to any $m$-simplex in $C$ is a $\xi$-distortion map with
\[ \xi \leq \frac{1}{6} \frac{m}{m+1} t_0^3, \tag{4} \]
then $F^{-1}(F(b)) = \{b\}$.

Proof. Since $\xi < 1$, the restriction of $F$ to $\sigma$ is injective. Suppose $x \in |C|$ is such that $F(x) = F(b)$, but $x \neq b$. Then $x$ belongs to some $m$-simplex $\tau \in \mathcal{C}$ different from $\sigma$. Since the distance from $b$ to the boundary of $\sigma$ is
\[ \frac{a(\sigma)}{m+1} = \frac{mt(\sigma)L(\sigma)}{m+1}, \]
it follows that $|x - b| > mt(\sigma)L(\sigma)/(m + 1)$. But using Lemma 9 and the constraint (4) we arrive at a contradiction:
\[ |x - b| \leq |b - F(b)| + |x - F(x)| \leq \frac{3\xi L(\sigma)}{t(\tau)} + \frac{3\xi L(\tau)}{t(\tau)} \leq \frac{mt(\sigma)L(\sigma)}{m+1}. \]

Now we also need to ensure that $F_p(V_p) \cap F_p(0\text{St}(\hat{p})) = \emptyset$. Here we will explicitly use the assumption that $\text{St}(\hat{p})$ is a full star. Suppose $\text{St}(\hat{p})$ is a full star if its underlying space is an $m$-manifold with boundary and $\hat{p}$ does not belong to $\partial \text{St}(\hat{p})$.

Lemma 11 (barycentric boundary separation). Suppose $\text{St}(\hat{p})$ is a full $m$-dimensional star embedded in $\mathbb{R}^m$. Let $t_0 = \min_{\sigma \in \text{St}(\hat{p})} a_\sigma(\sigma)$ be the smallest altitude of $\hat{p}$ in the $m$-simplices in $\text{St}(\hat{p})$. Suppose $x \in \sigma \in \text{St}(\hat{p})$, where $\sigma$ is an $m$-simplex, and $\lambda_{\sigma,\hat{p}}(x)$, the barycentric coordinate of $x$ with respect to $\hat{p}$ in $\sigma$, satisfies $\lambda_{\sigma,\hat{p}}(x) \geq \alpha$. Then $d_{\mathbb{R}^m}(x,0\text{St}(\hat{p})) \geq c_0 t_0$.

If $t_0$ is a lower bound on the thickness of the simplices in $\text{St}(\hat{p})$, and $t_0$ is a lower bound on their diameters, then $d_{\mathbb{R}^m}(x,0\text{St}(\hat{p})) \geq c_0 t_0 m s_0$.

Proof. Since we are interested in the distance to the boundary, consider a point $y \in \partial \text{St}(\hat{p})$ such that the segment $[x,y]$ lies in $\overline{\text{St}(\hat{p})}$. The segment passes through a sequence of $m$-simplices, $\sigma_0 = \sigma, \sigma_1, \ldots, \sigma_n$, that partition it into subsegments $[x_i, y_i] \subset \sigma_i$, with $x_0 = x$, $y_n = y$ and $x_i = y_{i-1}$ for all $i \in \{1, \ldots, n\}$.

Observe that $\lambda_{\sigma_i,\hat{p}}(x_i) = \lambda_{\sigma_{i-1},\hat{p}}(y_{i-1})$, and that
\[ |x_i - y_i| \geq a_\sigma(\sigma_i)|\lambda_{\sigma_i,\hat{p}}(x_i) - \lambda_{\sigma_i,\hat{p}}(y_i)|. \]

Thus
\[ |x - y| = \sum_{i=0}^n |x_i - y_i| \geq \sum_{i=0}^n a_\sigma(\sigma_i)|\lambda_{\sigma_i,\hat{p}}(x_i) - \lambda_{\sigma_i,\hat{p}}(y_i)| \geq a_0 \sum_{i=0}^n (\lambda_{\sigma_i,\hat{p}}(x_i) - \lambda_{\sigma_i,\hat{p}}(y_i)) = a_0 |\lambda_{\sigma,\hat{p}}(x) - \lambda_{\sigma,\hat{p}}(y)| \geq a_0 \alpha. \]

From the definition of thickness we find that $a_0 \geq t_0 m s_0$, yielding the second statement of the lemma. \hfill \Box

Lemma 11 allows us to quantify the distortion bound that we need to ensure that the boundary of $\text{St}(\hat{p})$ does not get mapped by $F_p$ into the image of the open set $V_p$. The argument is the same as for Lemma 10, but there we were only concerned with the barycentre of the largest simplex, so the relative sizes of the simplices were not relevant as they are here (compare the bounds (4) and (5)).
Lemma 12 (boundary separation for $V_p$). Suppose $\tilde{St}(\hat{p})$ is a full star embedded in $\mathbb{R}^m$, and every $m$-simplex $\sigma$ in $\tilde{St}(\hat{p})$ satisfies $s_0 \leq L(\sigma) \leq L_0$, and $t(\sigma) \geq t_0$. If the restriction of $F_p$ to any $m$-simplex in $\tilde{St}(\hat{p})$ is a $\xi$-distortion map, with
\[
\xi \leq \frac{1}{6} \frac{m}{m+1} \frac{s_0 t_0^2}{L_0^2},
\]
then $F_p(V_p) \cap F_p(\partial \tilde{St}(\hat{p})) = \emptyset$, where $V_p$ is the set of points with barycentric coordinate with respect to $\hat{p}$ in a containing $m$-simplex strictly greater than $\frac{1}{m+1} - \delta$, with $\delta > 0$ an arbitrary, sufficiently small parameter.

Proof. If $x \in \sigma \in \tilde{St}(\hat{p})$ has barycentric coordinate with respect to $\hat{p}$ larger than $\frac{1}{m+1} - \delta$, and $y \in \tau \subset \partial \tilde{St}(\hat{p})$, then Lemmas 9 and 11 ensure that $F_p(x) \neq F_p(y)$ provided
\[
\frac{3\xi L(\sigma)}{t(\sigma)} + \frac{3\xi L(\tau)}{t(\tau)} \leq \left( \frac{1}{m+1} - \delta \right) ms_0 t_0,
\]
which is satisfied by (5) when $\delta > 0$ satisfies
\[
\delta \leq \frac{1}{m+1} - \frac{6L_0 \xi}{ms_0 t_0^2}.
\]

When inequality (5) (and therefore also inequality (4)) is satisfied, we can employ the embedding lemma (Lemma 6) to guarantee that $V_p$ is embedded:

Lemma 13 (local homeomorphism). Suppose $M$ is an $m$-manifold and $\mathcal{A}$ is a simplicial complex with vertex set $\mathcal{P}$. A map $H : |\mathcal{A}| \to M$ is a covering map if the following criteria are satisfied:

1. manifold complex $\mathcal{A}$ is a compact $m$-manifold complex (without boundary).
2. compatible atlases. There are compatible atlases for $H$ (Definition 4).
3. simplex quality. For each $p \in \mathcal{P}$, every simplex $\sigma \in \tilde{St}(\hat{p}) = \hat{\Phi}_p(\tilde{St}(p))$ satisfies $s_0 \leq L(\sigma) \leq L_0$ and $t(\sigma) \geq t_0$ (Notation 8).
4. distortion control. For each $p \in \mathcal{P}$, the map
\[
F_p = \phi_p \circ H \circ \hat{\Phi}^{-1}_p : |\tilde{St}(\hat{p})| \to \mathbb{R}^m,
\]
when restricted to any $m$-simplex in $\tilde{St}(\hat{p})$, is an orientation-preserving $\xi$-distortion map (Definition 7) with
\[
\xi < \frac{ms_0 t_0^2}{6(m+1)L_0}.
\]

Injectivity

Having established that $H$ is a covering map, to ensure that $H$ is injective it suffices to demonstrate that on each component of $M$ there is a point with only a single point in its preimage. Injectivity follows since the number of points in the preimage is locally constant for covering maps.

Since each simplex is embedded by $H$, it is sufficient to show that for each vertex $q \in \mathcal{P}$, if $H(q) \in H(\sigma)$, then $q$ is a vertex of $\sigma$. This ensures that $H^{-1}(H(q)) = \{q\}$, and by Observation 5 each component of $M$ must contain the image of a vertex.

In practice, we typically don’t obtain this condition directly. The complex $\mathcal{A}$ is constructed by means of the local coordinate patches $\tilde{St}(\hat{p})$, and it is with respect to these patches that the vertices behave well.
Definition 14 (vertex sanity). If \( H: |A| \to M \) has compatible atlases (Definition 4), then \( H \) exhibits vertex sanity if: for all vertices \( p, q \in P \), if \( \phi_p \circ H(q) \in |\text{St}(\hat{p})| = \hat{\Phi}_p(|\text{St}(p)|) \), then \( q \) is a vertex of \( \text{St}(p) \).

Together with the distortion bounds that are imposed on \( F_p \), Definition 14 ensures that the image of a vertex cannot lie in the image of a simplex to which it does not belong:

Lemma 15 (injectivity). If \( H: |A| \to M \) satisfies the hypotheses of Lemma 13 as well as Definition 14, then \( H \) is injective, and therefore a homeomorphism.

Proof. Towards a contradiction, suppose that \( H(q) \in H(\sigma) \) and that \( q \) is not a vertex of the \( m \)-simplex \( \sigma \). This means there is some \( x \in \sigma \) such that \( H(x) = H(q) \). Let \( p \) be a vertex of \( \sigma \). The vertex sanity hypothesis (Definition 14) implies that \( \phi_p \circ H(q) \) must be either outside of \( |\text{St}(\hat{p})| \), or belong to its boundary. Thus Lemmas 11 and 9, and the bound on \( \xi \) from Lemma 13(3) imply that the barycentric coordinate of \( x \) with respect to \( p \) must be smaller than \( \frac{1}{m+1} \): Let \( \hat{x} = \hat{\Phi}_p(x) \), and \( \hat{\sigma} = \hat{\Phi}_p(\sigma) \). Lemma 9 says that

\[
|F_p(\hat{x}) - \hat{x}| \leq \frac{3\xi L_0}{t_0} < \frac{ms_0t_0}{2(m + 1)} \leq \frac{a_0}{2(m + 1)},
\]

where \( a_0 \) is a lower bound on the altitudes of \( \hat{p} \), as in Lemma 11. Since \( F_p(\hat{x}) = \phi_p \circ H(x) \) is at least as far away from \( \hat{x} \) as \( \partial |\text{St}(\hat{p})| \), Lemma 11 implies that the barycentric coordinate of \( \hat{x} \in \hat{\sigma} \) with respect to \( \hat{p} \) must be no larger than \( \frac{1}{2(m+1)} \). Since \( \hat{\Phi}_p \) preserves barycentric coordinates, and the argument works for any vertex \( p \) of \( \sigma \), we conclude that all the barycentric coordinates of \( x \) in \( \sigma \) are strictly less than \( \frac{1}{m+1} \). We have reached a contradiction with the fact that the barycentric coordinates of \( x \) must sum to 1.

5 Main result

To recap, Lemmas 13 and 15 yield the following triangulation result. In the bound on \( \xi \) from Lemma 13(3), we replace the factor \( \frac{m}{m+1} \) with \( \frac{1}{2} \), the lower bound attained when \( m = 1 \).

Theorem 16 (triangulation). Suppose \( M \) is an \( m \)-manifold, and \( A \) is a simplicial complex with vertex set \( P \). A map \( H: |A| \to M \) is a homeomorphism if the following criteria are satisfied:

1. manifold complex \( A \) is a compact \( m \)-manifold complex (without boundary).
2. compatible atlases There are compatible atlases for \( H \) (Definition 4):

\[
\{(|\text{St}(p)|, \hat{\Phi}_p)\}_{p \in P}, \quad |\text{St}(p)| \subset A, \quad \text{and} \quad \{(U_p, \phi_p)\}_{p \in P}, \quad U_p \subset M.
\]

3. simplex quality For each \( p \in P \), every simplex \( \sigma \in |\text{St}(\hat{p})| = \hat{\Phi}_p(|\text{St}(p)|) \) satisfies \( s_0 \leq L(\sigma) \leq L_0 \) and \( t(\sigma) \geq t_0 \) (Notation 8).

4. distortion control For each \( p \in P \), the map

\[
F_p = \phi_p \circ H \circ \hat{\Phi}_p^{-1}: |\text{St}(\hat{p})| \to \mathbb{R}^m,
\]

when restricted to any \( m \)-simplex in \( |\text{St}(\hat{p})| \), is an orientation-preserving \( \xi \)-distortion map (Definition 7) with

\[
\xi < \frac{s_0 L_0^2}{12 L_0}.
\]

5. vertex sanity For all vertices \( p, q \in P \), if \( \phi_p \circ H(q) \in |\text{St}(\hat{p})| \), then \( q \) is a vertex of \( \text{St}(p) \).
Remark. The constants $L_0$, $s_0$, and $t_0$ that constrain the simplices in the local complex $\St(\hat{p})$, and the metric distortion of $F_p$ in Theorem 16 can be considered to be local, i.e., they may depend on $p \in \mathcal{P}$. This result applies for any dimension $m$, but for $m \leq 2$, triangulation criteria already exist which demand neither a lower bound on the size ($s_0$), nor on the quality ($t_0$) of the simplices [2, 8].

Application: submanifolds of Euclidean space

As a specific application of Theorem 16, we consider a smooth (or at least $C^2$) compact $m$-dimensional submanifold of Euclidean space: $M \subset \mathbb{R}^N$. A simplicial complex $\mathcal{A}$ is built whose vertices are a finite set $\mathcal{P}$ sampled from the manifold: $\mathcal{P} \subset M$. The motivating model for this setting is the tangential Delaunay complex [6]. In that case $\mathcal{A}$ is constructed as a subcomplex of a weighted Delaunay triangulation of $\mathcal{P}$ in the ambient space $\mathbb{R}^N$, so it is necessarily embedded. However, in general we do not need to assume a priori that $\mathcal{A}$ is embedded in $\mathbb{R}^N$. (This does not force us to consider $\mathcal{A}$ to be abstract in the combinatorial sense. In particular, the simplices are Euclidean simplices, not just sets of vertices.) Instead, we assume only that the embedding of the vertex set $\mathcal{P} \to \mathbb{R}^N$ defines an immersion $i: |\mathcal{A}| \to \mathbb{R}^N$. By this we mean that for any vertex $p \in \mathcal{P}$ we have that the restriction of $i$ to $\St(p)$ is an embedding.

At each point $x \in M$, the tangent space $T_xM \subset T_x\mathbb{R}^N$ is naturally viewed as an $m$-dimensional affine flat in $\mathbb{R}^N$, with the vector-space structure defined by taking the distinguished point $x$ as the origin. The maps involved in Theorem 16 will be defined by projection maps. The coordinate charts are defined using the orthogonal projection $\text{pr}_{T_xM} : \mathbb{R}^N \to T_xM$. As discussed in [5, Section 4.3], for a sufficiently small neighbourhood $U_p \subset M$, we obtain an embedding

$$\phi_p = \text{pr}_{T_pM}|_{U_p} : U_p \subset M \to T_pM \cong \mathbb{R}^m,$$

which will define our coordinate maps for $M$.

For the map $H : |\mathcal{A}| \to M$, we employ the closest point projection map: The medial axis, $\text{ax}(M)$ is the set of points $x \in \mathbb{R}^N$ that have more than one closest point on $M$, and $\overline{\text{ax}}(M)$ contains $M$ and each point in it has a unique closest point on $M$, so the closest-point projection map, $\text{pr}_M : U_M \to M$, is well-defined (see, e.g., [5, Section 4.1]). We define $H = \text{pr}_M \circ i$.

The local feature size is the function $\text{LFS} : M \to \mathbb{R}_{>0}$ defined by $\text{LFS}(x) = d_{\overline{\text{ax}}}(x, \overline{\text{ax}}(M))$. It is easily verified that this function is continuous. It plays an important role as a sizing function that governs the density of sample points (vertices of $\mathcal{A}$) that are required to construct a triangulation.

As demanded by Definition 4, for each $p \in \mathcal{P}$ the coordinate map $\Phi_p$ for $\mathcal{A}$ is the secant map of $\phi_p \circ H$ restricted to $\St(p)$, and since $\text{pr}_{T_pM}$ is already a linear map, and $\text{pr}_M$ is the identity on the vertices, this means $\Phi_p = \text{pr}_{T_pM} \circ l|_{\St(p)}$ (recall that the secant map $\Phi_p$ is defined by the action of $\phi_p \circ H|_{\St(p)}$ on the vertices alone).

In order to employ Theorem 16, we need to analyze the projection maps to obtain metric distortion bounds on the restriction to $m$-simplices. For the projection onto the tangent spaces, this analysis [5, Section 4.3] yields bounds on the size of the simplices and coordinate neighbourhoods such that the compatible atlas criterion will be automatically satisfied. Thus the compatible atlas criterion does not appear explicitly in the statement of Theorem 17; it has been subsumed by the proof.
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The metric distortion of \( \text{pr}_M \) restricted to an \( m \)-simplex is analyzed in [5, Section 4.4], using recent bounds on the angle between nearby tangent spaces [7]. The distortion bounds on the different projection maps yield a distortion bound on their composition, \( F_p \). In order to obtain a bound in this fashion, it is necessary choose a metric on \( M \). We employed the metric of the ambient space \( \mathbb{R}^N \) restricted to \( M \), rather than the intrinsic metric of geodesic distances.

The simplex quality and sampling criteria of Theorem 17(b) are tailored to ensure that the metric distortion criterion of Theorem 16(4) is met. Thus an explicit metric distortion condition does not appear in the statement of Theorem 17. Some adjustment was also made so that the simplex quality conditions in Theorem 17(b) refer to the ambient simplices of \( A \), rather than the projected simplices in the tangent spaces, as required by Theorem 16.

We then arrive at the following specific incarnation of Theorem 16:

\( \textbf{Theorem 17} \) \textbf{(triangleulation for submanifolds)}: Let \( M \subset \mathbb{R}^N \) be a compact \( C^2 \)-continuous manifold, and \( P \subset M \) a finite set of points such that for each connected component \( M_c \) of \( M \), \( M_c \cap P \neq \emptyset \). Suppose that \( A \) is a simplicial complex whose vertices, \( A^0 \), are identified with \( P \), by a bijection \( A^0 \to P \) such that the resulting piecewise linear map \( \iota: |A| \to \mathbb{R}^N \) is an immersion, i.e., \( |\iota(p)| \) is an embedding for each vertex \( p \).

If:

(a) \textbf{manifold complex} For each vertex \( p \in P \), the projection \( \text{pr}_{T_p M} |_{\iota(|\overline{St}(p)|)} \) is an embedding and \( p \) lies in the interior of \( \text{pr}_{T_p M} (\iota(|\overline{St}(p)|)) \).

(b) \textbf{simplex quality} There are constants \( 0 < t_0 \leq 1 \), \( 0 < \mu_0 \leq 1 \), and \( \epsilon_0 > 0 \) such that for each simplex \( \sigma \in \iota(A) \), and each vertex \( p \in \sigma \),

\[
\ell(\sigma) - t_0, \ \mu_0 \epsilon_0 \ell(p) \leq L(\sigma) \leq \epsilon_0 \ell(s)(p), \ \epsilon_0 \leq \frac{\mu_0^2 t_0^2}{18}.
\]

(c) \textbf{vertex sanity} For any vertices \( p, q \in P \), if \( q \in U_p = B_{\mathbb{R}^N}(p, r) \cap M \), where \( r = \ell(s)(p)/15 \), then \( \text{pr}_{T_p M}(q) \in \text{pr}_{T_p M}(\iota(|\overline{St}(p)|)) \) if and only if \( q \) is a vertex of \( \overline{St}(p) \).

Then:

1. \( \iota \) is an embedding, so the complex \( A \) may be identified with \( \iota(A) \).
2. The closest-point projection map \( \text{pr}_M |_{\iota(A)} \) is a homeomorphism \( |A| \to M \).
3. For any \( x \in \sigma \in A \),

\[
\delta_M(x) = |\check{x} - x| \leq \frac{7}{3} t_0 \ell(s)(\check{x}), \ \text{and} \ \sin \angle(\sigma, T_{\check{x}}) \leq \frac{13 \epsilon_0}{4 \mu_0}.
\]

where \( \check{x} = \text{pr}_M(x) \).

Using the reach, which is a global bound on the local feature size, \( \text{rch}(M) = \inf_{x \in M} \ell(s)(x) \), we obtain the following variation of Theorem 17, which is a corollary in the sense that it follows from essentially the same proof, even though it does not follow from the statement of Theorem 17.

\( \textbf{Corollary 18} \). If the conditions (b) and (c) in Theorem 17 are replaced by

(b') There are constants \( 0 < t_0 \leq 1 \), \( 0 < \mu_0 \leq 1 \), and \( \epsilon_0 > 0 \) such that for each simplex \( \sigma \in \iota(A) \), and each vertex \( p \in \sigma \),

\[
\ell(\sigma) - t_0, \ \mu_0 \epsilon_0 \text{rch}(M) \leq L(\sigma) \leq \epsilon_0 \text{rch}(M), \ \epsilon_0 \leq \frac{\mu_0^2 t_0^2}{16}.
\]

(c') For any vertices \( p, q \in P \), if \( q \in U_p = B_{\mathbb{R}^N}(p, r) \cap M \), where \( r = \text{rch}(M)/14 \), then \( \text{pr}_{T_p M}(q) \in \text{pr}_{T_p M}(\iota(|\overline{St}(p)|)) \) if and only if \( q \) is a vertex of \( \overline{St}(p) \).
then the conclusions of Theorem 17 hold, and consequence (3) can be tightened to:

(3') For any \( x \in \sigma \in A \),

\[
\delta_M(x) = |\hat{x} - x| \leq 2\epsilon_0 \text{rch}(M), \quad \text{and} \quad \sin \angle(\sigma, T_\hat{x}) \leq \frac{3\epsilon_0}{t_0},
\]

where \( \hat{x} = \text{pr}_M(x) \).

Discussion

Theorem 16 can be applied to any map that could serve as a triangulation. However, we only know of two specific examples: the closest-point projection map featured in Theorem 17, and the barycentric coordinate map \([11]\) mentioned in the introduction.

Conditions guaranteeing that the barycentric coordinate map is a triangulation were already established in \([11]\), however the generic triangulation theorem \([11, \text{Proposition 16}]\) on which the result is based had a flaw (discovered during the preparation of this current work), so that injectivity of the map is not guaranteed. This flaw has been repaired, using the vertex sanity criterion (Definition 14); this is described in \([5, \text{Appendix C}]\), where the corrected statement of the theorem for the barycentric coordinate map can be found \([5, \text{Theorem 60}]\).

Theorem 16 also leads to triangulation criteria for the barycentric coordinate map. However, the bound on the diameter of the simplices (the sampling radius) is proportional to the square of the thickness bound \(t_0\) when Theorem 16 is employed, but it is only linear in \(t_0\) when \([11, \text{Proposition 16}]\) is used. This indicates that there is also room to improve the bound on \(\epsilon_0\) in Theorem 17(b) from quadratic to linear in \(t_0\).
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1 Introduction

Metric distortion quantifies the maximum ratio between geodesic and Euclidean distances for pairs of points in a set $S$. The reach of $S$, defined by H. Federer [15], is the infimum of distances between points in $S$ and points in its medial axis. Both reach and metric distortion are central concepts in manifold (re-)construction and have been used to characterize the
size of topological features. Amenta and Bern [1] introduced a local version of the reach in order to give conditions for homeomorphic surface reconstruction and this criterion has been used in many works aiming at topologically faithful reconstruction. See the seminal paper of Niyogi, Smale and Weinberger [19] and Dey’s book [12] for more context and references. A direct relation between the reach and the size of topological features is simply illustrated by the fact that the intersection of a set with reach \( r > 0 \) with a ball of radius less than \( r \) has reach at least \( r \) and is contractible [3]. In a certain way, metric distortion also characterizes the size of topological features. This is illustrated by the fact that a compact subset of \( \mathbb{R}^n \) with metric distortion less than \( \pi/2 \) is simply connected (Section 1.14 in [16], see also appendix A by P. Pansu where sets with a given metric distortion are called quasi convex sets).

In the first part of this paper, we provide tight bounds on metric distortion for sets of positive reach and, in a second part, we consider submanifolds of \( \mathbb{R}^d \) and bound the angle between tangent spaces at different points. Whenever we mention manifolds we shall tacitly assume that it is embedded in Euclidean space. Previous versions of the metric distortion result, restricted to the manifold setting can be found in [19]. A significant amount of attention has gone to tangent space variation, see [4, 6, 8, 11, 12, 13, 19] to name but a few.

Our paper improves on these bounds, extends the results beyond the case of smooth manifolds and offers new insights and results. These results have immediate algorithmic consequences by, on one hand, improving the sampling conditions under which known reconstruction algorithms are valid and, on the other hand, allowing us to extend the algorithms to the class of manifolds of positive reach, which is much larger than the usually considered class of \( C^2 \) manifolds. Indeed, the metric distortion and tangent variation bounds for \( C^{1,1} \) manifolds presented in this paper in fact suffice to extend the triangulation result of \( C^2 \) manifolds embedded in Euclidean space given in [7] to arbitrary manifolds with positive reach, albeit with slightly worse constants.

**Overview of results.** For metric distortion, we extend and tighten the previously known results so much that our metric distortion result can be regarded as a completely new characterization of sets of positive reach. In particular, the standard manifold and smoothness assumptions are no longer necessary. Based on our new characterization of the reach by metric distortion, we can prove that the intersection of a set of positive reach with a ball with radius less than the reach is geodesically convex. This result is a far reaching extension of a result of [9] that has attracted significant attention, stating that, for smooth surfaces, the intersection is a pseudo-ball. Bounding the metric distortion may be a practical way to estimate the reach of a set in high ambient dimension.

To study tangent variation along manifolds, we will consider two different settings, namely the \( C^2 \) setting, for which the bounds are tight, and the \( C^{1,1} \) setting, where we achieve slightly weaker bounds.

The exposition for \( C^2 \) manifolds is based on differential geometry and is a consequence of combining the work of Niyogi, Smale, and Weinberger [19], and the two dimensional analysis of Attali, Edelsbrunner, and Mileyko [2] with some observations concerning the reach. We would like to stress that some effort went into simplifying the exposition, in particular the part of [19] concerning the second fundamental form.

The second class of manifolds we consider consists of closed \( C^{1,1} \) manifolds \( \mathcal{M} \) embedded in \( \mathbb{R}^d \). We restrict ourselves to \( C^{1,1} \) manifolds because it is known that closed manifolds have positive reach if and only if they are \( C^{1,1} \), see Federer [15, Remarks 4.20 and 4.21] and Scholtes [20] for a history of this result. Here we do not rely on differential geometry apart
from simple concepts such as the tangent space. In fact most proofs can be understood in terms of simple Euclidean geometry. Moreover our proofs are very pictorial. Although the bounds we attain are slightly weaker than the ones we attain using differential geometry, we should note that we have sometimes simplified the exposition at the cost of weakening the bound.

We also prove that the intersection of a $C^{1,1}$ manifold with a ball of radius less than the reach of the manifold is a topological ball. This is a generalization of previous results. A sketch of a proof of the result in the $C^2$ case has been given by Boissonnat and Cazals [5]. Our result also extends a related result of Attali and Lieutier [3]. It is furthermore related to the convexity result, but certainly not the same. This is because spaces can be geodesically convex without being topological disks, think for example of the equator of the sphere.

## Metric distortion and convexity

For a closed set $S \subset \mathbb{R}^d$, $d_S$ denotes the geodesic distance in $S$, i.e. $d_S(a,b)$ is the infimum of lengths of paths in $S$ between $a$ and $b$. If there is at least one path between $a$ and $b$ with finite length, then it is known that a minimizing geodesic, i.e. a path with minimal length connecting $a$ to $b$ exists (see the second paragraph of part III, section 1: “Die Existenz geodätischer Bogen in metrischen Räumen” in [17]).

The next theorem can be read as an alternate definition of the reach, based on metric distortion. Observe that for fixed $|a-b|$, the function $r \mapsto 2r \arcsin \frac{|a-b|}{2r}$ is decreasing.

> **Theorem 1.** If $S \subset \mathbb{R}^d$ is a closed set, then

$$\operatorname{rch} S = \sup \left\{ r > 0, \forall a, b \in S, |a - b| < 2r \Rightarrow d_S(a,b) \leq 2r \arcsin \frac{|a-b|}{2r} \right\},$$

where the sup over the empty set is 0.

**Proof.** Lemma 5 states that if $r' < \operatorname{rch} S$ then

$$\forall a, b \in S, |a - b| < 2r' \Rightarrow d_S(a,b) \leq 2r' \arcsin \frac{|a-b|}{2r'}.$$

This gives us

$$\sup \left\{ r > 0, \forall a, b \in S, |a - b| < 2r \Rightarrow d_S(a,b) \leq 2r \arcsin \frac{|a-b|}{2r} \right\} \geq \operatorname{rch} S.$$

If $\operatorname{rch} S = \infty$, i.e. if $S$ is convex, the theorem holds trivially. We assume now that the medial axis is non empty, i.e. $\operatorname{rch} S < \infty$. Then by definition of the reach, if $r' > \operatorname{rch} S$, there exists $x \in \mathbb{R}^d$ in the medial axis of $S$ and $a, b \in S, a \neq b$ such that $r' > r_x = d(x,S) = d(x,a) = d(x,b)$. If for at least one of such pairs $\{a, b\}$ one has $d_S(a,b) = \infty$ then $|a - b| \leq 2r_x < 2r'$ and:

$$\sup \left\{ r > 0, \forall a, b \in S, |a - b| < 2r \Rightarrow d_S(a,b) \leq 2r \arcsin \frac{|a-b|}{2r} \right\} < r'$$

If not, consider a path $\gamma$ in $S$ between $a$ and $b$: $\gamma(0) = a, \gamma(1) = b$. Because $\gamma([0,1])$ lies outside the open ball $B(x,r_x)^\circ$, its projection on the closed ball $B(x,r_x)$ cannot increase lengths. It follows that, for any $r \geq r'$:

$$d_S(a,b) \geq 2r_x \arcsin \frac{|a-b|}{2r_x} > 2r \arcsin \frac{|a-b|}{2r}.$$
which gives, for any \( r' > \text{rch} \mathcal{S} \),

\[
\exists a, b \in \mathcal{S}, \forall r \geq r' \quad |a - b| < 2r \quad \text{and} \quad d_\mathcal{S}(a, b) > 2r \arcsin \frac{|a - b|}{2r},
\]

and therefore

\[
\sup \left\{ r > 0, \forall a, b \in \mathcal{S}, |a - b| < 2r \Rightarrow d_\mathcal{S}(a, b) \leq 2r \arcsin \frac{|a - b|}{2r} \right\} \leq r'.
\]

\( \blacktriangleleft \)

**Corollary 2.** Let \( \mathcal{S} \subseteq \mathbb{R}^d \) be a closed set with positive reach \( r = \text{rch} \mathcal{S} > 0 \). Then, for any \( r' < \text{rch} \mathcal{S} \) and any \( x \in \mathbb{R}^d \), if \( B(x, r') \) is the closed ball centered at \( x \) with radius \( r' \), then \( \mathcal{S} \cap B(x, r') \) is geodesically convex in \( \mathcal{S} \).

**Proof.** First it follows from the theorem that if \( a, b \in \mathcal{S} \cap B(x, r') \), then \( d_\mathcal{S}(a, b) < \infty \) which means that there exists a path of finite length in \( \mathcal{S} \) between \( a \) and \( b \). From [17] there is at least one minimizing geodesic in \( \mathcal{S} \) between \( a \) and \( b \).

For a contradiction assume that such a geodesic \( \gamma \) goes outside \( B(x, r') \). In other words there is at least one non empty open interval \( (t_1, t_2) \) such that \( \gamma(t_1), \gamma(t_2) \in \partial B(x, r') \) and \( \gamma((t_1, t_2)) \cap B(x, r') = \emptyset \). But then, since the projection on the ball \( B(x, r') \) reduces lengths, one has:

\[
d_\mathcal{S}(\gamma(t_1), \gamma(t_2)) > 2r' \arcsin \frac{\left| \gamma(t_1) - \gamma(t_2) \right|}{2r'},
\]

a contradiction with the theorem. \( \blacktriangleleft \)

### 2.1 Projection of the middle point

For a closed set \( \mathcal{S} \subseteq \mathbb{R}^d \) with positive reach \( r = \text{rch} \mathcal{S} > 0 \) and a point \( m \in \mathbb{R}^d \) with \( d(m, \mathcal{S}) < r \), \( \pi_\mathcal{S}(m) \) denotes the projection of \( m \) on \( \mathcal{S} \) as depicted on Figure 1 on the left.

**Lemma 3.** Let \( \mathcal{S} \subseteq \mathbb{R}^d \) be a closed set with reach \( r = \text{rch} \mathcal{S} > 0 \). For \( a, b \in \mathcal{S} \) such that \( \delta = \frac{|a - b|}{2} < r \) and \( m = \frac{a + b}{2} \) one has \( |\pi_\mathcal{S}(m) - m| \leq \rho, \) with \( \rho = r - \sqrt{r^2 - \delta^2} \).

The disk of center \( m \) and radius \( \rho \) appears in green in Figure 1 left and right.

**Proof.** We shall now use a consequence of Theorem 4.8 of [15]. In the following section we shall discuss this result for the manifold setting, where it generalizes the tubular neighbourhood results for \( C^2 \) manifolds from differential geometry and differential topology. For the moment we restrict ourselves to the following: If \( \pi_\mathcal{S}(m) \neq m \) claim (12) in Theorem 4.8 of [15] gives us:

\[
\forall \lambda \in [0, r), \pi_\mathcal{S} \left( \pi_\mathcal{S}(m) + \lambda \frac{m - \pi_\mathcal{S}(m)}{|m - \pi_\mathcal{S}(m)|} \right) = \pi_\mathcal{S}(m),
\]

which means that for \( \lambda \in [0, r) \):

\[
y(\lambda) = \pi_\mathcal{S}(m) + \lambda \frac{m - \pi_\mathcal{S}(m)}{|m - \pi_\mathcal{S}(m)|}
\]

is closer to \( \pi_\mathcal{S}(m) \) than both to \( a \) and to \( b \) (see Figure 1).

Without loss of generality we assume that \( |a - \pi_\mathcal{S}(m)| \geq |b - \pi_\mathcal{S}(m)| \). We denote \( \mu = |\pi_\mathcal{S}(m) - m| \) and want to prove that \( \mu \leq \rho \).

In the plane spanned by \( a, b, \pi_\mathcal{S}(m) \) we consider the following frame \( (m, \frac{a - m}{|a - m|}, \tau) \), where \( m \) denotes the origin, \( \tau \) is a unit vector orthogonal to \( a - m \) and such that \( \langle \tau, \pi_\mathcal{S}(m) - m \rangle \leq 0 \).
The following simple geometric Lemma is used in the next section.

**Lemma 4.** Consider a circle $\tilde{C}$ of radius $r$ and two points $a, b \in \tilde{C}$ with $|a-b|/2 = \delta < r$. Define the middle point $m = \frac{a+b}{2}$ and consider a point $p$ such that $|p-m| \leq \rho = r - \sqrt{r^2 - \delta^2}$. Denote $\tilde{C}_{a,b}$ the shortest of the arcs of the circle in $\tilde{C}$ bounded by $a$ and $b$. Define $\tilde{p} \in \tilde{C}_{a,b}$ as the unique point in $\tilde{C}_{a,b}$ such that $\frac{|a-\tilde{p}|}{|b-\tilde{p}|} = \frac{|a-p|}{|b-p|}$, then we have $|a-p| \leq |a-\tilde{p}|$ and $|b-p| \leq |b-\tilde{p}|$.

The proof of this lemma is fairly straightforward and can be found in the appendix of [10].

### 2.2 Upper bound on geodesic length

In this section we establish an upper bound on geodesic lengths through the iterative construction of a sequence of paths.
The Reach, Metric Distortion, Geodesic Convexity and Tangent Space Variation

**Lemma 5.** Let \( S \subset \mathbb{R}^d \) be a closed set with reach \( r = \text{rch} S > 0 \). For any \( a, b \in S \) such that \( |a - b| < 2r \) one has \( d_S(a, b) \leq 2r \arcsin \frac{|a - b|}{2r} \).

**Proof.** We build two sequences of PL-functions (see Figure 2). For \( i \in \mathbb{N} \), \( \phi_i : [0, 1] \to \mathbb{R}^d \) and \( \tilde{\phi}_i : [0, 1] \to \mathbb{R}^2 \) are defined as follows.

First we define \( \phi_0(t) = a + t(b - a) \). Denote \( m = \frac{a + b}{2} \) the middle point of \([a, b]\). Since \( d(m, S) \leq d(m, a) = \delta < r \), the point \( p = \pi_S(m) \) is well defined. Secondly, we define

\[
\phi_1(t) = \begin{cases} 
  a + 2t(p - a) & \text{if } t \leq 1/2 \\
  p + (2t - 1)(b - p) & \text{if } t \geq 1/2.
\end{cases}
\]

as depicted in Figure 2 on the left.

From Lemma 3, one has \( |p - m| \leq \rho = r - \sqrt{r^2 - \delta^2} < r \) and thus

\[
\min(|a - p|, |b - p|) \geq \delta - \rho > 0 \quad \max(|a - p|, |b - p|) \leq \delta + \rho
\]

We also fix a circle \( \tilde{C} \) in \( \mathbb{R}^2 \) with radius \( r \) and we consider \( \tilde{a}, \tilde{b} \in \mathbb{R}^2 \) such that \( \tilde{a}, \tilde{b} \in \tilde{C} \) and \( |	ilde{a} - \tilde{b}| = |a - b| \) and we define \( \tilde{\phi}_0(t) = \tilde{a} + t(\tilde{b} - \tilde{a}) \). Denote by \( \tilde{C}_{\tilde{a}, \tilde{b}} \) the shortest of the two arcs of \( \tilde{C} \) bounded by \( \tilde{a}, \tilde{b} \) and \( \tilde{p} \) as constructed in Lemma 4 i.e. \( \tilde{p} \in \tilde{C}_{\tilde{a}, \tilde{b}} \) such that \( \frac{|	ilde{p} - \tilde{a}|}{|	ilde{p} - \tilde{b}|} = \frac{|p - a|}{|p - b|} \), as shown in Figure 2 on the right, and define

\[
\tilde{\phi}_1(t) = \begin{cases} 
  \tilde{a} + 2t(\tilde{p} - \tilde{a}) & \text{if } t \leq 1/2 \\
  \tilde{p} + (2t - 1)(\tilde{b} - \tilde{p}) & \text{if } t \geq 1/2.
\end{cases}
\]

Applying Lemma 4 we get \(|a - p| \leq |\tilde{a} - \tilde{p}|, |b - p| \leq |\tilde{b} - \tilde{p}|\), and

\[
\text{length}(\phi_1) = |a - p| + |b - p| \leq |\tilde{a} - \tilde{p}| + |\tilde{b} - \tilde{p}| = \text{length}(\tilde{\phi}_1).
\]

For \( i \geq 2 \), \( \phi_i \) and \( \tilde{\phi}_i \) are PL functions with \( 2^i \) intervals. For \( k \in \mathbb{N}, 0 \leq k \leq 2^i \), \( \phi_i(k/2^i) \in S, \tilde{\phi}_i(k/2^i) \in \tilde{C}_{\tilde{a}, \tilde{b}} \) are defined by applying to each of the \( 2^{i-1} \) segments of \( \phi_{i-1}([0, 1]) \) and \( \tilde{\phi}_{i-1}([0, 1]) \) the same subdivision process used when defining \( \phi_1 \) and \( \tilde{\phi}_1 \).

If \( k \) is even we set \( \phi_i(k/2^i) = \phi_{i-1}(k/2^i) \) and \( \tilde{\phi}_i(k/2^i) = \tilde{\phi}_{i-1}(k/2^i) \).

If \( k \) is odd define:

\[
m_{k/2^i} = \frac{\phi_i((k - 1)/2^i) + \phi_i((k + 1)/2^i)}{2} \quad \text{and} \quad \phi_i(k/2^i) = \pi_S(m_{k/2^i}).
\]

Note that \( m_{1/2} \) corresponds to \( m \) defined above.

Let \( \tilde{\phi}_i(k/2^i) \in \tilde{C}_{\tilde{\phi}_{i-1}(k-1)/2^i}, \tilde{\phi}_{i-1}(k+1)/2^i) \subset \tilde{C}_{\tilde{a}, \tilde{b}} \) be such that:

\[
\frac{|\tilde{\phi}_i(k/2^i) - \tilde{\phi}_{i-1}(k - 1)/2^i|}{|\phi_i(k/2^i) - \phi_{i-1}((k - 1)/2^i)|} = \frac{|\phi_i(k/2^i) - \phi_{i-1}((k - 1)/2^i)|}{|\phi_i(k/2^i) - \phi_{i-1}((k + 1)/2^i)|}.
\]

![Figure 2](image-url) Left: \( \phi_0, \phi_1, \phi_2 \), Right: \( \tilde{\phi}_0, \tilde{\phi}_1, \tilde{\phi}_2 \).
Figure 2 left shows the curves $\phi_1$ and $\phi_2$ in blue and yellow respectively.

Applying Lemma 4, since by induction,

$$\left| \phi_{i-1}((k+1)/2^{i-1}) - \phi_{i-1}(k/2^{i-1}) \right| \leq \left| \tilde{\phi}_{i-1}((k+1)/2^{i-1}) - \tilde{\phi}_{i-1}(k/2^{i-1}) \right|$$

we get that for $i \in \mathbb{N}$ and $p = 0, \ldots, 2^i - 1$:

$$|\phi_i((k+1)/2^i) - \phi_i(k/2^i)| \leq |\tilde{\phi}_i((k+1)/2^i) - \tilde{\phi}_i(k/2^i)|,$$

and therefore:

$$\text{length}(\phi_i) = \sum_{k=0}^{2^i-1} |\phi_i((k+1)/2^i) - \phi_i(k/2^i)|$$

$$\leq \sum_{k=0}^{2^i-1} |\tilde{\phi}_i((k+1)/2^i) - \tilde{\phi}_i(k/2^i)|$$

$$= \text{length}(\tilde{\phi}_i) \leq \text{length}(\tilde{C}_{a,b}) = 2r \arcsin \frac{|a-b|}{2r}. \quad (1)$$

We study now the behavior of the sequence $\phi_i, i \in \mathbb{N}$. Define $\delta_0 = \delta$ and $\rho_0 = \rho$. Further define $\delta_i$ as

$$\delta_i = \frac{1}{2} \max_{0 \leq k \leq 2^i-1} |\phi_i((k+1)/2^i) - \phi_i(k/2^i)|,$$

i.e. half the max of lengths of all segments of $\phi_i([0,1])$ and $\rho_i = r - \sqrt{r^2 - \delta_i^2}$. We make the following assertion:

**Claim 6.**

$$\lim_{i \to \infty} \delta_i = 0. \quad (2)$$

The proof of this claim is given in the appendix of [10].

Since for any $i \geq 0$ and $t \in [0,1]$, $d(\phi(t), S) \leq \delta_i$, and $\delta_i < \rho \text{ch} S$ the curves $\pi_S \circ \phi_i$, (projections of $\phi_i$ on $S$) are well defined, with $\pi_S \circ \phi_i : [0,1] \to S$, $\pi_S \circ \phi_i(0) = a$ and $\pi_S \circ \phi_i(1) = b$.

Claim (8) in Theorem 4.8 of [15] states that for $\mu < r = \text{rch} S$ the restriction of $\pi_S$ to the $\mu$-tubular neighbourhood $S^\mu$ is $\frac{\text{rch} S}{\text{rch} S - \mu}$-Lipschitz. This together with (1) above gives us an upper bound on the lengths of curves $\pi_S \circ \phi_i$:

$$\text{length}(\pi_S \circ \phi_i) \leq \frac{\text{rch} S}{\text{rch} S - \delta_i} \text{length}(\phi_i) \leq \frac{\text{rch} S}{\text{rch} S - \delta_i} 2r \arcsin \frac{|a-b|}{2r}.$$

This together with (2) yields $d_S(a,b) \leq 2r \arcsin \frac{|a-b|}{2r}$. ▶

### 3 Variation of tangent spaces

In this section we shall first discuss the bound on the variation of tangent spaces in the $C^2$ setting, and then generalize to the $C^{1,1}$ setting. For this generalization we need a topological result, which will be presented in Section 3.2.
3.1 Bounds for \(C^2\) submanifolds

We shall be using the following result, Theorem 4.8(12) of [15]:

▶ Theorem 7 (Federer’s tubular neighbourhoods). Let \(B_{N_pM}(r)\), be the ball of radius \(r\) centred at \(p\) in the normal space \(N_pM \subset \mathbb{R}^d\) of a \(C^{1,1}\) manifold \(M\) with reach \(rch(M)\), where \(r < rch(M)\). For every point \(x \in B_{N_pM}(r)\), \(\pi_M(x) = p\).

The fact that such a tubular neighbourhood exists is non-trivial, even for a neighbourhood of size \(\epsilon\). From Theorem 7 we immediately see that:

▶ Corollary 8. Let \(M\) be a submanifold of \(\mathbb{R}^d\) and \(p \in M\). Any open ball \(B(c,r)\) that is tangent to \(M\) at \(p\) and whose radius \(r\) satisfies \(r \leq rch(M)\) does not intersect \(M\).

Proof. Let \(r < rch(M)\). Suppose that the intersection of \(M\) and the open ball is not empty, then \(\pi_M(c) \neq p\) contradicting Federer’s tubular neighbourhood theorem. The result for \(r = rch(M)\) now follows by taking the limit.

Here we prove the main result for \(C^2\) manifolds. Our exposition is the result of straightforwardly combining the work of Niyogi, Smale, and Weinberger [19], and the two dimensional analysis of Attali, Edelsbrunner, and Mileyko [2] with some observations concerning the reach.

We start with the following simple observation:

▶ Lemma 9. Let \(\gamma(t)\) be a geodesic parametrized according to arc length on \(M \subset \mathbb{R}^d\), then \(\|\dot{\gamma}\| \leq 1/rch(M)\), where we use Newton’s notation, that is we write \(\ddot{\gamma}\) for the second derivative of \(\gamma\) with respect to \(t\).

Proof. Because \(\gamma(t)\) is a geodesic, \(\ddot{\gamma}(t)\) is normal to \(M\) at \(\gamma(t)\). Now consider the sphere of radius \(rch(M)\) tangent to \(M\) at \(\gamma(t)\), whose centre lies on the line \(\{\gamma(t) + \lambda\ddot{\gamma} \mid \lambda \in \mathbb{R}\}\). If now \(\|\dot{\gamma}\|\) were larger than \(1/rch(M)\), the geodesic \(\gamma\) would enter the tangent sphere, which would contradict Corollary 8.

Note that \(\|\dot{\gamma}\|\) is the normal curvature, because \(\gamma\) is a geodesic. Using the terminology of [19, Section 6], Lemma 9 can also be formulated as follows: \(1/rch(M)\) bounds the principal curvatures in the normal direction \(\nu\), for any unit normal vector \(\nu \in N_pM\). In particular, \(1/rch(M)\) also bounds the principal curvatures if \(M\) has codimension 1.

We now have the following, which is a straightforward extension of an observation in [2] to general dimension:

▶ Lemma 10. Let \(\gamma(t)\) be a geodesic parametrized according to arc length, with \(t \in [0, \ell]\) on \(M \subset \mathbb{R}^d\), then:

\[
\angle \dot{\gamma}(0)\ddot{\gamma}(\ell) \leq \frac{d_M(\gamma(0), \gamma(\ell))}{rch(M)}.
\]

Proof. Because \(\gamma\) is parametrized according to arc length \(\|\dot{\gamma}\| = 1\) and \(\ddot{\gamma}(t)\) can be seen as a curve on the sphere \(S^{d-1}\). Moreover \(\ddot{\gamma}\) can be seen as tangent to this sphere. The angle between two tangent vectors \(\ddot{\gamma}(0)\) and \(\ddot{\gamma}(\ell)\) equals the geodesic distance on the sphere. The geodesic distance between any two points is smaller or equal to the length of any curve connecting these points, and \(\{\gamma(t) \mid t \in [0, \ell]\}\) is such a curve. We therefore have

\[
\angle \dot{\gamma}(0)\ddot{\gamma}(\ell) \leq \int_0^\ell \left\|\frac{d}{dt}\dot{\gamma}\right\|dt = \int_0^\ell |\ddot{\gamma}|dt \leq \frac{\ell}{rch(M)} \leq \frac{d_M(\gamma(0), \gamma(\ell))}{rch(M)},
\]

where we used Lemma 9.
We can now turn our attention to the variation of tangent spaces. Here we mainly follow Niyogi, Smale, and Weinberger [19], but use one useful observation of [2]. We shall be using the second fundamental form, which we assume the reader to be familiar with. We refer to [14] as a standard reference.

The second fundamental form $\Pi_p(u, v)$ has the geometric interpretation of the normal part of the covariant derivative, where we assume now that $u, v$ are vector fields. In particular $\Pi(u, v) = \nabla_u v - \nabla_v u$, where $\nabla$ is the connection in the ambient space, in this case Euclidean, and we used that $u, v$ with $\ell$ are parallel and thus by definition $\Pi_p(u, v) = \nabla_u v - \nabla_v u$. The second fundamental form $\Pi_p : T_pM \times T_pM \to N_pM$ is a symmetric bi-linear form, see for example Section 6.2 of [14] for a proof. This means that we only need to consider vectors in the tangent space and not vector fields, when we consider $\Pi_p(u, v)$.

We can now restrict our attention to $u, v$ lying on the unit sphere $S^{n-1}_p$ in the tangent space and ask for which of these vectors $|\Pi_p(u, v)|$ is maximized. Let us assume that the $\Pi_p(u, v)$ for which the maximum\(^1\) is attained lies in the direction of $\eta \in N_pM$ where $\eta$ is assumed to have unit length.

We can now identify $\langle \Pi_p(\cdot, \cdot), \eta \rangle$, with a symmetric matrix. Because of this $\langle \Pi_p(u, v), \eta \rangle$, with $u, v \in S^{n-1}_p$, attains its maximum for $u, v$ both lying in the direction of the unit eigenvector $w$ of $\langle \Pi_p(\cdot, \cdot), \eta \rangle$ with the largest\(^2\) eigenvalue. In other words the maximum is assumed for $u = v = w$. Let us now consider a geodesic $\gamma_w$ on $M$ parametrized by arclength such that $\gamma_w(0) = p$ and $\dot{\gamma}_w(0) = w$. Now, because $\gamma_w$ is a geodesic and the ambient space is Euclidean,

$$\Pi_p(w, w) = \Pi_p(\gamma_w, \gamma_w) = \nabla_{\gamma_w} \gamma_w - \nabla_{\dot{\gamma}_w} \dot{\gamma}_w = \nabla_{\gamma_w} \dot{\gamma}_w - 0 = \dot{\gamma}_w.$$

Due to Lemma 9 and by definition of the maximum, we now see that $|\Pi_p(u, v)| \leq |\Pi_p(w, w)| \leq 1/\mathrm{rch}(M)$, for all $u, v$ of length one.

Having discussed the second fundamental form, we can give the following lemma:

**Lemma 11.** Let $p, q \in M$, then

$$\angle(T_pM, T_qM) \leq \frac{d_M(p, q)}{\mathrm{rch}(M)}.$$

**Proof.** Let $\gamma$ be a geodesic connecting $p$ and $q$, parametrized by arc length. We consider an arbitrary unit vector $u$ and parallel transport this unit vector along $\gamma$, getting the unit vectors $u(t)$ in the tangent spaces $T_{\gamma(t)}M$. The maximal angle between $u(0)$ and $u(\ell)$, for all $u$ bounds the angle between $T_pM$ and $T_qM$. Now

$$\frac{du}{dt} = \nabla_\gamma u(t) = \Pi_{\gamma(t)}(\dot{\gamma}_t, u(t)) + \nabla_\gamma u(t) = \Pi_{\gamma(t)}(\dot{\gamma}_t, u(t)) + 0,$$

where we used that $u(t)$ is parallel and thus by definition $\nabla_\gamma u(t) = 0$. So using our discussion above $|\frac{du}{dt}| \leq 1/\mathrm{rch}(M)$. Now we note that, similarly to what we have seen in the proof of Lemma 10, $u(t)$ can be seen as a curve on the sphere and thus $\angle(u(0), u(\ell)) \leq \int_0^\ell |\frac{du}{dt}| dt \leq \ell/\mathrm{rch}(M)$. □

This bound is tight as it is attained for a sphere.

Combining Theorems 1 and 11 we find that

---

\(^1\) If there is more than one direction we simply pick one.

\(^2\) We can assume positivity without loss of generality, and, again, if there is more than one direction, we pick one.
Corollary 12.

\[
\sin \left( \frac{\angle(T_p \mathcal{M}, T_q \mathcal{M})}{2} \right) \leq \left| \frac{p - q}{2r_{ch}(\mathcal{M})} \right|
\]

The proof is almost immediate, but has been added to the appendix of [10] for completeness.

With the bound on the angles between the tangent spaces it is not difficult to prove that the projection map onto the tangent space is locally a diffeomorphism, as has been done in [19]. Although the results were given in terms of the (global) reach to simplify the exposition, the results can be easily formulated in terms of the local feature size.

3.2 A topological result

We shall now give a full proof of a statement by Boissonnat and Cazals [5, Proposition 12] in the more general $C^{1,1}$ setting:

Proposition 13. Let $B$ be a closed ball that intersects a $C^{1,1}$ manifold $\mathcal{M}$. If $B$ does not contain a point of the medial axis (ax($\mathcal{M}$)) of $\mathcal{M}$ then $B \cap \mathcal{M}$ is a topological ball.

The proof uses some results from topology, namely variations of [18, Theorem 3.1 and Theorem 3.2]:

Lemma 14. Consider the distance function from $c$: $d_c : \mathbb{R}^d \to \mathbb{R}, d_c(x) = |x - c|$ restricted to $\mathcal{M}$. Let $a = d_c(x^*)$ and $b = r$ and suppose that the set $d_c^{-1}[a, b]$, consisting of all $p \in \mathcal{M}$ with $a \leq d_c(p) \leq b$, contains no critical points of $d_c$ (that is, no point $q$ of $\mathcal{M}$ where $B(c, q)$ is tangent to $\mathcal{M}$). Then $\mathcal{M}^a = \{x \in \mathcal{M}, d_c \leq a \} = \mathcal{M} \cap B(c, a)$ is homeomorphic (if $d_c$ is $C^{1,1}$) to $\mathcal{M}^b = \{x \in \mathcal{M}, d_c \leq b \}$. Furthermore $\mathcal{M}^a$ is a deformation retract of $\mathcal{M}^b$.

Lemma 15. Let $d_c|_{\mathcal{M}}$ be the $C^{1,1}$ function on $\mathcal{M}$ defined, as in Lemma 14, as the restriction to $\mathcal{M}$ of $d_c : \mathbb{R}^d \to \mathbb{R}, d_c(x) = |x - c|$. Assume that $y$ is a global isolated minimum of $d_c|_{\mathcal{M}}$ and let $r_y$ be the second critical value of $d_c|_{\mathcal{M}}$. Then for all $0 < \eta < r_y - |c - y|$, $\mathcal{M}^{c - \eta}$ is a topological ball.

The proofs of these lemmas can be found in the appendix of [10].

Proof of Proposition 13. Write $r$ for the radius of $B$ and $c$ for its center. The result is trivial if $c$ belongs to the medial axis of $\mathcal{M}$. Therefore assume that $c \notin \text{ax}(\mathcal{M})$.

Let $y$ be the (unique) point of $\mathcal{M}$ closest to $c$. We denote by $B_y$ the closed ball centered at $c$ with radius $|c - y|$ (see Figure 3). By Corollary 8, the interior of $B_y$ does not intersect $\mathcal{M}$ and $B_y \cap \mathcal{M} = \{y\}$. This means that the conditions of Lemma 15 are satisfied and $B(y, r_y - \eta) \cap \mathcal{M}$ is a topological ball for all $0 < \eta < r_y - |c - y|$, where $r_y$ is the second critical value of the distance function to $c$ restricted to $\mathcal{M}$. In other words $r_y$ is the radius for which the ball centred on $c$ is tangent to $\mathcal{M}$ for the second time.

Let us now assume that there exists a point $z \neq y$ of $\mathcal{M}$ such that $r_z = |c - z| > |c - y|$ where the ball $B(c, r_z)$ is tangent to $\mathcal{M}$. We consider the set $B_z$ of closed balls that are tangent to $\mathcal{M}$ at $z$ and are centred on the line segment $[z c]$. The balls in $B_z$ can be ordered according to their radius. Note that $B(c, r_c)$ is the ball of $B_z$ centered at $c$. Since the interior of $B(c, r_c)$ contains $y$ and therefore intersects $\mathcal{M}$, there must exist a largest ball $B_z \in B_z$, whose interior does not intersect $\mathcal{M}$. The center of $B_z$ belongs to both $\text{ax}(\mathcal{M})$ and $B$ since $B_z \subset B(c, r_c) \subset B$. ∎
3.3 Bounds for $C^{1,1}$ submanifolds

We shall now give an elementary exposition, in the sense that we do not rely on differential geometry, for the result of the previous section.

3.3.1 From manifold to tangent space and back

We start with the following lemma, which is due to Federer. It bounds the distance of a point $q \in \mathcal{M}$ to the tangent space of a point that is not too far away.

Lemma 16 (Distance to tangent space, Theorem 4.8(7) of [15]). Let $p, q \in \mathcal{M} \subset \mathbb{R}^d$ such that $|p - q| < \text{rch}(\mathcal{M})$. We have

$$\sin \angle([pq], T_p \mathcal{M}) \leq \frac{|p - q|}{2 \text{rch}(\mathcal{M})},$$

and

$$d_B(q, T_p \mathcal{M}) \leq \frac{|p - q|^2}{2 \text{rch}(\mathcal{M})}.$$  

We also have the converse statement of the distance bounds in Lemma 16. The following lemma is an improved version of Lemma B.2 in [6]. This result too can be traced back to Federer [15], in a slightly different guise. Before we give the lemma we first introduce the following notation. Let $C(T_p \mathcal{M}, r_1, r_2)$ denote the ‘filled cylinder’ given by all points that project orthogonally onto a ball of radius $r_1$ in $T_p \mathcal{M}$ and whose distance to this ball is less than $r_2$.

In the following lemma we prove for all points $v \in T_p \mathcal{M}$, such that $|v - p|$ is not too large, that a pre-image on $\mathcal{M}$, if it exists, under the projection to $T_p \mathcal{M}$ cannot be too far from $T_p \mathcal{M}$. The existence of such a point on $\mathcal{M}$ is proven below.

Lemma 17 (Distance to Manifold). Suppose that $v \in T_p \mathcal{M}$ and $|v - p| < \text{rch}(\mathcal{M})$. Let $q = \pi_{(\mathcal{M} \cap T_p \mathcal{M})}^{-1}(v)$ be the inverse of the (restricted) projection $\pi_{T_p \mathcal{M}}$ from the intersection $\mathcal{M} \cap C(T_p \mathcal{M}, \text{rch}(\mathcal{M}), \text{rch}(\mathcal{M}))$ to $T_p \mathcal{M}$ of $v$, if it exists. Then

$$|q - v| \leq \left(1 - \sqrt{1 - \left(\frac{|v - p|}{\text{rch}(\mathcal{M})}\right)^2}\right) \frac{\text{rch}(\mathcal{M})}{2} \leq \frac{1}{2} \frac{|v - p|}{\text{rch}(\mathcal{M})} + \frac{1}{2} \frac{|v - p|^4}{\text{rch}(\mathcal{M})^3}.$$
This bounds the angle between \( q \) and \( p \).

\[ r_1 = |v - p| \]

**Remark 18.** It follows immediately that \( \mathcal{M} \cap C(T_p\mathcal{M}, r_1, r(\mathcal{M})) \subset C(T_p\mathcal{M}, r_1, \tilde{r}(r_1)), \)

with

\[ \tilde{r}(r_1) = \left( 1 - \sqrt{1 - \left( \frac{r_1}{\text{rch}(\mathcal{M})} \right)^2} \right) \text{rch}(\mathcal{M}). \quad (6) \]

This cylinder is indicated in green in Figure 4. Let \( C_{\text{top/bottom}}(T_p\mathcal{M}, r_1, \tilde{r}(r_1)) \) denote the subset of \( C(T_p\mathcal{M}, r_1, \tilde{r}(r_1)) \) that projects orthogonally onto the open ball of radius \( r_1 \) in \( T_p\mathcal{M} \) and lies a distance \( \tilde{r}(r_1) \) away. We also see that \( \mathcal{M} \cap C_{\text{top/bottom}}(T_p\mathcal{M}, r_1, \tilde{r}(r_1)) = \emptyset \) and that \( \mathcal{M} \cap C(T_p\mathcal{M}, r_1, \text{rch}(\mathcal{M})) \cap T_{\mathcal{M}} = \{ p \}. \) We write

\[ C_{\text{side rim}}(T_p\mathcal{M}, r_1, \tilde{r}(r_1)) = \partial C(T_p\mathcal{M}, r_1, \tilde{r}(r_1)) \setminus C_{\text{top/bottom}}(T_p\mathcal{M}, r_1, \tilde{r}(r_1)). \]

### 3.3.2 The angle bound

This section revolves around the following observation: If \( r_1 \) roughly the distance between \( p \) and \( q \), there is a significant part of \( \mathcal{M} \) that is contained in the intersection \( C(T_p\mathcal{M}, r_1, \tilde{r}) \cap C(T_q\mathcal{M}, r_1, \tilde{r}) \). In particular any line segment, whose length is denoted by \( \ell \), connecting two points in \( \mathcal{M} \cap C(T_p\mathcal{M}, r_1, \tilde{r}) \cap C(T_q\mathcal{M}, r_1, \tilde{r}) \) is contained in both \( C(T_p\mathcal{M}, r_1, \tilde{r}) \) and \( C(T_q\mathcal{M}, r_1, \tilde{r}) \). If this line segment is long, the angle with both \( T_p\mathcal{M} \) and \( T_q\mathcal{M} \) is small. This bounds the angle between \( T_p\mathcal{M} \) and \( T_q\mathcal{M} \), see Figure 5.

**Figure 4** The set of all tangent balls to the tangent space of radius \( \text{rch}(\mathcal{M}) \) bounds the region in which \( \mathcal{M} \) can lie. Here we depict the 2 dimensional analogue.

**Figure 5** The tangent spaces \( T_p\mathcal{M} \) and \( T_q\mathcal{M} \) are drawn in yellow. The cylinders \( C(T_p\mathcal{M}, r_1, \tilde{r}) \) and \( C(T_q\mathcal{M}, r_1, \tilde{r}) \) are indicated in green. The red line segment lies in both cylinders and therefore its angle with both \( T_p\mathcal{M} \) and \( T_q\mathcal{M} \) is small.
For the existence of the line segment that is contained in both $C(T_pM, r_1, \tilde{r})$ and $C(T_qM, r_1, \tilde{r})$ we need the following corollary of Proposition 13:

▶ Corollary 19. For each $v \in T_pM$ such that $|v - p| < \sqrt{2} \operatorname{rch}(M)$ there exists at least one original $\pi^{-1}_{T_pM}(v)$.

The proof of this statement can be found in the appendix of [10].

▶ Theorem 20. Let $|p - q| \leq \operatorname{rch}(M)/3$, then the angle $\varphi$ between $T_pM$ and $T_qM$ is bounded by

$$\sin \frac{\varphi}{2} \leq \frac{(1 - \sqrt{1 - \alpha^2})}{\sqrt{\frac{\alpha^2}{4} - (\frac{\alpha^2}{2} + 1 - \sqrt{1 - \alpha^2})^2}} \simeq \alpha + 9\alpha^3/4,$$

where $\alpha = |p - q|/\operatorname{rch}(M)$.

The proof of this result follows the lines as sketched in the overview, and can be found in full in the appendix [10].

▶ Remark 21. The bound we presented above can be tightened by further geometric analysis, in particular by splitting $T_pM$ into the span of $\pi_{T_pM}(q) - p$ and its orthocomplement. However we chose to preserve the elementary character of the argument.

With the bound on the angles between the tangent spaces it is not difficult to prove that the projection map is locally a diffeomorphism, as has been done in [19].
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Abstract

A terrain is an x-monotone polygonal curve, i.e., successive vertices have increasing x-coordinates. Terrain Guarding can be seen as a special case of the famous art gallery problem where one has to place at most \( k \) guards on a terrain made of \( n \) vertices in order to fully see it. In 2010, King and Krohn showed that Terrain Guarding is NP-complete [SODA ’10, SIAM J. Comput. ’11] thereby solving a long-standing open question. They observe that their proof does not settle the complexity of Orthogonal Terrain Guarding where the terrain only consists of horizontal or vertical segments; those terrains are called rectilinear or orthogonal. Recently, Ashok et al. [SoCG’17] presented an FPT algorithm running in time \( k^{O(k)}n^{O(1)} \) for Dominating Set in the visibility graphs of rectilinear terrains without 180-degree vertices. They ask if Orthogonal Terrain Guarding is in P or NP-hard. In the same paper, they give a subexponential-time algorithm running in \( n^{O(\sqrt{n})} \) (actually even \( n^{O(\sqrt{k})} \)) for the general Terrain Guarding and notice that the hardness proof of King and Krohn only disproves a running time \( 2^{o(n^{1/4})} \) under the ETH. Hence, there is a significant gap between their \( 2^{O(n^{1/2}\log n)} \)-algorithm and the no \( 2^{o(n^{1/4})} \) ETH-hardness implied by King and Krohn’s result.

In this paper, we answer those two remaining questions. We adapt the gadgets of King and Krohn to rectilinear terrains in order to prove that even Orthogonal Terrain Guarding is NP-complete. Then, we show how their reduction from Planar 3-SAT (as well as our adaptation for rectilinear terrains) can actually be made linear (instead of quadratic).
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1 Introduction

Terrain Guarding is a natural restriction of the well-known art gallery problem. It asks, given an integer \( k \), and an \( x \)-monotone polygonal chain or terrain, to guard it by placing at most \( k \) guards at vertices of the terrain. An \( x \)-monotone polygonal chain is defined from a sequence of \( n \) points of the real plane \( \mathbb{R}^2 \): \( p_1 = (x_1, y_1), p_2 = (x_2, y_2), \ldots, p_n = (x_n, y_n) \) such that \( x_1 \leq x_2 \leq \ldots \leq x_n \) as the succession of straight-line edges \( p_1p_2, p_2p_3, \ldots, p_{n-1}p_n \). Each point \( p_i \) is called a vertex of the terrain. We can make each coordinate of the vertices rational without changing the (non-)existence of a solution. We will therefore assume that
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The input is given as a list of \( n \) pairs of rational numbers, together with the integer \( k \). A point \( p \) lying on the terrain is guarded (or seen) by a subset \( S \) of guards if there is at least one guard \( g \in S \) such that the straight-line segment \( pg \) is entirely above the polygonal chain. The terrain is said guarded if every point lying on the terrain is guarded. The visibility graph of a terrain has as vertices the geometric vertices of the polygonal chain and as edges every pair which sees each other. Again two vertices (or points) see each other if the straight-line segment that they define is above the terrain.

The Orthogonal Terrain Guarding is the same problem restricted to rectilinear (also called orthogonal) terrains, that is every edge of the terrain is either horizontal or vertical. In other words, \( p_i \) and \( p_{i+1} \) share the same \( x \)-coordinate or the same \( y \)-coordinate. We say that a rectilinear terrain is strictly rectilinear (or strictly orthogonal) if the horizontal and vertical edges alternate, that is, there are no two consecutive horizontal (resp. vertical) edges. Both problems come with two other variants: the continuous variant, where the guards can be placed anywhere on the edges of the terrain (and not only at the vertices), and the graphic variant, which consists of Dominating Set in the visibility graphs of (strictly rectilinear) terrains. The original problem is sometimes called the discrete variant.

It is a folklore observation that for rectilinear terrains, the discrete and continuous variants coincide. Indeed, it is an easy exercise to show that from any feasible solution using guards in the interior of edges, one can move those guards to vertices and obtain a feasible solution of equal cardinality. The only rule to respect is that if an edge, whose interior contained a guard, links a reflex and a convex vertex, then the guard should be moved to the reflex vertex. We will therefore only consider Orthogonal Terrain Guarding and Dominating Set in the visibility graphs of strictly rectilinear terrains. By subdividing the edges of a strictly rectilinear terrain with an at most quadratic number of 180-degree vertices (i.e., vertices incident to two horizontal edges or to two vertical edges), one can make guarding all the vertices equivalent to guarding the whole terrain. Therefore, Orthogonal Terrain Guarding is not very different from Dominating Set in the visibility graph of (non necessarily strictly) rectilinear terrains (and Terrain Guarding is not very different from Dominating Set in the visibility graph of terrains).

**Exponential Time Hypothesis.** The Exponential Time Hypothesis (usually referred to as the ETH) is a stronger assumption than \( P \neq NP \) formulated by Impagliazzo and Paturi [14]. A practical (and slightly weaker) statement of ETH is that 3-SAT with \( n \) variables cannot be solved in subexponential-time \( 2^{o(n)} \). Although this is not the original statement of the hypothesis, this version is most commonly used; see also Impagliazzo et al. [15]. The so-called sparsification lemma even brings the number of clauses in the exponent.

**Theorem 1** (Impagliazzo and Paturi [14]). Under the ETH, there is no algorithm solving every instance of 3-SAT with \( n \) variables and \( m \) clauses in time \( 2^{o(n+m)} \).

As a direct consequence, unless the ETH fails, even instances with a linear number of clauses \( m = \Theta(n) \) cannot be solved in \( 2^{o(n)} \). Unlike \( P \neq NP \), the ETH allows to rule out specific running times. We refer the reader to the survey by Lokshtanov et al. for more information about ETH and conditional lower bounds [23].

**Planar satisfiability.** Planar 3-SAT was introduced by Lichtenstein [22] who showed its NP-hardness. It is a special case of 3-SAT where the variable/clause incidence graph is planar even if one adds edges between two consecutive variables for a specified ordering of the variables: \( x_1, x_2, \ldots, x_n \); i.e., \( x_i x_{i+1} \) is an edge (with index \( i+1 \) taken modulo \( n \)). This extra
Figure 1 The bipartition $(C^+, C^-)$ of a \textsc{Planar 3-SAT}-instance. The three-legged arches represent the clauses. Here is a removal ordering for $C^-$: remove the clause on $x_5, x_6, x_7$ and its middle variable $x_6$, remove the clause on $x_3, x_4, x_7$ and its middle variable $x_4$, remove the clause on $x_2, x_3, x_7$ and its middle variable $x_3$, remove the variable $x_7$, remove the clause on $x_1, x_2, x_8$ and its middle variable $x_2$.

Structure makes this problem particularly suitable to reduce to planar or geometric problems. As a counterpart, the ETH lower bound that one gets from a linear reduction from \textsc{Planar 3-SAT} is worse than with a linear reduction from \textsc{3-SAT}; it only rules out a running time $2^{o(\sqrt{n})}$. Indeed, \textsc{Planar 3-SAT} can be solved in time $2^{O(\sqrt{n})}$ and, unless the ETH fails, cannot be solved in time $2^{o(\sqrt{n})}$. A useful property of any \textsc{Planar 3-SAT}-instance is that its set of clauses $C$ can be partitioned into $C^+$ and $C^-$ such that both $C^+$ and $C^-$ admit a removal ordering. A removal ordering is a sequence of the two following deletions:

- (a) removing a variable which is not present in any remaining clause
- (b) removing a clause on three consecutive remaining variables together with the middle variable

which ends up with an empty set of clauses. By three consecutive remaining variables, we mean three variables $x_i, x_j, x_k$, with $i < j < k$ such that $x_{i+1}, x_{i+2}, \ldots, x_{j-1}$ and $x_{j+1}, x_{j+2}, \ldots, x_{k-1}$ have all been removed already. The middle variable of the clause is $x_j$. For an example, see Figure 1.

**Order claim.** The following visibility property in a terrain made King and Krohn realize that they will crucially need the extra structure given by the planarity of \textsc{3-SAT}-instances.

Lemma 2 (Order Claim, see Figure 2). If $a, b, c, d$ happen in this order from the left endpoint of the terrain to its right endpoint, $a$ and $c$ see each other, and $b$ and $d$ see each other, then $a$ and $d$ also see each other.

In particular, this suggests that checking in the terrain if a clause is satisfied can only work if the encodings of the three variables contained in the clause are consecutive.

Related work and remaining open questions for terrain guarding. \textsc{Terrain Guarding} was shown NP-hard [18] and can be solved in time $n^{O(\sqrt{R})}$ [1]. This contrasts with the

Figure 2 The order claim.
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The parameterized complexity of the more general art gallery problem where an algorithm running in time \( f(k)n^{o(k/\log k)} \) for any computable function \( f \) would disprove the ETH, both for the variant Point Guard Art Gallery where the \( k \) guards can be placed anywhere inside the gallery (polygon with \( n \) vertices) and for the variant Vertex Guard Art Gallery where the \( k \) guards can only be placed at the vertices of the polygon [4], even when the gallery is a simple polygon (i.e., does not have holes). Dominating Set on the visibility graph of strictly rectilinear terrains can be solved in time \( k^{O(k)}n^{O(1)} \) [1], while it is still not known if (Orthogonal) Terrain Guarding can be solved in FPT time \( f(k)n^{O(1)} \) with respect to the number of guards.

There has been a succession of approximation algorithms with better and better constant ratios [16, 7, 2, 13]. Eventually, a PTAS was found for Terrain Guarding (hence for Orthogonal Terrain Guarding) [20] using local search and an idea developed by Chan and Har-Peled [6] and Mustafa and Ray [24] which consists of applying the planar separator theorem to a (planar) graph relating local and global optima. Interestingly, this planar graph is the starting point of the subexponential algorithm of Ashok et al. [1].

Again the situation is not nearly as good for the art gallery problem. If holes are allowed in the polygon, the main variants of the art gallery problem are as hard as the Set Cover problem; hence a \( o(\log n) \)-approximation cannot exist unless \( P=NP \) [11]. Eidenbenz also showed that a PTAS is unlikely in simple polygons [10]. For simple polygons, there is a \( O(\log\log OPT) \)-approximation [17, 19] for Vertex Guard Art Gallery, using the framework of Brönnimann and Goodrich to transform an \( \varepsilon \)-net finder into an approximation algorithm, and for Point Guard Art Gallery there is a randomized \( O(\log OPT) \)-approximation under some mild assumptions [5], building up on [9, 8]. If a small fraction of the polygon can be left unguarded there is again a \( O(\log OPT) \)-approximation [12]. A constant approximation is known for monotone polygons [21], where a monotone polygon is made of two terrains sharing the same left and right endpoints and except those two points the two terrains are never touching nor crossing.

The classical complexity of Orthogonal Terrain Guarding remains the most pressing open question [1].

▶ Open question 1. Is Orthogonal Terrain Guarding in \( P \) or NP-hard?

In the conclusion of the paper by Ashok et al. [1], the authors observe that the construction of King and Krohn [18] rules out for Terrain Guarding a running time of \( 2^{o(n^{1/4})} \), under the ETH. Indeed the reduction from Planar 3-SAT (which is not solvable in time \( 2^{o(\sqrt{n})} \) unless the ETH fails) and its adaptation for Orthogonal Terrain Guarding in the current paper have a quadratic blow-up: the terrain is made of \( \Theta(m) = \Theta(n) \) chunks containing each \( O(n) \) vertices. On the positive side, the subexponential algorithm of Ashok et al. runs in time \( 2^{O(\sqrt{n}\log n)} \) [1]. Therefore, there was still a significant gap between the algorithmic upper and lower bounds.

▶ Open question 2. Assuming the ETH, what is the provably best asymptotic running time for Terrain Guarding and Orthogonal Terrain Guarding?

We resolve both open questions. It is remarkable that within the last ten years, knowledge on the computational complexity of (Orthogonal) Terrain Guarding has gone from a handful of constant-approximation algorithms and no lower bound at all to tight approximability under \( P\neq NP \) and almost tight ETH-hardness. Our paper provides the two missing pieces: the NP-hardness of Orthogonal Terrain Guarding and a versatile refinement of a quadratic reduction from Planar 3-SAT to a linear reduction.
Organization. In Section 2, we address Open question 1 by showing that Orthogonal Terrain Guarding is also NP-hard. We design a rectilinear subterrain with a constant number of vertices which simulates a triangular pocket surrounded by two horizontal segments. We can then adapt the reduction of King and Krohn [18] to rectilinear terrains. Our orthogonal gadgets make an extensive use of the triangular pockets.

In Section 3, we show how to make both reductions from Planar 3-SAT linear instead of quadratic. This shows that, under the ETH, Terrain Guarding and Orthogonal Terrain Guarding cannot be solved in $2^{o(\sqrt{n})}$, and thereby resolve Open question 2. Unless the ETH fails, the $2^{O(\sqrt{n} \log n)}$-time algorithm of Ashok et al. is optimal up to logarithmic factors in the exponent.

2 Orthogonal Terrain Guarding is NP-complete

King and Krohn give a reduction with a quadratic blow-up from Planar 3-SAT to Terrain Guarding [18]. They argue that the order claim entails some critical obstacle against straightforward hardness attempts. In some sense, the subexponential algorithm running in time $n^{O(\sqrt{n})}$ of Ashok et al. [1] proves them right: unless the ETH fails, there cannot be a linear reduction from 3-SAT to Terrain Guarding. It also justifies their idea of starting from the planar variant of 3-SAT. Indeed, this problem can be solved in time $2^{O(\sqrt{n})}$.

However, we will see that the quadratic blow-up of their construction is avoidable. In the next section, we show how to make their reduction (and ours for the orthogonal case) linear. In this section, we focus on our main result: the NP-hardness of Orthogonal Terrain Guarding.

From far, King and Krohn’s construction looks like a $V$-shaped terrain. If one zooms in, one perceives that the $V$ is made of $\Theta(n)$ connected subterrains called chunks. If one zooms a bit more, one sees that the chunks are made of up to $n$ variable encodings each. Let us order the chunks from bottom to top; in this order, the chunks alternate between the right and the left of the $V$ (see Figure 3).

The construction is such that only two consecutive chunks interact. More precisely, a vertex of a given chunk $T_i$ only sees bits of the terrain contained in $T_{i-1}$, $T_i$, and $T_{i+1}$. Half-way to the top is the chunk $T_0$ that can be seen as the initial one. It contains the

![Figure 3](image-url)
encoding of all the variables of the PLANAR 3-SAT-instance. Concretely, the reasonable choices to place guards on the chunk $T_0$ are interpreted as setting each variable to either true or false. Let $(C^+, C^-)$ be the bipartition of the clauses into two sets with a removal ordering for the variables ordered as $x_1, x_2, \ldots, x_n$. Let $C^+_1, C^+_2, \ldots, C^+_s$ (resp. $C^-_1, C^-_2, \ldots, C^-_{m-s}$) be the order in which the clauses of $C^+$ (resp. $C^-$) disappear in this removal ordering. Every chunk below $T_0$, i.e., with a negative index, are dedicated to checking the clauses of $C^-$ in the order $C^-_1, C^-_2, \ldots, C^-_{m-s}$, while every chunk above $T_0$, i.e., with a positive index, will check if the clauses of $C^+$ are satisfied in the order $C^+_1, C^+_2, \ldots, C^+_s$. The placement of the chunks will propagate downward and upward the truth assignment of $T_0$, and simulate the operations of a removal ordering: checking/removing a clause and its middle variable, removing a useless variable. Note that for those gadgets, we will have to distinguish if we are going up $(C^+)$ or going down $(C^-)$. In addition, the respective position of the positive and negative literals of a variable appearing in the next clause to check will matter. So, we will require a gadget to invert those two literals if needed.

To sum up, the reduction comprises the following gadgets: encoding a variable (variable gadget), propagation of its assignment from one chunk to a consecutive chunk (interaction of two variable gadgets), inverting its two literals (inverter), checking a clause upward and removing the henceforth useless middle variable (upward clause gadget), checking a clause downward and removing the henceforth useless middle variable (downward clause gadget), removing a variable (upward/downward deletion gadget). Although King and Krohn rather crucially rely on having different slopes in the terrain, we will mimic their construction gadget by gadget with an orthogonal terrain. We start by showing how to simulate a restricted form of a triangular pocket. This will prove to be a useful building block.

The simulation of a right trapezoid pocket giving rise to the right triangular pocket is depicted on Figure 4. The idea is that the vertex $p$ at the bottom of the pit is only seen by four vertices (no vertex outside this gadget will be able to see $p$). Among those four vertices, $u$ sees a strict superset of what the others see. Hence, we can assume with no loss of generality that a guard is placed on $u$. Now, $u$ sees the part of the terrain represented in bold. Even if vertex $u$ sees a part of the vertical edge incident to $a$ (actually the construction could avoid it), this information can be discarded since the guard responsible for seeing $a$ will see this edge entirely. Everything is therefore equivalent to guarding the terrain with the right trapezoid pocket drawn in the middle of Figure 4 with a budget of guards decreased

![Figure 4](image-url)
Figure 5 Simulation of a trapezoid pocket and a triangular pocket. The triangular pocket is obtained from the trapezoid by making the distance $\varepsilon$ arbitrary small.

by one. If the length of the horizontal edge incident to $a$ is made small enough, then every guard seeing $a$ will see the whole edge, thereby simulating the right triangular pocket to the right of the figure.

The acute angle made by the right triangular pocket and the altitude of the leftmost and rightmost horizontal edge in this gadget can be set at our convenience. We will represent triangular pockets in the upcoming gadgets. The reader should keep in mind that they are actually a shorthand for a rectilinear subterrain.

With the same idea, one can simulate a general triangular pocket as depicted on Figure 5, with the budget decreased by two guards. Again, the non-reflex angle made by the triangular pocket and the altitude of the leftmost and rightmost horizontal edges can be freely chosen. The reason why those triangular pockets do not provide a straightforward reduction from the general Terrain Guarding problem is that the pocket has to be preceded and succeeded by horizontal edges.

The variable gadget is depicted on Figure 6. It is made of three right triangular pockets. Placing a guard at $v_x$ (resp. $v_{\overline{x}}$) is interpreted as setting the variable $x$ to true (resp. false).

The propagation of a variable assignment from one chunk to the next chunk is represented on Figure 7. On all the upcoming figures, we adopt the convention that red dashed lines materialize a blocked visibility (the vertex cannot see anything below this line) and black dashed lines highlight important visibility which sets apart the vertex from other vertices.

Figure 6 A variable gadget. We omit superscript $i$ on all the labels. Placing a guard at vertex $v_x$ to see $d_x$ corresponds to setting variable $x$ to true, while placing it at vertex $v_{\overline{x}}$ to see $d_{\overline{x}}$ corresponds to setting $x$ to false. Both $v_{\overline{x}}^{i+1}$ and $v_x^{i+1}$ of $T_{i+1}$ (not represented on this picture) see $d_x, d_{\overline{x}}$ of $T_i$. 
Figure 7 Propagating variable assignments upward and downward. Note that the positive literal alternates being above or below the negative literal. We represent two variables $x$ and $y$ to illustrate how the corresponding gadgets are not interfering.

Say, one places a guard at vertex $v^i_x$ to see (among other things) the vertex $d^i_x$. Now, $d^i_x$ and $d^{i+1}_x$ remain to be seen. The only way of guarding them with one guard is to place it at vertex $v^{i+1}_x$. Indeed, only vertices on the chunk $T_{i+1}$ can possibly see both. But the vertices higher than $v^{i+1}_x$ cannot see them because their visibility is blocked by $v^{i+1}_x$ or a vertex to its right, while the vertices lower than $v^{i+1}_x$ are too low to see the very bottom of those two triangular pockets. The same mechanism (too high $\rightarrow$ blocked visibility, too low $\rightarrow$ too flat angle) is used to ensure that the different variables do not interfere.

Symmetrically, the only vertex seeing both $d^i_x$ and $d^{i+1}_x$ is $v^{i+1}_x$. So, placing a guard at $v^i_x$ forces to place the other guard at $v^{i+1}_x$. The chosen literal goes from being above (resp. below) in chunk $T_i$ to being below (resp. above) in chunk $T_{i+1}$. Each $d$-vertex (i.e., vertex of the form $d^i_x$) has its visibility dominated in the one of a $v$-vertex (of the form $v^i_x$). Indeed, the visibility of $d^i_x$ and $d^{i+1}_x$ is contained in the visibility of $v^i_x$ and $v^{i+1}_x$, respectively, while $d^i_x$ has its visibility dominated by the one of $v^{i+1}_x$ or $v^{i+1}_x$ (what a vertex sees from below in a rectilinear terrain is irrelevant). Each non $v$-vertex has its visibility contained in the one of a $v$-vertex. Seeing the $d$-vertices with $v$-vertices is enough to see the entire subterrain/chunk. Thus, the problem can be seen as a red-blue domination: taking $v$-vertices (red) to dominate the $d$-vertices (blue). The red-blue visibility graph corresponding to the propagation of variable assignments is shown on Figure 8. The only way of guarding the 3z $d$-vertices on chunk $T'$ (corresponding to $z$ variables) with a budget of $z$ guards on $T'$ and $z$ guards on $T^{i+1}$ is to place $z$ guards on $v$-vertices of chunk $T_i$ and $z$ guards on $v$-vertices of chunk $T_{i+1}$ in a consistent way: the assignment of each variable is preserved.

We also need an alternative way of propagating truth assignments such that the chosen literal stays above or stays below on its respective chunk. This gadget is called inverter. It requires an extra guard compared to the usual propagation. The inverter gadget allows us to position the three literals of the clause to check and delete at the right spots.

It consists of a right triangular pocket whose bottom vertex is $d^i_x$ surrounded by two rectangular pockets whose bottom vertices $e^i_x$, $f^i_x$ and $e^{i+1}_x$, $f^{i+1}_x$ are only seen among the $v$-vertices by $v^{i+1}_x$, $v^i_x$ and $v^{i+1}_x$, $v^i_x$, respectively. On top of the rectangular pockets, $g^i_x$ sees both $e^i_x$ and
The red-blue domination graph for variable-assignment propagation.

The inverter gadget. We omit the superscripts $i$ and $i + 1$. If a guard should be placed on at least one vertex among $v^x_i$ and $v^x_{i+1}$ (for $\ell \in \{i, i + 1\}$), then the two ways of seeing the four vertices $e^x_i$, $f^x_i$, $e^x_{i+1}$, $f^x_{i+1}$ with three guards are $\{v^x_i, g^x_i, v^x_{i+1}\}$ and $\{v^x_i, g^x_{i+1}, v^x_{i+1}\}$.

$g^x_i$ sees both $e^x_i$ and $f^x_i$. Actually, $g^x_i$ is only one of the four vertices seeing both $e^x_i$ and $f^x_i$ (which includes $e^x_i$ and $f^x_i$ themselves). We choose $g^x_i$ as a representative of this class. What matters to us is that the four vertices seeing both $e^x_i$ and $f^x_i$ do not see anything more than the rectangular pocket; the other parts of the terrain that they might guard are seen by any $v$-vertex on chunk $T_{i+1}$ anyway.

The pockets are designed so that $v^x_i$ and $v^x_{i+1}$ (resp. $v^x_i$ and $v^x_{i+1}$) together see the whole edge $e^x_i f^x_i$ (resp. $e^x_i f^x_{i+1}$) and therefore the entire pocket. Again, the only two $v$-vertices to see $d^x_i$, $x_i$ are $v^x_i$ and $v^x_{i+1}$. The $e$- and $f$-vertices are added to the blue vertices and the $g$-vertices are added to the red vertices, since the latter sees more than the former, and since seeing the $e$- and $f$-vertices are sufficient to also see the $g$-vertices. The red-blue domination graph is depicted on Figure 10.

Guarding $d^{x-1}_{x, i}$ (resp. guarding $d^{i+1}_{x, i+1}$) requires to take one $v$-vertex among $v^x_i, v^x_{i+1}$ (resp. $v^x_i, v^x_{i+1}$, $v^x_{i+1}$). Note that if one makes two inconsistent choices such as placing guards at $v^x_i$ and $v^x_{i+1}$ (or $v^x_i$ and $v^x_{i+1}$), then it is not possible to see both rectangular pockets with one extra guard. Whereas, placing three guards at $v^x_i, g^x_i, v^x_{i+1}$ or $v^x_i, g^x_{i+1}, v^x_{i+1}$ would cover both rectangular pockets; hence the propagation of the truth assignment.
Orthogonal Terrain Guarding is NP-complete

**Figure 10** The red-blue domination graph for the inverter gadget.

**Figure 11** The downward clause gadget for \( C = x ∨ y ∨ ¬z \). We use the usual propagation for variables \( x \) and \( z \). Variable \( y \) disappears from \( T_{i−1} \) and downward. The inverters have been used to place, on \( T_i \), the literals of \( C \) at positions 1, 4, and 5. Vertex \( w_C \) is seen only by \( v^{i−1}_y, v^i_y, \) and \( v^{i−1}_x \) (circled); hence it is seen if and only if the chosen assignment satisfies \( C \).

So far, the gadgets that we presented can be used going up along the chunks of positive index as well as going down along the chunks of negative index. For the clause gadgets, we will have to distinguish the downward clause gadget when we are below \( T_0 \) (and going down) and the upward clause gadget when we are above \( T_0 \) (and going up). The reason we cannot design a single gadget for both situations is that the middle variable which needs be deleted is in one case, in the lower chunk, and in the other case, in the higher chunk.

To check a clause downward on three consecutive variables \( x, y, z \), we place on chunk \( T_i \), thanks to a preliminary use of inverter gadgets, the three literals satisfying the clause at the relative positions 1, 4, and 5 when the six literals of \( x, y, z \) are read from top to bottom. Figure 11 shows the downward clause gadget for the clause \( x ∨ y ∨ ¬z \). On chunk \( T_{i−1} \) just below, we find the usual encoding of variables \( x \) and \( z \), which propagates the truth assignment of those two variables. The variable gadget of \( y \) is replaced by the right triangular pocket whose bottom is \( d_{i−1}^{i−1} \), and a general triangular pocket whose bottom \( w_C \) is only seen by the \( e \)-vertices \( v^{i−1}_y \) (on chunk \( T_{i−1} \)), and \( v^i_y \) and \( v^{i−1}_x \) (on chunk \( T_i \)), with \( C = \ell_1 ∨ \ell_2 ∨ \ell_3 \). On chunk \( T_{i−1} \) and below, no \( e \)-vertex corresponding to variable \( y \) can be found.

Hence, vertex \( w_C \) is only guarded if the choices of the guards at the \( e \)-vertices correspond to an assignment satisfying \( C \). The terrain visible to \( w_C \) is also covered by \( v^{i−1}_y \), hence it is a blue vertex. The red-blue domination graph associated to a downward clause is represented on Figure 12.

To check a clause upward on three consecutive variables \( x, y, z \), we place on chunk \( T_i \), thanks to a preliminary use of inverter gadgets, the three literals satisfying the clause at the
Figure 12 The red-blue domination graph for the downward clause gadget for $C = x \lor y \lor \neg z$. The double arcs symbolize that, due to the propagator, the variable-assignment of $x$ and $z$ should be the same between $T_i$ and $T_{i-1}$. The only assignment that does not dominate $w_C$ is $\overline{x}, \overline{y}, z$, as it should.

Figure 13 The upward clause gadget for $C = x \lor \neg y \lor z$. We use the usual propagation for variables $x$ and $z$. Variable $y$ disappears from $T_{i+1}$ and upward. The inverters have been used to place, on $T_i$, the literals of $C$ at positions 1, 3, and 6. Vertex $w_C$ is seen only by $v_i^1$, $v_{i+1}^1$, and $v_{i+1}^3$ (circled); hence it is seen if and only if the chosen assignment satisfies $C$.

relative positions 1, 3, and 6 when the six literals of $x, y, z$ are read from top to bottom. We exclude the three right triangular pockets for the encoding of the middle variable $y$. At the same altitude as the $v$-vertex corresponding to the literal of $y$ satisfying the clause, we have a designated vertex $w_C$. On the chunk $T_{i+1}$, we find the usual encoding of variables $x$ and $z$, which propagates the truth assignment of those two variables, but the encoding of variable $y$ is no longer present (in this chunk and in all the chunks above). Figure 13 shows the upward clause gadget for the clause $x \lor \neg y \lor z$.

Vertex $w_C$ is only seen by the $v$-vertices $v_{i_2}^1$ (on chunk $T_i$) and $v_{i+1}^2$ and $v_{i+1}^3$ (on chunk $T_{i+1}$), where $C = \ell_1 \lor \ell_2 \lor \ell_3$. The particularity of two consecutive chunks encoding an upward clause gadget is that $T_i$ is not entirely below $T_{i+1}$. In fact, all the encodings of variables above $y$ on chunk $T_{i+1}$ are above all the encodings of variables above $y$ on chunk $T_i$. The latter are above all the encodings of variables below $y$ on chunk $T_{i+1}$, which are, in turn, above all the encodings of variables below $y$ on chunk $T_i$. Again, vertex $w_C$ is only guarded if the choices of the guards at the $v$-vertices correspond to an assignment satisfying $C$, as depicted in Figure 14.

Finally, we design upward and downward variable deletion gadgets; the description of these gadgets can be found in the full version [3]. The reader can just think of them as simplifications of the clause gadgets where vertex $w_c$ is suppressed. This ends the list of gadgets.
Orthogonal Terrain Guarding is NP-complete

The gadgets are assembled as in the reduction of King and Krohn. From the initial chunk $T_0$ and going up (resp. going down), one realizes step by step (chunk by chunk) the elementary operations to check the clauses of $C^+$ (resp. $C^-$) in the order $C_1^+, C_2^+, \ldots, C_s^+$ (resp. $C_1^-, C_2^-, \ldots, C_{m-s}^-$) including propagation, inversion of literals, upward clause checking (resp. downward clause checking), and upward variable deletion (resp. downward variable deletion). Each chunk has $O(n)$ vertices. Each clause takes $O(1)$ chunks to be checked. So the total number of chunks is $O(m) = O(n)$ and the total number of vertices is $O(n^2)$.

We call total budget the total number of guards allowed. The total budget is fixed as one per right triangular pocket, two per general triangular pocket, one per variable encoding (including the slightly different one at inverters and the one just before an upward deletion), and one extra per inverter. Note that the lone $d^x_\pi$ in a downward clause gadget or a downward deletion gadget does not count as a variable gadget and does not increase the budget. To give an unambiguous definition of the number of variable encodings, we count the number of pairs $i, x$ such that the vertices $v^i_{x, x}$ and $v^i_{x, x}$ exist.

We explained why the guards inside the triangular pockets can be placed (and the budget reduced). The correctness of the reduction is similar to King and Krohn’s. The $d$-vertices force the placement of at least one guard in each variable encoding. We argued this to be sufficient to see all the right triangular and rectangular pockets if and only if the variable assignments are consistent between two consecutive chunks (by completing with guards $g_\ell^x$ at each inverter where $\ell$ is the literal chosen to be true). The terrain is entirely seen whenever the $m$ general triangular pockets corresponding to the $m$ clauses are all guarded, which happens if and only if the truth assignment chosen on chunk $T_0$ satisfies all the clauses.

This shows that Orthogonal Terrain Guarding and Dominating Set on visibility graph of rectilinear terrains are NP-hard. Recall that the continuous variant of Orthogonal Terrain Guarding is equivalent to its discrete counterpart. Membership in NP of all those variants is therefore trivial. What is left to prove is that Dominating Set on the visibility graph of strictly rectilinear terrains is NP-hard. Our reduction almost directly extends to this variant. The only issue is with the general triangular pocket gadget. Indeed, when the two guards are placed inside the pocket, all the internal vertices are guarded. In Orthogonal Terrain Guarding, one still needed to see the interior of the tiny top horizontal edge. This is no longer required in Dominating Set. Observe that the general triangular pocket is only used in the downward clause gadget. In the full version [3], we explain how we can make the downward clause gadget without the general triangular pocket.

Figure 14 The red-blue domination graph for the upward clause gadget for $C = x \lor \neg y \lor z$. The double arcs symbolize that, due to the propagator, the variable-assignment of $x$ and $z$ should be the same between $T_i$ and $T_{i+1}$. The only assignment that does not dominate $w_C$ is $x, y, \bar{z}$, as it should.
ETH-Hardness of (Orthogonal) Terrain Guarding

We now explain how to turn those quadratic reductions into linear reductions by taking a step back. This step back is the reduction from 3-SAT to Planar 3-SAT by Lichtenstein [22], or rather, the instances of Planar 3-SAT it produces. The idea of Lichtenstein in this classic paper is to replace each intersection of a pair of edges in the incidence graph of the formula by a constant-size planar gadget, called crossover gadget. Using the sparsification of Impagliazzo et al. [15], even instances of 3-SAT with a linear number of clauses cannot be solved in subexponential time, under the ETH. Hence, the number of edges in the incidence graph of the formula can be assumed to be linear in the number \( N \) of variables. Thus there are at most a quadratic number \( n = \Theta(N^2) \) of intersections; which implies a replacement of the intersections by a quadratic number \( n \) of constant-size crossover gadgets. We cannot expect to improve over the reduction of Lichtenstein since there is a matching algorithm solving Planar 3-SAT in time \( 2^{O(\sqrt{n})} \).

A first observation is that the \( \Theta(n) \) clauses of the crossover gadgets can be checked in parallel with only \( O(1) \) chunks. Indeed, the constant number of clauses within each crossover gadget operates on pairwise-disjoint sets of variables. A second observation is that in all the remaining chunks only \( \Theta(N) \) variables and \( \Theta(N) \) clauses are left to be checked: they correspond to the original variables and clauses of the sparse 3-SAT instances. Therefore, the total number of vertices needed for the terrain is \( O(1) \times \Theta(n) + \Theta(N) \times \Theta(N) = \Theta(n) + \Theta(N^2) = \Theta(n) \).

Thus, assuming the ETH, the \( 2^{O(\sqrt{n} \log n)} \) algorithm for guarding terrains [1] is optimal up to the logarithmic factor in the exponent for both Orthogonal Terrain Guarding and Terrain Guarding.

Perspectives

We have shown that Orthogonal Terrain Guarding is NP-complete, as well as its variants. We have presented a generic way of tightening quadratic reductions from Planar 3-SAT to linear. This applies to Terrain Guarding and Orthogonal Terrain Guarding and establishes that the existing \( 2^{O(\sqrt{n})} \)-time algorithm is essentially optimal under the ETH, up to logarithmic factors in the exponent.

The principal remaining open questions concern the parameterized complexity of terrain guarding.

1. Is Terrain Guarding FPT parameterized by the number of guards?
2. Is Orthogonal Terrain Guarding FPT parameterized by the number of guards?
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Abstract

A (unit) disk graph is the intersection graph of closed (unit) disks in the plane. Almost three decades ago, an elegant polynomial-time algorithm was found for Maximum Clique on unit disk graphs [Clark, Colbourn, Johnson; Discrete Mathematics ’90]. Since then, it has been an intriguing open question whether or not tractability can be extended to general disk graphs. We show the rather surprising structural result that a disjoint union of cycles is the complement of a disk graph if and only if at most one of those cycles is of odd length. From that, we derive the first QPTAS and subexponential algorithm running in time $2^{\tilde{O}(n^{2/3})}$ for Maximum Clique on disk graphs. In stark contrast, Maximum Clique on intersection graphs of filled ellipses or filled triangles is unlikely to have such algorithms, even when the ellipses are close to unit disks. Indeed, we show that there is a constant ratio of approximation which cannot be attained even in time $2^{n^{1-\varepsilon}}$, unless the Exponential Time Hypothesis fails.
Introduction

An intersection graph of geometric objects has one vertex per object and an edge between every pair of vertices corresponding to intersecting objects. Intersection graphs for many different families of geometric objects have been studied due to their practical applications and rich structural properties [31, 10]. Among the most studied ones are disk graphs, which are intersection graphs of closed disks in the plane, and their special case, unit disk graphs, where all the radii are the same. Their applications range from sensor networks to map labeling [21], and many standard optimization problems have been studied on disk graphs, see for example [36] and references therein. In this paper, we study Maximum Clique on general disk graphs.

Known results

Recognizing unit disk graphs is NP-hard [11], and even \exists \mathbb{R}-complete [25]. Clark et al. [19] gave a polynomial-time algorithm for Maximum Clique on unit disk graphs with a geometric representation. The core idea of their algorithm can actually be adapted so that the geometric representation is no longer needed [34]. The complexity of the problem on general disk graphs is unfortunately still unknown. Using the fact that the transversal number for disks is 4, Ambühl and Wagner [4] gave a simple 2-approximation algorithm for Maximum Clique on general disk graphs. They also showed the problem to be APX-hard on intersection graphs of ellipses and gave a $9\rho^2$-approximation algorithm for filled ellipses of aspect ratio at most $\rho$. Since then, the problem has proved to be elusive with no new positive or negative results. The question on the complexity and further approximability of Maximum Clique on general disk graphs is considered as folklore [6], but was also explicitly mentioned as an open problem by Fishkin [21], Ambühl and Wagner [4] and Cabello [13, 14].

A closely related problem is Maximum Independent Set, which is \text{W}[1]-hard (even on unit disk graphs [30]), and admits a subexponential exact algorithm [2] and a PTAS [20, 17] on disk graphs.

Results and organization

In Section 2, we mainly prove that the disjoint union of two odd cycles is not the complement of a disk graph. To the best of our knowledge, this is the first structural property that general disk graphs do not inherit from strings or from convex objects. We provide an infinite family of forbidden induced subgraphs, an analogue to the recent work of Atminas and Zamaraev on unit disk graphs [5]. In Section 3, we show how to use this structural result to approximate and solve Maximum Independent Set on complements of disk graphs, hence Maximum Clique on disk graphs. More precisely, we present the first quasi-polynomial-time approximation scheme (QPTAS) and subexponential-time algorithm for Maximum Clique on disk graphs, even without the geometric representation of the graph. In Section 4, we highlight how those algorithms contrast with the situation for ellipses or triangles, where there is a constant $\alpha > 1$ for which an $\alpha$-approximation running in subexponential time is highly unlikely (in particular, ruling out at once QPTAS and subexponential-time algorithm). We conclude in Section 5 with a few open questions.

Definitions and notations

For two integers $i \leq j$, we denote by $[i, j]$ the set of integers $\{i, i+1, \ldots, j-1, j\}$. For a positive integer $i$, we denote by $[i]$ the set of integers $\{1, i\}$. If $S$ is a subset of vertices of a
In this section, we fully characterize the degree-2 complements of disk graphs. We show the following:

\begin{itemize}
  \item \textbf{Theorem 1.} A disjoint union of paths and cycles is the complement of a disk graph if and only if the number of odd cycles is at most one.
\end{itemize}

We split this theorem into two parts. In the first one, Section 2.1, we show that the union of two disjoint odd cycles is not the complement of a disk graph. This is the part that will be algorithmically useful. As disk graphs are closed under taking induced subgraphs, it implies that in the complement of a disk graph two vertex-disjoint odd cycles have to be linked by at least one edge. This will turn out useful when solving \textsc{Maximum Independent Set} on the complement of the graph (to solve \textsc{Maximum Clique} on the original graph). In the second part, Section 2.2, we show how to represent the complement of the disjoint union of even cycles and exactly one odd cycle. Although this result is not needed for the forthcoming algorithmic section, it nicely highlights the singular role that parity plays and exposes the complete set of disk graphs of co-degree 2.

\section{Disk graphs with co-degree 2}

In this section, we fully characterize the degree-2 complements of disk graphs. We show the following:

\begin{itemize}
  \item \textbf{Theorem 1.} A disjoint union of paths and cycles is the complement of a disk graph if and only if the number of odd cycles is at most one.
\end{itemize}

We split this theorem into two parts. In the first one, Section 2.1, we show that the union of two disjoint odd cycles is not the complement of a disk graph. This is the part that will be algorithmically useful. As disk graphs are closed under taking induced subgraphs, it implies that in the complement of a disk graph two vertex-disjoint odd cycles have to be linked by at least one edge. This will turn out useful when solving \textsc{Maximum Independent Set} on the complement of the graph (to solve \textsc{Maximum Clique} on the original graph). In the second part, Section 2.2, we show how to represent the complement of the disjoint union of even cycles and exactly one odd cycle. Although this result is not needed for the forthcoming algorithmic section, it nicely highlights the singular role that parity plays and exposes the complete set of disk graphs of co-degree 2.

\subsection{The disjoint union of two odd cycles is not co-disk}

We call \textit{positive distance} between two non-intersecting disks the minimum of $d(x, y)$ where $x$ is in one disk and $y$ is in the other. If the disks are centered at $c_1$ and $c_2$ with radius $r_1$ and $r_2$, respectively, then this value is $d(c_1, c_2) - r_1 - r_2$. We call \textit{negative distance} between two intersecting disks the length of the straight-line segment defined as the intersection of three objects: the two disks and the line joining their center. This value is $r_1 + r_2 - d(c_1, c_2)$, which is positive.
Figure 1 Disk realization of a $K_{2,2}$. As the centers are positioned, it is impossible that the two non-edges are between the disks 2 and 3, and between the disks 1 and 4 (or between the disks 1 and 3, and between the disks 2 and 4).

We call proper representation a disk representation where every edge is witnessed by a proper intersection of the two corresponding disks, i.e., the interiors of the two disks intersect. It is easy to transform a disk representation into a proper representation (of the same graph).

\textbf{Lemma 2.} If a graph has a disk representation, then it has a proper representation.

\textbf{Proof.} If two disks intersect non-properly, we increase the radius of one of them by $\varepsilon/2$ where $\varepsilon$ is the smallest positive distance between two disks. $\blacktriangle$

In order not to have to discuss about the corner case of three aligned centers in a disk representation, we show that such a configuration is never needed to represent a disk graph.

\textbf{Lemma 3.} If a graph has a disk representation, it has a proper representation where no three centers are aligned.

\textbf{Proof.} By Lemma 2, we have or obtain a proper representation. Let $\varepsilon$ be the minimum between the smallest positive distance and the smallest negative distance. As the representation is proper, $\varepsilon > 0$. If three centers are aligned, we move one of them to any point which is not lying in a line defined by two centers in a ball of radius $\varepsilon/2$ centered at it. This decreases by at least one the number of triple of aligned centers, and can be repeated until no three centers are aligned. $\blacktriangle$

From now on, we assume that every disk representation is proper and without three aligned centers. We show the folklore result that in a representation of a $K_{2,2}$ that sets the four centers in convex position, both non-edges have to be diagonal.

\textbf{Lemma 4.} In a disk representation of $K_{2,2}$ with the four centers in convex position, the non-edges are between vertices corresponding to opposite centers in the quadrangle.

\textbf{Proof.} Let $c_1$ and $c_2$ be the centers of one non-edge, and $c_3$ and $c_4$ the centers of the other non-edge. Let $r_i$ be the radius associated to center $c_i$ for $i \in [4]$. It should be that $d(c_1, c_2) > r_1 + r_2$ and $d(c_3, c_4) > r_3 + r_4$ (see Figure 1). Assume $c_1$ and $c_2$ are consecutive on the convex hull formed by $\{c_1, c_2, c_3, c_4\}$, and say, without loss of generality, that the order is $c_1, c_2, c_3, c_4$. Let $c$ be the intersection of seg$(c_1, c_3)$ and seg$(c_2, c_4)$. It holds that $d(c_1, c_3) + d(c_2, c_4) = d(c_1, c) + d(c, c_3) + d(c_2, c) + d(c, c_4) = (d(c_1, c) + d(c, c_2)) + (d(c_3, c) + d(c, c_4)) > d(c_1, c_2) + d(c_3, c_4) > r_1 + r_2 + r_3 + r_4 = (r_1 + r_3) + (r_2 + r_4)$. Which implies that $d(c_1, c_3) > r_1 + r_3$ or $d(c_2, c_4) > r_2 + r_4$; a contradiction. $\blacktriangle$

We derive a useful consequence of the previous lemma, phrased in terms of intersections of lines and segments.
Corollary 5. In any disk representation of $K_{2,2}$ with centers $c_1, c_2, c_3, c_4$ with the two non-edges between the vertices corresponding to $c_1$ and $c_2$, and between $c_3$ and $c_4$, it should be that $\ell(c_1, c_2)$ intersects $\text{seg}(c_3, c_4)$ or $\ell(c_3, c_4)$ intersects $\text{seg}(c_1, c_2)$.

Proof. The disk representation either has the four centers in convex position or it has one center, say, without loss of generality, $c_1$, in the interior of the triangle formed by the other three centers. Then, in the first case, by Lemma 4, $\text{seg}(c_1, c_2)$ and $\text{seg}(c_3, c_4)$ are the diagonals of a convex quadrangle. Hence they intersect, and a fortiori, $\ell(c_1, c_2)$ intersects $\text{seg}(c_3, c_4)$ ($\ell(c_3, c_4)$ intersects $\text{seg}(c_1, c_2)$, too). In the second case, $\ell(c_1, c_2)$ intersects $\text{seg}(c_3, c_4)$. If instead a center in $\{c_3, c_4\}$ is in the interior of the triangle formed by the other centers, then $\ell(c_3, c_4)$ intersects $\text{seg}(c_1, c_2)$.

We can now prove the main result of this section thanks to the previous corollary, parity arguments, and some elementary properties of closed plane curves, namely Property I and Property III of the eponymous paper [35].

Theorem 6. The complement of the disjoint union of two odd cycles is not a disk graph.

Proof. Let $s$ and $t$ be two positive integers and $G = \overline{C_{2s+1}} + \overline{C_{2t+1}}$ the complement of the disjoint union of a cycle of length $2s+1$ and a cycle of length $2t+1$. Assume that $G$ is a disk graph. Let $C_1$ (resp. $C_2$) be the cycle embedded in the plane formed by $2s+1$ (resp. $2t+1$) straight-line segments joining the consecutive centers of disks along the first (resp. second) cycle. Observe that the segments of those two cycles correspond to the non-edges of $G$. We number the segments of $C_1$ from $S_1$ to $S_{2s+1}$, and the segments of $C_2$, from $S'_1$ to $S'_{2t+1}$.

For the $i$-th segment $S_i$ of $C_1$, let $a_i$ be the number of segments of $C_2$ intersected by the line $\ell(S_i)$ prolonging $S_i$, let $b_i$ be the number of segments $S'_j$ of $C_2$ such that the prolonging line $\ell(S'_j)$ intersects $S_i$, and let $c_i$ be the number of segments of $C_2$ intersecting $S_i$. For the second cycle, we define similarly $a'_i$, $b'_i$, $c'_i$. The quantity $a_i + b_i - c_i$ counts the number of segments of $C_2$ which can possibly represent a $K_{2,2}$ with $S_i$ according to Corollary 5. As we assumed that $G$ is a disk graph, $a_i + b_i - c_i = 2t + 1$ for every $i \in [2s + 1]$. Otherwise there would be at least one segment $S'_j$ of $C_2$ such that $\ell(S_i)$ does not intersect $S'_j$ and $\ell(S'_j)$ does not intersect $S_i$.

Observe that $a_i$ is an even integer since $C_2$ is a closed curve. Also, $\Sigma_{i=1}^{2s+1} a_i + b_i - c_i = (2t + 1)(2s + 1)$ is an odd number, as the product of two odd numbers. This implies that $\Sigma_{i=1}^{2s+1} b_i - c_i$ shall be odd. $\Sigma_{i=1}^{2s+1} c_i$ counts the number of intersections of the two closed curves $C_1$ and $C_2$, and is therefore even. Hence, $\Sigma_{i=1}^{2s+1} b_i$ shall be odd. Observe that $\Sigma_{i=1}^{2s+1} b_i = \Sigma_{j=1}^{2t+1} a'_j$ by reordering and reinterpreting the sum from the point of view of the segments of $C_2$. Since the $a'_j$ are all even, $\Sigma_{j=1}^{2t+1} b_i$ is also even; a contradiction.

2.2 The disjoint union of cycles with at most one odd is co-disk

We only show the following part of Theorem 1 to emphasize that, rather unexpectedly, parity plays a crucial role in disk graphs of co-degree 2. It is also amusing that the complement of any odd cycle is a unit disk graph while the complement of any even cycle of length at least 8 is not [5]. Here, the situation is somewhat reversed: complements of even cycles are easier to represent than complements of odd cycles. The proof of the following theorem can be found in the full version [9].

Theorem 7. The complement of the disjoint union of even cycles and one odd cycle is a disk graph.

Theorem 6 and Theorem 7, together with the fact that disk graphs are closed by taking induced subgraphs prove Theorem 1.
3 Algorithmic consequences

Now we show how to use the structural results from Section 2 to obtain algorithms for Maximum Clique in disk graphs. A clique in a graph $G$ is an independent set in $G$. So, leveraging the result from Theorem 1, we will focus on solving Maximum Independent Set in graphs without two vertex-disjoint odd cycles as an induced subgraph.

3.1 QPTAS

The odd cycle packing number $\text{ocp}(H)$ of a graph $H$ is the maximum number of vertex-disjoint odd cycles in $H$. Unfortunately, the condition that $G$ does not contain two vertex-disjoint odd cycles as an induced subgraph is not quite the same as saying that the odd cycle packing number of $G$ is 1. Otherwise, we would immediately get a PTAS by the following result of Bock et al. [7].

▶ Theorem 8 (Bock et al. [7]). For every fixed $\varepsilon > 0$ there is a polynomial $(1 + \varepsilon)$-approximation algorithm for Maximum Independent Set for graphs $H$ with $n$ vertices and $\text{ocp}(H) = \omega(n/\log n)$.

The algorithm by Bock et al. works in polynomial time if $\text{ocp}(H) = \omega(n/\log n)$, but it does not need the odd cycle packing explicitly given as an input. This is important, since finding a maximum odd cycle packing is NP-hard [26]. We start by proving a structural lemma, which spares us having to determine the odd cycle packing number.

▶ Lemma 9. Let $H$ be a graph with $n$ vertices, whose complement is a disk graph. If $\text{ocp}(H) > n/\log^2 n$, then $H$ has a vertex of degree at least $n/\log^4 n$.

Proof. Consider a maximum odd cycle packing $C$. By assumption, it contains more than $n/\log^2 n$ vertex-disjoint cycles. By the pigeonhole principle, there must be a cycle $C \in C$ of size at most $\log^2 n$. Now, by Theorem 6, $H$ has no two vertex-disjoint odd cycles with no edges between them. Therefore there must be an edge from $C$ to every other cycle of $C$, there are at least $n/\log^2 n$ such edges. Let $v$ be a vertex of $C$ with the maximum number of edges to other cycles in $C$, by the pigeonhole principle its degree is at least $n/\log^4 n$. ◀

Now we are ready to construct a QPTAS for Maximum Clique in disk graphs.

▶ Theorem 10. For any $\varepsilon > 0$, Maximum Clique can be $(1 + \varepsilon)$-approximated in time $2^{O(\log^2 n)}$, when the input is a disk graph with $n$ vertices.

Proof. Let $G$ be the input disk graph and let $\overline{G}$ be its complement, we want to find a $(1 + \varepsilon)$-approximation for Maximum Independent Set in $\overline{G}$. We consider two cases. If $\overline{G}$ has no vertex of degree at least $n/\log^4 n$, then, by Lemma 9, we know that $\text{ocp}(\overline{G}) \leq n/\log^2 n = o(n/\log n)$. In this case we run the PTAS of Bock et al. and we are done.

In the other case, $\overline{G}$ has a vertex $v$ of degree at least $n/\log^4 n$ (note that it may still be the case that $\text{ocp}(\overline{G}) = o(n/\log n)$). We branch on $v$: either we include $v$ in our solution and remove it and all its neighbors, or we discard $v$. The complexity of this step is described by the recursion $F(n) \leq F(n-1) + F(n - n/\log^4 n)$ and solving it gives us the desired running time. Note that this step is exact, i.e., we do not lose any solutions. ◀
3.2 Subexponential algorithm

Now we will show how our structural result can be used to construct a subexponential algorithm for Maximum Clique in disk graphs. The odd girth of a graph is the size of a shortest odd cycle. An odd cycle cover is a subset of vertices whose deletion makes the graph bipartite. We will use a result by Győri et al. [23], which says that graphs with large odd girth have small odd cycle cover. In that sense, it can be seen as relativizing the fact that odd cycles do not have the Erdős-Pósa property. Bock et al. [7] turned the non-constructive proof into a polynomial-time algorithm.

▶ Theorem 11 (Győri et al. [23], Bock et al. [7]). Let $H$ be a graph with $n$ vertices and no odd cycle shorter than $\delta n$ ($\delta$ may be a function of $n$). Then there is an odd cycle cover $X$ of size at most $(48/\delta) \ln(5/\delta)$ Moreover, $X$ can be found in polynomial time.

Let us start with showing three variants of an algorithm.

▶ Theorem 12. Let $G$ be a disk graph with $n$ vertices. Let $\Delta$ be the maximum degree of $\overline{G}$ and $c$ the odd girth of $\overline{G}$ (they may be functions of $n$). Maximum Clique has a branching or can be solved, up to a polynomial factor, in time:

- (i) $2^{\tilde{O}(n/\Delta)}$ (branching),
- (ii) $2^{\tilde{O}(n/c)}$ (solved),
- (iii) $2^{\tilde{O}(c\Delta)}$ (solved).

Proof. Let $G$ be the input disk graph and let $\overline{G}$ be its complement, we look for a maximum independent set in $\overline{G}$.

To prove i, consider a vertex $v$ of degree $\Delta$ in $\overline{G}$. We branch on $v$: either we include $v$ in our solution and remove $N[v]$, or discard $v$. The complexity is described by the recursion $F(n) \leq F(n-1) + F(n-(\Delta+1))$ and solving it gives i. Observe that this does not give an algorithm running in time $2^{\tilde{O}(n/\Delta)}$ since the maximum degree might drop. Therefore, we will do this branching as long as it is good enough and then finish with the algorithms corresponding to ii and iii.

For ii and iii, let $C$ be a cycle of length $c$, it can be found in polynomial time (see for instance [3]). By application of Theorem 11 with $\delta = c/n$, we find an odd cycle cover $X$ in $\overline{G}$ of size $\tilde{O}(n/c)$ in polynomial time. Next we exhaustively guess in time $2^{\tilde{O}(n/c)}$ the intersection $I$ of an optimum solution with $X$ and finish by finding a maximum independent set in the bipartite graph $\overline{G} - (X \cup N(I))$, which can be done in polynomial time. The total complexity of this case is $2^{\tilde{O}(n/c)}$, which shows ii.

Finally, observe that the graph $\overline{G} - N[C]$ is bipartite, since otherwise $\overline{G}$ contains two vertex-disjoint odd cycles with no edges between them. Moreover, since every vertex in $\overline{G}$ has degree at most $\Delta$, it holds that $|N[C]| \leq c(\Delta - 1) \leq c\Delta$. Indeed, a vertex of $C$ can only have $c(\Delta - 2)$ neighbors outside $C$. We can proceed as in the previous step: we exhaustively guess the intersection of the optimal solution with $N[C]$ and finish by finding the maximum independent set in a bipartite graph (a subgraph of $\overline{G} - N[C]$), which can be done in total time $2^{\tilde{O}(c\Delta)}$, which shows iii.

Now we show how the structure of $G$ affect the bounds in Theorem 12.

▶ Corollary 13. Let $G$ be a disk graph with $n$ vertices. Maximum Clique can be solved in time:

- (a) $2^{\tilde{O}(n^{2/3})}$,
- (b) $2^{\tilde{O}(\sqrt{n})}$ if the maximum degree of $\overline{G}$ is constant,
- (c) polynomial, if both the maximum degree and the odd girth of $\overline{G}$ are constant.
Proof. $\Delta$ and $c$ can be computed in polynomial time. Therefore, knowing what is faster among cases i, ii, and iii is tractable. For case (a), while there is a vertex of degree at least $n^{1/3}$, we branch on it. When this process stops, we do what is more advantageous between cases ii and iii. Note that $\min(n/\Delta, n/c, c\Delta) \leq n^{2/3}$ (the equality is met for $\Delta = c = n^{1/3}$).

For case (b), we do what is best between cases ii and iii. Note that $\min(n/c, c) \leq \sqrt{n}$ (the equality is met for $c = \sqrt{n}$). Finally, case (c) follows directly from case iii in Theorem 12. ◀

Observe that case (b) is typically the hardest one for Maximum Clique. Moreover, the win-win strategy of Corollary 13 can be directly applied to solve Maximum Weighted Clique, as finding a maximum weighted independent set in a bipartite graph is still polynomial-time solvable. On the other hand, this approach cannot be easily adapted to obtain a subexponential algorithm for Clique Partition (even Clique p-Partition with constant $p$), since List Coloring (even List 3-Coloring) has no subexponential algorithm for bipartite graphs, unless the ETH fails (see [29], the bound can be obtained if we start reduction from a sparse instance of 1-in-3-Sat instead of Planar 1-in-3-Sat).

4 Other intersection graphs and limits

In this section, we discuss the impossibility of generalizing our results to related classes of intersection graphs.

4.1 Filled ellipses and filled triangles

A natural generalization of a disk is an elliptical disk, also called filled ellipse, i.e., an ellipse plus its interior. The simplest convex set with non empty interior is a filled triangle (a triangle plus its interior). We show that our approach developed in the two previous sections, and actually every approach, is bound to fail for filled ellipses and filled triangles.

APX-hardness was shown for Maximum Clique in the intersection graphs of (non-filled) ellipses and triangles by Ambühl and Wagner [4]. Their reduction also implies that there is no subexponential algorithm for this problem, unless the ETH fails. Moreover, they claim that their hardness result extends to filled ellipses since “intersection graphs of ellipses without interior are also intersection graphs of filled ellipses”. Unfortunately, this claim is incorrect. In the full version [9], we show:

▶ Theorem 14. There is a graph $G$ which has an intersection representation with ellipses without their interior, but has no intersection representation with convex sets.

This error and the confusion between filled ellipses and ellipses without their interior has propagated to other more recent papers [27]. Fortunately, we show that the hardness result does hold for filled ellipses (and filled triangles) with a different reduction. Our construction can be seen as streamlining the ideas of Ambühl and Wagner [4]. It is simpler and, in the case of (filled) ellipses, yields a somewhat stronger statement.

▶ Theorem 15. There is a constant $\alpha > 1$ such that for every $\varepsilon > 0$, Maximum Clique on the intersection graphs of filled ellipses has no $\alpha$-approximation algorithm running in subexponential time $2^{n^{1-\varepsilon}}$, unless the ETH fails, even when the ellipses have arbitrarily small eccentricity and arbitrarily close value of major axis.

This is in sharp contrast with our subexponential algorithm and with our QPTAS when the eccentricity is 0 (case of disks). For any $\varepsilon > 0$, if the eccentricity is only allowed to be at most $\varepsilon$, a subexponential algorithm or a QPTAS are very unlikely. This result subsumes
on the intersection graphs of filled triangles has no α-approximation algorithm running in subexponential time $2^{n^{1-\varepsilon}}$, unless the ETH fails.

We first show this lower bound for Maximum Weighted Independent Set on the class of all the 2-subdivisions, hence the same hardness for Maximum Weighted Clique on all the co-2-subdivisions. It is folklore that from the PCP of Moshkovitz and Raz [33], which roughly implies that Max 3-SAT cannot be $7/8 + \varepsilon$-approximated in subexponential time under the ETH, one can derive such inapproximability in subexponential time for many hard graph and hypergraph problems; see for instance [8].

The following inapproximability result for Maximum Independent Set on bounded-degree graphs was shown by Chlebík and Chlebíková [18]. As their reduction is almost linear, the PCP of Moshkovitz and Raz boosts this hardness result from ruling out polynomial-time up to ruling out subexponential time $2^{n^{1-\varepsilon}}$ for any $\varepsilon > 0$.

> **Theorem 17 ([18, 33]).** There is a constant $\beta > 0$ such that Maximum Independent Set on graphs with $n$ vertices and maximum degree $\Delta$ cannot be $1 + \beta$-approximated in time $2^{n^{1-\varepsilon}}$ for any $\varepsilon > 0$, unless the ETH fails.

We could actually state a slightly stronger statement for the running time but will settle for this to make the sake of clarity.

> **Theorem 18.** There is a constant $\alpha > 1$ such that for any $\varepsilon > 0$, Maximum Independent Set on the class of all the 2-subdivisions has no $\alpha$-approximation algorithm running in subexponential time $2^{n^{1-\varepsilon}}$, unless the ETH fails.

**Proof.** Let $G$ be a graph with maximum degree a constant $\Delta$, with $n$ vertices $v_1, \ldots, v_n$ and $m$ edges $e_1, \ldots, e_m$, and let $H$ be its 2-subdivision. Recall that to form $H$, we subdivided every edge of $G$ exactly twice. These $2m$ vertices in $V(H) \setminus V(G)$, representing edges, are called edge vertices and are denoted by $v^+(e_1), v^-(e_1), \ldots, v^+(e_m), v^-(e_m)$, as opposed to the other vertices of $H$, which we call original vertices. If $e_k = v_iv_j$ is an edge of $G$, then $v^+(e_k)$ (resp. $v^-(e_k)$) has two neighbors: $v^-(e_k)$ and $v_i$ (resp. $v^+(e_k)$ and $v_j$).

Observe that there is a maximum independent set $S$ which contains exactly one of $v^+(e_k), v^-(e_k)$ for every $k \in [m]$. Indeed, $S$ cannot contain both $v^+(e_k)$ and $v^-(e_k)$ since they are adjacent. On the other hand, if $S$ contains neither $v^+(e_k)$ nor $v^-(e_k)$, then adding $v^+(e_k)$ to $S$ and potentially removing the other neighbor of $v^+(e_k)$ which is $v_i$ with $e_k = v_iv_j$ can only increase the size of the independent set. Hence $S$ contains $m$ edge vertices and $s \leq n$ original vertices, and there is no larger independent set in $H$.

We observe that the $s$ original vertices is $S$ form an independent set in $G$. Indeed, if $v_iv_j \in E(G)$ and $v_i, v_j \in S$, then neither $v^+(e_k)$ nor $v^-(e_k)$ could be in $S$.

Now, assume there is an approximation with ratio $\alpha := 1 + \frac{2\beta}{(\Delta+1)^2}$ for Maximum Independent Set on 2-subdivisions running in subexponential time, where $1 + \beta > 1$ is a ratio which is not attainable for Maximum Independent Set on graphs of maximum degree $\Delta$ according to Theorem 17. On instance $H$, this algorithm would output a solution with $m'$ edge vertices and $s'$ original vertices. As we already observed this solution can be easily (in polynomial time) transformed into an at-least-as-good solution with $m$ edge vertices and $s''$ original vertices forming an independent set in $G$. Further, we may assume
that \( s'' \geq n/(\Delta + 1) \) since for any independent set of \( G \), we can obtain an independent set of \( H \) consisting of the same set of original vertices and \( m \) edge vertices. Since \( m \leq n\Delta/2 \) and \( s'' \geq n/(\Delta + 1) \), we obtain \( m \leq s''(\Delta + 1)/2 \) and \( 2m/(\Delta + 1)^2 \leq s''(1 + \beta) \). From \( m_0 + \varepsilon \beta s''(\Delta + 1)/2 \leq \alpha \Delta \), we have

\[
s \leq m \cdot \frac{2\beta}{(\Delta + 1)^2} + s'' \cdot (1 + \frac{2\beta}{(\Delta + 1)^2}) \leq s''(\frac{\Delta + 1}{\Delta + 1} + 1 + \frac{2\beta}{(\Delta + 1)^2}) \leq s''(1 + \beta)
\]

This contradicts the inapproximability of Theorem 17. Indeed, note that the number of vertices of \( H \) is only a constant times the number of vertices of \( G \) (recall that \( G \) has bounded maximum degree, hence \( m = O(n) \)).

Recalling that independent set is a clique in the complement, we get the following.

**Corollary 19.** There is a constant \( \alpha > 1 \) such that for any \( \varepsilon > 0 \), Maximum Clique on the class of all the co-2-subdivisions has no \( \alpha \)-approximation algorithm running in subexponential time \( 2^{n^{1-\varepsilon}} \), unless the ETH fails.

For exact algorithms the subexponential time that we rule out under the ETH is not only \( 2^{n^{1-\varepsilon}} \) but actually any \( 2^{O(n)} \).

Now, to Theorem 15 and Theorem 16, it is sufficient to show that intersection graphs of (filled) ellipses or of (filled) triangles contain all co-2-subdivisions. We start with (filled) triangles since the construction is straightforward.

**Lemma 20.** The class of intersection graphs of filled triangles contains all co-2-subdivisions.

**Proof.** Let \( G \) be any graph with \( n \) vertices \( v_1, \ldots, v_n \) and \( m \) edges \( e_1, \ldots, e_m \), and \( H \) be its co-2-subdivision. We start with \( n + 2 \) points \( p_0, p_1, p_2, \ldots, p_n, p_{n+1} \) forming a convex monotone chain. Those points can be chosen as \( p_i := (i, p(i)) \) where \( p \) is the equation of a positive parabola taking its minimum at \((0, 0)\). For each \( i \in [0, n+1] \), let \( q_i \) be the reflection of \( p_i \) by the line of equation \( y = 0 \). Let \( x := (n+1, 0) \). For each vertex \( v_i \in V(G) \) the filled triangle \( \delta_i := p_i q_i x \) encodes \( v_i \). Observe that the points \( p_0 = q_n, p_{n+1}, \) and \( q_{n+1} \) will only be used to define the filled triangles encoding edges.

To encode (the two new vertices of) a subdivided edge \( e_k = v_i v_j \), we use two filled triangles \( \Delta_k^+ \) and \( \Delta_k^- \). The triangle \( \Delta_k^+ \) (resp. \( \Delta_k^- \)) has an edge which is supported by \( \ell(p_{i-1}, p_{i+1}) \) (resp. \( \ell(q_{j-1}, q_{j+1}) \)) and is prolonged so that it crosses the boundary of each \( \delta_i \) but \( \delta_i \) (resp. but \( \delta_j \)). A second edge of \( \Delta_k^+ \) and \( \Delta_k^- \) are parallel and make with the horizontal a small angle \( \varepsilon k \), where \( \varepsilon > 0 \) is chosen so that \( \varepsilon m \) is smaller than the angle formed by \( \ell(p_0, p_1) \) with the horizontal line. Those almost horizontal edges intersect for each pair \( \Delta_k^+ \) and \( \Delta_k^- \), with \( k' \neq k'' \) intersects close to the same point. Filled triangles \( \Delta_k^+ \) and \( \Delta_k^- \) do not intersect. See Figure 2 for the complete picture.

It is easy to check that the intersection graph of \( \{\delta_i\}_{i \in [n]} \cup \{\Delta_k^+, \Delta_k^-\}_{k \in [m]} \) is \( H \). The family \( \{\delta_i\}_{i \in [n]} \) forms a clique since they all contain for instance the point \( x \). The filled triangle \( \Delta_k^+ \) (resp. \( \Delta_k^- \)) intersects every other filled triangles except \( \Delta_k^- \) (resp. \( \Delta_k^+ \)) and \( \delta_i \) (resp. \( \delta_j \)) with \( e_k = v_i v_j \).

One may observe that no triangle is fully included in another triangle. So the construction works both as the intersection graph of filled triangles and triangles without their interior. The edge of a \( \Delta_k^+ \) or a \( \Delta_k^- \) crossing the boundary of all but one \( \delta_i \) and the almost horizontal edge can be arbitrary prolonged to the right and to the left respectively. Thus, the triangles can all be made isosceles.

We use the same ideas for the construction with filled ellipses. The two important sides of a triangle encoding an edge of the initial graph \( G \) become two tangents of the ellipse.
Figure 2 A co-2-subdivision of a graph with 5 vertices (in red) represented with triangles. Only two edges are shown: one between vertices 1 and 4 (green) and one between vertices 2 and 3 (blue).

Figure 3 The blue line intersects every red disk but the third one.

Lemma 21. The class of intersection graphs of filled ellipses contains all co-2-subdivisions.

Proof. Let $G$ be any graph with $n$ vertices $v_1, \ldots, v_n$ and $m$ edges $e_1, \ldots, e_m$, and $H$ be its co-2-subdivision. We start with the convex monotone chain $p_0, p_1, p_2, \ldots, p_{n-1}, p_n, p_{n+1}$, only the gap between $p_i$ and $p_{i+1}$ is chosen very small compared to the positive $y$-coordinate of $p_0$. The disks $D_i$ encoding the vertices $v_i \in G$ must form a clique. We also take $p_0$ with a large $x$-coordinate. For $i \in [0, n + 1]$, $q_i$ is the symmetric of $p_i$ with respect to the $x$-axis. For each $i \in [n]$, we define $D_i$ as the disk whose boundary is the unique circle which goes through $p_i$ and $q_i$, and whose tangent at $p_i$ has the direction of $\ell(p_{i-1}, p_{i+1})$. It can be observed that, by symmetry, the tangent of $D_i$ at $q_i$ has the direction of $\ell(q_{i-1}, q_{i+1})$.

Let us call $\tau_i^+$ (resp. $\tau_i^-$) the tangent of $D_i$ at $p_i$ (resp. at $q_i$) very slightly translated upward (resp. downward). The tangent $\tau_i^+$ (resp. $\tau_i^-$) intersects every disks $D_j$ but $D_i$ (see Figure 3). Let denote by $p_i'$ (resp. $q_i'$) be the projection of $p_i$ (resp. $q_i$) onto $\tau_i^+$ (resp. onto $\tau_i^-$). For each $k \in [m]$, let $\ell_k$ be the line crossing the origin $O = (0, 0)$ and forming with the horizontal an angle $\epsilon_k$, where $\epsilon_k$ is smaller than the angle formed by $\ell(p_0, p_1)$ with the horizontal. Let $\ell_k^+$ (resp. $\ell_k^-$) be $\ell_k$ very slightly translated upward (resp. downward). To
Figure 4
The layout of the disks \( D_i \), and the elliptical disks \( E^+_k \) and \( E^-_k \).

encode an edge \( e_k = v_iv_j \), we have two filled ellipses \( E^+_k \) and \( E^-_k \). The ellipse \( E^+_k \) (resp. \( E^-_k \)) is defined as being tangent with \( \tau_i^+ \) at \( p'_i \) (resp. with \( \tau_j^- \) at \( q'_j \)) and tangent at \( \ell_i^+ \) (resp. \( \ell_j^- \)) at the point of \( x \)-coordinate 0 (thus very close to \( O \)), where \( e_k = v_iv_j \). The proof that the intersection graph of \( \{D_i\}_{i \in [n]} \cup \{E^+_k, E^-_k\}_{k \in [m]} \) is \( H \) is similar to the case of filled triangles.

As no ellipse is fully contained in another ellipse, this construction works for both filled ellipses and ellipses without their interior.

We place \( p_0 \) at \( P := (\sqrt{3}/2, 1/2) \) and make the distance between \( p_i \) and \( p_{i+1} \) very small compared to 1. All points \( p_i \) are very close to \( P \) and all points \( q_i \) are very close to \( Q := (\sqrt{3}/2, -1/2) \). This makes the radius of all disks \( D_i \) arbitrarily close to 1. We choose the convex monotone chain \( p_0, \ldots, p_{n+1} \) so that \( \ell(p_0, p_1) \) forms a 60-degree angle with the horizontal. As, the chain is strictly convex but very close to a straight-line, \( \ell(p_0, p_1) \approx \ell(p_n, p_{n+1}) \approx \ell(p_i, p_{i+1}) \approx \ell(p_i, p_{i+2}) \). Thus, all those lines almost cross \( P \) and form an angle of roughly 60-degree with the horizontal. The same holds for points \( q_i \). For the choice of an elliptical disk tangent to the \( x \)-axis at \( O \) and to a line with a 60-degree slope at \( P \) (resp. at \( Q \)), we take a disk of radius 1 centered at \( (0, 1) \) (resp. at \( (0, -1) \)); see Figure 4.

The acute angle formed by \( \ell_1 \) and \( \ell_m \) (incident in \( O \)) is made arbitrarily small so that, by continuity of the elliptical disk defined by two tangents at two points, the filled ellipses \( E^+_k \) and \( E^-_k \) have eccentricity arbitrarily close to 0 and major axis arbitrarily close to 1.

In the construction, we made both the eccentricity of the (filled) ellipses arbitrarily close to 0 and the ratio between the largest and the smallest major axis arbitrarily close to 1. We know that this construction is very unlikely to work for the extreme case of unit disks, since a polynomial algorithm is known for MAX CLIQUE. Note that even with disks of arbitrary radii, Theorem 6 unconditionally proves that the construction does fail. Indeed the co-2-subdivision of \( C_3 + C_3 \) is the complement of \( C_9 + C_9 \), hence not a disk graph.

### 4.2 Homothets of a convex polygon

Another natural direction of generalizing a result on disk intersection graphs is to consider pseudodisk intersection graphs, i.e., intersection graphs of collections of closed subsets of the plane (regions bounded by simple Jordan curves) that are pairwise in a pseudodisk relationship (see Kratochvíl [28]). Two regions \( A \) and \( B \) are in pseudodisk relation if both differences \( A \setminus B \) and \( B \setminus A \) are arc-connected. It is known that \( P_{hom} \) graphs, i.e., intersection graphs of homothetic copies of a fixed polygon \( P \), are pseudodisk intersection graphs [1]. As
shown by Brimkov et al., for every convex \( k \)-gon \( P \), a \( P_{\text{hom}} \) graph with \( n \) vertices has at most \( n^k \) maximal cliques [12]. This clearly implies that \( \text{MAXIMUM CLIQUE} \), but also \( \text{CLIQUE} \) \( p \)-\( \text{PARTITION} \) for fixed \( p \) is polynomially solvable in \( P_{\text{hom}} \) graphs. Actually, the bound on the maximum number of maximal cliques from [12] holds for a more general class of graphs, called \( k_{\text{DIR}} \)-\( \text{CONV} \), which admit an intersection representation by convex polygons, whose every side is parallel to one of \( k \) directions.

Moreover, we observe that Theorem 7 cannot be generalized to \( P_{\text{hom}} \) graphs or \( k_{\text{DIR}} \)-\( \text{CONV} \) graphs. Indeed, consider the complement \( P_n \) of an \( n \)-vertex path \( P_n \). The number of maximal cliques in \( P_n \), or, equivalently, maximal independent sets in \( P_n \) is \( \Theta(c^n) \) for \( c \approx 1.32 \), i.e., exponential in \( n \) [22]. Therefore, for every fixed polygon \( P \) (or for every fixed \( k \)) there is \( n \), such that \( P_n \) is not a \( P_{\text{hom}} \) \( (k_{\text{DIR}}\text{-CONV}) \) graph.

5 Perspectives

We presented the first QPTAS and subexponential algorithm for \( \text{MAXIMUM CLIQUE} \) on disk graphs. Our subexponential algorithm extends to the weighted case and yields a polynomial algorithm if both the degree \( \Delta \) and the odd girth \( c \) of the complement graph are constant. Indeed, our full characterization of disk graphs with co-degree 2, implies a backdoor-to-bipartiteness of size \( c\Delta \) in the complement.

We have also paved the way for a potential NP-hardness construction. We showed why the versatile approach of representing complements of even subdivisions of graphs forming a class on which \( \text{MAXIMUM INDEPENDENT SET} \) is NP-hard fails if the class is general graphs, planar graphs, or even any class containing the disjoint union of two odd cycles. This approach was used by Middendorf for some string graphs [32] (with the class of all graphs), Cabello et al. [15] to settle the then long-standing open question of the complexity of \( \text{MAXIMUM CLIQUE} \) for segments (with the class of planar graphs), in Section 4 of this paper for ellipses and triangles (with the class of all graphs). Determining the complexity of \( \text{MAXIMUM INDEPENDENT SET} \) on graphs without two vertex-disjoint odd cycles as an induced subgraph is a valuable first step towards settling the complexity of \( \text{MAXIMUM CLIQUE} \) on disks.

Another direction is to try and strengthen our QPTAS in one of two ways: either to obtain a PTAS for \( \text{MAXIMUM CLIQUE} \) on disk graphs, or to obtain a QPTAS (or PTAS) for \( \text{MAXIMUM WEIGHTED CLIQUE} \) on disk graphs. It is interesting to note that Bock et al. [7] showed a PTAS for \( \text{MAXIMUM WEIGHTED INDEPENDENT SET} \) for graphs \( G \) with \( \text{ocp}(G) = O(\log n / \log \log n) \). However, this bound is too weak to use a win-win approach similar to Theorem 10.
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1 Introduction
For a category \( \mathcal{C} \) and a poset \( \mathbf{P} \) we define a \( \mathbf{P} \)-indexed (persistence) module valued in \( \mathcal{C} \) to a be a functor \( M : \mathbf{P} \to \mathcal{C} \). We will denote the associated functor category by \( \mathbf{C}^\mathbf{P} \). If \( M, N \in \mathbf{C}^\mathbf{P} \) then \( M \) and \( N \) are of the same type. Such functors appear naturally in applications, and most commonly when \( \mathbf{P} = \mathbb{R}^n \), \( n \)-tuples of real numbers under the normal product order, and \( \mathcal{C} = \text{Vec}_K \), the category of vector spaces over the field \( K \), or \( \mathcal{C} = \text{Set} \), the category of sets. The field \( K \) is assumed to be finite. We suppress notation and simply write \( \text{Vec} \) when \( K \) is an arbitrary finite field. The notation \( p \in \mathbf{P} \) denotes that \( p \) is an object of \( \mathbf{P} \).

1 DFG Collaborative Research Center SFB/TR 109 “Discretization in Geometry and Dynamics”
Remark. Throughout the paper we make use of basic concepts from category theory. The reader unfamiliar to such ideas will find the necessary background material in the first few pages of [13].

Assume that \( h : X \to \mathbb{R} \) is a continuous function of “Morse type”, a generalization of a Morse function on a compact manifold. Roughly, a real-valued function is of Morse type if the homotopy type of the fibers changes at finite set of values; see [16] for a precise definition. We shall now briefly review four different scenarios in which functors of the aforementioned form can be associated to \( h \).

Let \( H_p : \text{Top} \to \text{Vec}_\mathbb{K} \) denote the \( p \)-th singular homology functor with coefficients in \( \mathbb{K} \), and let \( \pi_0 : \text{Top} \to \text{Set} \) denote the functor giving the set of path-components. We also associate the two following functors to \( h \) whose actions on morphisms are given by inclusion:

\[
S^\uparrow(h) : \mathbb{R} \to \text{Top} \quad \quad \quad S(h) : \mathbb{R}^2 \to \text{Top}
\]

\[
S^\uparrow(h)(t) = \{ x \in X \mid h(x) \leq t \} \quad \quad \quad S(h)(-s, t) = \{ x \in X \mid s \leq h(x) \leq t \}
\]

Persistent Homology studies the evolution of the homology of the sublevel sets of \( h \) and is perhaps the most prominent tool in topological data analysis [16]. Specifically, the \( p \)-th sublevel set persistence module associated to \( h \) is the functor \( H_pS^\uparrow(h) : \mathbb{R} \to \text{Vec} \). Importantly, such a module is completely determined by a collection of intervals \( B(H_pS^\uparrow(h)) \) called the barcode of \( H_pS^\uparrow(h) \). This collection of intervals is then in turn used to extract topological information from the data at hand. In Fig. 1 we show the associated barcode for \( p = 0 \) and \( p = 1 \) for a function of Morse type.

Upon replacing \( H_p \) by \( \pi_0 \) in the above construction we get a merge tree. That is, the merge tree associated to \( h \) is the functor \( \tau^\uparrow : \pi_0S^\uparrow(h) : \mathbb{R} \to \text{Set} \). A merge tree captures the evolution of the path components of the sublevel sets of \( h \) and can be, as the name indicates, be visualized as (a disjoint union of) rooted trees. See Fig. 1 for an example.

The two aforementioned examples used sublevel sets. A richer invariant is obtained by considering interlevel sets: define the \( p \)-th interlevel set persistence of \( h \) to be the functor \( H_pS(h) : \mathbb{R}^2 \to \text{Vec} \). Analogously to above, such a module is completely determined by a collection of intervals \( B(H_pS(h)) \) of simple regions in \( \mathbb{R}^2 \). However, it is often the collection of intervals \( L_p(h) \) obtained by the intersection of these regions with the anti-diagonal \( y = -x \) which are used in data analysis. We refer the reader to [9] for an in-depth treatment. In Fig. 1 we show an example of the 0-th interlevel set barcode. Observe how the endpoints of the intervals correspond to different types of features of the Reeb graph.

Just as interlevel set persistence is a richer invariant than sublevel set persistence, the Reeb graph is richer in structure than the merge tree. Specifically, we define the functor \( \text{Reeb}^h := \pi_0S(h) : \mathbb{R}^2 \to \text{Set} \). Just as for Merge trees, \( \text{Reeb}^h \) admits a visualization of a graph; see Fig. 1. In particular, this appealing representation has made Reeb graphs a popular objects of study in computational geometry and topology, and they have found many applications in data visualization and exploratory data analysis.

These are all examples of topological invariants arising from a single real-valued function. There are many settings for which it is more fruitful to combine a collection of real-valued functions into a single function \( g : X \to \mathbb{R}^n \) [14]. By combining them into a single function we not only learn how the data looks from the point of view of each function (i.e. a type of measurement) but how the different functions (measurements) interact. One obvious way to assign a (algebraic) topological invariant to \( g \) is to filter it by sublevel sets. That is, define \( S^\uparrow(g) : \mathbb{R}^n \to \text{Top} \) by \( S^\uparrow(g)(t) = \{ x \in X \mid g(x) \leq t \} \). The associated functor \( H_pS^\uparrow(g) : \mathbb{R}^n \to \text{Vec} \) is an example of an \( n \)-dimensional persistence module. We saw above
that for $n = 1$ this functor is completely described by a collection of intervals. This is far from true for $n \geq 2$: there exists no way to describe such functors by interval-like regions in higher-dimensional Euclidean space. Even the task of parameterizing such (indecomposable) modules is known to be a hopeless problem (so-called wild representation type) [3].

1.1 The interleaving distance

Different types of distances have been proposed on various types of persistence modules with values in $\text{Vec}$ [26, 24, 17, 12, 5]. Of all these, the interleaving distance is arguably the most prominent for the following reasons: the theory of interleavings lies at the core of the theoretical foundations of 1-dimensional persistence, notably through the Isometry Theorem (Theorem 7). Furthermore, it was shown by Lesnick that when $K$ is a prime field, the interleaving distance is the most discriminative of all stable metrics on such modules. We refer to [24] for the precise statement. As we shall see, it is also an immediate consequence of Theorem 7 that the interleaving distance for 1-dimensional persistence modules can be computed in polynomial time.

Lesnick’s result generalizes to $n$-dimensional persistence modules, but the computational complexity of computing the interleaving distance of such modules remains unknown. An efficient algorithm to compute the interleaving distance could carry a profound impact on topological data analysis: the standard pipeline for 1-dimensional persistent homology is to first compute the barcode and then perform analysis on the collection of intervals. However, for multi-dimensional persistence there is no way of defining the barcode. With an efficient algorithm for computing the interleaving distance at hand it would still not be clear how to analyze the persistence modules individually, but we would have a theoretical optimal way of comparing them. This in turn could be used in clustering, kernel methods, and other kinds of data analysis widely applied in the 1-dimensional setting.

Complexity

The purpose of this paper is to determine the computational complexity of computing the interleaving distance. To make this precise, we need to associate a notion of size to the persistence modules.

Definition 1. Let $P$ denote a poset category and $M : P \to C$.

- For $C = \text{Vec}$, define the total dimension of $M$ to be $\dim M = \sum_{p \in P} \dim M_p$.
- For $M : \mathbb{Z} \to \text{Set}$, define the total cardinality of $M$ to be $|M| = \sum_{p \in P} |M_p|$.
The input size will be the total dimension or the total cardinality and for the the remaining of the paper we shall always assume that those quantities are finite. The following shows that there exists an algorithm, polynomial in the input size, which determines whether or not two $\mathbf{P}$-indexed modules valued in $\mathbf{Vec}$ are isomorphic.

\begin{theorem}[\cite{10}]
Let $\mathbf{P}$ be a finite poset and $M, M' : \mathbf{P} \to \mathbf{Vec}$. There exists a deterministic algorithm which decides if $M \cong M'$ in $\mathcal{O}((\dim M + \dim M')^6)$.
\end{theorem}

This result will be important to us in what ensues because the strongest of interleavings, the 0-interleaving, is by definition a pair of inverse isomorphisms. Furthermore, by choosing an appropriate basis for each vector space, an isomorphism between $M$ and $M'$ is nothing more than a collection of matrices with entries in a finite field. Likewise a $\delta$-interleaving will be nothing more than a collection of matrices over a finite field satisfying certain constraints. Hence, the decision problems considered in this paper are trivially in $\mathbf{NP}$.

Furthermore, it is an immediate property of the Morse type of $h$, that the modules considered above are discrete. Intuitively, we say that an $\mathbf{R}^n$-indexed persistence module $M$ is discrete if there exists a $\mathbf{Z}^n$-indexed persistence module containing all the information of $M$; see \cite{7}. In practice, persistence modules arising from data will be discrete. Hence, when it comes to algorithmic questions we shall restrict ourselves to the setting in which $\mathbf{P} = \mathbf{Z}^n$ or a slight generalization thereof. Importantly, the modules considered in this paper can be $\delta$-interleaved only for $\delta \in \{0, 1, 2, \ldots\}$.

\section*{Contributions}

The contributions of this paper are summarized in Table 1. Concretely, a cell in Table 1 gives a complexity bound on the decision problem of deciding if two modules of the given type are $\delta$-interleaved. It is an easy consequence of the definition of the interleaving distance that this is at least as hard as determining the distance itself. The cells with a shaded background indicate that novel contributions to that complexity bound is provided in this paper. Recall that we have defined the input size to be $n = \dim M + \dim M'$ when the modules are valued in $\mathbf{Vec}$, and $n = |M| + |M'|$ when the modules are valued in $\mathbf{Set}$. Observe that any non-trivial functor $M : \mathbf{Z}^n \to \mathbf{Set}$ must have $|M| = \infty$. Hence, when we talk about interleavings of such functors, we shall assume that they are completely determined by a restriction to a finite sub-grid. The input size is then the total cardinalities of the restrictions. We will now give a brief summary of the cells of Table 1.

- $\mathbf{Z} \to \mathbf{Vec}$. $[\delta \geq 0]$ This bound is achieved by first determining the barcodes of the persistence modules and then using Theorem 7 to obtain the interleaving distance. The complexity of this is $\mathcal{O}$(FindBarcode + Match) = $\mathcal{O}(n^\omega + n^{1.5}\log n) = \mathcal{O}(n^\omega)$ where $\omega$ is the matrix multiplication exponent\cite{22}. The details can be found in \cite{7}. In \cite{25}, the complexity is shown to be $\mathcal{O}(n^\omega + n^2\log^2 n)$ for essentially the same problem, but with a slightly different input size $n$.

- $\mathbf{Z} \to \mathbf{Set}$. $[\delta = 0]$ Essentially isomorphism of rooted trees; see \cite{7}. $[\delta \geq 1]$ This follows from arguments in \cite{1}.

- $\mathbf{Z}^2 \to \mathbf{Vec}$. $[\delta = 0]$ This is Theorem 2 for $\mathbf{P} = \mathbf{Z}^2$. $[\delta \geq 1]$ A constrained invertibility (CI) problem is a triple $(P, Q, n)$ where $P$ and $Q$ are subsets of $\{1, 2, \ldots, n\}^2$. We say that a CI-problem $(P, Q, n)$ is solvable if there exists an invertible $n \times n$ matrix $M$ such that $M_{i,j} = 0$ for all $(i, j) \in P$ and $M_{i', j'}^{-1} = 0$ for all $(i', j') \in Q$. We call $(M, M^{-1})$ a solution of $(P, Q, n)$. In Section 4 we show that a CI-problem is solvable if and only if an associated pair of $\mathbf{Z}^2$-indexed modules is 1-interleaved. Thus, the interleaving problem is constrained invertibility-hard (CI-hard).
We call $M_\delta$.

## Table 1
The complexity of checking for $\delta$-interleavings between modules $M$ and $M'$. If the target category is $\text{Vec}$ then $n = \dim M + \dim M'$, and if the target category is $\text{Set}$ then $n = |M| + |M'|$. Here $\omega$ is the matrix multiplication exponent.

<table>
<thead>
<tr>
<th>type/\delta</th>
<th>$\mathbb{Z} \to \text{Vec}$</th>
<th>$\mathbb{Z} \to \text{Set}$</th>
<th>$\mathbb{Z}^2 \to \text{Vec}$</th>
<th>$\mathbb{Z}^2 \to \text{Set}$</th>
<th>$\mathbb{Z}^{L,C} \to \text{Vec}_{\mathbb{Z}/2\mathbb{Z}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta = 0$</td>
<td>$O(n^{1/2})$</td>
<td>$O(n)$</td>
<td>$O(n^0)$</td>
<td>GI-complete</td>
<td>$O(n^0)$</td>
</tr>
<tr>
<td>$\delta \geq 1$</td>
<td>$O(n^{1/2})$</td>
<td>NP-complete</td>
<td>CI-hard</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
</tbody>
</table>

$\mathbb{Z}^2 \to \text{Set}$. $[\delta = 0]$ Reeb graphs are a particular type of functors $\mathbb{Z}^2 \to \text{Set}$ and deciding if two Reeb graphs are isomorphic is graph isomorphism-hard (GI-hard) [20]. In [7] we strengthen this result by showing that the isomorphism problem for $\mathbb{Z}^2 \to \text{Set}$ is in fact GI-complete. This also implies that Reeb graph isomorphism is GI-complete. $[\delta \geq 1]$ This follows from $\mathbb{Z} \to \text{Set}$.

$\mathbb{Z}^{L,C} \to \text{Vec}_{\mathbb{Z}/2\mathbb{Z}}$. For two sets $L$ and $C$, define $\mathbb{Z}^{L\to C}$ to be the poset generated by the following disjoint union of posets $\mathbb{Z}^{L\to C} := \bigsqcup_{l \in L, c \in C} \mathbb{Z}$ with the added relation $(l, t) < (c, t)$ for every $l \in L$, $c \in C$ and $t \geq 3$. This poset is a mild generalization of a disjoint union of $\mathbb{Z}$'s. $[\delta = 0]$ Immediate from Theorem 2. $[\delta \geq 1]$ Follows from a reduction from 3-SAT; see Section 3. This shows that computing the generalized interleaving distance of [12] for $\text{Vec}$-valued persistence modules is NP-complete in general.

## Preliminaries

For $P$ a poset and $C$ an arbitrary category, $M : P \to C$ a functor, and $a, b \in P$, let $M_a = M(a)$, and let $\varphi_M(a, b) : M_a \to M_b$ denote the morphism $M(a \leq b)$.

### 2.1 Interleavings

In this section we review the theory of interleavings for $\mathbb{Z}^n$-indexed modules. For a treatment of the $\mathbb{R}^n$-indexed setting see [24]. For a discussion on interleavings over arbitrary posets see [12].

For $u \in \mathbb{Z}^n$, define the $u$-shift functor $(-)(u) : C^{\mathbb{Z}^n} \to C^{\mathbb{Z}^n}$ on objects by $M(u)_a = M_{u+a}$, together with the obvious internal morphisms, and on morphisms $f : M \to N$ by $f(u)_a = f(u + a) : M(u)_a \to N(u)_a$. For $u \in \{0, 1, \ldots \}^n$, let $\varphi_M^u : M \to M(u)$ be the morphism whose restriction to each $M_a$ is the linear map $\varphi_M(a, a + u)$. For $\delta \in \{0, 1, 2, \ldots \}$ we will abuse notation slightly by letting $(-)(\delta)$ denote the $\delta(1, \ldots, 1)$-shift functor, and letting $\varphi_M^\delta$ denote $\varphi_M^{\delta(1, \ldots, 1)}$.

**Definition 3.** Given $\delta \in \{0, 1, \ldots \}$, a $\delta$-interleaving between $M, N : \mathbb{Z}^n \to C$ is a pair of morphisms $f : M \to N(\delta)$ and $g : N \to M(\delta)$ such that $g(\delta) \circ f = \varphi_M^{2\delta} = \varphi_N^{2\delta}$ and $f(\delta) \circ g = \varphi_N^{2\delta}$.

We call $f$ and $g$ $\delta$-interleaving morphisms. If there exists a $\delta$-interleaving between $M$ and $N$, we say $M$ and $N$ are $\delta$-interleaved. The **interleaving distance** $d_I : \text{Ob}(C^{\mathbb{Z}^n}) \times \text{Ob}(C^{\mathbb{Z}^n}) \to [0, \infty]$ is given by $d_I(M, N) = \min \{ \delta \in \{0, 1, \ldots \} \mid M$ and $N$ are $\delta$-interleaved $\}$.

Here we set $d_I(M, N) = \infty$ if there does not exist a $\delta$-interleaving for any $\delta$. 

---

**Table 1** The complexity of checking for $\delta$-interleavings between modules $M$ and $M'$. If the target category is $\text{Vec}$ then $n = \dim M + \dim M'$, and if the target category is $\text{Set}$ then $n = |M| + |M'|$. Here $\omega$ is the matrix multiplication exponent.
2.2 Interval modules and the Isometry Theorem

Let $C = \text{Vec}$. An interval of a poset $P$ is a subset $J \subset P$ such that
1. $J$ is non-empty.
2. If $a, c \in J$ and $a \leq b \leq c$, then $b \in J$.
3. [connectivity] For any $a, c \in J$, there is a sequence $a = b_0, b_1, \ldots, b_{l-1}, c$ of elements of $J$ with $b_i$ and $b_{i+1}$ comparable for $0 \leq i \leq l - 1$.

We refer to a collection of intervals in $P$ as a barcode (over $P$).

▶ Definition 4. For $J$ an interval in $P$, the interval module $I^J$ is the $P$-indexed module such that
\[
I^J_a = \begin{cases} 
1 & \text{if } a \in J, \\
0 & \text{otherwise.}
\end{cases}
\]

We say a persistence module $M$ is decomposable if it can be written as $M \cong V \oplus W$ for non-trivial persistence modules $V$ and $W$; otherwise, we say that $M$ is indecomposable.

A $P$-indexed module $M$ is interval decomposable if there exists a collection $B(M)$ of intervals in $P$ such that $M \cong \bigoplus_{J \in B(M)} I^J$. We call $B(M)$ the barcode of $M$. This is well-defined by the Azumaya–Krull–Remak–Schmidt theorem [2].

▶ Theorem 5 (Structure of 1-D Modules [19, 27]). Suppose $M : P \to \text{Vec}$ for $P \in \{\mathbb{R}, \mathbb{Z}\}$ and $\dim M_p < \infty$ for all $p \in P$. Then $M$ is interval decomposable.

▶ Remark. Such a decomposition theorem exists only for very special choices of $P$. Two other scenarios appearing in applications are zigzags [8, 15] and exact bimodules [18]. The latter is a specific type of $\mathbb{R}^2$-indexed persistence modules.

▶ Corollary 6. Let $P = \bigsqcup_{i \in \Lambda} \mathbb{Z}$ be the poset given as a disjoint union of $\mathbb{Z}$’s (i.e. elements in different components are incomparable). If $M : P \to \text{Vec}$ satisfies $\dim M_p < \infty$ for all $p \in P$, then $M$ is interval decomposable.

Proof. Apply Theorem 5 to each of the components of $P$ independently. This gives $B(M) = \bigsqcup_{i \in \Lambda} B(M_{(i, \mathbb{Z})})$. ◀

At the very core of topological data analysis are the isometry theorems. They say that for certain choices of interval decomposable modules, the interleaving distance coincides with a completely combinatorial distance on their associated barcodes. This combinatorial distance $d_B$ is called the bottleneck distance and is defined in [7]. Importantly, for any two barcodes, if the interleaving distance between each pair of interval modules in the barcodes is known, the associated bottleneck distance can be computed by solving a bipartite matching problem. This, in turn, implies that the interleaving distance can be efficiently computed whenever an isometry theorem holds. See [7] for an example.
Theorem 7 (Isometry Theorem \[24, 17, 4, 6\]). Suppose \(M, N : \mathbb{Z} \to \text{Vec}\) satisfy \(\dim M_i < \infty\) and \(\dim N_i < \infty\) for all \(i \in \mathbb{Z}\). Then \(d_M(M, N) = d_B(B(M), B(N))\).

Remark. Continuing on the remark to Theorem 5. An isometry theorem also holds for zigzags and exact bimodules \[9, 6\]. Although there might be other classes of interval decomposable modules for which an isometry theorem holds, the result is not true in general. See \[7\] for an example of interval decomposable modules in \(\mathbb{Z}^2\); for which \(2d_M(M, N) = d_B(B(M), B(N))\), and see \[9\] for a general conjecture. This shows that a matching of the barcodes will not determine the interleaving distance even in the case of very well-behaved modules.

3 NP-completeness

In this section we shall prove that it is NP-hard to decide if two modules \(M, N \in \text{Vec}^{\mathbb{Z}^L \to C}\) are 1-interleaved. Recall that for two sets \(L\) and \(C\), we define \(\mathbb{Z}^{L \to C}\) to be the disjoint union \(\bigsqcup_{l \in L, c \in C} \mathbb{Z}\) with the added relations \((l, t) < (c, t)\) for all \(l \in L, c \in C\), and \(t \geq 3\). Define the \(u\)-shift functor \((-)(u) : \mathbb{Z}^{L \to C} \to \mathbb{C}^{Z^{L \to C}}\) on objects by \(M(u)(p, t) = M(p, t + u)\), together with the obvious internal morphisms, and on morphisms \(f : M \to N\) by \(f(u)(p, t) = f(p, t + u) : M(u)(p, t) \to N(u)(p, t)\). That is, the shift functor simply acts on each of the components independently. With the shift-functor defined, we define a \(\delta\)-interleaving of \(\mathbb{Z}^{L \to C}\)-indexed modules precisely as in Section 2.1. Thus, we see that a \(\delta\)-interleaving is simply a collection of \(\delta\)-interleavings over each disjoint component of \(\mathbb{Z}\) which satisfy the added relations. Indeed, a 1-interleaving is equivalent to the existence of dashed morphisms in the following diagram for all \(l \in L\) and \(c \in C\):

We saw in Theorem 6 that \(M : \mathbb{Z}^{L \to \emptyset} \to \text{Vec}\) is interval decomposable. By applying Theorem 7 to each disjoint component independently, the following is easy to show. Here the bottleneck distance is generalized in the obvious way, i.e. matching each component independently.

Corollary 8 (Isometry Theorem for Disjoint Unions). Let \(L\) be any set, and \(M, N : \mathbb{Z}^{L \to \emptyset} \to \text{Vec}\) such that \(\dim M_p < \infty\) and \(\dim N_p < \infty\) for all \(p \in \mathbb{Z}^{L \to \emptyset}\). Then \(d_I(M, N) = d_B(B(M), B(N))\).
In particular, the interleaving distance between $M$ and $N$ can be effectively computed through a bipartite matching. As we shall see, this is not true for $C \neq \emptyset$. The remainder of this section is devoted to proving the following theorem:

**Theorem 9.** Unless $P=NP$, there exists no algorithm, polynomial in $n = \dim M + \dim N$, which decides if $M, N : \mathbb{Z}^L \to \text{Vec}_{\mathbb{Z}/2\mathbb{Z}}$ are 1-interleaved.

### 3.1 The proof

We shall prove Theorem 9 by a reduction from 3-SAT. Let \( \psi \) be a boolean formula in 3-CNF defined on literals \( L = \{x_1, x_2, \ldots, x_n\} \) and clauses \( C = \{c_1, c_2, \ldots, c_m\} \). We shall assume that the literals of each clause are distinct and ordered. That is, the clause \( c_i \) is specified by the three distinct literals \( \{x_i, x_{i_2}, x_{i_3}\} \) wherein \( i_1 < i_2 < i_3 \). Determining if \( \psi \) is satisfiable is well-known to be NP-complete. For the entirety of the proof \( \mathbb{K} = \mathbb{Z}/2\mathbb{Z} \).

**Step 1: Defining the representations.** Associate to \( \psi \) two functors \( M, N : \mathbb{Z}^L \to \text{Vec}_{\mathbb{Z}/2\mathbb{Z}} \) in the following way: For all literals \( x_j \in L \) define

\[
M(x_j,1) \longrightarrow M(x_j,2) \longrightarrow M(x_j,3) \longrightarrow M(x_j,4) = \mathbb{K} \xrightarrow{1} \mathbb{K} \xrightarrow{1} \mathbb{K} \xrightarrow{1} \mathbb{K}
\]

\[
N(x_j,1) \longrightarrow N(x_j,2) \longrightarrow N(x_j,3) \longrightarrow N(x_j,4) = \mathbb{K} \xrightarrow{1} \mathbb{K} \xrightarrow{(1:1)} \mathbb{K}^2 \longrightarrow 0
\]

and for every clause \( c_i \) in \( \psi \) define

\[
M(c_i,1) \longrightarrow M(c_i,2) \longrightarrow M(c_i,3) \longrightarrow M(c_i,4) = 0 \longrightarrow \mathbb{K} \xrightarrow{1} \mathbb{K} \xrightarrow{1} \mathbb{K}
\]

\[
N(c_i,1) \longrightarrow N(c_i,2) \longrightarrow N(c_i,3) \longrightarrow N(c_i,4) = 0 \longrightarrow \mathbb{K}^3 \xrightarrow{1} \mathbb{K}^3 \longrightarrow 0
\]

For any other \( p \in \mathbb{Z}^L \), \( M_p = N_p = 0 \). Next we specify the remaining non-trivial morphisms: let \( c_i = z_{i_1} \lor z_{i_2} \lor z_{i_3} \) be a clause in \( \psi \), where \( z_{i_j} = x_{i_j} \) or \( z_{i_j} = \neg x_{i_j} \), and for which \( i_1 < i_2 < i_3 \). For \( s = 1, 2, 3 \) define \( H_s : \mathbb{K}^2 \to \mathbb{K}^3 \) by \( e_1 \mapsto u \cdot e_s \) and \( e_2 \mapsto (1-u) \cdot e_s \), where \( u = 1 \) if \( z_{i_s} = x_{i_s} \) and \( u = 0 \) if \( z_{i_s} = \neg x_{i_s} \). Here \( e_d \) is the \( d \)-th standard basis vector of \( \mathbb{K}^3 \). Given this we define the following for \( s = 1, 2, 3 \):

\[
M(x_{i_s},4) \longrightarrow M(c_i,4) = \mathbb{K} \xrightarrow{1} \mathbb{K}
\]

\[
M(x_{i_s},3) \longrightarrow M(c_i,3) = \mathbb{K} \xrightarrow{1} \mathbb{K}
\]

and

\[
N(x_{i_s},3) \longrightarrow N(c_i,3) = \mathbb{K}^2 \xrightarrow{H_s} \mathbb{K}^3.
\]

Clearly \( \dim M + \dim N = \mathcal{O}(n_c + n_l) \). Thus, the total dimension is polynomial in the input size of 3-SAT.

**Step 2: Showing the reduction.** Observe that \( M \) and \( N \) are 1-interleaved if and only if there exist dashed morphisms such that the below diagram is commutative for every literal \( x_{i_s} \) and for every clause \( c_i \) containing \( x_{i_s} \):
H. B. Bjerkevik and M. B. Botnan

We shall see there are few degrees of freedom in the choice of interleaving morphisms. Indeed, consider the left part of the above diagram:

\[
\begin{array}{cccc}
M_{(x_i,5)} &=& 0 & M_{(c_i,5)} &=& 0 & 0 = N_{(c_i,5)} \\
M_{(x_i,4)} &=& K & 0 = N_{(x_i,4)} & M_{(c_i,4)} &=& K & 0 = N_{(c_i,4)} \\
M_{(x_i,3)} &=& K & K^2 = N_{(x_i,3)} & M_{(c_i,3)} &=& K & K^3 = N_{(c_i,3)} \\
M_{(x_i,2)} &=& K & K = N_{(x_i,2)} & M_{(c_i,2)} &=& K & K^3 = N_{(c_i,2)} \\
M_{(x_i,1)} &=& K & K = N_{(x_i,1)} & M_{(c_i,1)} &=& 0 & 0 = N_{(c_i,1)}
\end{array}
\]

(1)

We leave it to the reader to verify that if \( M \) and \( N \) are 1-interleaved, then all the solid diagonal morphisms in the above diagram are completely determined by commutativity. For the dashed morphism \((\varphi_{x_i}, \varphi_{\neg x_i}) : K^2 \rightarrow K\) there are two choices: by commutativity it must satisfy \((\varphi_{x_i}, \varphi_{\neg x_i}) \cdot (1; 1) = 1\) and thus \(\varphi_{x_i} + \varphi_{\neg x_i} = 1\). As \(K = \mathbb{Z}/2\mathbb{Z}\), this implies that precisely one of \(\varphi_{x_i}\) and \(\varphi_{\neg x_i}\) is multiplication by 1. This corresponds to a choice of truth value for \(x_i:\) \(\varphi_{x_i} = 1 \iff x_i = \text{True} \) and \(\varphi_{\neg x_i} = 1 \iff x_i = \text{False}\). Next, consider the right part of 1:

\[
\begin{array}{cccc}
M & 0 & \xrightarrow{1} & K & 1 \xrightarrow{1} & K & 1 \xrightarrow{1} & 0 \\
N & 0 & \xrightarrow{1} & K & 1 \xrightarrow{(1;1)} & K^2 & \xrightarrow{1} & 0 & 0
\end{array}
\]

There are three non-trivial morphisms, out of which two are equal by commutativity. Let \(Z^1_i : K \rightarrow K^3\) and \(Z^2_i : K^3 \rightarrow K\) denote the two unspecified morphisms. Returning to (1), we see that \(Z^2_i\) must satisfy the following for \(s \in \{1, 2, 3\}\):

\[
K \xrightarrow{1} K \xrightarrow{1} K \xrightarrow{(\varphi_{x_i}, \varphi_{\neg x_i})} K^2 \xrightarrow{Z^2_i} K^3\]

Thus, \(Z^1_i\) restricted to its \(s\)-th component equals either \(\varphi_{x_i}\) or \(\varphi_{\neg x_i}\), depending on whether \(x_i\) or its negation \(\neg x_i\) appears in the clause \(c_i\). This implies that \(Z^2_i\) is given by

\[
Z^2_i = [\varphi_{x_i} \quad \varphi_{x_i} \quad \varphi_{x_i}]
\]

Hence, if \(M \) and \(N \) are to be 1-interleaved, then there are no degrees of freedom in choosing \(Z^2_i\) after the \(\varphi_{x_i}\) are specified. However, \(Z^1_i\) only needs to satisfy \(Z^2_i \circ Z^1_i = 1\). As this is the sole restriction imposed on \(Z^1_i\), we see that this can be satisfied if and only if \(Z^1_i \neq 0\), which is true if and only if \(z_i = \text{True}\) for at least one \(s \in \{1, 2, 3\}\).
\section*{4 Interleavings of multidimensional persistence modules}

Recall that a constrained invertibility (CI) problem is a triple $(P, Q, n)$ where $P$ and $Q$ are subsets of $\{1, 2, \ldots, n\}^2$, and that a CI-problem is solvable if there exists an invertible $n \times n$ matrix $M$ such that $M_{(i,j)} = 0$ for all $(i,j) \in P$ and $M^{-1}_{(i',j')} = 0$ for all $(i',j') \in Q$. We shall show that a CI-problem is solvable if and only if a pair of associated persistence modules $Z^2 \to \text{Vec}$ is 1-interleaved. Hence, if deciding solvability is NP-hard, then so is computing the interleaving distance for multidimensional persistence modules.

\textbf{Example 11.} Let $P = \{(2,2),\,(3,3)\}$, $Q = \{(2,3),\,(3,2)\} \subset \{1,2,3\}^2$. Then $(P, Q, 3)$ is solvable by

\[
M = \begin{bmatrix}
1 & 1 & 1 \\
1 & 0 & 1 \\
1 & 1 & 0
\end{bmatrix}, \quad M^{-1} = \begin{bmatrix}
-1 & 1 & 1 \\
1 & -1 & 0 \\
1 & 0 & -1
\end{bmatrix}.
\]

\textbf{Example 12.} Let $P = \{(1,1),\,(1,3)\}$, $Q = \{(2,1)\} \subset \{1,2,3\}^2$. Then $(P, Q, 3)$ is not solvable, as $(MN)_{(1,1)} = 0$ for all $3 \times 3$-matrices $M, N$ with $M_{(1,1)} = M_{(1,3)} = N_{(2,1)} = 0$. Note that it matters that we view $P$ and $Q$ as subsets of $\{1,2,3\}^2$ and not of $\{1,\ldots,n\}^2$ for some $n > 3$, in which case $(P, Q)$ would be solvable.

\textbf{Example 13.} Observe that a CI-problem $(P, \emptyset, n)$ reduces to a bipartite matching problem. Build a graph $G$ on $2n$ vertices $\{v_1,\ldots,v_n,u_1,\ldots,u_n\}$ with an edge from $v_i$ to $u_j$ if $(i,j) \notin P$. Then the CI-problem is solvable if and only if there exists a perfect matching of $G$.

A CI-problem can be seen as a problem of choosing weights for the edges in a directed simple graph: Given $(P, Q, n)$, let $G$ be the bipartite directed simple graph with vertices $\{u_1,\ldots,u_n,v_1,\ldots,v_n\}$, an edge from $u_i$ to $v_j$ if $(i,j) \notin P$, and an edge from $v_j$ to $u_i$ if $(j,i) \notin Q$. Solving $(P, Q, n)$ is then equivalent to weighting the edges in $G$ with elements from $K$ so that

\[
\sum_{j=1}^n w(u_i, v_j) w(v_j, u_i) = 1
\]

for all $i$. This shows that a CI-problem implies that $\psi$ is satisfiable. Conversely, if $\psi$ is satisfiable, then we see that the morphisms defined by $\varphi_{x_i} = 1 \iff x_i = \text{True}$ and $\varphi_{-x_i} = 1 \iff x_i = \text{False}$ satisfy $Z^2 \neq 0$ for every clause $c_i$. Thus, $M$ and $N$ are 1-interleaved.

\textbf{Remark.} Let $i : P \hookrightarrow Q$ be an inclusion of posets and $M : P \to \text{Vec}$. There are multiple functorial ways of extending $M$ to a representation $E(M) : Q \to \text{Vec}$, e.g. by means of left or right Kan extensions. This is a key ingredient in one of the more recent proofs of Theorem 7; see \cite{11} for details. However, if we impose the condition that $E(M) \circ i \cong M$ then such an extension need not exist. Indeed, Theorem 10 implies that the associated decision problem is NP-complete.
for all \(i, j\), and
\[
\sum_{j=1}^{n} w(u_i, v_j) w(v_j, u_i v) = 0
\]
for all \(i \neq i'\), where \(w(u, v)\) is the weight of the edge from \(u\) to \(v\) if there is one, and 0 if not. If the weights are elements of \(\mathbb{Z}/2\mathbb{Z}\), this is equivalent to picking a subset of the edges such that there is an odd number of paths of length two from any vertex to itself and an even number of paths of length two from any vertex to any other vertex.

Fix a CI-problem \((P, Q, n)\) and let \(m = |P| + |Q|\). We will construct \(\mathbb{Z}^2\)-indexed modules \(M\) and \(N\) that are 1-interleaved if and only if \((P, Q, n)\) is solvable, and that are zero outside a grid of size \((2m + 3) \times (2m + 3)\) in \(\mathbb{Z}^2\). The dimension of each vector space \(M(a, b)\) or \(N(a, b)\) is bounded by \(n\), so the total dimensions of \(M\) and \(N\) are polynomial in \(n\).

For \(p \in \mathbb{Z}^2\), let \(\langle p \rangle = \{q \in \mathbb{Z}^2 \mid p \leq q \leq (2m + 2, 2m + 2)\}\). Let \(W\) be the interval \(\bigcup_{k=0}^{m} (2m - 2k, 2k)\), and for \(i \in \{1, 2, \ldots, m\}\), let \(x_i = (2m - 2i + 1, 2i - 1)\); see Fig. 3.

Write \(P = \{(p_1, q_1), \ldots, (p_r, q_r)\}\) and \(Q = \{(p_{r+1}, q_{r+1}), \ldots, (p_m, q_m)\}\). We define \(M = \bigoplus_{i=1}^{n} I_{i}^{\mathbb{Z}}\) and \(N = \bigoplus_{i=1}^{n} J_{i}^{\mathbb{Z}}\), where \(I_i\) and \(J_i\) are constructed as follows: let \(I_i^0 = J_i^0 = W\) for all \(i\). For \(k = 1, 2, \ldots, r\), let
\[
I_i^k = \begin{cases} I_i^{k-1} \cup \langle x_k - (1, 1) \rangle, & \text{if } i = p_k \\ I_i^{k-1} \cup \langle x_k \rangle, & \text{if } i \neq p_k \end{cases},
J_i^k = \begin{cases} J_i^{k-1}, & \text{if } i = q_k \\ J_i^{k-1} \cup \langle x_k \rangle, & \text{if } i \neq q_k \end{cases}
\]
and for \(k = r + 1, \ldots, m\), let
\[
I_i^k = \begin{cases} I_i^{k-1}, & \text{if } i = q_k \\ I_i^{k-1} \cup \langle x_k \rangle, & \text{if } i \neq q_k \end{cases},
J_i^k = \begin{cases} J_i^{k-1} \cup \langle x_k - (1, 1) \rangle, & \text{if } i = p_k \\ J_i^{k-1} \cup \langle x_k \rangle, & \text{if } i \neq p_k \end{cases}
\]
and let \(I_i = I_i^m\) and \(J_i = J_i^m\). This way, we ensure that there is no nonzero morphism from \(I_i^k\) to \(I_i^{k-1}\) (1) when \((i, j) \in P\), and no nonzero morphism from \(I_i^{k-1}\) to \(I_i^k\) (1) when \((j, i) \in Q\). In all other cases, there exist nonzero morphisms.

**Lemma 14.** Suppose \((i, j) \notin P\). Then there is an isomorphism \(\text{Hom}(I_i^1, I_j^1) \cong K\). In particular, any morphism \(f \in \text{Hom}(I_i^1, I_j^1)\) is completely determined by \(f_{(2m+1, 2m+1)}\); if \(f_p\) is nonzero, then \(f_p = f_{(2m+1, 2m+1)}\).

The same holds if \((j, i) \notin Q\) instead of \((i, j) \notin P\), and \(I_i\) and \(J_j\) are interchanged. As \(f_p\) is a \(K\)-endomorphism, this implies that any \(f\) can be identified with an element of \(K\).

**Proof.** Let \(f : I_i^1 \to I_j^1\) be nonzero. If \(p \notin I_i\) or \(p \notin (2m + 1, 2m + 1)\), \(f_p = 0\). For \((2m + 1, 2m + 1) \geq p \in I_i\), we have \(p + (1, 1) \in J_i\) by construction and the fact that \((i, j) \notin P\), so \(\varphi_j \circ (p + (1, 1), (2m + 2, 2m + 2))\) is nonzero and hence the identity. We get
\[
f_p = \varphi_j \circ (p, (2m + 1, 2m + 1)) \circ f_p = f_{(2m+1, 2m+1)} \circ \varphi_j \circ (p, (2m + 1, 2m + 1)) = f_{(2m+1, 2m+1)}.
\]
Describing a morphism from $M = \bigoplus_{i=1}^{n} I_{j_i}$ to $N(1) = \bigoplus_{j=1}^{n} I_{j}$ is the same as describing morphisms from $I_{j_i}$ to $I_{j}$ for all $i$ and $j$. We have just proved that these can be identified with elements of $K$, so we conclude that any $f : M \rightarrow N(1)$ is uniquely defined by an $n \times n$-matrix $A_f$ where the entry $(i, j)$ is the element in $K$ corresponding to the morphism $I_{j_i} \rightarrow I_{j}$ given by $f$. Note that we get the same result by writing $f_{(2m,2m)} = f_{(2m,2m)}(k) : k^n \rightarrow k^n$ as a matrix, where each copy of $K$ in the domain and codomain comes from one of the interval modules $I_{j_i}$ or $I_{j}$, respectively.

If we also have a morphism $g : N \rightarrow M(1)$, we can define a matrix $A_g$ symmetrically, and similarly $A_g$ is $g_{(2m,2m)} = g_{(2m+1,2m+1)} : k^n \rightarrow k^n$ in matrix form.

**Theorem 15.** With $f$ and $g$ as above, $(f,g)$ is a 1-interleaving if and only if $A_f$ and $A_g$ are inverse matrices.

**Proof.** Suppose $(f,g)$ is a 1-interleaving. The internal morphism $\varphi_M((2m,2m), (2m+2,2m+2))$ is the identity on $k^n$, and is by definition of interleaving the same as

$$g_{(2m,2m)}(1) \circ f_{(2m,2m)} = g_{(2m+1,2m+1)} \circ f_{(2m,2m)} = A_g A_f.$$ 

Thus $A_g A_f$ is the identity matrix, and so $A_f$ and $A_g$ are inverses of each other, as both are $n \times n$-matrices.

Suppose $A_f$ and $A_g$ are inverse matrices. We must check that at every point $p \in \mathbb{Z}^2$,

$$\varphi_M(p, p + (2,2)) = g_{(1)} \circ f_{p}.$$ 

If $p \not\in (2m,2m)$ or $M(p) = 0$, both sides are zero. If $p \leq (2m,2m)$ and $M(p) \neq 0$,

$$g_{(1)} \circ f_{p} = \varphi_M(p, p + (2,2), (2m+2,2m+2)) \circ g_{(1)} \circ f_{p},$$

since $\varphi_M(p + (2,2), (2m+2,2m+2))$ must be the identity by construction of $M$ and the fact that $M(p) \neq 0$. This is equal to

$$\varphi_M(p, p + (2,2), (2m+2,2m+2)) \circ g_{p+1,1} \circ f_{p}$$

$$= g_{(2m+1,2m+1)} \circ \varphi_N(p, (1,1), (2m+1,2m+1)) \circ f_{p}$$

$$= g_{(2m+1,2m+1)} \circ f_{(2m,2m)} \circ \varphi_M(p, (2m,2m))$$

$$= A_g A_f \circ \varphi_M(p, (2m,2m)) = \varphi_M(p, (2m,2m)) = \varphi_M(p, p + (2,2)).$$

We have proved that defining morphisms $f : M \rightarrow N(1)$ and $g : N \rightarrow M(1)$ is the same as choosing $n \times n$-matrices $A_f$ and $A_g$ such that the entries corresponding to the elements of $P$ and $Q$ are zero, and that $(f,g)$ is a 1-interleaving if and only if $A_f$ and $A_g$ are inverse matrices. Thus $M$ and $N$ are 1-interleaved if and only if the CI-problem $(P, Q, n)$ is solvable.

We constructed $M$ and $N$ by setting all the interval modules comprising $M$ and $N$ equal to $I_{W}$, then modifying them in $n$ steps each, where the complexity of each step is clearly polynomial in $n$. Thus the complexity of constructing $M$ and $N$ is polynomial in $n$, and so are the total dimensions of $M$ and $N$. Taking $n^2$ as the input complexity of solving a CI-problem $(P, Q, n)$, we have proved a reduction implying the following theorem:

**Theorem 16.** Determining the interleaving distance for modules $\mathbb{Z}^2 \rightarrow \text{Vec}$ is CI-hard.

**Remark.** We give an example in [7] of a CI-problem whose associated matrices $M$ and $N$ satisfy $d_f(M, N) = 1$ and $d_B(B(M), B(N)) = 2$. This shows that it is not enough to find the bottleneck distance of the barcodes of $M$ and $N$ to decide whether $M$ and $N$ are 1-interleaved and thus whether the CI-problem is solvable. In fact, recent work shows that $d_B$ can be efficiently computed [21].
We will only prove this for the problem of determining the computational complexity of computing the interleaving distance for multidimensional persistence modules. Then the CI-problem becomes intractable already for small grids. To make the decision problem more accessible for researchers in other fields of mathematics and computer science, we have shown that the problem of computing the interleaving distance for multidimensional persistence modules is also NP-hard. Unfortunately, writing down the conditions for an interleaving distance of the above interval decomposable modules depends the characteristic of the underlying field $\mathbb{K}$. That is, let $M,N : \mathbb{Z}^2 \to \text{Vec}_{\mathbb{K}}$, $M',N' : \mathbb{Z}^2 \to \text{Vec}_{\mathbb{K}}$, $\mathbb{K} \neq \mathbb{K}'$, and for which $B(M) = B(M')$ and $B(N) = B(N')$. Clearly, any matching distance $d$ would satisfy $d(B(M),B(N)) = d(B(M'),B(N'))$, but it is not always true that $d_I(M,N) = d_I(M',N')$.

For a fixed $n \geq 2$, let $Q = \{(2,2), \ldots , (n+2,n+2)\}$ and $P = \{(1,1)\} \cup \{2, \ldots , n+2\}^2 \setminus Q$. Then the CI-problem $(P,Q,n+2)$ is solvable if and only if the characteristic of $\mathbb{K}$ divides $n$. We will only prove this for $n = 2$ for clarity, but the argument easily generalizes to all $n$.

Assume that $(M,M^{-1})$ is a solution to $(P,Q,4)$:


Here we have put the entries corresponding to the elements of $P$ and $Q$ equal to 0, and left the rest as unknown. The entries we will use in the calculations that follow are labeled $a,b,c,d,e,f$. We see that $(MM^{-1})_{(2,2)} = ad$, $(MM^{-1})_{(3,3)} = be$, $(MM^{-1})_{(4,4)} = cf$, that is, $ad = be = cf = 1$. At the same time, $(M^{-1}M)_{(1,1)} = ad + be + cf$, so we get $1 = 1 + 1 + 1$, or $2 = 0$. Thus $\text{char}(\mathbb{K}) = 2$, and in this case we can put all the unknowns in $M$ and $M^{-1}$ above equal to 1 to obtain a solution. (For $n > 2$, we put the nonzero elements on the diagonal of $M$ equal to $-1$.)

Our motivation for introducing CI-problems was working towards determining the computational complexity of calculating the interleaving distance. While the last examples say little about complexity, they illustrate the underlying philosophy of our approach: By considering CI-problems, we can avoid the confusing geometric aspects of persistence modules and interleavings. E.g., in the case above, working with persistence modules over a $23 \times 23$ size grid is reduced to looking at a pair of $4 \times 4$-matrices.

5 Discussion

The problem of determining the computational complexity of computing the interleaving distance for multidimensional persistence modules (valued in $\text{Vec}$) was first brought up in Lesnick’s thesis [23]. Although it has been an important open question for several years, a non-trivial lower bound on the complexity class has not yet been given. In light of Theorem 2, one might hope that tools from computational algebra can be efficiently extended to the setting of interleavings. Theorem 9 is an argument against this, as it shows that the problem of computing the interleaving distance is NP-hard in general. This leads us to conjecture that the problem of computing the interleaving distance for multidimensional persistence modules is also NP-hard. Unfortunately, writing down the conditions for an interleaving becomes intractable already for small grids. To make the decision problem more accessible to researchers in other fields of mathematics and computer science, we have shown that the problem is at least as hard as an easy to state matrix invertibility problem. We speculate that this problem is also NP-hard. If that is not the case, then an algorithm would provide valuable insight into the interleaving problem for interval decomposable modules.
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In this paper, we investigate a sheaf-theoretic interpretation of stratification learning. Motivated by the work of Alexandroff (1937) and McCord (1978), we aim to redirect efforts in the computational topology of triangulated compact polyhedra to the much more computable realm of sheaves on partially ordered sets. Our main result is the construction of stratification learning algorithms framed in terms of a sheaf on a partially ordered set with the Alexandroff topology. We prove that the resulting decomposition is the unique minimal stratification for which the strata are homogeneous and the given sheaf is constructible. In particular, when we choose to work with the local homology sheaf, our algorithm gives an alternative to the local homology transfer algorithm given in Bendich et al. (2012), and the cohomology stratification algorithm given in Nanda (2017). We envision that our sheaf-theoretic algorithm could give rise to a larger class of stratification beyond homology-based stratification. This approach also points toward future applications of sheaf theory in the study of topological data analysis by illustrating the utility of the language of sheaf theory in generalizing existing algorithms.
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1 Introduction

Our work is motivated by the following question: Given potentially high-dimensional point cloud samples, can we infer the structures of the underlying data? In the classic setting of manifold learning, we often assume the support for the data is from a low-dimensional space with manifold structure. However, in practice, a significant amount of interesting data contains mixed dimensionality and singularities. To deal with this more general scenario, we assume the data are sampled from a mixture of possibly intersecting manifolds; the objective is to recover the different pieces, often treated as clusters, of the data associated with different
manifolds of varying dimensions. Such an objective gives rise to a problem of particular interest in the field of stratification learning. Here, we use the word “stratification learning” loosely to mean an unsupervised, exploratory, clustering process that infers a decomposition of data into disjoint subsets that capture recognizable and meaningful structural information.

Previous work in mathematics has focused on the study of stratified spaces under smooth and continuous settings [12, 25] without computational considerations of noisy and discrete datasets. Statistical approaches that rely on inferences of mixture models and local dimension estimation require strict geometric assumptions such as linearity [13, 16, 24], and may not handle general scenarios with complex singularities. Recently, approaches from topological data analysis [3, 5, 23], which rely heavily on ingredients from computational [9] and intersection homology [2, 4, 10], are gaining momentum in stratification learning.

Topological approaches transform the smooth and continuous setting favored by topologists to the noisy and discrete setting familiar to computational topologists in practice. In particular, the local structure of a point cloud (sampled from a stratified space) can be described by a multi-scale notion of local homology [3]; and the point cloud data could be clustered based on how the local homology of nearby sampled points map into one another [5]. Philosophically, our main goal is to find a stratification where two points in the same strata (or cluster) can not be distinguished by homological methods, and two points in different strata (different clusters) can be distinguished by homological methods. The majority of the paper will be spent developing a rigorous and computable interpretation of the purposely vague statement “distinguished by homological methods”. Furthermore, we will see that our approach to computing the above stratification applies equally well to sheaves other than those based on local homology. As our work is an interplay between sheaf theory and stratification, we briefly review various notions of stratification before describing our results.

### 1.1 Stratifications

Given a topological space $X$, a topological stratification of $X$ is a finite filtration, that is, an increasing sequence of closed subspaces $\emptyset = X_{-1} \subset X_0 \subset \cdots \subset X_d = X$, such that for each $i$, $X_i - X_{i-1}$ is a (possibly empty) open $i$-dimensional topological manifold. See Figure 1 for an example of a pinched torus, that is, a torus with points along a geodesic with fixed longitude identified, and a spanning disc glued along the equator.

Ideally, we would like to compute a topological stratification for a given space. However, if we are restricted to using only homological methods, this is a dubious task. Topological invariants like homology are too rough to detect when a space such as $X_i - X_{i-1}$ is an open
i-manifold. A well-known example of a homological manifold which is not a topological manifold can be constructed from a homology 3-sphere with nontrivial fundamental group. The suspension of such a space is a homological manifold, but not a topological manifold, since the links of the suspension points have nontrivial fundamental groups [18, page 326].

In this paper, we will avoid the difficult problem of computing topological stratifications, and instead aim to investigate stratifications which can be computed using homological methods. Therefore, we must first consider a definition of stratification which does not rely on topological conditions which are not distinguished by homology. We begin with an extremely loose definition of stratification (Definition 1) which only requires the properties necessary to discuss the constructibility of sheaves (defined in Section 2.2). We will then refine our definition of stratification by placing requirements on the constructibility of certain sheaves (Definition 3).

➤ **Definition 1.** Given a topological space $X$, a *stratification* $\mathcal{X}$ of $X$ is a finite filtration of $X$ by closed subsets $X_i$:

$$\emptyset = X_{-1} \subset X_0 \subset \cdots \subset X_d = X.$$  

We refer to the space $X_i - X_{i-1}$ as *stratum*, denoted by $S_i$, and a connected component of $S_i$ as a *stratum piece*.

Suppose we have two stratifications of the topological space $X$, denoted $\mathcal{X}$ and $\mathcal{X}'$. We say that $\mathcal{X}$ is equivalent to $\mathcal{X}'$ if each stratum piece of $\mathcal{X}$ is equal to a stratum piece of $\mathcal{X}'$.

➤ **Definition 2.** Given two inequivalent stratifications of $X$, $\mathcal{X}$ and $\mathcal{X}'$, we say $\mathcal{X}$ is *coarser* than $\mathcal{X}'$ if each stratum piece of $\mathcal{X}'$ is contained in a stratum piece of $\mathcal{X}$.

**Homological stratification.** There have been several approaches in the topology literature to define homological stratifications. While proving the topological invariance of intersection homology, Goresky and MacPherson defined a type of homological stratification which they call a $\bar{p}$-stratification [11, Section 4]. There have been several approaches for building on the ideas of Goresky and MacPherson, with applications to computational geometry and topology in mind ([4], [20]). In this paper, we choose to adopt the perspective of homological stratifications found in [21], with a view toward sheaf theoretic generalizations and applications in topological data analysis.

Consider a filtration $\emptyset = X_{-1} \subset X_0 \subset \cdots \subset X_n = X$ of a topological space $X$. Let $\mathcal{L}_i$ denote the local homology sheaf on the space $X_i$ (see Section 5.1 for the definition of the local homology sheaf). We say that a stratification is a *homological stratification* if $\mathcal{L}_n$ is locally constant (see Section 2.2 for the definition of locally constant) when restricted to $X_i - X_{i-1}$, for each $i$. A stratification is a *strong homological stratification* if for each $i$ both $\mathcal{L}_i$ and $\mathcal{L}_n$ are locally constant when restricted to $X_i - X_{i-1}$. Finally, a stratification is a *very strong homological stratification* if for each $i$ and every $k \geq i$, $\mathcal{L}_k$ is locally constant when restricted to $X_i - X_{i-1}$. As mentioned in [21], it would be interesting to study the relationship between these definitions of homological stratification. We plan to pursue this in future work. The cohomological stratification given in [20] can be considered as a cohomological analogue of the very strong homological stratification defined above. The utility of Nanda’s definition is the extent to which it lends itself to the study of topological properties of individual strata. For example, it can be easily shown that the strata of such a stratification are $R$-(co)homology manifolds ($R$ being the ring with which the local cohomology is computed). The trade-off for using the very strong homological stratification is in the number of local (co)homology
groups which need to be computed. This is by far the most computationally expensive aspect of the algorithm, and the very strong homological stratification requires one to compute new homology groups for each sheaf \( L_i \). By contrast, our homological stratification only requires the computation of local homology groups corresponding to the sheaf \( L_n \). In this paper, we choose to study the less rigid (and more computable) notion of homological stratification (see Section 4 for more details on computing homological stratifications).

Sheaf-theoretic stratification. The definition of homological stratification naturally lends itself to generalizations, which we now introduce (while delaying formal definition of constructible sheaves to Section 2.2).

Definition 3. Suppose \( F \) is a sheaf on a topological space \( X \). An \( F \)-stratification (“sheaf-stratification”) of \( X \) is a stratification such that \( F \) is constructible with respect to \( X = \bigsqcup S_i \). A coarsest \( F \)-stratification is an \( F \)-stratification such that \( F \) is not constructible with respect to any coarser stratification.

For general topological spaces, a coarsest \( F \)-stratification may not exist, and may not be unique if it does exist. The main focus of this paper will be proving existence and uniqueness results for certain coarsest \( F \)-stratifications.

1.2 Our contribution

In this paper, we study stratification learning using the tool of constructible sheaves. As a sheaf is designed to systematically track locally defined data attached to the open sets of a topological space, it seems to be a natural tool in the study of stratification based on local structure of the data. Our contributions are three-fold:

1. We prove the existence of coarsest \( F \)-stratifications and the existence and uniqueness of the minimal homogeneous \( F \)-stratification for finite \( T_0 \)-spaces (Section 3).
2. We give an algorithm for computing each of the above stratification of a finite \( T_0 \)-space based on a sheaf-theoretic language (Section 4).
3. In particular, when applying the local homology sheaf in our algorithm, we obtain a coarsest homological stratification (Section 5.2).

In addition, we envision that our abstraction could give rise to a larger class of stratification beyond homological stratification. For instance, we give an example of a “maximal element-stratification” when the sheaf is defined by considering maximal elements of an open set (see the full version [6]).

Comparison to prior work. This paper can be viewed as a continuation of previous works that aim to adapt the stratification and homology theory of Goresky and MacPherson to the realm of topological data analysis. In [21], Rourke and Sanderson give a proof of the topological invariance of intersection homology on PL homology stratifications, and give an recursive process for identifying a homological stratification (defined in Section 5 of [21]). In [4], Bendich and Harer introduce a persistent version of intersection homology that can be applied to simplicial complexes. In [5], Bendich, Wang, and Mukherjee provide computational approach that yields a stratification of point clouds by computing transfer maps between local homology groups of an open covering of the point cloud. In [20], Nanda uses the machinery of derived categories to study cohomological stratifications based on local cohomology.

Motivated by the results of [20] and [5], we aim to develop a computational approach to the stratifications studied in [21]. Our main results can be summarized as the generalization of homological stratifications of [21] to \( F \)-stratifications, and a proof of existence and uniqueness
of the minimal homogeneous $\mathcal{F}$-stratification of a finite simplicial complex. When $\mathcal{F}$ is the local homology sheaf, we recover the homological stratification described by [21]. While admitting a similar flavor as [20], our work differs from [20] in several important ways. The most obvious difference is our choice to work with homology and sheaves rather than cohomology and cosheaves. More importantly however, we reduce the number of local homology groups which need to be computed. We will investigate the differences between homological, strong homological, and very strong homological stratifications in future work. Additionally, we plan to build on the results of [5] and [23], and extend the sheaf-theoretic stratification learning perspective described in this paper to the study of stratifications of point cloud data using persistent local homology.

2 Preliminaries

2.1 Compact polyhedra, finite $T_0$-spaces and posets

Our broader aim is to compute a clustering of a finite set of points sampled from a compact polyhedron, based on the coarsest $\mathcal{F}$-stratification of a finite $T_0$-space built from the point set. In this paper, we avoid discussion of sampling theory, and assume the finite point set forms the vertex set of a triangulated compact polyhedron. The finite $T_0$-space is the set of simplices of the triangulation, with the corresponding partial order. To describe this correspondence in more detail, we first consider the connection between compact polyhedra and finite simplicial complexes. We then consider the correspondence between simplicial complexes and $T_0$-topological spaces.

Compact polyhedra and triangulations. A compact polyhedron is a topological space which is homeomorphic to a finite simplicial complex. A triangulation of a compact polyhedron is a finite simplicial complex $K$ and a homeomorphism from $K$ to the polyhedron.

$T_0$-spaces. A $T_0$-space is a topological space such that for each pair of distinct points, there exists an open set containing one but not the other. Its correspondence with simplicial complex is detailed in [17]:

1. For each finite $T_0$-space $X$ there exists a (finite) simplicial complex $K$ and a weak homotopy equivalence $f : |K| \to X$.
2. For each finite simplicial complex $K$ there exists a finite $T_0$-space $X$ and a weak homotopy equivalence $f : |K| \to X$.

Here, weak homotopy equivalence is a continuous map which induces isomorphisms on all homotopy groups.

$T_0$-spaces have a natural partial order. In this paper, we study certain topological properties of a compact polyhedron by considering its corresponding finite $T_0$-space. The last ingredient, developed in [1], is a natural partial order defined on a given finite $T_0$-space. We can define this partial ordering on a finite $T_0$-space $X$ by considering minimal open neighborhoods of each point (i.e. element) $x \in X$. Let $X$ be a finite $T_0$-space. Each point $x \in X$ has a minimal open neighborhood, denoted $B_x$, which is equal to the intersection of all open sets containing $x$.

$$B_x = \bigcap_{U \in \mathcal{N}_x} U,$$

where $\mathcal{N}_x$ denotes the set of open sets containing $x$. Since $X$ is a finite space, there are only finitely many open sets. In particular, $\mathcal{N}_x$ is a finite set. So $B_x$ is defined to be the
intersection of finitely many open sets, which implies that $B_x$ is an open neighborhood of $x$. Moreover, any other open neighborhood $V$ of $x$ must contain $B_x$ as a subset. We can define the partial ordering on $X$ by setting $x \leq y$ if $B_y \subseteq B_x$.

Conversely, we can endow any poset $X$ with the Alexandroff topology as follows. For each element $\tau \in X$, we define a minimal open neighborhood containing $\tau$ by $B_\tau := \{ \gamma \in X : \gamma \geq \tau \}$. The collection of minimal open neighborhoods for each $\tau \in X$ forms a basis for a topology on $X$. We call this topology the Alexandroff topology. Moreover, a finite $T_0$-space $X$ is naturally equal (as topological spaces) to $X$ viewed as a poset with the Alexandroff topology. Therefore, we see that each partially ordered set is naturally a $T_0$-space, and each finite $T_0$-space is naturally a partially ordered set. The purpose for reviewing this correspondence here is to give the abstractly defined finite $T_0$-spaces a concrete and familiar realization.

Given a finite $T_0$-space $X$ with the above partial order, we say $x_0 \leq x_1 \leq \cdots \leq x_n$ (where $x_i \in X$) is a maximal chain in $X$ if there is no totally ordered subset $Y \subset X$ consisting of elements $y_j \in Y$ such that $y_0 \leq \cdots \leq y_j \leq \cdots \leq y_k$ and $\cup_{i=0}^n \{ x_i \} \subset Y$. The cardinality of a chain $x_0 \leq x_1 \leq \cdots \leq x_n$ is $n + 1$. We say that a finite $T_0$-space has dimension $m$ if the maximal cardinality of maximal chains is $m + 1$. An $m$-dimensional simplicial complex is called homogeneous if each simplex of dimension less than $m$ is a face of a simplex of dimension $m$. Motivated by this definition and the correspondence between simplicial complexes and $T_0$-spaces, we say an $m$-dimensional finite $T_0$-space is homogeneous if each maximal chain has cardinality $m + 1$.

The correspondences allow us to study certain topological properties of compact polyhedra by using the combinatorial theory of partially ordered sets. In particular, instead of using the more complicated theory of sheaves on the geometric realization $|K|$ of a simplicial complex $K$, we will continue by studying sheaves on the corresponding finite $T_0$-space, denoted by $X$.

### 2.2 Constructible sheaves

Intuitively, a sheaf assigns some piece of data to each open set in a topological space $X$, in a way that allows us to glue together data to recover some information about the larger space. This process can be described as the mathematics behind understanding global structure by studying local properties of a space. In this paper, we are primarily interested in sheaves on finite $T_0$-spaces, which are closely related to the cellular sheaves studied in [22], [8], and [20].

**Sheaves.** Suppose $X$ is a topological space. Let $\textbf{Top}(X)$ denote the category consisting of objects which are open sets in $X$ with morphisms given by inclusion. Let $\mathcal{F}$ be a contravariant functor from $\textbf{Top}(X)$ to $\mathcal{S}$, the category of sets. For open sets $U \subset V$ in $X$, we refer to the morphism $\mathcal{F}(U \subset V) : \mathcal{F}(V) \rightarrow \mathcal{F}(U)$ induced by $\mathcal{F}$ and the inclusion $U \subset V$, as a restriction map from $V$ to $U$. We say that $\mathcal{F}$ is a sheaf on $X$ if $\mathcal{F}$ satisfies the following conditions 1-4; a presheaf is a functor $\mathcal{E}$ (as above) which satisfies conditions 1-3:

1. $\mathcal{F}(\emptyset) = 0$;
2. $\mathcal{F}(U \cup U) = \text{id}_U$;
3. If $U \subset V \subset W$, then $\mathcal{F}(U \subset W) = \mathcal{F}(U \subset V) \circ \mathcal{F}(V \subset W)$.
4. If $\{V_i\}$ is an open cover of $U$, and $s_i \in \mathcal{F}(V_i)$ has the property that $\forall i, j, \mathcal{F}((V_i \cap V_j) \subset V_j)(s_i) = \mathcal{F}((V_j \cap V_i) \subset V_i)(s_j)$, then there exists a unique $s \in \mathcal{F}(U)$ such that $\forall i, \mathcal{F}(V_i \subset U)(s) = s_i$.

---

3. See [8, Chapter 2], [15, Chapter 3] for various introductions to sheaf theory.
There is a useful process known as sheafification, which allows us to transform any presheaf into a sheaf. In the setting of finite $T_0$-spaces, sheafification takes on a relatively simple form. Let $\mathcal{E}$ be a presheaf on a finite $T_0$-space $X$. Then the sheafification of $\mathcal{E}$, denoted $\mathcal{E}^+$, is given by

$$\mathcal{E}^+(U) = \left\{ f : U \to \prod_{x \in U} \mathcal{E}(B_x) \mid f(x) \in \mathcal{E}(B_x) \text{ and } f(y) = \mathcal{F}(B_y \subset B_x)(f(x)) \text{ for all } y \geq x \right\}$$

For any presheaf $\mathcal{E}$, it can be seen that $\mathcal{E}^+$ is necessarily a sheaf. We only need to know the values $\mathcal{E}(B_x)$ for minimal open neighborhoods $B_x$, and the corresponding restriction maps between minimal open neighborhoods $\mathcal{E}(B_x \subset B_y)$, in order to define the sheafification of $\mathcal{E}$. The result is that two presheaves will sheafify to the same sheaf if they agree on all minimal open neighborhoods. We will use this fact several times in Section 3. Unless otherwise specified, for the remaining of this paper, we use $X$ to denote a $T_0$-space.

**Pull back of a sheaf.** For notational convenience, define for each subset $Y \subset X$ the star of $Y$ by $\text{St}(Y) := \cup_{y \in Y} B_y$, where $B_y$ is the minimal open neighborhood of $y \in X$. We can think of the star of $Y$ as the smallest open set containing $Y$. Let $X$ and $Y$ be two finite $T_0$-spaces. The following property can be thought of as a way to transfer a sheaf on $Y$ to a sheaf on $X$ through a continuous map $f : X \to Y$. Let $\mathcal{F}$ be a sheaf on $Y$. Then the pull back of $\mathcal{F}$, denoted $f^{-1}\mathcal{F}$, is defined to be the sheafification of the presheaf $\mathcal{E}$ which maps an open set $U \subset X$ to $\mathcal{E}(U) := \mathcal{F}(\text{St}(f(U)))$. We can avoid using direct limits in our definition of pull back because each point in a finite $T_0$-space has a minimal open neighborhood [8, Chapter 5]. The pull back of $\mathcal{F}$ along an inclusion map $\iota : U \hookrightarrow X$ is called the restriction of $\mathcal{F}$ to $U$, and is denoted $\mathcal{F}|_U$.

**Constant and locally constant sheaves.** Now we can define classes of well-behaved sheaves, constant and locally constant ones, which we can think of intuitively as analogues of constant functions based on definitions common to algebraic geometry and topology [15]. A sheaf $\mathcal{F}$ is a **constant sheaf** if $\mathcal{F}$ is isomorphic to the pull back of a sheaf $\mathcal{G}$ on a single point space $\{x\}$, along the projection map $p : X \to x$. A sheaf $\mathcal{F}$ is **locally constant** if for all $x \in X$, there is a neighborhood $U$ of $x$ such that $\mathcal{F}|_U$ (the restriction of $\mathcal{F}$ to $U$), is a constant sheaf.

**Definition 4.** A sheaf $\mathcal{F}$ on a finite $T_0$-space $X$ is **constructible** with respect to the decomposition $X = \bigsqcup_i S_i$ of $X$ into finitely many disjoint locally closed subsets, if $\mathcal{F}|_{S_i}$ is locally constant for each $i$.

### 3 Main results

In this section we state three of our main results, namely, the existence of $\mathcal{F}$-stratifications (Proposition 5), the existence of coarsest $\mathcal{F}$-stratifications (Theorem 6), and the existence and uniqueness of minimal homogeneous $\mathcal{F}$-stratifications (Theorem 9). Of course, Theorem 6 immediately implies Proposition 5. We choose to include a separate statement of Proposition 5 however, as we wish to illustrate the existence of $\mathcal{F}$-stratifications which are not necessarily the coarsest. We include proof sketches here and refer to the full version for technical details.

**Proposition 5.** Let $\mathcal{F}$ be a sheaf on a finite $T_0$-space $X$. There exists an $\mathcal{F}$-stratification of $X$ (see Definition 3 and Definition 4).

**Proof sketch.** $\mathcal{F}$ is constructible with respect to the decomposition $X = \bigsqcup_{x \in X} x$. 
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Theorem 6. Let $\mathcal{F}$ be a sheaf on a finite $T_0$-space $X$. There exists a coarsest $\mathcal{F}$-stratification of $X$.

Proof sketch. We can prove Theorem 6 easily as follows. There are only finitely many stratifications of our space $X$, which implies that there must be an $\mathcal{F}$-stratification with a minimal number of strata pieces. Such a stratification must be a coarsest stratification, since any coarser stratification would have fewer strata pieces.

However, the above proof is rather unenlightening if we are interested in computing the coarsest $\mathcal{F}$-stratification. Therefore we include a constructive proof of the existence of a coarsest $\mathcal{F}$-stratification which we sketch here. We can proceed iteratively, by defining the top-dimensional stratum to be the collection of points (i.e., elements) so that the sheaf is constant when restricted to the minimal open neighborhoods of the said points. We then remove the top-dimensional stratum from our space, and pull back the sheaf to the remaining points. We proceed until all the points in our space have been assigned to a stratum. We can see that this is a coarsest $\mathcal{F}$-stratification by arguing that this algorithm, in some sense, maximizes the size of each stratum piece, and thus any coarser $\mathcal{F}$-stratification is actually equivalent to the one constructed above. We refer the reader to the full version for the details of the above argument.

To uniquely identify a stratification by its properties, we will need to introduce a minimal homogeneous $\mathcal{F}$-stratification.

Definition 7. Suppose $\mathcal{F}$ is a sheaf on a finite $T_0$-space $X$. A homogeneous $\mathcal{F}$-stratification is an $\mathcal{F}$-stratification such that for each $i$, the closure of the stratum $S_i$ in $X_i$ is homogeneous of dimension $i$ (defined in Section 2.1).

We will introduce a lexicographical preorder on the set of homogeneous $\mathcal{F}$-stratifications of a finite $T_0$-space $X$. Let $\mathcal{X}$ be a homogeneous $\mathcal{F}$-stratification of $X$ given by

$$\emptyset = X_{-1} \subset X_0 \subset X_1 \subset \cdots \subset X_n = X$$

We define a sequence $A^\mathcal{X} := \{ |X_0|, \cdots, |X_i|, \cdots, |X_n| \}$, where $|X_i|$ denotes the cardinality of the set $X_i$. Given two stratifications $\mathcal{X}$ and $\mathcal{X}'$, we say that $\mathcal{X}' > \mathcal{X}$ if the first non-zero term of the sequence $A^{\mathcal{X}'} - A^{\mathcal{X}} = \{ |X_i'| - |X_i| \}$ is positive; $\mathcal{X} \leq \mathcal{X}'$ if there are no non-zero terms. Notice that if $\mathcal{X}$ and $\mathcal{X}'$ are homogeneous stratifications such that $\mathcal{X}$ is coarser than $\mathcal{X}'$, then we necessarily have that $\mathcal{X} \leq \mathcal{X}'$. We say that a stratification $\mathcal{X}$ is a minimal homogeneous $\mathcal{F}$-stratification if $\mathcal{X} \leq \mathcal{X}'$ for every other homogeneous $\mathcal{F}$-stratification $\mathcal{X}'$.

Definition 8. A homogeneous $\mathcal{F}$-stratification is minimal if it is minimal with respect to the lexicographic order on homogeneous $\mathcal{F}$-stratifications.

There are several examples which illustrate the necessity of introducing minimal homogeneous $\mathcal{F}$-stratifications, rather than studying only coarsest homogeneous $\mathcal{F}$-stratifications. Consider the simplicial complex $K$ illustrated in Figure 3. Let $C$ denote the constant sheaf on the corresponding $T_0$-space $X$ by assigning the one dimensional vector space $k$ to the star of each simplex $\sigma$, $C(\text{St}(\sigma)) = k$. For the restriction maps, $C(\text{St}(\tau) \subset \text{St}(\sigma))$ is an isomorphism for each pair $\sigma < \tau$. Figure 3 shows that there are two coarsest homogeneous $C$-stratifications of $X$. The stratification on the right side of Figure 3 is the minimal homogeneous $C$-stratification.

Theorem 9. Let $K$ be a finite simplicial complex, and $X$ be a finite $T_0$-space consisting of the simplices of $K$ endowed with the Alexandroff topology. Let $\mathcal{F}$ be a sheaf on $X$. There exists a unique minimal homogeneous $\mathcal{F}$-stratification of $X$. Moreover, the unique minimal homogeneous $\mathcal{F}$-stratification is a coarsest homogeneous $\mathcal{F}$-stratification.
Figure 3 An example of two inequivalent coarsest homogeneous $C$-stratifications, where $C$ is a constant sheaf on $X$. The stratification given on the right is the minimal homogeneous $C$-stratification.

Proof sketch. The idea for this proof is very similar to that of the Theorem 6. We construct a stratification in a very similar way, with the only difference being that we must be careful to only construct homogeneous strata. The argument for the uniqueness of the resulting stratification uses the observation that this iterative process maximizes the size of the current stratum (starting with the top-dimensional stratum) before moving on to define lower-dimensional strata. Thus the resulting stratification is minimal in the lexicographic order. The top-dimensional stratum of any other minimal homogeneous $F$-stratification then must equal the top stratum constructed above, since these must both include the set of top-dimensional simplices, and have maximal size. An inductive argument then shows the stratifications are equivalent. The comments preceding Definition 8 imply that the minimal homogeneous $F$-stratification is a coarsest homogeneous $F$-stratification. Again, we refer readers to the full version for the remaining details. ◀

4 A sheaf-theoretic stratification learning algorithm

We outline an explicit algorithm for computing a coarsest $F$-stratification of a space $X$ given a particular sheaf $F$. We give two examples of stratification learning using the local homology sheaf (Section 5) and the sheaf of maximal elements in the full version.

Let $X$ be a finite $T_0$-space, equipped with a partial ordering. Instead of using the sheaf-theoretic language of Theorem 9, we frame the computation in terms of $X$ and an “indicator function” $\delta$. For every $x, y \in X$ with a relation $x \leq y$, $\delta$ assigns a binary value to the relation. That is, $\delta(x \leq y) = 1$ if the restriction map $F(B_y \subseteq B_x) : F(B_x) \to F(B_y)$ is an isomorphism, and $\delta(x \leq y) = 0$ otherwise. We say a pair $w \leq y$ is adjacent if $w \leq z \leq y$ implies $z = w$ or $z = y$ (in other words, there are no elements in between $w$ and $y$). Due to condition 3 in the definition of a sheaf (Section 2.2), $\delta$ is fully determined by the values $\delta(w \leq y)$ assigned to each adjacent pair $(w, y)$. If $a_1 \leq a_2 \leq \cdots \leq a_k$ is a chain of adjacent elements ($a_i$ is adjacent to $a_{i+1}$ for each $i$), we have that $\delta(a_1 \leq a_k) = \delta(a_1 \leq a_2) \cdot \delta(a_2 \leq a_3) \cdots \delta(a_{k-1} \leq a_k)$. As $X$ is equipped with a finite partially ordering, computing $\delta$ can be interpreted as assigning a binary label to the edges of a Hasse diagram associated with the partial ordering (see Section 5 for an example).

For simplicity, we assume that $\delta$ is pre-computed, with a complexity of $O(m)$ where $m$ denotes the number of adjacent relations in $X$. When $X$ corresponds to a simplicial complex $K$, $m$ is the number of nonzero terms in the boundary matrices of $K$. $\delta$ can, of course, be processed on-the-fly, which may lead to more efficient algorithm. In addition, determining the value of $\delta$ is a local computation for each $x \in X$, therefore it is easily parallelizable.

Computing a coarsest $\mathcal{F}$-stratification. If we are only concerned with calculating a coarsest $\mathcal{F}$-stratification as described in Theorem 6, we may use the algorithm below.
1. Set $i = 0$, $d_0 = \dim X$, $X_{d_0} = X$, and initialize $S_j = \emptyset$, for all $0 \leq j \leq d_0$.
2. While $d_i \geq 0$, do
   a. For each $x \in X_{d_i}$, set $S_{d_i} = S_{d_i} \cup x$ if $\delta(w \leq y) = 1$, $\forall$ adjacent pairs $w \leq y$ in $B_x \cap X_{d_i}$
   b. Set $d_{i+1} = \dim(X_{d_i} - S_{d_i})$
   c. Define $X_{d_{i+1}} = X_{d_i} - S_{d_i}$
   d. Set $i = i + 1$
3. Return $S$

Here, $i$ is the step counter; $d_i$ is the dimension of the current strata of interest; the set $S_{d_i}$ is the stratum of dimension $d_i$. $d_i$ decreases from $\dim(X)$ to 0. To include an element $x$ to the current stratum $S_{d_i}$, we need to check $\delta$ for adjacent relations among all $x$’s cofaces.

**Computing the unique minimal homogeneous $F$-stratification.** If we would like to obtain the unique minimal homogeneous $F$-stratification, then we need to modify step 2a. Let $c(x,i) = 1$ if all maximal chains in $X_{d_i}$ containing $x$ have cardinality $d_i$, and $c(x,i) = 0$ otherwise. Then the modified version of 2a. is:

2.a. For each $x \in X_{d_i}$, set $S_{d_i} = S_{d_i} \cup x$ if $\delta(w \leq y) = 1$, $\forall$ adj. pairs $w \leq y$ in $B_x \cap X_{d_i}$ and $c(x,i) = 1$

## 5 Stratification learning with local homology sheaf

### 5.1 Local homology sheaf

For a finite $T_0$-space $X$, consider the chain complex $C_\bullet(X)$, where $C_p(X)$ denotes a free $R$-module generated by $(p + 1)$-chains in $X$, with chain maps $\partial_p : C_p(X) \to C_{p-1}(X)$ given by

$$\partial_p (a_0 \leq \cdots \leq a_p) = \sum (-1)^i(a_0 \leq \cdots \leq \hat{a}_i \leq \cdots \leq a_p)$$

where $\hat{a}_i$ means that the element $a_i$ is to be removed from the chain.

We would like to remark on the decision to refer to this sheaf as the local homology sheaf. If $X$ is a more general topological space (CW space, simplicial complex, manifold, etc.), then the local homology of $X$ at $x \in X$ is defined to be the direct limit of relative homology $H_\bullet(X, X - x) := \varinjlim H_\bullet(X, X - U)$, where the direct limit is taken over all open neighborhoods $U$ of $x$ with the inclusion partial order [19, page 196]. In our setting, the local homology of $X$ (a finite $T_0$-space) at a point $x \in X$ is given by $H_\bullet(X, X - B_x)$. Here we avoid using notions of direct limit by working with topological spaces that have minimal open neighborhoods. This motivates us to refer to the sheaf defined by relative homology $H_\bullet(X, X - U)$ for each open set $U$ (see Theorem 10), as the local homology sheaf $^4$. The following theorem, though straightforward, provides justification for applying the results of Section 4 to local homology computations (see the full version for its proof).

**Theorem 10.** The functor $\mathcal{L}$ from the category of open sets of a finite $T_0$-space to the category of graded $R$-modules, defined by

$$\mathcal{L}(U) := H_\bullet(X, X - U)$$

where $R$ is the ring of coefficients of the relative homology, is a sheaf on $X$.

---

$^4$ See [7] for an interesting approach to the computation of homology groups of finite $T_0$-spaces.
5.2 An example of stratification learning using local homology sheaf

If $X$ is a $T_0$-space corresponding to a simplicial complex $K$, then the local homology groups in Section 5.1 are isomorphic to the simplicial homology groups of $K$. We now give a detailed example of stratification learning using local homology sheaf for the sundial example from Figure 2. We will abuse notation slightly, and use $K$ to denote the finite $T_0$-space consisting of elements which are open simplices corresponding to the triangulated sundial (Figure 4). We choose this notation so that we can describe our $T_0$-space using the more familiar language of simplicial complexes. For a simplex $\sigma \in K$, its minimal open neighborhood $B_\sigma$ is its star consisting of all cofaces of $\sigma$, $\text{St}(\sigma) = \{ \tau \in K \mid \sigma \leq \tau \}$. The closed star, $\text{St}(\sigma)$, is the smallest subcomplex that contains the star. The link consists of all simplices in the closed star that are disjoint from the star, $\text{Lk}(\sigma) = \{ \tau \in \text{St}(\sigma) \mid \tau \cap \text{St}(\sigma) = \emptyset \}$. $K$ is equipped with a partial order based on face relations, where $x < y$ if $x$ is a proper face of $y$. This partial order gives rise to a Hasse diagram illustrated in Figure 5.

![Figure 4](image1.png) A triangulated sundial and its stratification based on the local homology sheaf.

A sheaf on $K$ can be considered as a labeling of each vertex in the Hasse diagram with a set and each edge with a morphism between the corresponding sets. Consider the local homology sheaf $\mathcal{L}$ on $K$ which takes each open set $U \subset K$ to $\mathcal{H}_\ast(K, K - U) \cong \check{H}_\ast(K/(K - U)) \cong \check{H}_\ast(\text{Cl}(U)/\text{Lk}(U)) \cong H_\ast(\text{Cl}(U), \text{Lk}(U)),$ where $\text{Lk}(U) := \text{Cl}(U) - U$. The above isomorphisms follow from excision and the observation that $K - U$ (resp. $\text{Cl}(U)$) is a closed subcomplex of $K$ (resp. $\text{Cl}(U)$), and therefore $(K, K - U)$ and $(\text{Cl}(U), \text{Lk}(U))$ form good pairs (see [14, page 124]). Our algorithm described in Section 4 can then be interpreted.

![Figure 5](image2.png) The Hasse diagram of the triangulated sundial. For any two adjacent simplices $\tau < \sigma$, an edge between $\tau$ and $\sigma$ in the diagram is solid red if $\mathcal{L}(B_\tau) \rightarrow \mathcal{L}(B_\sigma)$ is an isomorphism; otherwise it is in dotted blue. On the right of each simplex $\tau$ is either a point, a sphere, or the wedge of two spheres, chosen so that $\mathcal{L}(B_\tau)$ is isomorphic to the reduced homology of the associated space.
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Figure 6 The Hasse diagram after the top dimensional stratum has been removed. We can consider this the beginning of the second iteration of the algorithm in Section 4.

as computing local homology sheaf associated with each vertex in the Hasse diagram, and determining whether each edge in the diagram is an isomorphism. Our algorithm works by considering an element $\sigma$ in the Hasse diagram to be in the top-dimensional strata if all of the edges above $\sigma$ are isomorphisms, that is, if $L(\sigma < \tau)$ is an isomorphism for all pairs $\sigma < \tau$.

As illustrated in Figure 5, first, we start with the 2-simplexes. Automatically, we have that $L$ is constant when restricted to any 2-simplex, and gives homology groups isomorphic to the reduced homology of a 2-sphere. For instance, the local homology groups of the 2-simplex $\sigma = [0, 1, 3]$ is isomorphic to the reduced homology of a 2-sphere, $H_*(\Sigma(S), Lk(\sigma)) \cong H_*(S^2)$.

Second, we consider the restriction of $L$ to the minimal open neighborhood of a 1-simplex. For instance, consider the 1-simplex $[1, 3]$; $B_{[1,3]} = [1, 3] \cup [0, 1, 3]$. It can be seen that $Lk(B_{[1,3]} = [0] \cup [3] \cup [1] \cup [0, 3] \cup [0, 1]$, and $H_*(\text{Cl}(B_{[1,3]}))$ is isomorphic to the reduced homology of a single point space. Therefore the restriction map $L(B_{[1,3]}) \to L(B_{[0,1,3]})$ is not an isomorphism (illustrated as a dotted blue line in Figure 5). On the other hand, let us consider the 1-simplex $[0, 3]$, where $B_{[0,3]} = [0, 3] \cup [0, 1, 3] \cup [0, 2, 3]$. We have that $Lk(B_{[0,3]} = [0] \cup [1] \cup [2] \cup [3] \cup [0, 1] \cup [0, 2] \cup [1, 3] \cup [2, 3] \cup [1, 3]$. Therefore $L(B_{[0,3]})$ is isomorphic to the reduced homology of a 2-sphere. Moreover, both of the restriction maps corresponding to $B_{[0,1,3]} \subset B_{[0,3]}$ and $B_{[0,2,3]} \subset B_{[0,3]}$ are isomorphisms (illustrated as solid red lines in Figure 5). This implies that $[0, 3] \in S_2 = X_2 - X_1$. Alternatively, we can consider the simplex $[0, 1]$ and see that $L(B_{[0,1]}) \cong H_*(\Sigma([0, 1])/Lk([0, 1])) \cong H_*(S^2 \cup S^2)$, the reduced homology of the wedge of two spheres. Therefore, for any 2-simplex $\tau$, the restriction map $L([0, 1] < \tau)$ can not be an isomorphism. We conclude that $[0, 1]$ is not contained in the top dimensional stratum. If we continue, we see that the top dimensional stratum is given by $S_2 = [0, 1, 3] \cup [0, 1, 2] \cup [0, 2, 3] \cup [0, 1, 4] \cup [0, 2] \cup [0, 3]$, see Figure 4.

Next, we can calculate the stratum $S_1 = X_1 - X_0$ by only considering restriction maps whose codomain is not contained in $S_2$ (see Figure 6). We get $S_1 = [0, 1] \cup [1, 3] \cup [1, 2] \cup [2, 3] \cup [0, 4] \cup [1, 4] \cup [2] \cup [3] \cup [4]$, which is visualized in Figure 4. Finally, the stratum $S_0 = X_0$ consists of the vertices which have not been assigned to any strata. So $S_0 = [0] \cup [1]$.

We observe that (for this example) the coarsest $L$-stratification we calculated is actually the unique minimal homogeneous $L$-stratification. We will investigate this coincidence for $L$-stratifications elsewhere, to verify if a coarsest $L$-stratification is automatically homogeneous or minimal. For low-dimensional examples, we observe that the local homology based stratification we recover is actually a topological stratification. For instance, the coarsest $L$-stratification we obtain from our algorithm coincides with the stratification given in Figure 1 (for a suitable triangulation of the pinched torus). In general, local homology does not carry enough information to recover a stratification into manifold pieces, and examples exist in higher dimensions where $L$-stratifications are not topological stratifications.
6 Discussion

A triangulation of the pinched torus in Figure 1 can be thought of as a stratification of the space, by defining the \(d\)-dimensional stratum to be the collection of \(d\)-dimensional simplices. However, this stratification is too “fine” in a sense, as it breaks up the underlying space into too many pieces, resulting in each stratum piece retaining relatively little information about the structure of the total space. The results of this paper can be interpreted as a method for computing a coarsening of the stratification obtained from the triangulation of our underlying space, using sheaf-theoretic techniques (in particular, homological techniques) to determine when two simplices should belong to the same coarser stratum.

There are two key features of the sheaf-theoretic stratification learning algorithm which should be highlighted. The first feature is that we avoid computations which require the sheafification process. At first glance this may be surprising to those not familiar with cellular sheaves, since constructible sheaves can not be defined without referencing sheafification, and our algorithm builds a stratification for which a given sheaf is constructible. In other words, each time we want to determine the restriction of a sheaf to a subspace, we need to compute the sheafification of the presheaf referenced in the definition of the pull back of a sheaf (Section 2.2). We can avoid this by noticing two facts. Suppose \(\mathcal{E}\) is a presheaf and \(\mathcal{E}^+\) is the sheafification of \(\mathcal{E}\). First, in the setting of finite \(T_0\)-spaces, we can deduce if \(\mathcal{E}^+\) is constant by considering how it behaves on minimal open neighborhoods. Second, the behavior of \(\mathcal{E}^+\) will agree with the behavior of the presheaf \(\mathcal{E}\) on minimal open neighborhoods. Symbolically, this is represented by the equalities \(\mathcal{E}^+(B_x) = \mathcal{E}(B_x)\) and \(\mathcal{E}^+(B_w \subset B_x) = \mathcal{E}(B_w \subset B_x)\) for all pairs of minimal open neighborhoods \(B_w \subset B_x\) (where \(B_x\) is a minimal open neighborhood of \(x\), and \(B_w\) is a minimal open neighborhood of an element \(w \in B_x\)). Therefore, we can determine if \(\mathcal{E}^+\) is constant, locally constant, or constructible, while only using computations involving the presheaf \(\mathcal{E}\) applied to minimal open neighborhoods.

The second feature of our algorithm (which is made possible by the first) is that the only sheaf-theoretic computation required is checking if \(\mathcal{F}(B_w \subset B_x)\) is an isomorphism for each pair \(B_w \subset B_x\) in our space. This is extremely relevant for implementations of the algorithm, as it minimizes the number of expensive computations required to build an \(\mathcal{F}\)-stratification. For example, if our sheaf is the local homology sheaf, we will only need to compute the restriction maps between local homology groups of minimal open neighborhoods. The computation of local homology groups can therefore be distributed and computed independently. Additionally, once we have determined whether the local homology restriction maps are isomorphisms, we can quickly compute a coarsest \(\mathcal{F}\)-stratification, or a minimal homogeneous \(\mathcal{F}\)-stratification, without requiring any local homology groups to be recomputed.

There are several interesting questions related to \(\mathcal{F}\)-stratifications that we will investigate in the future. We are interested in studying \(\mathcal{F}\)-stratifications for natural sheaves other than the local homology sheaf, on finite \(T_0\)-spaces. The primary objective would be to find easily computable sheaves that yield intuitive stratifications relevant for manifold learning algorithms and of interest to data analysts. We will also study the stability of \(\mathcal{F}\)-stratifications under refinements of triangulations of polyhedra. In this direction, it would be interesting to view \(\mathcal{F}\)-stratifications from the perspective of persistent homology. If we are given a point cloud sampled from a compact polyhedron, it would be natural to ask about the convergence of \(\mathcal{F}\)-stratifications and the properties of the strata under a filtration of the simplicial complex. Finally, we are also intrigued by the results of [7], and possible implementations of our algorithm using spectral sequences.
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1 Introduction
Recently, persistent homology [8] has established itself as the flagship tool of topological data analysis. It provides the persistence diagrams, an easy to compute and understand compact summary of topological features in various scales in a filtration. Fields where it has been successfully applied include materials science [12, 14], neuroscience [10, 13], genetics [7] or medicine [6, 17].

Over a filtration, persistence diagrams can be used because the persistence module can be uniquely decomposed into indecomposable modules which are intervals. To these intervals, we associate the lifespans of topological features. However, considering persistence modules over more general underlying structures, indecomposables are no longer intervals and can be more complicated.

As an example, in multidimensional persistence [5] over the commutative grid, the representation category is no longer representation finite. In other words, the number of possible indecomposables is infinite for a large enough finite commutative grid. The
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minimal size for a commutative grid to be representation infinite is relatively small. For two dimensional grids, we need a size of at least $2 \times 5$ or $3 \times 3$, as the $2 \times n$ grid is representation finite for $n \leq 4$ [9]. When considering three dimensional grids, it is enough to have a $2 \times 2 \times 2$ grid. For a particular finite dimensional persistence module, it is true that it can be uniquely decomposed into a direct sum of indecomposables, but we cannot list all the possible indecomposables a priori.

From another point of view, recent progress in software [15] has made practical application of multidimensional persistence more accessible. However, they approach this by computing incomplete invariants instead of indecomposable decompositions. This has the advantage of being easier to compute than the full decomposition and easier to visualize.

In this work, we aim to provide more intuition for the structure of some indecomposable modules. First, we provide algebraic constructions of some infinite families of indecomposable modules over all representation infinite grids.

Next, we tackle the problem of realizing these constructions. Any module over a commutative grid can realized as the $k$-th persistent homology module of a simplicial complex for any $k > 0$. This result was first claimed in [5] and proved in [11] with a construction which is straightforward algebraically but difficult to visualize.

Here, we realize our infinite families of indecomposable modules using a more visual construction. In all our algebraic constructions, our infinite families depend on a dimension parameter $d$ and a parameter $\lambda \in K$, which we set to $\lambda = 0$ for our topological constructions. Our topological constructions are formed by putting together $d$ copies of a repeating simple pattern. Finally we provide a Vietoris-Rips construction for our realization of the $2 \times 5$ case. Moreover, we show that this construction is stable with respect to small perturbations.

A direct corollary of our result is a constructive proof of the representation infinite type of the grids we consider. It also provides insight into one possible topological origin of these algebraic complications. Given that the construction is stable with respect to noise and appears through a relatively simple configuration, we argue that these kinds of complicated indecomposables may appear when applying multidimensional persistence to real data. Therefore these structures cannot be ignored and we hope that our construction provides insight into a source of indecomposability.

2 Background

We start with a quick overview of the necessary background. First we recall some basic definitions from the representation theory of bound quivers and detail how we check the indecomposability of representations. More details can be found in [2], for example. In the second part, we explain the block matrix formalism [1] we use to simplify some computations. We assume some familiarity with algebraic topology [16], in particular homology.

2.1 Representations of bound quivers

A quiver is a directed graph. In this work, we consider only quivers with a finite number of vertices and arrows and no cycles. A particular example is the linear quiver with $n$ vertices. Let $n \in \mathbb{N}$ and $\tau = (\tau_1, \tau_2, \ldots, \tau_{n-1})$ be a sequence of symbols $\tau_i = f$ or $\tau_i = b$. Below, the two-headed arrow $\leftarrow\rightarrow$ stands for either an arrow pointing to the right or left. The quiver $\tilde{A}_n(\tau)$ is the quiver with $n$ vertices and $n - 1$ arrows, where the $i^{th}$ arrow points to the right if $\tau_i = f$ and to the left otherwise: $\bullet \leftarrow\rightarrow \bullet \leftarrow\rightarrow \ldots \leftarrow\rightarrow \bullet$. In the case that all arrows are pointing forwards, we use the notation $\tilde{A}_n = \tilde{A}_n(f \ldots f)$. 
Throughout this work, let \( K \) be a field. A representation \( V \) of a quiver \( Q \) is a collection \( V = (V_i, V_\alpha) \) where \( V_i \) is a finite dimensional \( K \)-vector space for each vertex \( i \) of \( Q \), and each internal map \( V_\alpha : V_i \to V_j \) is a linear map for each arrow \( \alpha \) from \( i \) to \( j \) in \( Q \).

A homomorphism from \( V \) to \( W \), both representations of the same quiver \( Q \), is a collection of linear maps \( \{f_i : V_i \to W_i\} \) ranging over vertices \( i \) of \( Q \) such that \( W_\alpha f_i = f_j V_\alpha \) for each arrow \( \alpha \) from \( i \) to \( j \). The set of all homomorphisms from \( V \) to \( W \) is the \( K \)-vector space \( \text{Hom}(V, W) \). The endomorphism ring of a representation \( V \) is \( \text{End}(V) = \text{Hom}(V, V) \).

General quivers do not impose any constraints on the internal maps of their representations. However, we will mostly consider the case of commutative quivers, a special kind of quiver bound by relations. In particular, representations of a commutative quiver are required to satisfy the property that they form a commutative diagram. For more details see [2]. In the sequel, we shall take \( Q \) to mean either a quiver or a commutative quiver, depending on context, and \( \text{rep} \) \( Q \) its category of representations.

The language of representation theory was introduced to persistence in [4], where zigzag persistence modules were considered as representations of \( \mathbb{A}_n(\tau) \). From now, we use the term persistence module over \( Q \) interchangeably with a representation of \( Q \).

Any pair of representations \( V = (V_i, V_\alpha) \) and \( W = (W_i, W_\alpha) \) of a quiver \( Q \) has a direct sum \( V \oplus W = (V_i \oplus W_i, V_\alpha \oplus W_\alpha) \) which is also a representation of \( Q \). A representation \( V \) is said to be indecomposable if \( V \cong W \oplus W' \) implies that either \( W \) or \( W' \) is the zero representation. We are concerned with the indecomposability of representations and use the following property relating the endomorphism ring with indecomposability.

**Definition 1.** Let \( R \) be a ring with unity. \( R \) is said to be local if \( 0 \neq 1 \) in \( R \) and for each \( x \in R \), \( x \) or \( 1 - x \) is invertible.

**Lemma 2** (Corollary 4.8 of [2]). Let \( V \) be a representation of a (bound) quiver \( Q \).
1. If \( \text{End} \ V \) is local then \( V \) is indecomposable.
2. If \( V \) is finite dimensional and indecomposable, then \( \text{End} \ V \) is local.

### 2.2 Block matrix formalism

Our first construction will be for a particular family of bound quivers called commutative ladders, which are the commutative grids of size \( 2 \times n \).

**Definition 3.** The commutative ladder of length \( n \) with orientation \( \tau \), denoted \( \text{CL}_n(\tau) \) is

\[
\begin{array}{c}
\bullet & \leftrightarrow & \bullet & \leftrightarrow & \ldots & \leftrightarrow & \bullet \\
\uparrow & \circ & \uparrow & \circ & \uparrow & \circ & \uparrow \\
\bullet & \leftrightarrow & \bullet & \leftrightarrow & \ldots & \leftrightarrow & \bullet
\end{array}
\]

which is a quiver with two copies of \( \mathbb{A}_n(\tau) \) with the same orientation \( \tau \) for the top and bottom rows, and bound by all commutativity relations.

Let us review the block matrix formalism for persistence modules on commutative ladders \( \text{CL}_n(\tau) \) introduced in [1]. We denote by \( \text{arr}(\text{rep} \ A_n(\tau)) \) the arrow category (also known as the morphism category) of \( \text{rep} \ A_n(\tau) \), which is formed by the morphisms of \( \text{rep} \ A_n(\tau) \) as objects. The following proposition allows us to identify representations of the commutative ladder \( \text{CL}_n(\tau) \) with morphisms between representations of \( A_n(\tau) \). Since the structure of the latter is well-understood, we use this to simplify some computations.

**Lemma 4.** Let \( \tau \) be an orientation of length \( n \). There is an isomorphism of \( K \)-categories \( F : \text{rep} \ \text{CL}_n(\tau) \cong \text{arr}(\text{rep} \ A_n(\tau)) \).
Proof. Given $M \in \rep CL_n(\tau)$, the bottom row (denoted $M_1$) of $M$ and the top row (denoted $M_2$) of $M$ are representations of $A_n(\tau)$. By the commutativity relations imposed on $M$, the internal maps of $M$ pointing upwards defines a morphism $\phi : M_1 \to M_2$ in $\rep A_n(\tau)$. The functor $F$ maps $M$ to this morphism and admits an obvious inverse. ▲

Each morphism $(\phi : U \to V) \in \arr(\rep A_n(\tau))$ has representations of $A_n(\tau)$ as domain and codomain. As such, they each can be decomposed into interval representations. Thus, $\phi$ is isomorphic to some

$$\Phi : \bigoplus_{1 \leq a \leq b \leq n} \mathbb{I}[a, b]^{m_{a,b}} \to \bigoplus_{1 \leq c \leq d \leq n} \mathbb{I}[c, d]^{m'_{c,d}}.$$ 

Relative to these decompositions, $\Phi$ can be written in a block matrix form $\Phi = [\Phi_{c,d}^{a,b}]$ where each block is defined by composition with the corresponding inclusion and projection

$$\Phi_{c,d}^{a,b} : \mathbb{I}[a, b]^{m_{a,b}} \to \bigoplus_{1 \leq c \leq d \leq n} \mathbb{I}[a, b]^{m_{a,b}} \quad \Phi_{c,d}^{a,b} : \bigoplus_{1 \leq c \leq d \leq n} \mathbb{I}[c, d]^{m'_{c,d}} \to \mathbb{I}[c, d]^{m'_{c,d}}.$$ 

Next, we analyze these blocks by looking at the homomorphism spaces between intervals.

▲ Definition 5. The relation $\triangleright$ is the relation on the set of interval representations of $A_n(\tau)$, $\{\mathbb{I}[b, d] : 1 \leq b \leq d \leq n\}$, such that $\mathbb{I}[a, b] \triangleright \mathbb{I}[c, d]$ if and only if $\text{Hom}(\mathbb{I}[a, b], \mathbb{I}[c, d])$ is nonzero.

▲ Lemma 6 (Lemma 1 of [1]). Let $\mathbb{I}[a, b], \mathbb{I}[c, d]$ be interval representations of $A_n(\tau)$.

1. The dimension of $\text{Hom}(\mathbb{I}[a, b], \mathbb{I}[c, d])$ as a $K$-vector space is either 0 or 1.
2. There exists a canonical basis $\{f_{a,b}^c\}$ for each nonzero $\text{Hom}(\mathbb{I}[a, b], \mathbb{I}[c, d])$ such that

$$(f_{a,b}^c)_i = \begin{cases} 1_K : K \to K, & \text{if } i \in [a, b] \cap [c, d] \\ 0, & \text{otherwise.} \end{cases}$$

Proof. By the commutativity requirement on morphisms between representations, a nonzero morphism $g = \{g_i\} \in \text{Hom}(\mathbb{I}[a, b], \mathbb{I}[c, d])$, if it exists, is completely determined by one of its internal morphisms, $g_j \in \text{Hom}(K, K)$ for some fixed $j$ in $[a, b] \cap [c, d]$. Since $\text{Hom}(K, K)$ is of dimension 1, part 1 follows. The $f_{a,b}^c$ in part 2 is the $g$ determined by $g_j = 1_K$. ▲

Each block $\Phi_{c,d}^{a,b} : \mathbb{I}[a, b]^{m_{a,b}} \to \mathbb{I}[c, d]^{m'_{c,d}}$ can be written in a matrix form where each entry is a morphism in $\text{Hom}(\mathbb{I}[a, b], \mathbb{I}[c, d])$. Lemma 6 allows us to factor the common basis element of each entry and rewrite $\Phi_{c,d}^{a,b}$ using a $K$-matrix $M_{a,b}^{c,d}$ of size $m'_{c,d} \times m_{a,b}$:

$$\Phi_{c,d}^{a,b} = \begin{cases} M_{a,b}^{c,d} f_{a,b}^c & \text{if } \mathbb{I}[a, b] \triangleright \mathbb{I}[c, d] \\ 0, & \text{otherwise} \end{cases}$$

3 Algebraic construction

Let us provide the construction for the commutative ladders of length 5. Details are provided for $\rep CL_5(fff)$ using the formalism introduced for $\arr(\rep A_5)$. Slight adaptations to the construction make it work for any orientation $\tau$. 
3.1 Construction of a family of representations

Define the interval representations $D_1 = \mathbb{I}[2, 5]$, $D_2 = \mathbb{I}[3, 4]$, $R_1 = \mathbb{I}[1, 4]$, and $R_2 = \mathbb{I}[2, 3]$ of $\mathbb{K}_5$. Note that for each of the four choices of ordered pairs $(D_i, R_j)$, there exists a nonzero morphism $D_i \to R_j$, while no nonzero morphism exists between $D_1$ and $D_2$, and between $R_1$ and $R_2$. The directed graph with vertices given by the chosen intervals and arcs $x \to y$ defined by $x \geq y$ is the complete bipartite directed graph $\mathbb{K}_{2, 2}$.

$$D_1 = \mathbb{I}[2, 5] \xrightarrow{f_{2, 5}^1} \mathbb{I}[1, 4] = R_1$$

$$D_2 = \mathbb{I}[3, 4] \xrightarrow{f_{3, 4}^1} \mathbb{I}[2, 3] = R_2$$

Such a configuration is crucial to ensure that all four blocks can be nonzero in $\phi(d, \lambda)$ defined below, and to ensure indecomposability. Insight on how we find it is provided in the full version. The second ingredient we use is the Jordan cell $J_\lambda(\lambda)$. Given $d \geq 1$ and $\lambda \in K$, $J_\lambda(\lambda)$ is the matrix with value $\lambda$ on the diagonal, 1 on the superdiagonal, and 0 elsewhere.

$$J_3(\lambda) = \begin{bmatrix} \lambda & 1 & 0 \\ 0 & \lambda & 1 \\ 0 & 0 & \lambda \end{bmatrix}$$

With this, we are ready to define an arrow $\phi(d, \lambda)$ and a representation $M(d, \lambda)$, which are identified to each other using Proposition 4 as $F(M(d, \lambda)) = \phi(d, \lambda)$.

**Definition 7.** Let $d \geq 1$ and $\lambda \in K$.

1. We define the arrow $\phi(d, \lambda) \in \text{arr}(\text{rep } \mathbb{K}_5) \phi(d, \lambda) : \mathbb{I}[3, 4]^d \oplus \mathbb{I}[2, 5]^d \to \mathbb{I}[1, 4]^d \oplus \mathbb{I}[2, 3]^d$ by the matrix form $\phi(d, \lambda) = \begin{bmatrix} I f_{3, 4}^1 & I f_{2, 5}^1 \\ J_\lambda(\lambda) f_{3, 4}^2 & J_\lambda(\lambda) f_{2, 5}^2 \end{bmatrix}$ where $I$ is the $d \times d$ identity matrix.

2. We also define the representation $M(d, \lambda) \in \text{rep } CL_5(fff)$ by

$$M(d, \lambda) : \begin{bmatrix} K^d & K^{2d} & K^{2d} & K^d \\ K^d & K^{2d} & K^{2d} & K^d \\ 0 & K^d & K^{2d} & K^d \\ 0 & 0 & K^{2d} & K^d \end{bmatrix} \begin{bmatrix} I \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

3.2 Indecomposability

We now show that the representations constructed above are indeed indecomposable and are pairwise non-isomorphic.

**Theorem 8.** Let $d \geq 1$ and $\lambda, \lambda' \in K$.

1. $M(d, \lambda)$ is indecomposable.
2. If $\lambda \neq \lambda'$ then $M(d, \lambda) \not\cong M(d, \lambda')$.

**Proof.** We check that $\text{End } M(d, \lambda)$ is local. By Proposition 4, $\text{End } M(d, \lambda) \cong \text{End } \phi(d, \lambda)$. Letting $(g_0, g_1)$ be an endomorphism of $\phi(d, \lambda)$, the diagram

$$\begin{align*}
\mathbb{I}[3, 4]^d & \oplus \mathbb{I}[2, 5]^d \xrightarrow{\phi(d, \lambda)} \mathbb{I}[1, 4]^d \oplus \mathbb{I}[2, 3]^d \\
\mathbb{I}[3, 4]^d & \oplus \mathbb{I}[2, 5]^d \xrightarrow{\phi(d, \lambda)} \mathbb{I}[1, 4]^d \oplus \mathbb{I}[2, 3]^d
\end{align*}$$

(1)
commutes. Then, \( g_0 \) and \( g_1 \) in matrix form with respect to the decompositions are

\[
\begin{bmatrix}
A f_{3,4}^{1,4} & 0 \\
0 & B f_{2,5}^{3,4}
\end{bmatrix}
\quad \text{and} \quad
\begin{bmatrix}
C f_{1,4}^{1,4} & 0 \\
0 & D f_{2,3}^{2,3}
\end{bmatrix}
\]

where \( A, B, C, D \) are \( K \)-matrices of size \( d \times d \). Since there are no nonzero morphisms from \( I[2,5] \) to \( I[3,4] \), nor vice versa, the off-diagonal entries of \( g_0 \) are 0. Likewise, there are no nonzero morphisms between \( I[1,4] \) and \( I[2,3] \) so the off-diagonal entries of \( g_1 \) are 0.

From the commutativity of Eq. (1), we get the equality

\[
\begin{bmatrix}
A f_{1,4}^{1,4} & B f_{2,3}^{3,4} \\
B f_{3,4}^{3,4} & B J_d(\lambda) f_{3,4}^{2,3}
\end{bmatrix}
\begin{bmatrix}
C f_{1,4}^{1,4} & D f_{2,3}^{1,4} \\
C f_{3,4}^{3,4} & J_d(\lambda) D f_{2,3}^{2,3}
\end{bmatrix}
\]

which implies that \( A = B = C = D \) and \( A J_d(\lambda) = J_d(\lambda) A \) as \( K \)-matrices since the morphisms \( f_{a,b}^{c,d} \) appearing above are nonzero. We infer that

\[
\text{End} \phi(d, \lambda) \cong \{ A \in K^{d \times d} \mid A J_d(\lambda) = J_d(\lambda) A \}. 
\]

A direct computation shows that \( A \) is a member of the above ring if and only if \( A \) is upper triangular Toeplitz:

\[
A = \begin{bmatrix}
a_1 & a_2 & \ldots & a_{d-1} & a_d \\
0 & a_1 & a_2 & \ldots & a_{d-1} \\
& \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & a_1 & a_2 \\
0 & \ldots & 0 & 0 & a_1 
\end{bmatrix}.
\]

The matrix \( A \) is invertible if and only if \( a_1 \) is nonzero, and so for any \( A \), either \( A \) or \( I - A \) is invertible. Thus, \( \text{End} \phi(d, \lambda) \) is local and \( M(d, \lambda) \) is indecomposable.

By a similar computation, \( M(d, \lambda) \cong M(d, \lambda') \) implies that there is some invertible matrix \( A \) such that \( A J_d(\lambda) = J_d(\lambda') A \) which is impossible when \( \lambda \neq \lambda' \). ▶

Proposition 8 together with the observation that if \( d \neq d' \) then \( M(d, \lambda) \not\cong M(d', \lambda') \) provides an easy proof for the following corollary when \( \tau = f f f f \). Moreover, the method above can be used to produce similar examples for any orientation \( \tau \) on length \( n = 5 \) by finding a similar configuration isomorphic to \( K_{2,2} \) from the intervals and arcs determined by \( \triangledown \). As a result, we get a constructive proof of the following result as a corollary.

▶ Corollary 9. For any \( n \geq 5 \) and orientation \( \tau \), the commutative ladder \( CL_n(\tau) \) is representation infinite.

4 Realizations

We give realizations of our indecomposable persistence modules for \( \lambda = 0 \), first relying purely on topological spaces and then using a geometric Vietoris-Rips construction.

4.1 Topological construction

Given \( d \geq 1 \), we build a diagram \( S(d) \) of topological spaces and inclusions. The spaces in the middle column take the form of a sandal consisting of a planar sole and a set of \( d \) straps. Other spaces are either missing some edges or have some faces filled in. Figure 1 presents the complete realization.
The resulting diagram of spaces has maps that are all inclusions, and therefore all squares commute. Using the singular homology functor with coefficient in field \( K \), we obtain a representation \( H_1(S(d)) \) of \( CL_5(fffff) \).

\[ \text{Theorem 10.} \]

\[ H_1(S(d)) \cong M(d, 0) \]

\[ \text{Proof.} \] Relative to the choice of bases indicated in Fig. 1, the induced maps have the same matrix forms as the matrices in \( M(d, 0) \). \[ \square \]

### 4.2 Vietoris-Rips construction

Next, we use the well-known Vietoris-Rips construction to build simplicial complexes having the suitable topology. Recall that the Vietoris-Rips complex \( V(P, r) \) is the clique complex of the set of all edges that can be formed from points \( p \in P \) with length less than \( 2r \). Note that, for \( r \leq r' \), \( V(P, r) \subset V(P, r') \), and hence we have a filtration.

In our construction, we provide two different points sets \( P_L \) and \( P_U \) corresponding to the lower and upper rows. The point sets \( P_L \) and \( P_U \) are built by assembling what we call \textit{tiles} in a regular pattern. The union (possibly sharing common points along the edges) of translations and reflections of these tiles defines the global point sets.
We define three types of tiles, labelled $A$, $B$, $C$ for the upper row and three, $D$, $E$, $F$ for the lower row. The tile denoted $\bar{E}$ is obtained by reflection of tile $E$ and we call it the reversed $E$ tile. These tiles are arranged as in Fig. 2 to obtain $P_u$ and $P_\ell$, respectively. Note that the lower row presents an asymmetry as the $D$ tile is only used once. Details on the content of the tiles and additional figures can be found in the full version.

We then choose five radius parameters $r_1, \ldots, r_5$ so that the diagram

$$
\begin{array}{c}
|V(P_u, r_1)| \longrightarrow |V(P_u, r_2)| \longrightarrow |V(P_u, r_3)| \longrightarrow |V(P_u, r_4)| \longrightarrow |V(P_u, r_5)| \\
\uparrow \quad \uparrow \quad \uparrow \quad \uparrow \quad \uparrow \\
|V(P_\ell, r_1)| \longrightarrow |V(P_\ell, r_2)| \longrightarrow |V(P_\ell, r_3)| \longrightarrow |V(P_\ell, r_4)| \longrightarrow |V(P_\ell, r_5)|
\end{array}
$$

of topological spaces and continuous maps has the same homology as $S(d)$, where $|V(P, r)|$ denotes underlying topological space. The vertical maps are “obvious” ones that give the same induced maps as the inclusions in Figure 1. Details for the spaces and maps are provided in the full version. The resulting diagram is displayed in Figure 3. For clarity of the illustration, we omit some extra edges and triangles not affecting homology.

Importantly, our construction does not rely on degeneracy. With $P_\ell$ and $P_u$ fixed, we can freely choose the radius parameters $r_i$ within intervals $(x_i, y_i)$ of non-zero width. Dually, small perturbations of the point sets do not change the homology of the construction. Being even more restrictive, we can find similar intervals $I_i \subset (x_i, y_i)$ with positive width where there are no changes in the filtration. We get the following.
Lemma 11. Let $\rho$ be the minimum of the diameters of $I_i$, and fix each $r_i$ to be the center of $I_i$, for $i = 1, \ldots, 5$. Replacing each point of our input by a point within a ball of radius $\frac{\rho}{2}$ around it does not change the topology.

Proof. By construction, for any $i$, there are no edges of length $l$ such that $2r_i - \rho < l < 2r_i + \rho$. We now replace every point of $P$ by a point located within distance $\frac{\rho}{2}$. Note that the pairwise distance after this addition of noise are modified by at most $\rho$. Therefore, the complexes for radii $r_i$ are unaffected as no pairwise distance can cross that threshold. 

5 Other elementary grids

Previously we considered the $2 \times 5$ grid. We now consider the two other elementary representation infinite grids, the $3 \times 3$ grid and the $2 \times 2 \times 2$ cube. With this, we will have constructions for all possible representation infinite commutative grids, via embedding.

5.1 Three by three grid

The Euclidean quiver of type $\tilde{D}_4$ is representation infinite for any orientation of the arrows.

$$
\tilde{D}_4: \begin{array}{c}
1 \\
2 \\
0 \\
4 \\
3
\end{array}
$$

We build infinite family of indecomposables for the $\tilde{D}_4$-type quiver with appropriate orientation and complete it to be indecomposable representations of a $3 \times 3$ grid. Up to symmetries, there are six different orientations of the $3 \times 3$ grid. We classify them according to the resulting orientation of the central $\tilde{D}_4$, shown in Fig. 4.

(a) $\tilde{D}_4$ same direction  
(b) 3 in, 1 out; and dual 
(c) 2 in, 2 out

Figure 4 Configurations for the $3 \times 3$ grid.

We fix the vector spaces to be $K^{2d}$ at the central vertex and $K^d$ elsewhere. Note that at least two arrows of $\tilde{D}_4$ will be pointing in the same direction relative to the central vertex. On two of these arrows, we assign matrices $[I \ 0]$ and $[0 \ I]$ or $[I \ 0]$ and $[0 \ I]$ depending on their orientation. The remaining two arrows are assigned $[I \ J_d(\lambda)]$ or its transpose, and $[I \ I]$ or...
its transpose. For example, with three arrows pointing in and one out, we can have:

\[
K^d \xrightarrow{\left[ \begin{array}{c} I \\ J_a(\lambda) \end{array} \right]} K^{2d} \xleftarrow{\left[ \begin{array}{c} I \\ J \end{array} \right]} K^d.
\]

The proof of indecomposability is again by computation of the endomorphism ring. Let \( f = (f_0, \ldots, f_4) \) be an endomorphism. In matrix form, \( f_0 = \left[ \begin{array}{cc} A & B \\ C & D \end{array} \right] : K^{2d} \to K^{2d} \), where 0 is the central vertex. Without loss of generality, we assume that the pair of arrows pointing in the same direction and assigned matrices \( \left[ \begin{array}{c} I \\ 0 \end{array} \right] \) (or \( \left[ \begin{array}{c} 0 \\ I \end{array} \right] \)), start from (or point towards) vertices 1 and 2, respectively. From commutativity requirement for endomorphisms, \( f_0 = \left[ \begin{array}{cc} A & B \\ C & D \end{array} \right] = \left[ \begin{array}{cc} f_1 & 0 \\ 0 & f_2 \end{array} \right] \). Suppose that the arrow assigned \( \left[ \begin{array}{c} I \\ I \end{array} \right] \) (or its transpose) points to (or starts from) vertex 3. The commutativity requirement with \( f_3 \) then requires \( f_1 = f_3 = f_2 \). Final commutativity requirement then forces \( f_1 = f_2 = f_3 = f_4 \) and \( f_1 J_a(\lambda) = J_a(\lambda) f_1 \). Thus, the endomorphism ring is local.

Completing the example into the \( 3 \times 3 \) grid is easy. In the squares where the representation \( \tilde{D}_4 \) provides a nonzero composition of maps, we use that composition on one arrow and the identity on the other arrow. Otherwise we simply use a 0 vector space and 0 maps. Thus, this algebraic construction can then be realized through a diagram of topological spaces and inclusions using our previous sandal construction. Details are provided in the full version.

### 5.2 Commutative cube

The commutative cube \( C \) is defined to be the quiver bound by commutativity relations. Similar to Lemma 4, it can be checked that \( \text{rep} C \cong \text{arr}(\text{rep} CL_2(f)) \). Thus, we write a representation of \( C \) as a morphism between representations of \( CL_2(f) \) by taking the morphism from the front face to the back face.

In \( \text{rep}(CL_2(f)) \), an analogue of Lemma 6 does not hold. In particular, the indecomposables
$I_1, I_2$ in $\text{rep}(\text{CL}_2(f))$ given by:

\[
\begin{array}{c}
I_1 : \\
\begin{array}{ccc}
1 & \longrightarrow & K \\
1 & \downarrow & \\
0 & \longrightarrow & K
\end{array} \\
\text{and } I_2 : \\
\begin{array}{ccc}
1 & \longrightarrow & 0 \\
1 & \downarrow & \\
0 & \longrightarrow & K
\end{array}
\end{array}
\]

have $\dim \text{Hom}(I_1, I_2) = 2$. The vector space $\text{Hom}(I_1, I_2)$ can be given the basis \{f_2, f_3\}, where $f_2$ is the identity on the lower right corner and zero elsewhere, and $f_3$ is the identity on the upper left corner and zero elsewhere.

Intuitively, we see that this is related to representations of the Kronecker quiver $Q_2 : 1 \rightarrow 2$ by thinking about the two arrows as the linearly independent $f_2, f_3$. This statement can be made precise by the following.

**Theorem 12.** There is a fully faithful $K$-functor $\theta : \text{rep} Q_2 \rightarrow \text{rep} C$ that preserves indecomposability and isomorphism classes, where $\theta$ takes a representation $V : V_1 \xrightarrow{g_1} V_2$ to

$$
\begin{array}{c}
\theta(V) : \\
\begin{array}{ccc}
V_1 & \xrightarrow{g_2} & V_2 \\
1 & \downarrow & \\
V_1 & \xrightarrow{g_1} & V_2
\end{array}
\end{array}
$$

and a morphism $\phi = (\phi_1, \phi_2) : V \rightarrow W$ to $(0, \phi_1, \phi_1, \phi_2, \phi_2, \phi_2, 0) : \theta(V) \rightarrow \theta(W)$, where these maps are specified for the vertices in the order $1, \ldots, 4, 1', \ldots, 4'$.

**Proof.** That $\theta$ is a $K$-functor is easy to check. By the definition, $\theta(\phi) = 0$ implies that $\phi = 0$. Thus, $\theta$ is faithful. To see that $\theta$ is full, let $V$ be as above, $W : W_1 \xrightarrow{g_2} W_2$ and

$$
\alpha = (\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_1', \alpha_2', \alpha_3', \alpha_4') : \theta(V) \rightarrow \theta(W)
$$

be a morphism. Then, $\alpha_1 : 0 \rightarrow 0$ and $\alpha_4' : 0 \rightarrow 0$ are zero maps by the forms of $\theta(V)$ and $\theta(W)$. The commutativity requirements for morphisms imply that $\alpha_2 = \alpha_3 = \alpha_4$ and $\alpha_2' = \alpha_3' = \alpha_4'$, and furthermore, $\alpha_3' g_2 = g_2' \alpha_3$ and $\alpha_2 g_1 = g_1' \alpha_2$. Thus, $(\alpha_2, \alpha_2')$ is a morphism from $V$ to $W$ such that $\theta((\alpha_2, \alpha_2')) = \alpha$.

Let $V \in \text{rep} Q_2$ be indecomposable. By part 2 of Lemma 2, End $V$ is local. By the above result that $\theta$ is fully faithful, $\text{End} \theta(V) \cong \text{End} V$, and so $\text{End} \theta(V)$ is local. Therefore, $\theta(V) \in \text{rep} C$ is indecomposable by part 1 of Lemma 2.

If $\alpha : \theta(V) \rightarrow \theta(W)$ is an isomorphism with inverse $\beta$ then $(\alpha_2, \alpha_2') : V \rightarrow W$ is an isomorphism with inverse $(\beta_2, \beta_2')$. Thus, if $\theta(V) \cong \theta(W)$, then $V \cong W$. This shows that $\theta$ preserves isomorphism classes.

The quiver $Q_2$ is representation infinite, and its indecomposable representations are well-known. See for example Proposition 1.6 of [3]. In particular, one example of an infinite family is the regular indecomposables $R_n(\lambda) : K^n \xrightarrow{J_n(\lambda)} K^n$ for $n \geq 0$ and $\lambda \in K$. The following corollary is immediate from Theorem 12.
Corollary 13. The commutative cube $C$ is representation infinite.

By the above arguments, $\theta(R_n(\lambda))$:

$$
\begin{array}{ccc}
K^n & K^n & 0 \\
1 & 1 \\
0 & K^n & J_n(\lambda)
\end{array}
$$

are indecomposable and pairwise non-isomorphic for $n \geq 0$. We give a topological realization for $\theta(R_n(0))$ in Fig. 5. In the back face, we have $n$ half filled-in strips arranged side by side horizontally in an alternating pattern (Fig. 5 shows the case $n$ even). Using the lower left corner, we are able to flip the pattern. Coming from the front face, and with the given choice of basis, the induced map $H_1(\iota_2)$ is $J_n(0)$ while $H_1(\iota_3)$ is the identity $I$.

6 Discussion

We have illustrated constructions of infinite families of indecomposable persistence modules together with topological realizations over the small commutative grids. By embedding, this provides constructions for all possible representation infinite commutative grids.

In addition to our families of indecomposables, other parametrized families might be of interest. More generally, for representation tame commutative grids, could we realize parametrized families that generate all indecomposables?
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Abstract
Robust estimators, like the median of a point set, are important for data analysis in the presence of outliers. We study robust estimators for locationally uncertain points with discrete distributions. That is, each point in a data set has a discrete probability distribution describing its location. The probabilistic nature of uncertain data makes it challenging to compute such estimators, since the true value of the estimator is now described by a distribution rather than a single point. We show how to construct and estimate the distribution of the median of a point set. Building the approximate support of the distribution takes near-linear time, and assigning probability to that support takes quadratic time. We also develop a general approximation technique for distributions of robust estimators with respect to ranges with bounded VC dimension. This includes the geometric median for high dimensions and the Siegel estimator for linear regression.

1 Introduction
Most statistical or machine learning models of noisy data start with the assumption that a data set is drawn iid (independent and identically distributed) from a single distribution. Such distributions often represent some true phenomenon under some noisy observation. Therefore, approaches that mitigate the influence of noise, involving robust statistics or regularization, have become commonplace.

However, many modern data sets are clearly not generated iid, rather each data element represents a separate object or a region of a more complex phenomenon. For instance, each
data element may represent a distinct person in a population or an hourly temperature reading. Yet, this data can still be noisy; for instance, multiple GPS locational estimates of a person, or multiple temperature sensors in a city. The set of data elements may be noisy and there may be multiple inconsistent readings of each element. To model this noise, the inconsistent readings can naturally be interpreted as a probability distribution.

Given such locationally noisy, non-iid data sets, there are many unresolved and important analysis tasks ranging from classification to regression to summarization. In this paper, we initiate the study of robust estimators [11, 18] on locationally uncertain data. More precisely, we consider an input data set of size $n$, where each data point’s location is described by a discrete probability distribution. We will assume these discrete distributions have a support of at most $k$ points in $\mathbb{R}^d$; and for concreteness and simplicity we will focus on cases where each point has support described by exactly $k$ points, each being equally likely.

Although algorithms for locationally uncertain points have been studied in quite a few contexts over the last decade [10, 16, 13, 4, 12, 3, 1, 2, 23] (see more through discussion in full version [8]), few have directly addressed the problem of noise in the data. As the uncertainty is often the direct consequence of noise in the data collection process, this is a pressing concern. As such we initiate this study focusing on the most basic robust estimators: the median for data in $\mathbb{R}^1$, as well as its generalization the geometric median and the Tukey median for data in $\mathbb{R}^d$, defined in Section 1.1. Being robust refers to the fact that the median and geometric medians have a breakdown points of 0.5, that is, if less than 50% of the data points (the outliers) are moved from the true distribution to some location infinitely far away, the estimator remains within the extent of the true distribution [17]. The Tukey median has a breakdown point between $\frac{1}{2k}$ and $\frac{1}{4}$ [5].

In this paper, we generalize the median (and other robust estimators) to locationally uncertain data, where the outliers can occur not just among the $n$ data points, but also as part of the discrete distributions representing their possible locations.

The main challenge is in modeling these robust estimators. As we do not have precise locations of the data, there is not a single minimizer of $\text{cost}(x, Q)$; rather there may be as many as $k^n$ possible input point sets $Q$ (the combination of all possible locations of the data). And the expected value of such a minimizer is not robust in the same way that the mean is not robust. As such we build a distribution over the possible locations of these cost-minimizers. In $\mathbb{R}^1$ (by defining boundary cases carefully) this distribution is of size at most $O(nk)$, the size of the input, but already in $\mathbb{R}^2$ it may be as large as $k^n$.

**Our results.** We design algorithms to create an approximate support of these median distributions. We create small sets $T$ (called an $\epsilon$-support) such that each possible median $m_Q$ from a possible point set $Q$ is within a distance $\epsilon \cdot \text{cost}(m_Q, Q)$ of some $x \in T$. In $\mathbb{R}$ we can create a support set $T$ of size $O(k/\epsilon)$ in $O(nk \log(nk))$ time. We show that the bound $O(k/\epsilon)$ is tight since there may be $k$ large enough modes of these distributions, each requiring $\Omega(1/\epsilon)$ points to represent. In $\mathbb{R}^d$ our bound on $|T|$ is $O(k^d/\epsilon^d)$, for the Tukey median and the geometric median. If we do not need to cover sets of medians $m_Q$ which occur with probability less than $\epsilon$, we can get a bound $O(d/\epsilon^2)$ in $\mathbb{R}^d$. In fact, this general approach in $\mathbb{R}^d$ extends to other estimators, including the Siegel estimator [19] for linear regression. We then need to map weights onto this support set $T$. We can do so exactly in $O(n^2k)$ time in $\mathbb{R}^1$ or approximately in $O(1/\epsilon^2)$ time in $\mathbb{R}^d$.

Another goal may be to then construct a single-point estimator of these distributions: the median of these median distributions. In $\mathbb{R}^1$ we can show that this process is stable up to $\text{cost}(m_Q, Q)$ where $m_Q$ is the resulting single-point estimate. However, we also show
that already in $\mathbb{R}^1$ such estimators are not stable with respect to the weights in the median distribution, and hence not stable with respect to the probability of any possible location of an uncertain point. That is, infinitesimal changes to such probabilities can greatly change the location of the single-point estimator. As such, we argue the approximate median distribution (which is stable with respect to these changes) is the best robust representation of such data.

### 1.1 Formalization of model and notation

We consider a set of $n$ locationally uncertain points $\mathcal{P} = \{P_1, \ldots, P_n\}$ so that each $P_i$ has $k$ possible locations $\{p_{i,1}, \ldots, p_{i,k}\} \subset \mathbb{R}^d$. Here, $P_i = \{p_{i,1}, \ldots, p_{i,k}\}$ is a multiset, which means a point in $P_i$ may appear more than once. Let $P_{\text{flat}} = \cup_i \{p_{i,1}, \ldots, p_{i,k}\}$ represent all positions of all points in $\mathcal{P}$, which implies $P_{\text{flat}}$ is also a multiset. We consider each $p_{i,j}$ to be an equally likely (with probability $1/k$) location of $P_i$, and can extend our techniques to non-uniform probabilities and uncertain points with fewer than $k$ possible locations. For an uncertain point set $\mathcal{P}$ we say $Q \in \mathcal{P}$ is a traversal of $\mathcal{P}$ if $Q = \{q_1, \ldots, q_n\}$ has each $q_i$ in the domain of $P_i$ (e.g., $q_i = p_{i,j}$ for some $j$). We denote by $\Pr_{Q \in \mathcal{P}}[\gamma(Q)]$ the probability of the event $\gamma(Q)$, given that $Q$ is a randomly selected traversal from $\mathcal{P}$, where the selection of each $q_i$ from $P_i$ is independent of $q_i$ from $P_j$.

We are particularly interested in the case where $n$ is large and $k$ is small. For technical simplicity we assume an extended RAM model where $k^n$ (the number of possible traversals of point sets) can be computed in $O(1)$ time and fits in $O(1)$ words of space.

We consider three definitions of medians. In one dimension, given a set $Q = \{q_1, q_2, \ldots, q_n\}$ that w.l.o.g. satisfies $q_1 \leq q_2 \leq \ldots \leq q_n$, we define the median $m_Q$ as $\frac{q_{n+1}}{2}$ when $n$ is odd and $\frac{q_n + q_{n+1}}{2}$ when $n$ is even. There are several ways to generalize the median to higher dimensions [5], herein we focus on the geometric median and Tukey median. Define $\cost(x, Q) = \frac{1}{n} \sum_{i=1}^{n} \|x - q_i\|$ where $\|\cdot\|$ is the Euclidian norm. Given a set $Q = \{q_1, q_2, \ldots, q_n\} \subset \mathbb{R}^d$, the geometric median is defined as $m_Q = \arg \min_x \cost(x, Q)$. The Tukey depth [20] of a point $p$ with respect to a set $Q \subset \mathbb{R}^d$ is defined $\depth_Q(p) := \min_{H \in \mathcal{H}_p} |H \cap Q|$ where $\mathcal{H}_p := \{H \text{ is a closed halfspace in } \mathbb{R}^d \mid p \in H\}$. Then a Tukey median of a set $Q$ is a point $p$ that can maximize the Tukey depth.

### 2 Constructing a single point estimate

We begin by exploring the construction of a single point estimator of set of $n$ locationally uncertain points $\mathcal{P}$. We demonstrate that while the estimator is stable with respect to the value of $\cost$, the actual minimum of that function is not stable and provides an incomplete picture for multimodal uncertainties.

It is easiest to explore this through a weighted point set $X \subset \mathbb{R}^1$. Given a probability distribution defined by $\omega : X \to [0, 1]$, we can compute its weighted median by scanning from smallest to largest until the sum of weights reaches 0.5.

There are two situations whereby we obtain such a discrete weighted domain. The first domain is the set $T$ of possible locations of medians under different instantiations of the uncertain points with weights $\hat{w}$ as the probability of those medians being realized; see constructions in Section 3.2 and Section 3.5. Let the resulting weighted median of $(T, \hat{w})$ be $m_T$. The second domain is simply the set $P_{\text{flat}}$ of all possible locations of $\mathcal{P}$, and its weight $w$ where $w(p_{i,j})$ is the fraction of $Q \in \mathcal{P}$ which take $p_{i,j}$ as their median (possibly 0). Let the weighted median of $(P_{\text{flat}}, w)$ be $m_P$. 
Theorem 1. $|m_T - m_P| \leq \varepsilon \text{cost}(m_P) \leq \varepsilon \text{cost}(m_Q, Q)$, $Q \in \mathcal{P}$ is any traversal with $m_P$ as its median.

Proof. We can divide $\mathbb{R}$ into $|T|$ intervals, one associated with each $x \in T$, as follows. Each $z \in \mathbb{R}$ is in an interval associated with $x \in T$ if $z$ is closer to $x$ than any other point $y \in T$, unless $|z - y| \leq \varepsilon \text{cost}(z)$ but $|z - x| > \text{cost}(z)$. Thus a point $p_{i,j}$ whose weight $w(p_{i,j})$ contributes to $\hat{w}(x)$, is in the interval associated with $x$.

Thus, if $p_{i,j} = m_P$, then the sum of all weights of all points greater than $p_{i,j}$ is at most 0.5, and the sum of all weights of points less than $p_{i,j}$ is less than 0.5. Hence if $m_P$ is in an interval associated with $x \in T$, the sum of all weights of points $p_{i,j}$ in intervals greater than that of $x$ must be at most 0.5 and those less than that of $x$ must be less than 0.5. Hence $m_T = x$, and $|x - p_{i,j}| \leq \varepsilon \text{cost}(m_P)$ as desired. □

Non-robustness of single point estimates. The geometric median of the set \{m_Q is a geometric median of $Q \mid Q \in \mathcal{P}$\} is not stable under small perturbations in weights; it stays within the convex hull of the set, but otherwise not much can be said, even in $\mathbb{R}$. Consider the example with $n = 3$ and $k = 2$, where $p_{1,1} = p_{1,2} = p_{2,1} = 0$ and $p_{2,2} = p_{3,1} = p_{3,2} = \Delta$ for some arbitrary $\Delta$. The median will be at 0 or $\Delta$, each with probability 1/2, depending on the location of $P_2$. We can also create a more intricate example where $\text{cost}(0) = \text{cost}(\Delta) = 0$. As these examples have $m_Q$ at 0 or $\Delta$ equally likely with probability 1/2, then canonically in $\mathbb{R}$ we would have the median of this distribution at 0, but a slight change in probability (say from sampling) could put it all the way at $\Delta$. This indicates that a representation of the distribution of medians as we study in the remainder is more appropriate for noisy data.

3 Approximating the median distribution

The big challenge in constructing an $\varepsilon$-support $T$ is finding the points $x \in P_{\text{hat}}$ which have small values of $\text{cost}(x, Q)$ (recall $\text{cost}(x, Q) = \frac{1}{n} \sum_{i=1}^{n} \|x - q_i\|$ for some $Q \in \mathcal{P}$). But this requires determining the smallest cost $Q \in \mathcal{P}$ that has $x \in Q$ and $x$ is the median of $Q$.

One may think (as the authors initially did) that one could simply use a proxy function $\text{cost}(x) = \frac{1}{n} \sum_{i=1}^{n} \min_{1 \leq j \leq k} \|x - p_{i,j}\|$, which is relatively simple to compute as the lower envelope of cost functions for each $P_i$. Clearly $\text{cost}(x) \leq \text{cost}(x, Q)$ for all $Q \in \mathcal{P}$, so a set $\hat{T}$ satisfying a similar approximation for $\text{cost}$ will satisfy our goals for $\text{cost}$. However, there exist (rather adversarial) data sets $\mathcal{P}$ where $\hat{T}$ would require $\Omega(nk)$ points; see full version [8]. On the other hand, we show this is not true for $\text{cost}$. The key difference between $\text{cost}$ and $\hat{\text{cost}}$ is that $\text{cost}$ does not enforce the use of some $Q \in \mathcal{P}$ of which $x$ is a median. That is, that (roughly) half the points are to the left and half to the right for this $Q$.

Proxy functions $L$, $R$, and $D$. We handle this problem by first introducing two families of functions, defined precisely shortly. We let $L_i(x)$ (resp. $R_i(x)$) represent the contribution to $\text{cost}$ at $x$ from the closest possible location $p_{i,j}$ of an uncertain point $P_i$ to the left (resp. right) of $x$. This allows us to decompose the elements of this cost. However, it does not help us to enforce this balance. Hence we introduce a third proxy function

$$D_i(x) = L_i(x) - R_i(x)$$

capturing the difference between $L_i$ and $R_i$. We will show that the choice of which points are used on the left or right of $x$ is completely determined by the $D_i$ values. In particular, we maintain the $D_i$ values (for all $i \in [n]$) in sorted order, and use the $i$ with larger $D_i$ values on the right, and smaller $D_i$ values on the left for the min cost $Q \in \mathcal{P}$.
To define \( L_i, R_i, \) and \( D_i \), we first assume that \( P_{\text{hat}} \) and \( P_i \) for all \( i \in [n] \) are sorted (this would take \( O(nk \log(nk)) \) time). Then to simplify definitions we add two dummy points to each \( P_i \), and introduce the notation \( \tilde{P}_i = P_i \cup \{p_{i,0}, p_{i,k+1}\} \) and \( \tilde{P} = \{\tilde{P}_1, \tilde{P}_2, \ldots, \tilde{P}_n\} \), where \( p_{i,0} = \min P_{\text{hat}} - n\Delta, p_{i,k+1} = \max P_{\text{hat}} + n\Delta, \) and \( \Delta = \max P_{\text{hat}} - \min P_{\text{hat}} \). Thus, every point \( p \in P_{\text{hat}} \) can be viewed as the median of some traversal of \( \tilde{P} \). Moreover, since we put the \( p_{i,0} \) and \( p_{i,k+1} \) points far enough out, they will essentially act as points at infinity and not affect the rest of our analysis.

Next, for \( p \in P_{\text{hat}} \) we define \( \text{cost}(p) = \min \{\text{cost}(p, Q) \mid p \text{ is the median of } Q \text{ and } Q \in \tilde{P}\} \). Thus, if there exists \( Q \in \tilde{P} \) such that \( p \) is the median of \( Q \), then \( \text{cost}(p) \leq \text{cost}(p, Q) \).

Now to compute \( \text{cost} \) and expedite our analysis, for \( p \in [\min P_{\text{hat}} - n\Delta, \max P_{\text{hat}} + n\Delta] \), we define \( L_i(p) = \min \{|p_i - p| \mid p_i \in \tilde{P}_i \cap (-\infty, p]\} \) and \( R_i(p) = \min \{|p_i - p| \mid p_i \in \tilde{P}_i \cap [p, \infty)\} \), and recall \( D_j(p) = L_i(p) - R_i(p) \). Obviously, if \( p \in \tilde{P}_i \), then \( D_i(p) = L_i(p) = R_i(p) = 0 \). For example, if \( P_i = \{p_{i,0}, p_{i,1}, p_{i,2}, p_{i,3}, p_{i,4}\} \) and \( p_{i,0} < p_{i,1} < p_{i,2} < p_{i,3} < p_{i,4} \), then the plot of \( L_i(p), R_i(p) \) and \( D_i(p) \), is shown in Figure 1.

For the sake of brevity, we now assume \( n \) is odd; adjusting a few arguments by +1 will adjust for the \( n \) is even case.

Consider next the following property of the \( D_i \) functions with respect to computing \( \text{cost}(p) \) for a point \( p \in P_n \). Let \( \{i_1, i_2, \ldots, i_{n-1}\} = [n] \setminus \{i_0\} \) be a permutation of uncertain points, except for \( i_0 \), so that \( D_{i_1}(p) \leq D_{i_2}(p) \leq \cdots \leq D_{i_{n-1}}(p) \). Then to minimize \( \text{cost}(p, Q) \), we count the uncertain points \( P_{i_1} \) using \( L_{i_1} \) if in the permutation \( i_1 \leq (n-1)/2 \) and otherwise count it on the right with \( R_{i_1} \). This holds since for any other permutation \( \{j_1, j_2, \cdots, j_{n-1}\} = [n] \setminus \{i_0\} \) we have \( \sum_{i=1}^{n-1} D_{i_1}(p) \geq \sum_{i=1}^{n-1} D_{j_1}(p) \) and thus

\[
\sum_{i=1}^{n-1} L_{i_1}(p) + \sum_{i=1}^{n-1} R_{i_1}(p) = \sum_{i=1}^{n-1} L_{i_1}(p) - \sum_{i=1}^{n-1} D_{i_1}(p) \\
\leq \sum_{i=1}^{n-1} L_{j_1}(p) - \sum_{i=1}^{n-1} D_{j_1}(p) = \sum_{i=1}^{n-1} L_{j_1}(p) + \sum_{i=1}^{n-1} R_{j_1}(p).
\]

For \( p \in P_{i_0} \), \( \text{cost}(p) = \frac{1}{n} (\sum_{i=1}^{n-1} L_{i_1}(p) + \sum_{i=1}^{n-1} R_{i_1}(p)) \) under this \( D_i \)-sorted permutation.

### 3.1 Computing cost

Now to compute \( \text{cost} \) for all points \( p \in P_{\text{hat}} \), we simply need to maintain the \( D_i \) in sorted order, and then sum the appropriate terms from \( L_i \) and \( R_i \). Let us first examine a few facts about the complexity of these functions.
The function $L_i$ (resp. $R_i$) is piecewise-linear, where the slope is always 1 (resp. −1). The breakpoints only occur at $x = p_{i,j}$ for each $p_{i,j} \in P_i$. Hence, they each have complexity $\Theta(k)$ for all $i \in [n]$. The structure of $L_i$ and $R_i$ implies that $D_i$ is also piecewise-linear, where the slope is always 2 and has breakpoints for each $p_{i,j} \in P_i$. Each linear component attains a value $D_i(x) = 0$ when $x$ is the midpoint between two $p_{i,j}, p_{i,j'} \in P_i$ which are consecutive in the sorted order of $P_i$.

The fact that all $D_i$ have slope 2 at all non-discontinuous points, and these discontinuous points only occur at $P_i$, implies that the sorted order of the $D_i$ functions do not change in between points of $P_{\text{flat}}$. Moreover, at one of these points of discontinuity $x \in P_{\text{flat}}$, the ordering between $D_i$’s only changes for uncertain points $D_i$ such that there exists a possible location $p_{i,j} \in P_i$ such that $x = p_{i,j}$. This implies that to maintain the sorted order of $D_i$ for any $x$, as we increase the value of $x$, we only need to update this order at the $nk$ points in $P_{\text{flat}}$ with respect to $D_i$ for which there exists $p_{i,j} \in P_i$ with $p_{i,j} = x$. This takes $O(\log(nk))$ time per update using a balanced BST, and thus $O(nk \log(nk))$ time to define $\text{cost}(x)$ for all values $x \in \mathbb{R}$. To compute $\text{cost}(x)$, we also require the values of $L_i$ (or $R_i$); these can be constructed independently for each $i \in [n]$ in $O(k)$ time after sorting, and in $O(nk \log k)$ time overall. Ultimately, we arrive at the following theorem.

**Theorem 2.** Consider a set of $n$ uncertain points $\mathcal{P}$ with $k$ possible locations each. We can compute $\text{cost}(x)$ for all $x \in \mathbb{R}$ such that $x = p_{i,j}$ for some $p_{i,j} \in P_{\text{flat}}$ in $O(nk \log(nk))$ time.

### 3.2 Building the $\varepsilon$-support $T$ and bounding its size

We next show that there always exists an $\varepsilon$-support $T$ and it has a size $|T| = O(\frac{k}{\varepsilon})$.

**Theorem 3.** Given a set of $n$ uncertain points $\mathcal{P} = \{P_1, \ldots, P_n\}$, where $P_i = \{p_{i,1}, \ldots, p_{i,k}\} \subset \mathbb{R}$, and $\varepsilon \in (0, 1]$ we can construct an $\varepsilon$-support $T$ that has a size $|T| = O(\frac{k}{\varepsilon})$.

**Proof.** We first sort $P_{\text{flat}}$ in ascending order, scan $P_{\text{flat}} = \{p_1, \ldots, p_{nk}\}$ from left to right and choose one point from $P_{\text{flat}}$ every $\frac{\varepsilon}{3}$ points, and then put the chosen point into $T$. Now, suppose $p$ is the median of some traversal $Q \in \mathcal{P}$ and $\text{cost}(p) = \text{cost}(p, Q)$. If $p \notin T$, then there are two consecutive points $t, t'$ in $T$ such that $t < p < t'$. On either side of $p$ there are at least $\frac{\varepsilon}{3}$ points in $Q$, so without loss of generality, we assume $|p - t'| \geq \frac{1}{2}|t - t'|$. Since $|[p, \infty) \cap Q| \geq \frac{\varepsilon}{2}$ and there are at most $\frac{\varepsilon}{3}$ points in $[p, t']$, we have $|(t', \infty) \cap Q| \geq \frac{\varepsilon}{2} - \frac{\varepsilon}{3} \geq \frac{\varepsilon}{6}$, which implies

\[
\text{cost}(p) = \text{cost}(p, Q) \geq \frac{1}{n} \sum_{q \in (t', \infty) \cap Q} |q - p| \geq \frac{1}{n} \sum_{q \in (t', \infty) \cap Q} |t' - p| \geq \frac{1}{n} \sum_{q \in (t', \infty) \cap Q} |t' - p| \geq \frac{1}{n} \sum_{q \in (t', \infty) \cap Q} |t' - p| \geq \frac{1}{n} \sum_{q \in (t', \infty) \cap Q} |t' - p| \geq \frac{n}{6} |t' - p| \geq \frac{1}{12} |t - t'|.
\]

For any fixed $\varepsilon \in (0, 1]$, and two consecutive points $t, t'$ ($t < t'$) in $T$, we put $x_1, \ldots, x_{\lceil \frac{12}{\varepsilon} \rceil} - 1$ into $T$ where $x_i = t + \frac{t - t'}{\lceil \frac{12}{\varepsilon} \rceil}$ for $1 \leq i \leq \lceil \frac{12}{\varepsilon} \rceil - 1$. So, for the median $p \in (t, t')$, there exists $x_i \in T$ s.t. $|p - x_i| \leq \frac{\varepsilon}{12} |t - t'|$, and from (1), we know $|p - x_i| \leq \varepsilon \text{cost}(p)$. In total we put $O(\frac{k}{\varepsilon})$ points into $T$; thus the proof is completed. ▶

---

1 When multiple distinct $p_{i,j}$ coincide at a point $x$, then more care may be required to compute $\text{cost}(x)$ (depending on the specifics of how the median is defined in these boundary cases). Specifically, we may not want to set $L_i(x) = 0$, instead it may be better to use the value $R_i(x)$ even if $R_i(x) = \alpha > 0$. This is the case when $\alpha < R_i(x) = L_i(x)$ for some other uncertain point $P_i$ (then we say $P_i$ is on the right, and $P_i$ is on the left). This can be resolved by either tweaking the definition of median for these cases, or sorting all $D_i(x)$ for uncertain points $P_i$, with some $p_{i,j} = x$, and some bookkeeping.
Remark. The above construction results in an $\varepsilon$-support $T$ of size $O(k/\varepsilon)$, but does not restrict that $T \subset P_{\text{hat}}$. We can enforce this restriction by for each $x$ placed in $T$ to choose the single nearest point $p \in P_{\text{hat}}$ to replace it in $T$. This results in an $(2\varepsilon)$-support, which can be made an $\varepsilon$-support by instead adding $\lfloor \frac{24}{\varepsilon^2} \rfloor - 1$ points between each pair $(t, t')$, without affecting the asymptotic time bound.

Remark. We can construct a sequence of uncertain data \{\mathcal{P}(n, k)\} such that, for each uncertain data \mathcal{P}(n, k), the optimal $\varepsilon$-support $T$ has a size $\Omega(\frac{k}{\varepsilon^2})$. For example, for $\varepsilon = \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}, \frac{1}{\sqrt{n}}, \ldots$, we define $n = \frac{k}{\varepsilon^2}$, and $p_{i,j} = (j-1)n + i$ for $i \in [n]$ and $j \in [k]$. Then, for any median $p \in P_{\text{hat}}$, we have $\varepsilon \cdot \text{cost}(p) = \frac{\varepsilon}{2} \sum_{i=1}^{\frac{n}{\varepsilon^2}} i = \frac{n^2-1}{4n} < \frac{1}{4}$, hence covering no other points, which implies $|T| = \Omega(nk) = \Omega(\frac{k}{\varepsilon}).$

We can construct the minimal size $\varepsilon$-support $T$ in $O(nk \log(nk))$ time by sorting, and greedily adding the smallest point not yet covered each step. This yields the slightly stronger corollary of Theorem 3.

Corollary 4. Consider a set of $n$ uncertain points \mathcal{P} = \{P_1, \ldots, P_n\}$, where $P_i = \{p_{i,1}, \ldots, p_{i,k}\} \subset \mathbb{R}$, and $\varepsilon \in (0, 1]$. We can construct an $\varepsilon$-support $T$ in $O(nk \log(nk))$ time which has the minimal size for any $\varepsilon$-support, and $|T| = \Omega(\frac{k}{\varepsilon}).$

There are multiple ways to generalize the notion of a median to higher dimensions [5]. We focus on two variants: the Tukey median and the geometric median. We start with generalizing the notion of an $\varepsilon$-support to a Tukey median since it more directly follows from the techniques in Theorem 3, and then address the geometric median.

3.3 An $\varepsilon$-Support for the Tukey median

A closely related concept to the Tukey median is a centerpoint, which is a point $p$ such that depth$_Q(p) \geq \frac{1}{n+1}|Q|$. Since for any finite set $Q \subset \mathbb{R}^d$ its centerpoint always exists, a Tukey median must be a centerpoint. This means if $p$ is the Tukey median of $Q$, then for any closed half space containing $p$, it contains at least $\frac{1}{n+1}|Q|$ points of $Q$. Using this property, we can prove the following theorem.

Theorem 5. Given a set of $n$ uncertain points \mathcal{P} = \{P_1, \ldots, P_n\}$, where $P_i = \{p_{i,1}, \ldots, p_{i,k}\} \subset \mathbb{R}^2$, and $\varepsilon \in (0, 1]$, we can construct an $\varepsilon$-support $T$ for the Tukey median on \mathcal{P} that has a size $|T| = O(\frac{\varepsilon}{\varepsilon^2}).$

Proof. Suppose the projections of $P_{\text{hat}}$ on $x$-axis and $y$-axis are $X$ and $Y$ respectively. We sort all points in $X$ and choose one point from $X$ every $\lfloor \frac{n}{\varepsilon^2} \rfloor$ points, and then put the chosen points into a set $X_T$. For each point $x \in X_T$ we draw a line through $(x, 0)$ parallel to $y$-axis. Similarly, we sort all points in $Y$ and choose one point every $\lfloor \frac{n}{\varepsilon^2} \rfloor$ points, and put the chosen points into $Y_T$. For each point $y \in Y_T$ we draw a line through $(0, y)$ parallel to $x$-axis.

Now, suppose $p$ with coordinates $(x_p, y_p)$ is the Tukey median of some traversal $Q \subset \mathcal{P}$ and cost$(p, Q) = \frac{1}{n} \sum_{q \in Q} \|q - p\|$. If $x_p \not\in X_T$ and $y_p \not\in Y_T$, then there are $x, x' \in X_T$ and $y, y' \in Y_T$ such that $x < x_p < x'$ and $y < y_p < y'$, as shown in Figure 2(a).

Without loss of generality, we assume $|x_p - x| \geq \frac{1}{2}|x' - x|$ and $|y_p - y| \geq \frac{1}{2}|y' - y|$. Since $p$ is the Tukey median of $Q$, we have $|Q \cap (-\infty, x) \times (-\infty, y)| \geq \frac{1}{2}$ where $(-\infty, \infty) \times (-\infty, \infty) = \{(x, y) \in \mathbb{R}^2 | y \leq y_p\}$. Recall there are at most $\lfloor \frac{n}{\varepsilon^2} \rfloor$ points of $P_{\text{hat}}$ in $(-\infty, \infty) \times [y_p, y]$, which implies $|Q \cap (-\infty, \infty) \times (-\infty, y)| \geq \frac{n}{4} - \lfloor \frac{n}{\varepsilon^2} \rfloor \geq \frac{n}{16}$. So, we have

$$\text{cost}(p, Q) \geq \frac{1}{n} \sum_{q \in Q \cap (-\infty, \infty) \times (-\infty, y)} \|q - p\| \geq \frac{1}{n} \frac{n}{12} |y - y_p| \geq \frac{1}{24} |y - y'|.$$
Using a symmetric argument, we can obtain $\text{cost}(p, Q) \geq \frac{1}{21}|x - x'|$.

For any fixed $\epsilon \in (0, 1)$, and any two consecutive points $x, x'$ in $X_T$ we put $x_1, \cdots, x_{\lfloor \frac{n}{2} \rfloor} - 1$ into $X_T$ where $x_i = x + \frac{|x - x'|}{\lfloor \frac{n}{2} \rfloor}$. Also, for any two consecutive point $y, y'$ in $Y_T$, we put $y_1, \cdots, y_{\lfloor \frac{n}{2} \rfloor} - 1$ into $Y_T$ where $y_i = y + \frac{|y - y'|}{\lfloor \frac{n}{2} \rfloor}$. So, for the Tukey median $p \in (x, x') \times (y, y')$, there exist $x_i \in X_T$ and $y_j \in Y_T$ such that $|x_p - x_i| \leq \frac{\epsilon}{48}|x - x'|$ and $|y_p - y_j| \leq \frac{\epsilon}{48}|y - y'|$. Since we have shown that $\frac{1}{21}|x - x'|$ and $\frac{1}{21}|y - y'|$ are lower bounds for $\text{cost}(p, Q)$, we obtain

$$\|(x_p, y_p) - (x_i, y_j)\| \leq |x_p - x_i| + |y_p - y_j| \leq \frac{\epsilon}{48}(|x - x'| + |y - y'|) \leq \frac{\epsilon}{48}(24\text{cost}(p, Q) + 24\text{cost}(p, Q)) = \epsilon\text{cost}(p, Q).$$

Finally, we define $T$ as $T := X_T \times Y_T$. Then for any $Q \in \mathcal{P}$, if $p$ is the Tukey median of $Q$, there exists $t \in T$ such that $\|t - p\| \leq \epsilon\text{cost}(p, Q)$. Thus, $T$ is an $\epsilon$-support for the Tukey median on $\mathcal{P}$. Moreover, since $|X_T| = O\left(\frac{n}{\epsilon}\right)$ and $|Y_T| = O\left(\frac{n}{\epsilon}\right)$, we have $|T| = O\left(\frac{n^2}{\epsilon}\right)$. ▶

In a straightforward extension, we can generalize the result of Theorem 5 to $d$ dimensions.

**Theorem 6.** Given a set of $n$ uncertain points $\mathcal{P} = \{P_1, \cdots, P_n\}$, where $P_i = \{p_{i,1}, \cdots, p_{i,k}\} \subset \mathbb{R}^d$, and $\epsilon \in (0, 1]$, we can construct an $\epsilon$-support $T$ for the Tukey median on $\mathcal{P}$ that has a size $|T| = O((2d(d + 1)(d + 2)^2 \frac{k}{\epsilon} d^d))$.

### 3.4 An $\epsilon$-support for the geometric median

Unlike the Tukey median, there does not exist a constant $C > 0$ such that: for any geometric median $p$ of point set $Q \subset \mathbb{R}^d$, any closed halfspace containing $p$ contains at least $\frac{1}{6}|Q|$ points of $Q$. For example, suppose in $\mathbb{R}^2$ there are $2n + 1$ points on x-axis with the median point at the origin; this point is also the geometric median. If we move this point upward along the $y$ direction, then the geometric median also moves upwards. However, for the line through the new geometric median and parallel to the $x$-axis, all $2n$ other points are under this line.

Hence, we need a new idea to adapt the method in Theorem 6 for the geometric median in $\mathbb{R}^d$. We first consider the geometric median in $\mathbb{R}^2$. We show we can find some line through it, such that on both sides of this line there are at least $\frac{n}{5}$ points.

**Lemma 7.** Suppose $p$ is the geometric median of $Q \subset \mathbb{R}^2$ with size $|Q| = n$. There is a line $\ell$ through $p$ so both closed half planes with $\ell$ as boundary contain at least $\frac{n}{5}$ points of $Q$.

![Figure 2](image)

(a) Tukey median $p$ is in a grid cell formed by $x, x'$ and $y, y'$. (b) The plane is decomposed into 8 regions with the same shape. (c) Geometric median $p$ is in an oblique grid cell formed by $x, x'$ and $y, y'$.
Proof. We first build a rectangular coordinate system at the point $p$, which means $p$ is the origin with coordinates $(x_p, y_p) = (0, 0)$. Then we use the $x$-axis, $y$-axis and lines $x = y$, $x = -y$ to decompose the plane into eight regions, as shown in Figure 2(b). Since all these eight regions have the same shape, without loss of generality, we can assume $\Omega = \{(x, y) \in \mathbb{R}^2 \mid x \geq y \geq 0\}$ contains the most points of $Q$. Then $|\Omega \cap Q| \geq \frac{n}{8}$, otherwise $n = |Q| = |\mathbb{R}^2 \cap Q| \leq 8|\Omega \cap Q| < n$, which is a contradiction.

If $|Q \cap \{p\}| \geq \frac{n}{8}$, i.e., the multiset $Q$ contains $p$ at least $\frac{n}{8}$ times, then obviously this proposition is correct. So, we only need to consider the case $|Q \cap \{p\}| < \frac{n}{8}$. We introduce notations $\tilde{\Omega} = \Omega \setminus \{p\}$ and $\Omega' = \Omega \setminus \partial \Omega$, and denote the coordinates of any $q \in Q$ as $q = (x_q, y_q)$. From a property of the geometric median (proven in the full version [8]) we know $\sum_{q \in Q \setminus \{p\}} \frac{x_q - x_p}{\|q - p\|} \leq |Q \cap \{p\}|$. Since $p$ is the origin and $Q \setminus \{p\} = (Q \cap \tilde{\Omega}) \cup (Q \setminus \Omega)$, $|Q \cap \{p\}| < \frac{n}{8}$ implies $\sum_{q \in \tilde{\Omega} \setminus \{p\}} \frac{x_q}{\|q\|} + \sum_{q \in Q \setminus \Omega} \frac{x_q}{\|q\|} < \frac{n}{8}$. From $\frac{x_q}{\|q\|} = \frac{x_q}{\sqrt{x_q^2 + y_q^2}} \geq \frac{1}{\sqrt{2}}$, $\forall q \in \tilde{\Omega}$ we obtain

$$|Q \cap \tilde{\Omega}| \leq \frac{1}{\sqrt{2}} \frac{1}{n} \sum_{q \in Q \setminus \{p\}} \frac{x_q}{\|q\|} + \frac{n}{8} \sum_{q \in Q \setminus \Omega} \frac{x_q}{\|q\|} \leq \frac{n}{8} + |Q \setminus \Omega| \leq \frac{n}{8} + n - \frac{n}{8} = \frac{n}{8},$$

which implies there are not too many points in $\tilde{\Omega}$.

Now, we define the two pairs of halfspaces which share a boundary with $\tilde{\Omega}$: $H_1^+ = \{(x, y) \in \mathbb{R}^2 \mid y \geq 0\}$, $H_1^- = \{(x, y) \in \mathbb{R}^2 \mid y \leq 0\}$ and $H_2^+ = \{(x, y) \in \mathbb{R}^2 \mid x - y \geq 0\}$, $H_2^- = \{(x, y) \in \mathbb{R}^2 \mid x - y \leq 0\}$. We assert either $|H_1^+ \cap Q| \geq \frac{n}{8}$ and $|H_1^- \cap Q| \geq \frac{n}{8}$, or $|H_2^+ \cap Q| \geq \frac{n}{8}$ and $|H_2^- \cap Q| \geq \frac{n}{8}$. Otherwise, since $|Q \cap \Omega| \geq \frac{n}{8}$ and $\Omega \subset H_1^+ \cup H_2^+$, we have $|H_1^+ \cap Q| < \frac{n}{8}$ and $|H_2^+ \cap Q| < \frac{n}{8}$. From $H_1^+ \cup H_2^+ \cup \Omega = \mathbb{R}^2$ we have

$$n = |Q| = |\mathbb{R}^2 \cap Q| = |(H_1^+ \cup H_2^+ \cup \Omega') \cap Q| \leq |H_1^+ \cap Q| + |H_2^+ \cap Q| + |\Omega' \cap Q|$$

$$\leq |H_1^+ \cap Q| + |H_2^- \cap Q| + |\tilde{\Omega} \cap Q| \leq \frac{n}{8} + \frac{n}{8} + 0.66n < n,$$

which is a contradiction. Therefore, among lines $\ell_1 : y = 0$ and $\ell_2 : x = y = 0$, both go through $p$, one of them has at least $n/8$ points from $Q$ on both sides.

\textbf{Theorem 8.} Given a set of $n$ uncertain points $\mathcal{P} = \{P_1, \cdots, P_n\}$, where $P_i = \{p_{i,1}, \cdots, p_{i,n}\} \subset \mathbb{R}^2$, and $\varepsilon \in (0, 1)$, we can construct an $\varepsilon$-support $T$ for the geometric median on $\mathcal{P}$ that has a size $|T| = O\left(\frac{n^2}{\varepsilon^2}\right)$.

Proof. The idea to prove this theorem is to use several oblique coordinate systems. We consider an oblique coordinate system, the angle between $x$-axis and $y$-axis is $\theta \in (0, \frac{\pi}{4}]$, and use the technique in Theorem 5 to generate a grid. More precisely, we project $\mathcal{P}_{\text{hat}}$ onto the $x$-axis along the $y$-axis of the oblique coordinate system to obtain a set $X$, sort all points in $X$, and choose one point from $X$ every $\lfloor \frac{n}{8} \rfloor$ points to form a set $X_T$. Then we use the same method to generate $Y$ and $Y_T$ projecting along the $y$-axis in the oblique coordinate system. For each point $x \in X_T$ we draw a line through $(x, 0)$ parallel to the (oblique) $y$-axis, and for each point $y \in Y_T$ we draw a line through $(0, y)$ parallel to the (oblique) $x$-axis.

Let $p$ with coordinates $(x_p, y_p)$ be the geometric median of some traversal $Q \in \mathcal{P}$ and $\text{cost}(p, Q) = \frac{1}{n} \sum_{q \in \mathcal{P}} \|q - p\|$. If $x_p \notin X_T$ and $y_p \notin Y_T$, then there are $x, x' \in X_T$ and $y, y' \in Y_T$ such that $x_p \in (x, x')$ and $y_p \in (y, y')$, as shown in Figure 2(c).
If we have the condition:
\[
|Q \cap (-\infty, \infty) \times (-\infty, y_p)| \geq \frac{n}{8}, \quad |Q \cap (-\infty, \infty) \times [y_p, \infty)| \geq \frac{n}{8},
\]
\[
|Q \cap (-\infty, x_p] \times (-\infty, \infty)| \geq \frac{n}{8}, \quad |Q \cap [x_p, \infty) \times (-\infty, \infty)| \geq \frac{n}{8},
\]
then we can make the following computation.

Without loss of generality, we assume \(|x_p - x| \geq \frac{1}{2}|x' - x|\) and \(|y_p - y| \geq \frac{1}{2}|y - y'|\). There are at most \(\lfloor \frac{n}{2} \rfloor\) points of \(P_{\text{hat}}\) in \((-\infty, \infty) \times [y_p, y]\), which implies \(|Q \cap (-\infty, \infty) \times (-\infty, y)\| \geq \frac{n}{8} - \lfloor \frac{n}{2} \rfloor \geq \frac{n}{8} \cdot \frac{7}{8} = \frac{7n}{16} > \frac{n}{8} / 2\). So, we have
\[
\cos \theta \geq \frac{1}{n} \sum_{q \in Q \cap (-\infty, \infty) \times (-\infty, y)} \|q - p\| \geq \frac{1}{n} \frac{n}{72} |y - y_p| \geq \frac{\sin(\theta)}{144} |y - y'|.
\]

Similarly, we can prove \(\cos(p, Q) \geq \frac{\sin(\theta)}{288} |x - x'|\).

For any fixed \(\varepsilon \in (0, 1]\), and any two consecutive points \(x, x'\) in \(X_T\) we put \(x_1, \ldots, x_{\lfloor \frac{n}{2\sin(\theta)} \rfloor - 1}\) into \(X_T\) where \(x_i = x + \frac{|x - x'|}{\sin(\theta)} i\). Also, for any two consecutive point \(y, y'\) in \(Y_T\), we put \(y_1, \ldots, y_{\lfloor \frac{n}{2\sin(\theta)} \rfloor - 1}\) into \(Y_T\) where \(y_i = y + \frac{|y - y'|}{\sin(\theta)} i\). So, for the \(L_1\) median \(p \in (x, x') \times (y, y')\), there exist \(x_i \in X_T\) and \(y_j \in Y_T\) such that \(|x_p - x_i| \leq \frac{\varepsilon \sin(\theta)}{288} |x - x'|\) and \(|y_p - y_j| \leq \frac{\varepsilon \sin(\theta)}{288} |y - y'|\). Since we have shown that both \(\frac{\sin(\theta)}{288} |x - x'|\) and \(\frac{\sin(\theta)}{144} |y - y'|\) are lower bounds for \(\cos(p, Q)\), using the distance formula in an oblique coordinate system, we have
\[
\|(x_p, y_p) - (x_i, y_j)\| \leq ((x_p - x_i)^2 + (y_p - y_j)^2 + 2(x_p - x_i)(y_i - y_p) \cos(\theta))^\frac{1}{2}
\]
\[
\leq ((x_p - x_i)^2 + (y_p - y_j)^2 + 2|x_p - x_i||y_p - y_j|)^\frac{1}{2}
\]
\[
= |x_p - x_i| + |y_p - y_j| \leq \frac{\varepsilon \sin(\theta)}{288} ((|x - x'| + |y - y'|)
\]
\[
\leq \frac{\varepsilon \sin(\theta)}{288} \left( \frac{144}{\sin(\theta)} \cos(p, Q) + \frac{144}{\sin(\theta)} \cos(p, Q) \right) = \varepsilon \cos(p, Q).
\]

Therefore, if all \(k^n\) geometric medians of traversals satisfy (2) and \(\theta \in (0, \frac{\pi}{4}]\) is a constant then \(T = X_T \times Y_T\) is an \(\varepsilon\)-support of size \(O\left(\frac{k^2}{\sin(\theta)\varepsilon^2}\right)\) for the geometric median on \(P\).

Although we cannot find an oblique coordinate system to make (2) hold for all \(k^n\) medians, we can use several oblique coordinate systems. Using the result of Lemma 7, for any geometric median of \(n\) points \(Q\), we know there exists a line \(\ell\) through \(p\) and parallel to a line in \(\{\ell_1 : y = 0, \ell_2 : x = y = 0, \ell_3 : x = 0, \ell_4 : x + y = 0\}\), such that in both sides of this line, there are at least \(\frac{n}{8}\) points of \(Q\). Since we did not make any assumption on the distribution of points in \(Q\), if we rotate \(\ell_1, \ell_2, \ell_3, \ell_4\) anticlockwise by \(\frac{\pi}{8}\) around the origin, we can obtain four lines \(\ell_1', \ell_2', \ell_3', \ell_4', \ell_1, \ell_2, \ell_3, \ell_4\), and there exists a line \(\ell'\) through \(p\) and parallel to a line in \(\{\ell_1', \ell_2', \ell_3', \ell_4', \ell_1, \ell_2, \ell_3, \ell_4\}\), such that on both sides of this line, there are at least \(\frac{n}{8}\) points of \(Q\). The angle between \(\ell\) and \(\ell'\) is at least \(\frac{\pi}{8}\).

Therefore, given \(\mathcal{L} = \{\ell_1, \ell_2, \ell_3, \ell_4\}\) and \(\mathcal{L}' = \{\ell_1', \ell_2', \ell_3', \ell_4'\}\), for each pair \((\ell, \ell') \in \mathcal{L} \times \mathcal{L}'\), we take \(\ell\) and \(\ell'\) as \(x\)-axis and \(y\)-axis respectively to build an oblique coordinate system, and then use the above method to compute a set \(T(\ell, \ell')\). Since for any geometric median \(p\) there must be an oblique coordinate system based on some \((\ell, \ell') \in \mathcal{L} \times \mathcal{L}'\) to make (2) hold for \(p\), we can take \(T = \bigcup_{\ell \in \mathcal{L}, \ell' \in \mathcal{L}'} T(\ell, \ell')\) as an \(\varepsilon\)-support for geometric median on \(P\), and the size of \(T\) is \(|T| = O\left(\frac{16k^2}{\sin(\theta)\varepsilon^2}\right) = O\left(\frac{k^2}{\varepsilon^2}\right)\).

The result of Theorem 8 can be generalized to \(\mathbb{R}^d\) and details are in the full version [8].
3.5 Assigning a weight to $T$ in $\mathbb{R}^1$

Here we provide an algorithm to assign a weight to $T$ in $\mathbb{R}^1$, which approximates the probability distribution of median. For $T$ in $\mathbb{R}^d$, we provide a randomized algorithm in Section 4.1.

Define the weight of $p_{i,j} \in P_{\text{flat}}$ as $w(p_{i,j}) = \frac{1}{n}\sum_{Q \in \mathcal{P}} |\{Q \in \mathcal{P} \mid p_{i,j} \text{ is the median} \}|$, the probability it is the median. Suppose $T$ is constructed by our greedy algorithm for $\mathbb{R}^1$. For $p_{i,j} \in P_{\text{flat}}$, we introduce a map $f_T : P_{\text{flat}} \to T$,

$$f_T(p_{i,j}) = \arg \min \{|x - p_{i,j}| \mid x \in T, |x - p_{i,j}| \leq \varepsilon \text{cost}(p_{i,j})\},$$

where $\text{cost}(p_{i,j}) = \min \{|\text{cost}(p_{i,j}, Q) \mid p_{i,j} \text{ is the median of } Q \text{ and } Q \in \mathcal{P}\}$.

Intuitively, this maps each $p_{i,j} \in P_{\text{flat}}$ onto the closest point $x \in T$, unless it violates the $\varepsilon$-approximation property which another further point satisfies.

Now for each $x \in T$, define weight of $x$ as $w(x) = \sum_{(p_{i,j} \in P_{\text{flat}}) \mid f_T(p_{i,j}) = x} w(p_{i,j})$. So we first compute the weight of each point in $P_{\text{flat}}$ and then obtain the weight of points in $T$ in another linear sweep. Our ability to calculate the weights $w$ for each point in $P_{\text{flat}}$ is summarized in the next lemma. The algorithm, explained within the proof, is a dynamic program that expands a specific polynomial similar to Li et al. [14], where in the final state, the coefficients correspond with the probability of each point being the median.

Lemma 9. We can output $w(p_{i,j})$ for all points in $P_{\text{flat}}$ in $\mathbb{R}^1$ in $O(n^2k)$ time.

Proof. For any $p_{i_0} \in P_{i_0}$, we define the following terms to count the number of points to the left ($l_j$) or right ($r_j$) of it in the $j$th uncertain point (excluding $p_{i_0}$):

$$l_j = \begin{cases} |\{p \in P_j \mid p \leq p_{i_0}\}| & \text{if } 1 \leq j \leq i_0 - 1, \\ |\{p \in P_{j+1} \mid p \leq p_{i_0}\}| & \text{if } i_0 \leq j \leq n - 1. \end{cases}$$

$$r_j = \begin{cases} |\{p \in P_j \mid p \geq p_{i_0}\}| & \text{if } 1 \leq j \leq i_0 - 1, \\ |\{p \in P_{j+1} \mid p \geq p_{i_0}\}| & \text{if } i_0 \leq j \leq n - 1. \end{cases}$$

Then, if $n$ is odd, we can write the weight of $p_{i_0}$ as

$$w(p_{i_0}) = \frac{1}{k^n} \sum_{S_1 \cup S_2 = \{1, \ldots, n\}} s_{i_1} \cdot s_{i_2} \cdots s_{j_n} \cdot \left(l_{i_1} \cdot l_{i_2} \cdots l_{i_{n-1}} \cdot r_{j_1} \cdot r_{j_2} \cdots r_{j_{n-1}}\right),$$

where $S_1 = \{i_1, i_2, \ldots, i_{n-1}\}$ and $S_2 = \{j_1, j_2, \ldots, j_{n-1}\}$. This sums over all partitions $S_1, S_2$ of uncertain points on the left or right of $p_{i_0}$ for which it is the median, and each term is the product of ways each uncertain point can be on the appropriate side. We define $w(p_{i_0})$ similarly when $n$ is even, then the last index of $S_2$ is $j_{n-2}$. We next describe the algorithm for $n$ odd; the case for $n$ even is similar. To compute

$$\sum_{S_1 \cup S_2 = \{1, \ldots, n\}} s_{i_1} \cdot s_{i_2} \cdots s_{j_n} \cdot \left(l_{i_1} \cdot l_{i_2} \cdots l_{i_{n-1}} \cdot r_{j_1} \cdot r_{j_2} \cdots r_{j_{n-1}}\right),$$

we consider the following polynomial:

$$(l_{x_1} + r_1)(l_{x_2} + r_2) \cdots (l_{x_n} + r_{n-1}),$$

where $\sum_{S_1 \cup S_2 = \{1, \ldots, n\}} s_{i_1} \cdot s_{i_2} \cdots s_{j_n} \cdot \left(l_{i_1} \cdot l_{i_2} \cdots l_{i_{n-1}} \cdot r_{j_1} \cdot r_{j_2} \cdots r_{j_{n-1}}\right)$ is the coefficient of $x_{n-1}$. We define $\rho_{i,j}$ ($1 \leq i \leq n-1, 0 \leq j \leq i$) as the coefficient of $x^j$ in the polynomial $(l_{i,x} + r_1) \cdots (l_{x} + r_{n-1})$ and then it is easy to check $\rho_{i,j} = l_{p_{n-1,j-1}} + r_{i} \rho_{n-1,j}$. Thus we can use dynamic programming to compute $\rho_{n-1,0}, \rho_{n-1,1}, \ldots, \rho_{n-1,n}$, as shown in Algorithm 1. Thus Algorithm 1 computes the weight $\frac{1}{n^k} w(p_{i_0}) = \rho_{n-1, \frac{n-1}{2}}$ for a single $p_{i_0} \in P_{\text{flat}}$. Next we show, we can reuse much of the structure to compute the weight for another point; this will ultimately shave a factor $n$ off of running Algorithm 1 $nk$ times.
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Algorithm 1

\begin{algorithm}
\begin{algorithmic}
\State Let $\rho_{n-1,0, \rho_{n-1,1}, \ldots, \rho_{n-1,n-1}}$
\For {$i = 2$ to $n - 1$}
\For {$j = 0$ to $i$}
\State $\rho_{i,j} = l_i \rho_{i-1,j-1} + r_i \rho_{i-1,j}$
\State $\rho_{i,i+1} = 0$
\EndFor
\EndFor
\State return $\rho_{n-1,0, \rho_{n-1,1}, \ldots, \rho_{n-1,n-1}}$
\end{algorithmic}
\end{algorithm}

Suppose for $p_{i_0} \in P_{i_0}$ we have obtained $\rho_{n-1,0, \rho_{n-1,1}, \ldots, \rho_{n-1,n-1}}$ by Algorithm 1, and then we consider $p_i' = \min \{p \in P_{flat} \setminus P_{i_0} \mid p \geq p_{i_0}\}$. We assume $p_i' \in P_{i_0'}$, and if $i_0' < i_0$, we construct a polynomial
\[(l_1 x + r_1) \cdots (l_{i_0'-1} x + r_{i_0'-1})(\tilde{l}_{i_0'} x + \tilde{r}_{i_0'})(l_{i_0'+1} x + r_{i_0'+1}) \cdots (l_{n-1} x + r_{n-1})\] (4)
and if $i_0' > i_0$, we construct a polynomial
\[(l_1 x + r_1) \cdots (l_{i_0'-2} x + r_{i_0'-2})(\tilde{l}_{i_0'-1} x + \tilde{r}_{i_0'-1})(l_{i_0'} x + r_{i_0'}) \cdots (l_{n-1} x + r_{n-1})\] (5)
where $\tilde{l}_{i_0'} = \tilde{l}_{i_0'-1} = \{p \in P_{i_0'} \mid p \leq p_{i_0}'\}$ and $\tilde{r}_{i_0'} = \tilde{r}_{i_0'-1} = \{p \in P_{i_0'} \mid p \geq p_{i_0}'\}$.

Since (3) and (4) have only one different factor, we obtain the coefficients of (4) from the coefficients of (3) in $O(n)$ time. We recover the coefficients of $(l_1 x + r_1) \cdots (l_{i_0'-1} x + r_{i_0'-1})(\tilde{l}_{i_0'} x + \tilde{r}_{i_0'})(l_{i_0'+1} x + r_{i_0'+1}) \cdots (l_{n-1} x + r_{n-1})$ from $\rho_{n-1,0, \rho_{n-1,1}, \ldots, \rho_{n-1,n-1}}$, and then use these coefficients to compute the coefficients of (4). Similarly, if $i_0' > i_0$, we obtain the coefficients of (5) from the coefficients of (3). Therefore, we can use $O(n^2)$ time to compute the weight of the first point in $P_{flat}$ and then use $O(n)$ time to compute the weight of each other point. The whole time is $O(n^2) + nkO(n) = O(n^2k)$.

**Corollary 10.** We can assign $\hat{w}(x)$ to each $x \in T$ in $\mathbb{R}^1$ in $O(n^2k)$ time.

4 A randomized algorithm to construct a covering set

In this section we describe a much more general randomized algorithm for robust estimators on uncertain data. It constructs an approximate covering set of the support of the distribution, and estimates the weight at the same time. The support of the distribution is not as precise compared to the techniques in the previous section in that the new technique may fail to cover regions with small probability of containing the estimator.

Suppose $\mathcal{P} = \{P_1, P_2, \ldots, P_n\}$ is a set of uncertain data, where for $i \in [n]$, $P_i = \{p_{i,1}, p_{i,2}, \ldots, p_{i,k}\} \subseteq X$ for some domain $X$. An estimator $E : \{Q \mid Q \in \mathcal{P}\} \mapsto Y$ maps $Q \in \mathcal{P}$ to a metric space $(Y, \varphi)$. Let $B(y, r) = \{y' \in Y \mid \varphi(y, y') \leq r\}$ be a ball of radius $r$ in that metric space. We denote $\nu$ as the VC-dimension of the range space $(Y, \mathcal{R})$ induced by these balls, with $\mathcal{R} = \{B(y, r) \mid y \in Y, r \geq 0\}$.

We now analyze the simple algorithm which randomly instantiates traversals $Q \in \mathcal{P}$, and construct their estimators $z = E(Q)$. Repeating this $N$ times builds a domain $T = \{z_1, z_2, \ldots, z_N\}$ each with weight $w(z_i) = 1/N$.

**Theorem 11.** For $\varepsilon > 0$ and $\delta \in (0,1)$, set $N = O((1/\varepsilon^2)(\nu + \log(1/\delta)))$. Then, with probability at least $1 - \delta$, for any $B \in \mathcal{R}$ we have $|\sum_{z \in T \cap B} w(z) - \Pr_{Q \in \mathcal{P}}[E(Q) \in B]| \leq \varepsilon$.

**Proof.** Let $T^*$ be the true support of $E(Q)$ where $Q \in P$, and let $w^* : T^* \rightarrow \mathbb{R}^+$ be the true probability distribution defined on $T^*$; e.g., for discrete $T^*$, then for any $z' \in T^*$,
The Siegel (repeated median) estimator \cite{19} is a robust estimator for linear regression in \( \mathbb{R}^2 \) with optimal breakdown point 0.5. For a set of points \( Q \), for each \( q_i \in Q \) it computes slopes of all lines through \( q_i \) and each other \( q' \in Q \), and takes their median \( a_i \). Then it takes the median \( a \) of the set \( \{a_i\} \) of all median slopes. The offset \( b \) of the estimated line \( \ell : y = ax + b \), is the median of \( (y_i - ax_i) \) for all points \( q_i = (x_i, y_i) \). For uncertain data \( P_{\text{flat}} \subset \mathbb{R}^2 \), we can directly apply our general technique for this estimator.

We use the following metric space \((Y, \varphi)\). Let \( Y = \{\ell \mid \ell \) is a line in \( \mathbb{R}^2 \) with form \( y = ax + b \), where \( a, b \in \mathbb{R} \}\}. Then let \( \varphi \) be the Euclidean distance in the standard dual; for two lines \( \ell : y = ax + b \) and \( \ell' : y = a'x + b' \), define \( \varphi(\ell, \ell') = \sqrt{(a-a')^2 + (b-b')^2} \). By examining the dual space, we see that \((Y, \mathcal{R})\) with \( \mathcal{R} = \{B(\ell, r) \mid \ell \in Y, r \geq 0\} \) and \( B(\ell, r) = \{\ell' \in Y \mid \varphi(\ell, \ell') \leq r\} \) has a VC-dimension 3.

From the definition of the Siegel estimator \cite{19}, there can be at most \( O(n^3k^3) \) distinct lines in \( T = \{S(Q) \mid Q \in \mathcal{P}\} \). By Corollary 12, setting \( N = O((1/\varepsilon^2)\log(1/\delta)) \), then with probability at least \( 1 - \delta \) for all \( z \in T \) we have \( |w(z) - \Pr_{Q \in \mathcal{P}}[E(Q) = z]| \leq \varepsilon \).

---

\( w^*(z') = \Pr_{Q \in \mathcal{P}}[E(Q) = z'] \). Then each random \( z \) generated is a random draw from \( w^* \).

Hence for a range space with bounded VC-dimension \cite{21} \( \nu \), we can apply the sampling bound \cite{15} for \( \varepsilon \)-approximations of these range spaces to prove our claim.

In Theorem 11, for \( z_i \in T \), if we choose \( B = B(z_i, r) \in \mathcal{R} \) with \( r \) small enough such that \( T \cap B \) only contains \( z_i \), then we obtain the following.

**Corollary 12.** For \( \varepsilon > 0 \) and \( \delta \in (0, 1) \), set \( N = O((1/\varepsilon^2)(\nu + \log(1/\delta))) \). Then, with probability at least \( 1 - \delta \), for any \( z \in Y \) we have \( |w(z) - \Pr_{Q \in \mathcal{P}}[E(Q) = z]| \leq \varepsilon \).

**Remark.** We can typically define a metric space \((Y, \varphi)\) where \( \nu = O(1) \); for instance for point estimators (e.g., the geometric median), define a projection into \( \mathbb{R}^1 \) so no \( z_i \)'s map to the same point, then define distance \( \varphi \) as restricted to the distance along this line, so metric balls are intervals (or slabs in \( \mathbb{R}^d \)); these have \( \nu = 2 \).

### 4.1 Application to geometric median

For each \( Q \in \mathcal{P} \), the geometric median \( m_Q \) may take a distinct value. Thus even calculating that set, let alone their weights in the case of duplicates, would require at least \( \Omega(k^n) \) time. But it is straightforward to apply this randomized approach. For \( P_{\text{flat}} \subset \mathbb{R}^d \), the natural metric space \((Y, \varphi)\) is \( Y = \mathbb{R}^d \) and \( \varphi \) as the Euclidian distance.

However, there is no known closed form solution for the geometric median; it can be computed within any additive error \( \phi \) through various methods \cite{22, 9, 7, 6}. As such, we can state a slightly more intricate corollary.

**Corollary 13.** Set \( \varepsilon > 0 \) and \( \delta \in (0, 1) \) and \( N = O((1/\varepsilon^2)(d + \log(1/\delta))) \). For an uncertain point set \( \mathcal{P} \) with \( P_{\text{flat}} \subset \mathbb{R}^d \), let the estimator \( E \) be the geometric median, and let \( E_\phi \) be an algorithm that finds an approximation to the geometric median within additive error \( \phi > 0 \). Run the algorithm using \( E_\phi \). Then for any ball \( B = B(x, r) \in \mathcal{R} \), there exists\(^2\) another ball \( B' = B(x, r') \) with \( |r - r'| \leq \phi \) such that with probability at least \( 1 - \delta \), \( |\sum_{z \in T \cap B'} w(z) - \Pr_{Q \in \mathcal{P}}[E(Q) \in B]| \leq \varepsilon \).

### 4.2 Application to Siegel estimator

The Siegel (repeated median) estimator \cite{19} is a robust estimator \( S \) for linear regression in \( \mathbb{R}^2 \) with optimal breakdown point 0.5. For a set of points \( Q \), for each \( q_i \in Q \) it computes slopes of all lines through \( q_i \) and each other \( q' \in Q \), and takes their median \( a_i \). Then it takes the median \( a \) of the set \( \{a_i\} \) of all median slopes. The offset \( b \) of the estimated line \( \ell : y = ax + b \), is the median of \( (y_i - ax_i) \) for all points \( q_i = (x_i, y_i) \). For uncertain data \( P_{\text{flat}} \subset \mathbb{R}^2 \), we can directly apply our general technique for this estimator.

We use the following metric space \((Y, \varphi)\). Let \( Y = \{\ell \mid \ell \) is a line in \( \mathbb{R}^2 \) with form \( y = ax + b \), where \( a, b \in \mathbb{R} \}\}. Then let \( \varphi \) be the Euclidean distance in the standard dual; for two lines \( \ell : y = ax + b \) and \( \ell' : y = a'x + b' \), define \( \varphi(\ell, \ell') = \sqrt{(a-a')^2 + (b-b')^2} \). By examining the dual space, we see that \((Y, \mathcal{R})\) with \( \mathcal{R} = \{B(\ell, r) \mid \ell \in Y, r \geq 0\} \) and \( B(\ell, r) = \{\ell' \in Y \mid \varphi(\ell, \ell') \leq r\} \) has a VC-dimension 3.

From the definition of the Siegel estimator \cite{19}, there can be at most \( O(n^3k^3) \) distinct lines in \( T = \{S(Q) \mid Q \in \mathcal{P}\} \). By Corollary 12, setting \( N = O((1/\varepsilon^2)\log(1/\delta)) \), then with probability at least \( 1 - \delta \) for all \( z \in T \) we have \( |w(z) - \Pr_{Q \in \mathcal{P}}[S(Q) = z]| \leq \varepsilon \).

---

\(^2\) To simplify the discussion on degenerate behavior, define ball \( B' \), so any point \( q \) on its boundary can be defined inside or outside of \( B \), and this decision can be different for each \( q \), even if they are co-located.
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Figure 1 Three silhouettes that are 2-consistent but not globally consistent for three orthogonal projections. Each of the first three figures shows a three-dimensional set that projects onto two of the three silhouettes. The fourth figure illustrates that no set can project simultaneously onto all three silhouettes: the highlighted red image point cannot be lifted in 3D, since no point that projects onto it belongs to the pre-images of both the blue and green silhouettes.

1 Introduction

A central problem in computer vision is the reconstruction of a three-dimensional scene from multiple photographs. Trager et al. [16, Definition 1] defined a set of images as consistent if they represent the same scene from different points of view. They constructed examples (like that of Figure 1) of a set of images which is pairwise consistent while being altogether inconsistent. They also showed [16, Proposition 4] that under a certain convexity hypothesis, images that are consistent three at a time are globally consistent. In this paper we drop the convexity condition and consider these affairs from the point of view of incidence geometry.

Problem statement. An incidence is a set of lines that meet at a single point. Let \( \mathcal{L} = \mathcal{L}_1 \cup \mathcal{L}_2 \cup \ldots \cup \mathcal{L}_m \) be a set of lines of \( m \) colors in \( \mathbb{R}^d \) (where each \( \mathcal{L}_i \) is a color class). Given \( S \subset \{1, 2, \ldots, m\} \), an \( S \)-incidence in \( \mathcal{L} \) is an incidence between lines of every color in \( S \). This paper focuses on the following notions:

- **Definition 1.** For \( 1 \leq k \leq m \), a \( k \)-incidence in \( \mathcal{L} \) is a \( S \)-incidence where \( |S| = k \). A colorful incidence in \( \mathcal{L} \) is an incidence that contains lines of every color.

- **Definition 2.** The set \( \mathcal{L} \) is \( k \)-consistent if for every \( k \)-tuple of colors \( S \subset \{1, 2, \ldots, m\} \), every line in \( \bigcup_{i \in S} \mathcal{L}_i \) belongs to an \( S \)-incidence. The set \( \mathcal{L} \) is consistent if every line belongs to (at least) one colorful incidence.

Instead of wondering if \( k \)-consistency implies consistency, we aim for a more modest goal:

- **Problem 3.** Under which conditions does the \( k \)-consistency assumption imply the existence of a \((k + 1)\)-incidence?
The main results of this paper are two constructions of (infinite families of) finite sets of lines which are $k$-consistent and have no colorful incidence. Thus, consistency does not propagate. 

**Remark.** Unless indicated otherwise, the set $L$ is assumed to be finite. We also assume throughout that the lines in $L$ are pairwise distinct. This has no consequence on Problem 3: repeating a line in a color class is useless, and if two lines of distinct colors coincide, then the $k$-consistency assumption trivially implies that this line has a $(k + 1)$-incidence.

**Relation to photograph consistency.** Let us explain how our initial image consistency question relates to Problem 3. Firstly, we ignore color or intensity information, and treat the scene as a set of opaque objects and the images as their projections onto certain planes. In this setting, images are \textit{consistent} if and only if there exists a subset $R \subset \mathbb{R}^3$ that projects into each of them. Assuming that light travels along straight lines, the set of 3D points that are mapped to a given image point is a ray, or more conveniently a line, in $\mathbb{R}^3$. Starting with $m$ photographs, if we let $L_i$ denote the lines that are pre-images of the projection on the $i$th photograph, then the photographs are consistent if and only if $\bigcup_{i=1}^{m} L_i$ is consistent: $R$ is the set of points of colorful incidences.

**Setting.** In the basic set-up for computer vision, all lines used to project the scene onto a given image plane pass through a “pinhole”. We therefore define a color class $L_i$ as \textit{concurrent} if it consists of concurrent lines. We consider, however, the problem more generally since it is possible to build other imaging systems. For example, there are cameras that use the lines secant to two fixed skew lines; other cameras use the lines secant to an algebraic curve $\gamma$ and to a line intersecting $\gamma$ in $\deg \gamma - 1$ points. For a discussion of the geometry of families of lines arising in the modeling of imaging systems, see [2, 17] and the references therein.

We focus in this paper on the consistency of finite sets of lines. This restriction is technically convenient and remains relevant to the initial motivation on continuous sets of lines. On the one hand, our constructions for the finite problem turn out to readily extend to infinite families of lines (see Section 4). On the other hand, the finite problem is already relevant to 3D reconstruction, when one has to recover the camera parameters (settings or position) used in the photographs. Indeed, this recovery is typically done by identifying pixels in different images that are likely to be the projection of the same 3D element, and using the incidence structure of their inverse images to infer the position of the camera; this process is called \textit{structure from motion} [14]. The number of lines required to determine the cameras is typically 5 to 7 per image. Although pixels are usually matched across pairs of images, there are good reasons for wanting to match them across more images, firstly for robustness to noise, but also because this avoids ambiguities in the reconstruction in the case of degenerate camera configurations (for example, pairwise matches are never sufficient to reconstruct a scene from images when all the camera pinholes are exactly aligned [12, Chapter 15.4.2]). Understanding the consistency propagation may simplify the certification of such matchings.

### 1.1 Results

We focus on Problem 3 for $k \geq 3$ because examples of tricolor sets of lines that are 2-consistent but without a colorful incidence are relatively easy to build:

**Example 4.** Let $\langle \vec{x}_0, \vec{x}_1, \vec{x}_2 \rangle$ be a basis of $\mathbb{R}^3$. Let $p_0, p_2, \ldots, p_{3n}$ be a set of points where $p_0$ is arbitrary, $p_{i+1} \in p_i + \mathbb{R} \vec{x}_{(i \mod 3)}$ and $p_{3n} = p_0$. For each $i \in \{0, 1, 2\}$ define $L_i$ to be the set of lines in coordinate direction $i$ that are incident to points $p_j$ with $j \equiv i \pmod{3}$ and $j \equiv i - 1 \pmod{3}$. If desired, we may apply a projective transformation that turns parallelism into concurrence.
**Consistent Sets of Lines with no Colorful Incidence**

**Constructions from higher-dimensional grids.** We present two constructions of arbitrary large sets of lines in $\mathbb{R}^d$ of $k + 1$ colors that are $k$-consistent and have no colorful incidence, for every $k \geq 3$ and $k + 1 \geq d \geq 2$. Both constructions are based on selecting subsets of lines from a regular grid in $\mathbb{R}^{k+1}$. In one case, the selection is probabilistic (Theorems 5), while in the other case it uses linear algebra over finite vector spaces (Theorem 6). In both constructions, every color class is concurrent. The probabilistic argument is asymptotic and proves the existence of configurations where every line is involved in many $k$-incidences for every choice of $k - 1$ other colors. The algebraic construction is explicit and is minimal in the sense that removing any line breaks the $k$-consistency.

**Restrictions on higher-dimensional grids.** We then test the sharpness and potential of constructions from higher-dimensional grids. On the one hand, we examine the number of lines of such constructions. The algebraic selection method picks at least $2^{k^2-k-1}$ lines of each color (we leave aside the probabilistic selection method as its analysis is asymptotic). This construction has the property that the lines meeting at a $k$-incidence are not “flat”, in the sense that they are not contained in a $k - 1$-dimensional subspace. We show, using the polynomial method [11], that for any construction with this property, the number of lines must be at least exponential in $k$ (Proposition 7). On the other hand, we examine the possibility of designing similar constructions for models of cameras in which the lines are not all concurrent. We observe that when every color class is secant to two fixed lines, lines from two color classes cannot form a complete bipartite intersection graph (Proposition 8).

**Small configurations.** We also investigate small-size configurations of lines in $\mathbb{R}^3$ with 4 colors that are 3-consistent but have no colorful incidence. The smallest example provided by our constructions has 32 lines per color, which says little for applications like structure from motion, where each color class has very few lines. Figure 2 shows two non-planar examples with 12 lines each. We prove that they are the only non-planar constructions with these parameters (Theorem 11). We also show that any configuration with these parameters and concurrent color classes must have at least 24 lines or be planar (Theorem 10).

![Figure 2](image-url) Two non-planar examples of 12 lines in 4 colors that are 3-consistent and have no 4-incidence. (Left) A variation around Desargues’ configuration. (Right) A subset of the $(12_416_3)$ configuration of Reye; note that triples of parallel lines intersect at infinity.
1.2 Related work

The study of consistent families of colored lines relates most prominently to classical questions in computer vision and in discrete geometry.

**In computer vision.** The simplest and most extensively studied setting for consistency deals with families where each color class has a single line. The study of \( n \)-tuples of lines that are incident at a point (or “point correspondences”), is central in multiview geometry [12], that is the foundation of 3D-reconstructions algorithms. In this setting, consistency propagates trivially: \( n \) lines are concurrent if and only if any three of them are (even better: \( n \) lines not all coplanar are concurrent if and only if every pair of them is). Concurrency constraints are traditionally expressed algebraically as polynomials in image coordinates (see, e.g. [6]).

A more systematic study of consistency for silhouettes (i.e., for infinite families of lines) was proposed to design reconstruction methods based on shapes more complex than points or lines [3, 13]. Pairwise consistency for silhouettes can be encoded in a “generalized epipolar constraint”, which can be viewed as an extension of the epipolar constraint for points, and expresses 2-consistency in terms of certain simple tangency conditions [1, 16]. There is no known similar characterization for \( k \)-consistency with \( k > 2 \). Consistency propagation is only known for convex silhouettes: 3-consistency implies consistency [16].

In the dual, consistency expresses conditions for a family of planar sets to be sections of the same 3D object [16], a question classical in geometric tomography or stereology. We are not aware of any relevant result on consistency in these directions.

**Discrete geometry.** As evidenced by Figure 2, our analysis of small configurations relates to the classical configurations of Reye and Desargues in projective geometry. Our problem and results for larger configurations relate to various lines of research in incidence geometry. Inspired by the Sylvester–Gallai theorem, Erdős [5] asked for the largest number of collinear \( k \)-tuples in a planar point set with no collinear \( k + 1 \)-tuple. The best construction for \( k = 3 \) come from irreducible cubic curves\(^4\). For higher \( k \) the best constructions were given by Solymosi and Stojakovíc [15] and are projections of higher-dimensional subsets of the regular grid (selected, unlike ours, by taking concentric spheres). In the plane, our problem is dual to a colorful variant of Erdős’s question. An intermediate between Erdős’s problem and the one treated here would ask for the existence of a set of lines \( L \) in which each line is involved in many (colorless) \( k \)-incidences but there are no (colorless) \( k + 1 \)-incidences. Since the Solymosi-Stojakovíc construction provides \( n^2 - \sqrt{n} \) aligned \( k \) tuples of points, it is not hard to see, using a greedy deletion argument, that this alternative problem is essentially equivalent to Erdős’s original one.

In higher dimensions, the question of finding sets of lines with many \( k \)-rich points (in the terminology of [10]) is interesting even without the condition of having no \((k+1)\)-rich point. Much of the recent research around this question has followed the solution to the joint problem [11] and has been driven by algebraic considerations (see [10] and the references therein). Here, we also ask for many \( k \)-rich points, but our questions are driven by combinatorial considerations. Our assumptions trade the usual density requirements (we assume linearly many, rather than polynomially many, \( k \)-rich points) for structural hypotheses in the form of conditions on the colors. We can still use some of the algebraic methods; the proof of Proposition 7 is, for instance, modeled on the upper bound on the number of joints of Guth and Katz [11].

\(^4\) This case is closely connected with the famous Orchard problem recently solved in its asymptotic version [8]
2 Probabilistic construction

In this section we prove:

Theorem 5. For any $k \geq 3$, $k + 1 \geq d \geq 2$, and arbitrarily large $N \in \mathbb{N}$, there exists a finite set of lines in $\mathbb{R}^d$ of $k + 1$ colors that is $k$-consistent, has no $(k + 1)$-incidence, and in which each color class consists of between $N$ and $3N$ lines, all concurrent.

We describe our construction in $\mathbb{R}^{k+1}$ with color classes consisting of parallel lines. We then apply an adequate projective transform (to turn parallelism into concurrence) and a generic projection to a $d$-dimensional space; both transformations preserve incidences and therefore the properties of the construction.

Construction. Consider the finite subset $[n]^{k+1} = \{1, 2, \ldots, n\}^{k+1} \subset \mathbb{R}^{k+1}$ of the integer grid. We make our construction in two stages:

- Consider the set $L_i^\#$ of $n^k$ lines that are parallel to the $i$th coordinate axis and contain at least one point of our grid. We pick a random subset $L_i'$, where each line from $L_i^\#$ is chosen to be in $L_i'$ independently with probability $p \overset{\text{def}}{=} 2n^{-\frac{2k+1}{2}}$ (the value of $p$ is chosen with foresight).

- We then delete from $L_i'$ all lines that are concurrent with $k$ other lines from $\cup_{j \neq i} L_j'$ and denote the resulting set $L_i$.

We let $L$ denote the colored set of lines $L = L_1 \cup L_2 \cup \ldots \cup L_{k+1}$. The second stage of the construction ensures that $L$ has no $(k + 1)$-incidence.\(^5\) To prove Theorem 5, it thus suffices to show that with positive probability, $L$ is $k$-consistent and each $L_i$ has the announced size. Let us clarify that all lines considered in the proof are in $\cup_{i=1}^{k+1} L_i^\#$ unless stated otherwise.

Consistency. Let us argue that $L$ is $k$-consistent with high probability. For a set $I \subset [k+1]$, let

$$S_I \overset{\text{def}}{=} \{Q \in [n]^{k+1} : \forall i \in I \text{ there is a line of } L_i \text{ containing } Q\},$$

$$S_I' \overset{\text{def}}{=} \{Q \in [n]^{k+1} : \forall i \in I \text{ there is a line of } L_i' \text{ containing } Q\}.$$

We say that $\ell \in L_i^\#$ is $j$-bad (for $j \neq i$) if $\ell$ contains no point of $S_{[k+1]\setminus\{i,j\}}$. Note that $L$ is not $k$-consistent precisely when some $\ell \in L_i^\#$ is $j$-bad and $\ell$ ends up in $L_i$.

Let $\ell \in L_i^\#$ and let $L' \subset L_i^\#$ be any set containing $\ell$. Let $j \neq i$. We shall estimate $\Pr\{[\ell \in L_i \land (\ell \text{ is } j\text{-bad})] \mid L'_i = L\}$. For ease of notation, we may assume that $i = k + 1$, $j = k$ and $\ell$ is the line $\{(1,1,\ldots,1,x) : x \in \mathbb{R}\}$. Call a point $Q \in [n]^{k+1}$ regular if $Q \notin \ell$.

The randomness in the construction comes from $(k + 1)n^k$ random choices, one for each line in $L_1^\# \cup \cdots \cup L_{k+1}^\#$. We refer to these random choices as ‘coin flips’ since we can think of each as being a result of a toss of a (biased) coin.

Let $\ell_{r,x}$ denote the line $\{(1,1,\ldots,1,y,1,\ldots,1,x) : y \in \mathbb{R}\}$, where $y$ is at position $r$. If a line $\ell' \notin L_i^\#$ intersects $\ell_{r,x}$ in point $(1,1,\ldots,1,y,1,\ldots,1,x)$, then all points of $\ell'$ have $y$ in the $r$th position. Note that a point $(1,1,\ldots,1,y,1,\ldots,1,x)$ is regular if $y \neq 1$. A crucial observation is that if a line $\ell' \notin L_{k+1}^\#$ intersects $\ell_{r,x}$ in a regular point and a line $\ell'' \notin L_{k+1}^\#$ intersects $\ell_{r',x'}$ in a regular point and $(r,x) \neq (r',x')$, then $\ell'$ is different from $\ell''$. This implies that sets of coin flips on which the events of the form

---

\(^5\) Deleting one line per concurrence of size $k + 1$ would suffice, but deleting all lines as we do simplifies the analysis and suffices for our purpose.
are disjoint for distinct \((r, x)\), apart from the flips associated to the lines in \(L_{k+1}^\#\).

For a point \(Q \in [n]^{k+1}\), let \(\lambda(Q)\) be the line in \(L_{k+1}^\#\) containing \(Q\). Hence,

\[
P \left[ (\ell \in L_{k+1}^\#) \land (\ell \text{ is } k\text{-bad}) \mid L_{k+1}^\# = L \right] = \frac{1}{p^k} \prod_{r \in [k-1]} \left(1 - p^{(k-2)n} \right) \leq e^{-n \left(\frac{1}{2}p\right)^{k-1}}
\]

If we pick \(L\) uniformly at random, then, for every \((r, x) \in [k-1] \times [n]\), the number of points \(Q \in L_{r,x}\) such that \(\lambda(Q) \in L\) is a binomial random variable. Chernoff’s bound then yields
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This section we prove:

$$P \left[ (\ell \in L'_{k+1}) \land (\ell \text{ is } k\text{-bad}) \right] 
\leq P [L_{k+1} \text{ is biased}] + \sum_{\text{unbiased } L} P [L'_{k+1} = L] P [(\ell \in L'_{k+1}) \land (\ell \text{ is } k\text{-bad}) | L'_{k+1} = L]$$

$$\leq \sum_{(r,x) \in [k-1] \times [n]} e^{-\left(\frac{pn}{2}\right)^2} + e^{-n \frac{1}{2k+1}} = e^{-cn \frac{1}{2k+1}}.$$

By taking the union bound over all $i, j$ and $\ell$ we obtain that

$$P [L \text{ is not } k\text{-consistent}] \leq P \left[ \exists i, j \exists \ell \in L'' \left( (\ell \in L'_{i}) \land (\ell \text{ is } j\text{-bad}) \right) \right]$$

$$\leq (k+1)^2 n^k e^{-cn \frac{1}{2k+1}} \leq e^{-c'n \frac{1}{2k+1}}.$$

**Size.** We now analyze the probability that $L_1$ is large (the bound will hold for each $L_i$).
Let us write $L' = \cup_{i=1}^{k+1} L'_i$ and label $\ell_1, \ell_2, \ldots, \ell_{n^k}$ the lines parallel to the 1st coordinate axis that intersect our grid. Put $X_i = 1_{\ell_i \in L_i}$ and let $X = |L_1| = X_1 + X_2 + \ldots + X_{n^k}$. We have

$$E [X_i] = P [X_i = 1] = P [\ell_i \in L'] P [\ell_i \in L | \ell_i \in L'] = p(1 - p^k)^n,$$

$$E [X] = n^k p(1 - p^k)^n = \left(1 - n^{\frac{1}{2k+1}} \right)^n n^{k - \frac{2}{2k+1}} \geq \left(1 - \frac{1}{n} \right)^n n^{k - \frac{2}{2k+1}} \geq \frac{1}{4} n^{k - \frac{2}{2k+1}}.$$

Thus $E [X] = N \in \left[\frac{1}{8} n^{k - \frac{2}{2k+1}}, \frac{1}{2} n^{k - \frac{2}{2k+1}}\right]$. We next use a concentration inequality to pass from $E [X]$ to an estimate on the probability that $X$ is large. The second step introduces some dependency between some of the variables $X_i$, so we use Chebychev’s inequality:

$$P \left[ |X - E [X]| > \frac{1}{2} E [X] \right] \leq \frac{\text{Var} [X]}{E [X]^2} \leq 64 \text{Var} [X] n^{-\left(2k - \frac{4}{2k+1}\right)}.$$

Recall that

$$\text{Var} [X] = \sum_{i=1}^{n^k} \text{Var} [X_i] + \sum_{1 \leq i < j \leq n^k} \text{Cov} [X_i, X_j].$$

Since $X_i$ takes values in $\{0, 1\}$, the first sum in the right-hand term is bounded by $n^k$. Moreover, there are $O(n^{k+1})$ pairs of variables $X_i$ and $X_j$ with non-zero covariance, since this requires the two lines $\ell_i$ and $\ell_j$ to belong to a common axis-aligned 2-plane. Again, each non-zero covariance is at most 1. Altogether, $\text{Var} [X] = O(n^{k+1})$, so

$$P \left[ |X - E [X]| > \frac{1}{2} E [X] \right] = O \left( \frac{n^{k+1}}{2k+1} \right).$$

For $k \geq 3$, the probability that $X$ is in $\left[\frac{1}{8} n^{k - \frac{2}{2k+1}}, \frac{1}{2} n^{k - \frac{2}{2k+1}}\right]$ goes to 1 as $n$ goes to infinity.

3 **Algebraic construction**

In this section we prove:

**Theorem 6.** For any $k \geq 3$, $k + 1 \geq d \geq 2$, and arbitrarily large $N$, there exists a finite set of lines in $\mathbb{R}^d$ with $k + 1$ colors that is $k$-consistent, has no $(k+1)$-incidence, and in which each color class consists of $N$ lines, all concurrent.
As in Section 2, we describe our construction in \( \mathbb{R}^{k+1} \) with parallel families of lines, and obtain the desired configuration by an adequate projective transformation and a projection. We again consider the finite portion of the integer grid \([n]^{k+1} \subset \mathbb{R}^{k+1}\) and the axis-aligned lines that intersects it. Unlike in Section 2, we give an explicit way to select some of these lines to achieve the desired configuration.

**Construction.** We work with axis-aligned lines that intersect in points of our grid. Hence, identifying each line with the subset of the grid that it contains does not affect incidences. We fix a prime number \( p \) and parameterize \([n]^{k+1}\) by the vector space \( V = (\mathbb{Z}/p\mathbb{Z})^{k-1} \); this restricts the choice of \( n \) to certain prime powers, but still allows to make it arbitrarily large. We use this parameterization to describe the lines in our configuration as solutions of well-chosen linear equations.

Let \( v_1, v_2, \ldots, v_k \in V \) such that \( v_1 + v_2 + \ldots + v_k = 0 \) and any proper subset of them are linearly independent. Let \( \cdot \) denote the inner product of the vector space \( V \). For \( i = 1 \ldots k \), our set \( L_i \) consist of all the lines parallel to the \( i \)th coordinates and passing through a point with parameters \((X_1, \ldots, X_{k+1}) \in V^{k+1}\) such that

\[
v_i \cdot X_1 + v_{i-1} \cdot X_2 + \ldots + v_{i-1} \cdot X_{i-1} + v_i \cdot X_{i+1} + \ldots + v_i \cdot X_{k+1} = 0.
\] (Keep in mind that each \( X_i \) is a vector in \((\mathbb{Z}/p\mathbb{Z})^{k-1}\).) We define \( L_{k+1} \) similarly but replace Equation (1) by

\[
v_k \cdot X_1 + v_k \cdot X_2 + \ldots + v_k \cdot X_k = 1.
\] (2)

**No \((k+1)\)-incidence.** Any \((k+1)\)-incidence is a point of the grid whose parameters \((X_1, \ldots, X_{k+1})\) satisfy the system:

\[
\begin{align*}
v_1 \cdot X_2 + v_1 \cdot X_3 + \ldots + v_1 \cdot X_k + v_1 \cdot X_{k+1} &= 0 \\
v_2 \cdot X_1 + v_2 \cdot X_3 + \ldots + v_2 \cdot X_k + v_2 \cdot X_{k+1} &= 0 \\
v_3 \cdot X_1 + v_3 \cdot X_2 + v_3 \cdot X_3 + \ldots + v_3 \cdot X_k + v_3 \cdot X_{k+1} &= 0 \\
\vdots \\
v_{k-1} \cdot X_1 + v_{k-1} \cdot X_2 + v_{k-1} \cdot X_3 + \ldots + v_{k-1} \cdot X_k + v_{k-1} \cdot X_{k+1} &= 0 \\
v_k \cdot X_1 + v_k \cdot X_2 + v_k \cdot X_3 + \ldots + v_k \cdot X_k &= 1
\end{align*}
\]
Summing all these conditions yields
\[
\left( \sum_{i=1}^{k} v_i \right) \cdot \left( \sum_{i=1}^{k+1} X_i \right) = 1,
\]
which contradicts \( v_1 + v_2 + \ldots + v_k = 0 \). So there is no \((k+1)\)-incidence.

**k-consistency.** Fix a line \( \ell \in L_1 \). It corresponds to some solution \((X_2^*, \ldots, X_{k+1}^*)\) of Equation (1). The grid points on \( \ell \) are precisely the points of the form \((X_1, X_2^*, X_3^*, \ldots, X_{k+1}^*)\) and are parameterized by \(X_1\). Each equation in the system above reduces to \(v_j \cdot X_1 = c_j\), where \(c_j\) is some constant vector (computed from the \(v_j\)’s and the \(X_j^*\)’s). Since \(X_1 \in (\mathbb{Z}/p\mathbb{Z})^{k-1}\) and any \(k-1\) of the \(v_j\) are linearly independent, any choice of \(k-1\) equations has a solution. This means that for any \(i\), the line \( \ell \) is concurrent with lines from all \(L_j\) with \( j \in [k+1] \setminus \{i\} \). The same goes with the lines of \(L_2, \ldots, L_{k+1}\) so the configuration is consistent.

**Size.** In this construction, the size of \(L_1\) is the number of \((X_1, \ldots, X_{i-1}, X_{i+1}, \ldots, X_{k+1})\) in \(\forall^k\) satisfying Equation (1) – or (2) if \(i = k+1\). Hence \(|L_i| = p^{k^2-k-1}\) for every \(i\). The smallest configuration built in this way thus has \(2^{k^2-k-1}\) lines per set (which is 32 for \(k = 3\)); refer to Figure 3.

### 4 More on grid-like examples

Both Theorems 5 and 6 construct examples as projections of subsets of a regular grid in higher dimension. We discuss here the properties of such constructions.

**Number of lines.** Consider a colored set of lines \(L = L_1 \cup L_2 \cup \ldots \cup L_{k+1}\) in \(\mathbb{R}^d\). We say that a \(t\)-incidence of \(L\) is flat if the lines meeting there are contained in an affine subspace of dimension at most \(\min(d, t) - 1\). In any grid-like construction such as those in Theorems 5 and 6, every \(k\)-incidence is non-flat.

**Proposition 7.** Let \(L = L_1 \cup L_2 \cup \ldots \cup L_m\) be a \(k\)-consistent colored set of lines in \(\mathbb{R}^d\) with no \((k+1)\)-incidence. If no \(k\)-incidence of \(L\) is flat, then
\[
\sum_{i=1}^{m} |L_i| \geq \frac{(m-1)^{k-1}}{k^{k-1}}.
\]
The proof essentially follows the argument of Guth and Katz [11] for bounding the number of joint among \(n\) lines; the main difference is that the consistency assumption makes their initial pruning step unnecessary. We spell out the details in [4, Proposition 7]. For \(m = k+1\), the bound of Proposition 7 is \(\frac{1}{k} (\binom{2k}{k})\), so the number of lines required grows exponentially with \(k\).

**Non-concurrent colors.** Theorems 5 and 6 both use a grid in \(\mathbb{R}^{k+1}\) to start with \(k+1\) color classes, each of size \(n^k\), where every line is involved in \(n\) colorful incidences. Recall that in this setup, every color class is concurrent (it consists of parallel lines). This is in fact important, perhaps essential. To see this, note that any two of our starting color classes contain arbitrarily large subsets whose intersection graph is dense. This is impossible, generically, if we try to work with families of lines that are secant to two skew lines in \(\mathbb{R}^3\). \(^{6}\)

---

\(^{6}\) This choice is motivated by the design of two-slit cameras [17, 2].
We see the previous result as an indication that a straightforward adaptation of our probabilistic construction to the case of two-slits is unlikely. Can the bound in Proposition 8 be improved from $O(n^{4/3})$ to $O(n)$?

**Proposition 8.** For $i = 1, 2$, let $\Gamma_i$ denote the set of lines secant to two fixed lines $s_i$ and $s_i'$ in $\mathbb{R}^3$. Let $A$ and $B$ be two sets of $n$ lines from $\Gamma_1$ and $\Gamma_2$, respectively. If the lines $s_1, s_1', s_2$ and $s_2'$ are in generic position then the intersection graph of $A$ and $B$ has $O(n^{4/3})$ edges.

**Proof.** First, note that the intersection graph of $A$ and $B$ is semi-algebraic: parameterizing $\Gamma_i$ by $s_i \times s_i' \simeq \mathbb{R}^2$ makes the incidence an algebraic relation, as can be deduced from the bilinearity of incidence in Plücker coordinates. Next, remark that if this graph contains a complete bipartite subgraph $K_{3,3}$, then the lines $\{s_1, s_1', s_2, s_2'\}$ are in a special position. Indeed, in the generic case, these two triples of lines come from the two families of rulings of a quadric surface [18, §10]; the lines $s_1, s_1', s_2$ and $s_2'$ are also rulings of that quadric, so both $s_1$ and $s_1'$ intersect both $s_2$ and $s_2'$. In the non-generic cases, the six lines must be coplanar with $s_1$ and $s_2$. Now, we apply the semi-algebraic version of the Kővári–Sós–Turán theorem [7], and obtain that the number of edges of our graph is $O(n^{4/3})$.

We see the previous result as an indication that a straightforward adaptation of our probabilistic construction to the case of two-slits is unlikely. Can the bound in Proposition 8 be improved from $O(n^{4/3})$ to $O(n)$?

**Remark.** Note that the genericity assumption in Proposition 8 is on the sets $\Gamma_i$, not on their subsets. The analogue for concurrent sets of lines would be to require that the centers of concurrence are in generic position; this clearly does not prevent finding arbitrarily large subsets with dense intersection graphs.

**Extension to continuous sets of lines.** The constructions of Theorems 5 and 6 can be turned into continuous families of lines as follows.

First, we follow either construction up to the point where we have a family $\mathcal{L}$ of lines of $k + 1$ colors in $\mathbb{R}^{k+1}$ that is $k$-consistent, without colorful incidence, and where each color class is parallel. Consider a parameter $\epsilon > 0$, to be fixed later. For every $i$, we build a set $\mathcal{L}_i(\epsilon)$ by considering every line $\ell \in \mathcal{L}_i$ in turn, and adding to $\mathcal{L}_i$ every line $\ell'$ parallel to $\ell$ such that the distance between $\ell$ and $\ell'$ is most $\epsilon$. Note that for $\epsilon < 1/2$ the family $\mathcal{L}(\epsilon)$ is $k$-consistent and without colorful incidence.

Now, consider a generic projection $f: \mathbb{R}^{k+1} \to \mathbb{R}^d$ for the desired $d$. For any $\epsilon > 0$ the family $\mathcal{L}(\epsilon)$ is $k$-consistent. We observe that for $\epsilon > 0$ small enough, it also remains without colorful incidence. Let $\tau$ denote the minimum distance, in the projection, between a $k$-incidence and a line (of any color) not involved in that incidence. Every $k$-incidence in $\mathcal{L}$ gives rise, in $\mathcal{L}(\epsilon)$, to $k$ tubes that intersect in a bounded convex set $B$ of size $O(\epsilon)$. Choosing $\epsilon > 0$ such that the diameter of $f(B)$ is less than $\tau/2$ ensures that the corresponding family $f(\mathcal{L}(\epsilon))$ has no colorful incidence.

For a given family of colored lines $\mathcal{L}$ define the set $P_S$ to be the set of points incident to at least one line of each of the color classes in $S$; see Figure 1. Notice that in our examples, for each set $S$ of $k$ colors the set $P_S$ is highly disconnected. As mentioned in the introduction, Trager et al. [16] showed that if a family of sets of lines is $3$-consistent and for each $S$ of size $3$, the set $P_S$ is convex, then the whole family is consistent. An interesting open question is whether an analogue theorem holds if instead of convexity, we assume that for every set $S$ of size $k$, the set $P_S$ is sufficiently connected.

**5 Constructions with few lines**

The configurations constructed in Sections 2 and 3 have at least 32 lines per color. This is considerably larger than the sets of lines involved in some of the questions around consistency.
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that arise in computer vision. In the example of structure-from-motion mentioned in introduction, when the camera is central, every color class has only 5 to 7 lines. It turns out that for sufficiently small configurations, \( k \)-consistency does imply some colorful incidences:

\[ \text{Lemma 9.} \] Any 3-consistent colored set of lines \( \mathcal{L} = \mathcal{L}_1 \cup \mathcal{L}_2 \cup \mathcal{L}_3 \cup \mathcal{L}_4 \) in \( \mathbb{R}^d \) with \( |\mathcal{L}_1| = |\mathcal{L}_2| = |\mathcal{L}_3| = |\mathcal{L}_4| = 2 \) contains a colorful incidence.

\textbf{Proof.} Let us prove the case where \( d = 2 \); the general case follows by projecting onto a generic 2-plane. Let \( P_i \) denote the dual of \( \mathcal{L}_i \), and let \( P = P_1 \cup P_2 \cup P_3 \cup P_4 \). Assume, by contradiction, that \( \mathcal{L} \) contains no colorful incidence, \( \text{i.e.} \) that no line intersects every \( P_i \). Let \( P' = P_2 \cup P_3 \cup P_4 \) and let us apply a projective transform to map the points of \( P_i \) to the horizontal and vertical directions, respectively. We call a line that contains a point of each of \( P_2, P_3 \) and \( P_4 \) a rainbow line.

Since \( \mathcal{L} \) is 3-consistent, for any point \( x \in P \) and any choice of 2 other colors, there is a line through \( x \) that contains a point of each of these colors. Since \( \mathcal{L} \) has no colorful incidence, there must exist three horizontal lines and three vertical lines that intersect \( P' \), and each must contain exactly two points of \( P' \) of distinct colors. Moreover, no rainbow line can be horizontal or vertical. But this implies that out of the 9 intersections between horizontal and vertical lines, only 5 (the corners and the center) can be on a rainbow line. This contradicts \( |P'| = 6 \). \( \blacksquare \)

We prove here a slightly stronger lower bound:

\[ \text{Theorem 10.} \] Let \( \mathcal{L} = \mathcal{L}_1 \cup \mathcal{L}_2 \cup \mathcal{L}_3 \cup \mathcal{L}_4 \) be a 3-consistent colored set of lines in \( \mathbb{R}^3 \) with no colorful incidence and concurrent colors. If \( |\mathcal{L}| < 24 \), then \( \mathcal{L} \) is contained in a 2-plane.

\textbf{Sketch of proof.} We only outline our proof here and refer to [4] for the details. Assume, by contradiction, that \( \mathcal{L} \) is a configuration with all required properties and \( |\mathcal{L}| < 24 \).

We first argue that \( \mathcal{L} \) decomposes into a disjoint union of two colored sets of lines, each of which has 4 colors, is 3-consistent, has no colorful incidence, and has concurrent color classes. To do so, we consider the planes spanned by a line from the smallest color class, say \( \mathcal{L}_4 \), and the center of concurrence of another color class, say \( \mathcal{L}_2 \). The assumptions force every line of a color to intersect the lines of any other color in at least two points. This means that any such plane contains at least two lines of \( \mathcal{L}_1 \), so there are at most two planes. The same reason forces all lines from \( \mathcal{L}_2 \) to be contained in one plane or the other, and eventually the same goes for \( \mathcal{L}_3 \) and \( \mathcal{L}_4 \).

We then conclude by arguing that each of the subsets has at least 12 lines, forcing \( \mathcal{L} \) to have at least 24 lines. This is straightforward if every color class has size at least 3. We argue that if a color class has size two, then all other color classes must have size at least 4. \( \blacksquare \)

\textbf{Classification.} We also provide a characterization of 3-consistent, 4-colored sets of lines in \( \mathbb{R}^3 \) with no colorful incidence and 3 lines per color. Forgetting for a moment about colors, any such configuration must consist of 12 lines and 12 points, every point on 3 lines and every line through 3 points; in the classical tabulation of projective configurations, they are called \( (12_3) \) configurations. It turns out that there are 229 possible incidence structures meeting this description, and that every single one of them is realizable in \( \mathbb{R}^3 \) [9]. To analyze what happens when we add back the colors and the consistency assumption, we consider two special \( (12_3) \) configurations:
A Reye-type configuration is a configuration obtained by selecting 12 out of the 16 lines supporting the 12 edges and four long diagonals of a cube, in a way that produces a \((12)_3\) configuration.

A Desargues-type configuration is defined from six planes \(\Pi_1, \Pi_2, \ldots, \Pi_6\) in \(\mathbb{R}^3\) where (i) each of \(\{\Pi_1, \Pi_2, \ldots, \Pi_i\}\) and \(\{\Pi_1, \Pi_2, \Pi_3, \Pi_6\}\) is in general position, and (ii) \(\Pi_4, \Pi_5\) and \(\Pi_6\) intersect in a line. The configuration consists of all lines that are contained in exactly two planes.

Here is our classification:

**Theorem 11.** Let \(\mathcal{L} = L_1 \cup L_2 \cup L_3 \cup L_4\) be a 3-consistent colored set of lines in \(\mathbb{R}^3\) with no colorful incidence. If every color class has size 3, and \(\mathcal{L}\) is not contained in a 2-plane, then it is a Desargues-type or a Reye-type configuration colored as in Figure 2.

**Sketch of proof.** We only outline our proof here, and refer to [4] for the details. The hypothesis imply that every line must intersect the lines of any other color in at least two points. This essentially allows us to establish that every color class consists of lines that are either pairwise skew, or concurrent and not coplanar. This geometric restriction implies, in turn, that for \(i \neq j\), every line of \(L_i\) intersects exactly two lines of \(L_j\), and for any two lines of \(L_j\), there is exactly one line of \(L_i\) that intersects them both.

We use these two observations to reduce the sets of candidates for the incidence structure of the 12 lines. We fix a color class, say \(A = L_1\), and build a graph whose vertices are the 3-incidences involving a line of \(A\), and where two vertices form an edge if the corresponding incidences have a line in common. This graph can be checked to be one of two candidates:

![Graph](image)

This already determines all 3-incidences that involve \(L_1\). The rest follows by observing that if the lines of \(L_1\) are pairwise skew (resp. concurrent and not coplanar) then two lines in \(L_2 \cup L_3 \cup L_4\) that intersect the same pair (resp. different pairs) of lines of \(L_1\) cannot intersect outside of \(L_1\). We end up with only two possible incidence structures (up to isomorphism, and possibly relabeling):

\[
(I) : a_1b_2c_3 \quad a_1b_3d_2 \quad a_1c_2d_3 \quad b_1c_3d_2 \quad a_1b_2c_3 \quad a_1b_3d_2 \quad a_1c_2d_3 \quad b_1c_3d_1 \\
(II) : a_2b_3c_1 \quad a_2b_1d_3 \quad a_2c_1d_3 \quad b_2c_1d_3 \quad a_3b_1c_2 \quad a_3b_2d_1 \quad a_3c_1d_2 \quad b_3c_2d_3.
\]

Figure 2 gives non-planar realizations of both set of incidences. We argue that these are essentially the only realizations by choosing a particular subset of points of incidence, and showing that their coordinates determines the whole geometric realization. This last step amounts, in each case, to an incidence theorem in projective geometry similar to the classic theorems of Reye or Desargues.

---

The \((12_4 16_3)\) configuration of Reye consists of 12 points and 16 lines in \(\mathbb{R}^3\) such that every point is on 4 lines and every line contains 3 points; its realizations are projectively equivalent to the 16 lines supporting the 12 edges and four long diagonals of a cube, together with that cube’s vertices and center and the 3 points at infinity in the directions of its edges.
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Abstract
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1 Introduction

In knot theory, polynomial invariants are widely used to distinguish between different topological knots and links. Although they are powerful tools, these invariants are often difficult to compute: in particular, the one-variable Jones polynomial [10] and the stronger two-variable HOMFLY-PT polynomial [7, 20] are both \#P-hard to compute in general [8, 22].

Despite this, we can use parameterised complexity to analyse classes of knots and links for which these polynomials become tractable to compute. In the early 2000s, as a part of a larger work on graph polynomials, Makowsky showed that the Jones polynomial can be computed in polynomial time for links whose underlying 4-valent graphs have bounded treewidth [15] — in other words, the Jones polynomial is \textit{fixed-parameter tractable} with respect to treewidth.

A slew of other parameterised tractability results also appeared around this period for the Jones and HOMFLY-PT polynomials: parameters included the pathwidth of the underlying graph [16], the number of Seifert circles [16, 17], and the complexity of tangles in an algebraic presentation [16].

However, there was an important gap: it remained open as to whether the HOMFLY-PT polynomial is fixed-parameter tractable with respect to treewidth. This was dissatisfying because the HOMFLY-PT polynomial is both powerful and widely used, and the treewidth parameter lends itself extremely well to building fixed-parameter tractable algorithms, due to its strong connections to logic [4, 5] and its natural fit with dynamic programming.

The first major contribution of this paper is to resolve this open problem: we prove that computing the HOMFLY-PT polynomial of a link is fixed-parameter tractable with respect
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to treewidth (Theorem 8). Our proof gives an explicit algorithm; this is feasible to implement, and will soon be released as part of the topological software package Regina [1, 2].

Regarding practicality: fixed-parameter tractable algorithms are only useful if the parameter is often small, and in this sense treewidth is a useful parameter: the underlying graph is planar, and so the treewidth of an $n$-crossing link diagram is at worst $O(\sqrt{n})$ [14]. This is borne out in practice – for instance, a simple greedy computation using Regina shows that, for Haken’s famous 141-crossing “Gordian unknot”, the treewidth is at most 12. Since HOMFLY-PT is a topological invariant, one can also attempt to use local moves on a link diagram to reduce the treewidth of the underlying graph, and Regina contains facilities for this also. More generally, Makowsky and Mariño [16] describe various classes of knots and links for which the treewidth is bounded.

There are few explicit algorithms in the literature for computing the HOMFLY-PT polynomial in general: the most notable is Kauffman’s exponential-time skein-template algorithm [11], which forms the basis for our algorithm in this paper. Other notable algorithms are either designed for specialised inputs (e.g., Murakami et al.’s algorithm for 2-bridge links [18]), compute only portions of the HOMFLY-PT polynomial (e.g., Vertigan’s polynomial-time algorithm for computing the first coefficients [19]), or are practical but do not prove unqualified guarantees on their complexity [3, 9].

The second major result of this paper is to improve the worst-case running time for computing the HOMFLY-PT polynomial in the general case, with no bound on the treewidth. In particular, we prove the first sub-exponential running time for arbitrary links. This is a simple corollary that follows immediately from analysing our fixed-parameter tractable algorithm using the $O(\sqrt{n})$ bound on the treewidth of a planar graph.

Throughout this paper we assume that the input link diagram contains no zero-crossing components (i.e., unknotted circles that are disjoint from the rest of the link diagram), since otherwise the number of crossings is not enough to adequately measure the input size. Such components are easy to handle – each zero-crossing component multiplies the HOMFLY-PT polynomial by $(\alpha - \alpha^{-1})z^{-1}$, and so we simply compute the HOMFLY-PT polynomial without them and then adjust the result accordingly.

2 Background

A link is a disjoint union of piecewise linear closed curves embedded in $\mathbb{R}^3$; the image of each curve is a component of the link. A knot is a link with precisely one component. In this paper we orient our links by assigning a direction to each component.

A link diagram is a piecewise linear projection of a link onto the plane, where the only multiple points are crossings at which one section of the link crosses another transversely. The sections of the link diagram between crossings are called arcs. The number of crossings is often used as a measure of input size; in particular, an $n$-crossing link diagram can be encoded in $O(n \log n)$ bits without losing any topological information.

Figure 1 shows two examples: the first is a knot with 4 crossings and 8 arcs, and the second is a 2-component link with 5 crossings and 10 arcs.
Each crossing has a sign which is either positive or negative, according to the direction in which the upper strand passes over the lower; see Figure 2 for details. The writhe of a link diagram is the number of positive crossings minus the number of negative crossings (so the examples from Figure 1 have writhes 0 and $-1$ respectively).

In this paper we use two operations that change a link diagram at a single crossing. To switch a crossing is to move the upper strand beneath the lower, and to splice a crossing is to change the connections between the incoming and outgoing arcs; see Figure 3.

The $\text{HOMFLY-PT}$ polynomial of a link $L$ is a Laurent polynomial in the two variables $\alpha$ and $z$ (a Laurent polynomial is a polynomial that allows both positive and negative exponents). There are two different but essentially equivalent definitions of the HOMFLY-PT polynomial in the literature (the other is typically given as a polynomial in $\ell$ and $m$ [13]); we follow the same definition used by Kauffman [11].

A parameterised problem is a computational problem where the input includes some numerical parameter $k$. Such a problem is said to be fixed-parameter tractable if there is an algorithm with running time $O(f(k) \cdot \text{poly}(n))$, where $f$ is an arbitrary function and $n$ is the input size. A consequence of this is that, for any class of inputs whose parameter $k$ is universally bounded, the algorithm runs in polynomial time.

Treewidth is a common parameter for fixed-parameter tractable algorithms on graphs, and we discuss it in detail now. Throughout this paper, all graphs are allowed to be multigraphs; that is, they may contain parallel edges and/or loops.

▶ Definition 1 (Treewidth). Given a graph $\Gamma$ with vertex set $V$, a tree decomposition of $\Gamma$ consists of a tree $T$ and bags $\beta_i \subseteq V$ for each node $i$ of $T$, subject to the following constraints: (i) each $v \in V$ belongs to some bag $\beta_i$; (ii) for each edge of $\Gamma$, its two endpoints $v, w \in V$ belong to some common bag $\beta_i$; and (iii) for each $v \in V$, the bags containing $v$ correspond to a (connected) subtree of $T$.

The width of this tree decomposition is $\max |\beta_i| - 1$, and the treewidth of $\Gamma$ is the smallest width of any tree decomposition of $\Gamma$.

A consequence of the Lipton-Tarjan planar separator theorem [14] is that every planar graph on $n$ vertices has treewidth $O(\sqrt{n})$.

▶ Definition 2 (Rooted tree decomposition). Let $\Gamma$ be a graph. A rooted tree decomposition of $\Gamma$ is a tree decomposition where one bag is singled out as the root bag. We define children and parents in the usual way: for any adjacent bags $\beta, \beta'$ in the tree, if $\beta$ is closer in the tree to the root than $\beta'$ then we call $\beta'$ a child bag of $\beta$, and we call $\beta$ the (unique) parent bag of $\beta'$. A bag with no children is called a leaf bag.

More generally, we say that bag $\beta'$ is a descendant of bag $\beta$ if $\beta \neq \beta'$ and there is some sequence $\beta = \beta_0, \beta_1, \beta_2, \ldots, \beta_i = \beta'$ where each $\beta_i$ is the parent bag of $\beta_{i+1}$.
Definition 3 (Nice tree decomposition). Let \( \Gamma \) be a graph. A nice tree decomposition of \( \Gamma \) is a rooted tree decomposition with the following additional properties:

1. The root bag is empty.
2. Every leaf bag contains precisely one vertex.
3. Every non-leaf bag has either one or two child bags.
4. If a bag \( \beta_i \) has two child bags \( \beta_j \) and \( \beta_k \), then \( \beta_i = \beta_j = \beta_k \); we call \( \beta_i \) a join bag.
5. If a bag \( \beta_i \) has only one child bag \( \beta_j \), then either:
   - \( |\beta_i| = |\beta_j| + 1 \) and \( \beta_i \supset \beta_j \). Here we call \( \beta_i \) an introduce bag, and the single vertex in \( \beta_i \setminus \beta_j \) is called the introduced vertex.
   - \( |\beta_i| = |\beta_j| - 1 \) and \( \beta_i \subset \beta_j \). Here we call \( \beta_i \) a forget bag, and the single vertex in \( \beta_j \setminus \beta_i \) is called the forgotten vertex.

3 Kauffman’s skein-template algorithm

Kauffman’s skein-template algorithm works by building a decision tree. The leaves of this decision tree are obtained from the original link by switching and/or splicing some crossings. Each leaf is then evaluated as a Laurent polynomial, according to the number of components and the specific switches and/or splices that were performed, and these are summed to obtain the final HOMFLY-PT polynomial.

Our fixed-parameter tractable algorithm (described in Section 4) works by inductively constructing, aggregating and analysing small pieces of Kauffman’s decision tree. We therefore devote this section to describing Kauffman’s algorithm in detail, beginning with a description of the algorithm itself followed by a detailed example.

Algorithm 4 (Kauffman [11]). Let \( L \) be a link diagram with \( n \) crossings (and therefore \( 2n \) arcs). Then the following procedure computes the HOMFLY-PT polynomial of \( L \).

Arbitrarily label the arcs \( 1, 2, \ldots, 2n \). We build a decision tree by walking through the link as follows:

- Locate the lowest-numbered arc that has not yet been traversed, and follow the link along this arc in the direction of its orientation.
- Each time we encounter a new crossing that has not yet been traversed:
  - If we are passing over the crossing, then we simply pass through it and continue traversing the link.
  - If we are passing under the crossing, then we make a fork in the decision tree. On one branch we splice the crossing, and on the other branch we switch the crossing.
- Either way, we then pass through the crossing (following the splice if we made one) and continue traversing the link.
- Whenever we encounter a crossing for the second time – regardless of whether it was first seen on the over or under strand – we simply pass through it (again following the splice if we made one) and continue traversing the link.
- Whenever we return to an arc that has already been traversed (thus closing off a component of our modified link):
  - If there are still arcs remaining that have not yet been traversed, then we locate the lowest-numbered such arc and continue our traversal from there.
  - If every arc has now been traversed, then the resulting modified link becomes a leaf of our decision tree.

To each leaf of the decision tree, we assign the polynomial term \((-1)^t - z^t \alpha^{w_0} \delta^{c - 1}\), where:

- \( t \) is the number of splices that we performed on this branch of the decision tree;
- \( t_+ \) is the number of splices that we performed on negative crossings;
Figure 4  Running Kauffman’s skein-template algorithm

- $w$ is the writhe of the modified link, after any switching and/or splicing;
- $w_0$ is the writhe of the original link $L$, before any switching or splicing;
- $c$ is the number of components of the modified link;
- $\delta$ expands to the polynomial $(\alpha - \alpha^{-1})z^{-1}$.

The HOMFLY-PT polynomial of $L$ is then the sum of these polynomial terms over all leaves.

Note that different branches of the decision tree may traverse the arcs of the link in a different order, since each splice changes the connections between arcs; likewise, the modified links at the leaves of the decision tree may have different numbers of link components.

Example 5. Figure 4 shows the algorithm applied to the figure eight knot, as depicted at the root of the tree. The eight arcs are numbered 1–8; to help with the discussion we also label the four crossings $A$, $B$, $C$ and $D$, which have signs $+$, $-$, $-$ and $+$ respectively.

We begin at arc 1, and because we first encounter crossing $A$ on the upper strand, we leave it unchanged and move on to arc 2. For crossing $B$ we can either switch or splice, and in these cases the traversal continues to arc 3 or 8 respectively. The decision process continues as shown in the diagram, resulting in the four leaves $L_1$, $L_2$, $L_3$ and $L_4$.

Of particular note is the branch where we splice $B$ and then switch $D$. Here the traversal runs through arcs 1, 2 and 8, at which point it returns to arc 1, closing off a small loop. We now begin again at arc 3: this takes us through crossing $C$ (which we pass through because we see it first on the upper strand), then crossing $A$ (which we pass through because we are seeing it for the second time), then crossing $D$ (which we likewise pass through), and so on.
The polynomials assigned to the four leaves are shown below:

<table>
<thead>
<tr>
<th></th>
<th>t</th>
<th>t_</th>
<th>w</th>
<th>w - w_0</th>
<th>c</th>
<th>Poly.</th>
<th></th>
<th>t_</th>
<th>w</th>
<th>w - w_0</th>
<th>c</th>
<th>Poly.</th>
</tr>
</thead>
<tbody>
<tr>
<td>L_1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>$\alpha^2$</td>
<td>L_3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>L_2</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>2</td>
<td>$-z\alpha^{-1}\delta$</td>
<td>L_4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

This yields the final HOMFLY-PT polynomial

$$\alpha^2 - z^2\alpha^2 + (z^3\alpha - z\alpha^{-1})\delta = \alpha^2 - z^2\alpha^2 + (z^3\alpha - z\alpha^{-1})(\alpha - \alpha^{-1})z^{-1} = \alpha^2 + \alpha^{-2} - z^2 - 1.$$

**Theorem 6.** Kauffman’s skein-template algorithm computes the HOMFLY-PT polynomial of an $n$-crossing link in time $2^n \cdot \text{poly}(n)$.

**Proof.** The decision tree has $\leq 2^n$ leaves, since we only branch the first time we traverse each crossing (and even then, only if we first traverse the crossing from beneath, not above). All other operations are polynomial time, giving an overall running time of $2^n \cdot \text{poly}(n)$.

Although it requires exponential time, Kauffman’s algorithm can compute the HOMFLY-PT polynomial in polynomial space. This is because we do not need to store the entire decision tree—we can simply perform a depth-first traversal through the tree, making and undoing switches and splices as we go, and keep a running total of the polynomial terms for those leaves that we have encountered so far.

## 4 A fixed-parameter tractable algorithm

In this section we present an explicit algorithm to show that computing the HOMFLY-PT polynomial is fixed-parameter tractable in the treewidth of the input link diagram.

**Definition 7.** Let $L$ be a link diagram. The graph of $L$, denoted $\Gamma(L)$, is the directed planar 4-valent multigraph whose vertices are the crossings of $L$, and whose directed edges are the oriented arcs of $L$.

The first main result of this section, which resolves the open problem of the parameterised complexity of computing the HOMFLY-PT polynomial, is:

**Theorem 8.** Consider the parameterised problem whose input is a link diagram $L$, whose parameter is the treewidth of the graph $\Gamma(L)$, and whose output is the HOMFLY-PT polynomial of $L$. Then this problem is fixed-parameter tractable.

### 4.1 Algorithm overview

The remainder of Section 4 is devoted to proving Theorem 8. First, however, we give a brief overview of the algorithm and the difficulties that it must overcome.

Roughly speaking, our algorithm takes a nice tree decomposition of $\Gamma(L)$ and works from the leaf bags to the root bag. For each bag of the tree, we consider a range of possible “boundary conditions” for how a link traversal interacts with the bag, and for each set of boundary conditions we aggregate all “partial leaves” of Kauffman’s decision tree that satisfy them. We formalise these boundary conditions and their resulting aggregations using the notions of a configuration and evaluation respectively (Definitions 12 and 16).

This general pattern of dynamic programming over a tree decomposition is common for fixed-parameter tractable algorithms. The main difficulty that we must overcome is to keep the number of configurations polynomial in the number of crossings $n$. This difficulty arises
because the choices in Kauffman’s decision tree depend upon the order in which you traverse the crossings, and so each configuration must encode a starting arc for every connected portion of a link traversal in every “partial leaf” of the decision tree. Because a “partial leaf” could contain $O(n)$ disjoint portions of a traversal, each with $O(n)$ potential starting arcs, the resulting number of configurations would grow at a rate of $O(n^n)$, which is too large.

Our solution is the following. Recall that Kauffman’s algorithm uses an arbitrary ordering of the arcs of the link to determine the order in which we traverse arcs and make decisions (to pass through, switch and/or splice crossings). In our algorithm, we order the arcs using the tree decomposition – for each directed arc, we identify the forget bag in which its end crossing is forgotten, and we then order the arcs according to how close this forget bag is to the root of the tree. This makes the ordering of arcs inherent to the tree decomposition, and so we do not need to explicitly encode starting arcs in our configurations. This is enough to reduce the number of configurations at each bag to a function of the treewidth alone, with no dependency on $n$.

### 4.2 Properties of tree decompositions

We now make some small observations about tree decompositions of the graphs of links.

▶ **Definition 9.** Let $L$ be a link diagram, let $T$ be a rooted tree decomposition of $\Gamma(L)$, and let $\beta$ be any bag of $T$. For each crossing $c$ of $L$, we say that:
- $c$ is **unvisited** at $\beta$ if $c$ does not appear in either $\beta$ or any bags in the subtree rooted at $\beta$;
- $c$ is **current** at $\beta$ if $c$ appears in the bag $\beta$ itself;
- $c$ is **forgotten** at $\beta$ if $c$ does not appear in the bag $\beta$, but does appear in some bag in the subtree rooted at $\beta$.

Observe that the unvisited, current and forgotten crossings at $\beta$ together form a partition of all crossings of $L$.

▶ **Lemma 10.** Let $L$ be a link diagram, let $T$ be a rooted tree decomposition of $\Gamma(L)$, and let $\beta$ be any bag of $T$. Then no arc of $L$ can connect a crossing that is forgotten at $\beta$ with a crossing that is unvisited at $\beta$, or vice versa.

**Proof.** Let crossing $c$ be forgotten at $\beta$, and let crossing $d$ be unvisited at $\beta$. If there were an arc from $c$ to $d$ (or vice versa) then some bag of $T$ would need to contain both $c$ and $d$, by condition (ii) of Definition 1.

Since $c$ appears in a descendant bag of $\beta$ but not $\beta$ itself, condition (iii) of Definition 1 means that all bags containing $c$ must be descendant bags of $\beta$. However, since $d$ is unvisited, no bag containing $d$ can be a descendant bag of $\beta$, yielding a contradiction.

▶ **Lemma 11.** Let $L$ be a link diagram, let $T$ be a nice tree decomposition of $\Gamma(L)$, and let $c$ be any crossing of $L$. Then $T$ has a unique forget bag for which $c$ is the forgotten vertex.

**Proof.** Since the root bag of $T$ is empty, there must be some forget bag for which $c$ is the forgotten vertex. Moreover, since the bags containing $c$ form a subtree of $T$, there is only one bag that contains $c$ but whose parent does not – the root of this subtree.

### 4.3 Framework for the algorithm

We now define precisely the problems that we solve at each stage of the algorithm. Our first task is to define a configuration – that is, the “boundary conditions” that describe how a link traversal interacts with an individual bag of the tree decomposition.
Definition 12. Let $\mathcal{L}$ be a link diagram, let $T$ be a rooted tree decomposition of $\Gamma(\mathcal{L})$, and let $\beta$ be any bag of $T$. Then a configuration at $\beta$ is a sequence of the form $(a_1, b_1, a_2, b_2, \ldots, a_n, b_n)$, where:
1. Each $a_i$ is an outgoing arc from some crossing that is current at $\beta$, where the destination of this arc is a crossing that is either current or forgotten at $\beta$. Moreover, every such arc must appear as exactly one of the $a_i$.
2. Each $b_i$ is an incoming arc to some crossing that is current at $\beta$, where the source of this arc is a crossing that is either current or forgotten at $\beta$. Moreover, every such arc must appear as exactly one of the $b_i$.
3. If an arc of $\mathcal{L}$ connects two crossings that are both current at $\beta$, then by conditions 1 and 2, such an arc must appear as some $a_i$ and also as some $b_j$. In this case we also require that $i = j$.

We call each pair $a_i, b_i$ a matching pair of arcs in the configuration, and if $a_i = b_i$ (as in condition 3 above) then we call this a trivial pair.

Intuitively, each matching pair $a_i, b_i$ describes the start and end points of a “partial traversal” of the link (possibly after some switches and/or splices) that starts and ends in the bag $\beta$, and that only passes through forgotten crossings. By placing these endpoints in a sequence $a_1, b_1, \ldots, a_n, b_n$, we impose an ordering upon these “partial traversals” (which we will eventually use to order the traversal of arcs in Kauffman’s decision tree).

Lemma 13. Let $\mathcal{L}$ be a link diagram, let $T$ be a rooted tree decomposition of $\Gamma(\mathcal{L})$, and let $\beta$ be any bag of $T$. Then configurations at $\beta$ exist (i.e., the definition above can be satisfied). Moreover, then there are at most $(2|\beta|)!^2$ possible configurations at $\beta$.

Proof. To show that the definition can be satisfied, all we need to show is that the number of arcs from a current crossing to a current-or-forgotten crossing (i.e., the number of arcs $a_i$) equals the number of arcs from a current-or-forgotten crossing to a current crossing (i.e., the number of arcs $b_i$). This follows immediately from the fact that there are no arcs joining a forgotten crossing with an unvisited crossing (Lemma 10).

The number of configuration is a simple exercise in counting: there are exactly $|\beta|$ crossings current at $\beta$, each with exactly two outgoing and two incoming arcs. This yields at most $2|\beta|$ arcs $a_i$ and $2|\beta|$ arcs $b_j$, giving at most $(2|\beta|)!$ possible orderings of the $a_i$ and $(2|\beta|)!$ possible orderings of the $b_j$.

Our next task is to describe how we order the arcs in Kauffman’s decision tree in order to avoid having to explicitly track the start points of link traversals in our algorithm.

Definition 14. Let $\mathcal{L}$ be a link diagram, and let $T$ be a nice tree decomposition of $\Gamma(\mathcal{L})$.

Let $a_1, \ldots, a_{2m}$ be the directed arcs of $\mathcal{L}$. Let $c_i$ denote the crossing at the end of arc $a_i$, and let $\beta_i$ be the (unique) forget bag that forgets the crossing $c_i$.

A tree-based ordering of the arcs of $\mathcal{L}$ is a total order on the arcs $\{a_i\}$ that follows a depth-first ordering of the corresponding bags $\{\beta_i\}$. That is:
1. whenever $\beta_i$ is a descendant bag of $\beta_j$, we must have $a_j < a_i$;
2. for any two disjoint subtrees of $T$, all of the arcs whose corresponding bags appear in one subtree must be ordered before all of the arcs whose corresponding bags appear in the other subtree.

Essentially, this orders the arcs of $\mathcal{L}$ according to how close to the root of $T$ their ends are forgotten – arcs are ordered earlier when the crossings they point to are forgotten closer
to the root. There are many such possible orderings; for our algorithm, any one will do.\(^2\)

We now proceed to define an evaluation – that is, the aggregation that we perform for each configuration at each bag.

▶ Definition 15. Let \(L\) be a link diagram and let \(T\) be a nice tree decomposition of \(\Gamma(L)\). Fix a tree-based ordering \(<\) of the arcs of \(L\), and let \(\kappa = (a_1, b_1, a_2, b_2, \ldots, a_u, b_u)\) be a configuration at some bag \(\beta\).

A partial leaf for \(\kappa\) assigns one of the three tags \text{pass}, \text{switch} or \text{splice} to each forgotten crossing at \(\beta\), under the following conditions.

Consider (i) all the forgotten crossings of \(L\), after applying any switches and/or splices as described by the chosen tags; and (ii) all the arcs of \(L\) whose two endpoints are forgotten and/or current. These join together to form a collection of (i) connected segments of a link that start and end at current crossings and whose intermediate crossings are all forgotten; and (ii) closed components of a link that contain only forgotten crossings. We require that:

1. Each segment (as opposed to a closed component) must begin at some arc \(a_i\) and end at the matching arc \(b_i\).
2. Suppose we traverse the segments and closed components in the following order. First we traverse the segments in the order described by \(\kappa\) (i.e., the segment from \(a_1\) to \(b_1\), then from \(a_2\) to \(b_2\), and so on). Then we traverse the closed components according to the ordering \(<\): we find the closed component with the smallest arc according to \(<\) and traverse it starting at that arc; then we find the closed component with the smallest arc not yet traversed and traverse it from that arc; and so on.

Then the \text{pass}, \text{switch} and \text{splice} tags that we assign to each forgotten crossing must be consistent with Kauffman’s algorithm under this traversal. Specifically:

- If we encounter a forgotten crossing for the first time on the upper strand, then it must be marked \text{pass}.
- If we encounter a forgotten crossing for the first time on the lower strand, then it must be marked either \text{switch} or \text{splice}.

This definition appears complex, but in essence, a partial leaf for \(\kappa\) is simply a choice of operations on each forgotten crossing that could eventually be extended to a leaf of the decision tree in Kauffman’s original algorithm.

Note that the order of traversal in condition 2 is indeed consistent with Kauffman’s algorithm. The segments must be traversed before the closed components; this is because the segments will be extended and eventually closed off as the algorithm moves towards the root of the tree, and so the segments will eventually contain arcs that are smaller (according to \(<\)) than any of the arcs in the closed components in condition 2 above.

▶ Definition 16. Let \(L\) be a link diagram and let \(T\) be a nice tree decomposition of \(\Gamma(L)\). Fix a tree-based ordering \(<\) of the arcs of \(L\), and let \(\kappa\) be a configuration at some bag \(\beta\).

The evaluation of \(\kappa\) is a Laurent polynomial in the variables \(\alpha\), \(z\) and \(\delta\), obtained by summing the terms \((-1)^t - z\alpha^{w_0}\delta^{-1}\) over all partial leaves for \(\kappa\), where:

- \(t\) is the number of forgotten crossings marked \text{splice};
- \(t_-\) is the number of forgotten negative crossings marked \text{splice};

---

\(^2\) Different tree-based orderings share many common properties. For example, given any collection of arcs that are connected in \(\Gamma(L)\), all tree-based orderings share the same minimum arc in this collection. This is enough to ensure that different tree-based orderings will traverse the arcs and crossings of \(L\) in exactly the same order when running Kauffman’s algorithm.
$w$ is the number of forgotten positive crossings minus the number of forgotten negative crossings, where we ignore any crossings marked *splice* and we reverse the sign of any crossings marked *switch*;

$w_0$ is the writhe of the entire original link diagram $L$ (including all crossings);

$c$ is the number of closed components that contain only forgotten crossings, as described in condition 2 of Definition 15.

The structure of the algorithm itself is now simple: we move through the tree decomposition from the leaf bags to the root bag, and at each bag $\beta$ we compute the evaluation of all configurations at $\beta$.

This process eventually ends at the root bag, where we can show that the evaluation of the (unique) empty configuration encodes the HOMFLY-PT polynomial of the link $L$:

\begin{lemma}
Let $L$ be a link diagram and let $T$ be a nice tree decomposition of $\Gamma(L)$. Fix a tree-based ordering $<$ of the arcs of $L$.

Then there is only one configuration at the root bag of $T$ (which is the empty sequence). Moreover, if the evaluation of this configuration is the Laurent polynomial $Q(\alpha, z, \delta)$, then the HOMFLY-PT polynomial of $L$ is obtained by replacing $\delta$ with $(\alpha - \alpha^{-1})z^{-1}$. 
\end{lemma}

\begin{proof}
At the root bag, every crossing is forgotten; therefore no crossings are current and so the only configuration is the empty sequence. Call this $\kappa_0$.

Following Definition 15, we then see that the partial leaves for $\kappa_0$ are precisely the leaves of the decision tree in Kauffman’s skein-template algorithm, assuming that we order the arcs in Kauffman’s algorithm using our tree-based ordering $<$. Moreover, when evaluating $\kappa_0$, the terms $(-1)^{w}z^{c}w^{w_0}\delta^{c-1}$ that we sum are precisely the polynomials that we sum in Kauffman’s algorithm, with the exception that we keep $\delta$ as a separate variable instead of expanding it to $(\alpha - \alpha^{-1})z^{-1}$.

It follows that, if we take this evaluation and expand $\delta$ to $(\alpha - \alpha^{-1})z^{-1}$, then we obtain the same result as Kauffman’s algorithm, which is the HOMFLY-PT polynomial of $L$.
\end{proof}

4.4 Running the algorithm

Having defined the problems to solve at each bag, we can now describe the algorithm in full.

\begin{algorithm}
Suppose we are given a link diagram $L$ and a nice tree decomposition $T$ of $\Gamma(L)$. Then the following algorithm computes the HOMFLY-PT polynomial of $L$.

If $L$ contains any trivial twists – that is, arcs that run from a crossing back to itself – then we untwist them now. This preserves the topology of the link, and so does not change the HOMFLY-PT polynomial. If this produces any zero-crossing components then we also remove them – this does change the HOMFLY-PT polynomial (as explained in the introduction, we lose a factor of $(\alpha - \alpha^{-1})z^{-1}$), but we can simply adjust the result once the algorithm has finished by multiplying through by $(\alpha - \alpha^{-1})z^{-1}$ again.

Next, fix a tree-based ordering $<$ of the arcs of $L$.

Now, as described at the end of Section 4.3, we work through the bags of $T$ in order from leaves to root. At each bag $\beta$ we compute and store the evaluation of all configurations at $\beta$.

How we do this depends upon the type of the bag $\beta$.

If $\beta$ is a leaf bag:

In this case we have exactly one current crossing $c$, and every incoming and outgoing arc from $c$ connects it to an unvisited crossing. Therefore there is only one configuration (the empty sequence). Moreover, since there are no forgotten crossings at all, this configuration has an evaluation of $\alpha^{-w_0}\delta^{-1}$, where $w_0$ is the writhe of the entire input diagram $L$. 
\end{algorithm}
If $\beta$ is an introduce bag:

Let $c$ be the new crossing that is introduced in $\beta$, and let $\beta'$ be the child bag of $\beta$. Note that, by applying Lemma 10 to the bag $\beta'$, we see that each of the four arcs that meets $c$ must connect $c$ to either a current or unvisited crossing at $\beta$.

If all four of these arcs connect $c$ to an unvisited crossing at $\beta$, then the configurations at $\beta$ are precisely the configurations at $\beta'$. Moreover, since the forgotten crossings at $\beta'$ and $\beta$ are the same, it follows that the partial leaves and evaluation of each configuration will be identical at bags $\beta'$ and $\beta$, and so we can copy all of our computations from the child bag $\beta'$ directly to $\beta$ with no changes.

If one or more arcs connects $c$ to a current crossing at $\beta$, then each configuration $\kappa'$ at $\beta'$ gives rise to many configurations at $\beta$. Specifically, each such arc $a$ will appear as a new trivial pair $a_i = b_i = a$ in the sequence (see condition 3 of Definition 12). This pair may be inserted anywhere amongst the matching pairs from $\kappa'$; that is, we can extend the sequence $(a_1, b_1, \ldots, a_u, b_u)$ to $(a_1, b_1, \ldots, a_j, b_j, a, a, a_{j+1}, b_{j+1}, \ldots, a_u, b_u)$ for any insertion point $j$. As before, the partial leaves after this insertion are identical to the partial leaves for $\kappa'$, and so the evaluation of each such new configuration is identical to the evaluation of $\kappa'$.

If $\beta$ is a join bag:

Let $\beta_1$ and $\beta_2$ be the two child bags of $\beta$. We iterate through all pairs $(\kappa_1, \kappa_2)$ where each $\kappa_i$ is a configuration at $\beta_i$, and attempt to find “compatible” pairs that can be merged to form a configuration at $\beta$. Note that all forgotten crossings at $\beta_1$ will be unvisited at $\beta_2$, and all forgotten crossings at $\beta_2$ will be unvisited at $\beta_1$.

The only arcs that appear in the sequences for both $\kappa_1$ and $\kappa_2$ are those arcs whose endpoints are both current at $\beta$. By Definition 12, such arcs must appear as trivial pairs in both $\kappa_1$ and $\kappa_2$. Therefore, if these trivial pairs all appear in the same relative order in both $\kappa_1$ and $\kappa_2$, we can merge $\kappa_1$ and $\kappa_2$ to form a configuration at $\beta$ – in fact there are many ways to do this, since we can interleave the two sequences for $\kappa_1$ and $\kappa_2$ however we like as long as the matching pairs from each individual $\kappa_i$ are all kept in the same relative order.

Since the forgotten crossings for $\beta_1$ and $\beta_2$ are disjoint, we can combine any partial leaf for $\kappa_1$ with any partial leaf for $\kappa_2$ to form a partial leaf for the new configuration $\kappa$ at $\beta$. Therefore the evaluation of $\kappa$ is $e_1 \cdot e_2 \cdot \alpha^{\omega_0} \delta$, where each $e_j$ is the evaluation of $\kappa_j$. Here the extra factor of $\alpha^{\omega_0} \delta$ compensates for the fact that each polynomial term from Definition 16 includes a “constant factor” of $\alpha^{-\omega_0} \delta^{-1}$ which we inherit twice from $e_1$ and $e_2$.

If the trivial pairs for $\kappa_1$ and $\kappa_2$ do not appear in the same relative order in both sequences, then we cannot merge the two configurations to form a new configuration at $\beta$, and so we ignore this pair of configurations $(\kappa_1, \kappa_2)$ and move on to the next pair.

If $\beta$ is a forget bag:

Let $c$ be the crossing that is forgotten in $\beta$, and let $\beta'$ be the child bag of $\beta$. Once more we iterate through all configurations at $\beta'$; let $\kappa'$ be such a configuration.

We consider applying each of the tags pass, switch and splice to the forgotten crossing $c$. For consistency with Kauffman’s decision tree, we only allow the pass tag if the upper incoming arc into $c$ appears earlier in $\kappa'$ than the lower incoming arc into $c$ (which means we first encounter $c$ on the upper strand); likewise, we only allow the switch and splice tags if the lower incoming arc into $c$ appears earlier in $\kappa'$ than the upper incoming arc into $c$.

Having chosen a tag, we then attempt to convert $\kappa'$ into a new configuration $\kappa$ at $\beta$. This involves combining matching pairs of $\kappa'$ that connect with $c$ to reflect how the link traversal passes through the now-forgotten crossing $c$. There are two ways that this can be done:
Matching pairs on either side of \( c \) could be adjacent in \( \kappa' \). For instance, suppose we apply the \texttt{switch} tag. Then \( \kappa' \) could be of the form \( \ldots, a_i, b_i, a_{i+1}, b_{i+1}, \ldots \), where \( b_i \) is an incoming arc for \( c \) and \( a_{i+1} \) is the opposite outgoing arc for \( c \) (in the case of \texttt{splice}, \( a_{i+1} \) would need to be the adjacent outgoing arc instead). The new configuration \( \kappa \) would then be \( \ldots, a_i, b_{i+1}, \ldots \); here \((a_i, b_{i+1})\) becomes a new matching pair.

There could be a single matching pair in \( \kappa' \) that runs from \( c \) back around to itself. For instance, if we apply the \texttt{switch} tag then \( \kappa' \) could be of the form \( \ldots, a_i, b_i, \ldots \), where \( a_i \) is an outgoing arc for \( c \) and \( b_i \) is the opposite incoming arc (again, for \texttt{splice} we would need \( b_i \) to be the adjacent incoming arc instead). In this case, forgetting \( c \) will connect the two ends of the traversal segment from \( a_i \) to \( b_i \) to form a new closed link component, and the new configuration \( \kappa \) is obtained by deleting the pair \((a_i, b_i)\) from \( \kappa' \).

Note that we must combine \textit{two} pairs of matching pairs – one for each strand that passes through \( c \). If this cannot be done as described above (i.e., the relevant matching pairs are neither adjacent in \( \kappa' \) nor do they run from \( c \) back to itself), then we cannot apply our chosen tag to \( \kappa' \). In this case we just move to the next choice of tag for \( c \) and/or the next available configuration at \( \beta' \).

If we are able to use our chosen tag with \( \kappa' \), then we can use the evaluation of \( \kappa' \) to compute the evaluation of the new configuration \( \kappa \). We must, however, multiply by an appropriate factor to reflect how the partial leaves have changed, following Definition 16:

- if we chose \texttt{splice} then we must multiply by \( z \), and also by \(-1 \) if \( c \) is a negative crossing;
- if we \texttt{pass} a positive crossing or \texttt{switch} a negative crossing, we must multiply by \( \alpha \);
- if we \texttt{pass} a negative crossing or \texttt{switch} a positive crossing, we must multiply by \( \alpha^{-1} \);
- if we formed a new closed link component then we must multiply by \( \delta \).

Since \( \kappa \) is obtained by deleting and/or merging matching pairs from \( \kappa' \), it is possible that several different child configurations \( \kappa' \) could yield the same new configuration \( \kappa \). If this happens, we simply sum all of the resulting evaluations at \( \kappa \).

Once we have finished working through all the bags, we take the evaluation of the unique configuration at the root bag and expand \( \delta \) to \( (\alpha - \alpha^{-1})z^{-1} \) as described in Lemma 17. This yields the final HOMFLY-PT polynomial of \( \mathcal{L} \).

\begin{theorem}
If the nice tree decomposition in Algorithm 18 has \( O(n) \) bags and width \( k \), then the algorithm has running time \( O \left( (2k)!^4 \cdot \text{poly}(n) \right) \), where \( n \) is the number of crossings in the link diagram \( \mathcal{L} \).
\end{theorem}

\textbf{Proof}. Most of the operations in the algorithm are clearly polynomial time, and we do not discuss their precise complexities here. The only source of super-polynomial running time comes from the large number of configurations to process at each bag.

When processing a forget or introduce bag, Lemma 13 shows that there are \( \leq (2k)!^2 \) child configurations to process, requiring \( O \left( (2k)!^2 \cdot \text{poly}(n) \right) \) time in total. When processing a join bag, we iterate through \textit{pairs} of configurations \((\kappa_1, \kappa_2)\), and so the total processing time becomes \( O \left( (2k)!^4 \cdot \text{poly}(n) \right) \). Note that, although any individual pair \((\kappa_1, \kappa_2)\) could yield a super-polynomial number of new configurations \( \kappa \) (due to the many possible ways to merge configurations), these nevertheless contribute to a total number of configurations at the join bag which is still bounded by Lemma 13, and so the total processing time at a join bag remains no worse than \( O \left( (2k)!^4 \cdot \text{poly}(n) \right) \).

Algorithm 18 assumes that you already have a tree decomposition; however, finding one with the smallest possible width is an NP-hard problem [6]. We therefore extend our running time analysis to the more common case where only the link is given, and a tree decomposition is \textit{not} known in advance.
Corollary 20. Given a link diagram $\mathcal{L}$ with $n$ crossings whose graph $\Gamma(\mathcal{L})$ has treewidth $k$, it is possible to compute the HOMFLY-PT polynomial of $\mathcal{L}$ in time $O((8k)!^4 \cdot \text{poly}(n))$.

Proof. Cygan et al. [6] give an algorithm that can construct a tree decomposition with width $\leq 4k + 4$ and $n$ bags in time $O(8^k k^2 \cdot n^2)$. Kloks [12] then shows how to convert this into a nice tree decomposition in $O(n)$ time with the same width, and with $O(n)$ bags. Our corollary now follows by applying Theorem 19 with width $4k + 4$. Note that the running time from Theorem 19 dominates the preprocessing time required to build the tree decompositions.

Corollary 20 shows that computing the HOMFLY-PT polynomial is fixed-parameter tractable, thereby finally concluding the proof of Theorem 8, our first main result.

However, unlike Kauffman’s algorithm, our algorithm is not polynomial space, since it must store up to $(2k)!^2$ configurations and their evaluations at each bag.

We can now finish this paper with our second main result. Since the treewidth of a planar graph is $O(\sqrt{n})$, we can substitute $k = O(\sqrt{n})$ into Corollary 20 to yield the following:

Corollary 21. Given a link diagram $\mathcal{L}$ with $n$ crossings, it is possible to compute the HOMFLY-PT polynomial of $\mathcal{L}$ in time $e^{O(\sqrt{n} \cdot \log n)}$.

That is, it is possible to compute the HOMFLY-PT polynomial in sub-exponential time.
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Abstract

We examine volume computation of general-dimensional polytopes and more general convex bodies, defined as the intersection of a simplex by a family of parallel hyperplanes, and another family of parallel hyperplanes or a family of concentric ellipsoids. Such convex bodies appear in modeling and predicting financial crises. The impact of crises on the economy (labor, income, etc.) makes its detection of prime interest for the public in general and for policy makers in particular. Certain features of dependencies in the markets clearly identify times of turmoil. We describe the relationship between asset characteristics by means of a copula; each characteristic is either a linear or quadratic form of the portfolio components, hence the copula can be constructed by computing volumes of convex bodies.

We design and implement practical algorithms in the exact and approximate setting, we experimentally juxtapose them and study the tradeoff of exactness and accuracy for speed. We analyze the following methods in order of increasing generality: rejection sampling relying on uniformly sampling the simplex, which is the fastest approach, but inaccurate for small volumes; exact formulae based on the computation of integrals of probability distribution functions, which are the method of choice for intersections with a single hyperplane; an optimized Lawrence sign decomposition method, since the polytopes at hand are shown to be simple with additional structure; Markov chain Monte Carlo algorithms using random walks based on the hit-and-run paradigm generalized to nonlinear convex bodies and relying on new methods for computing a ball enclosed in the given body, such as a second-order cone program; the latter is experimentally
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1 Introduction

1.1 Financial context and motivation

Modern finance has been pioneered by Markowitz who set a framework to study choice in
portfolio allocation under uncertainty [29], and for which he was awarded the Nobel Prize in
economics (1990). Markowitz characterized portfolios by their return and their risk which is
defined as the variance of the portfolios’ returns. An investor would build a portfolio that
maximizes its expected return for a chosen level of risk. In the same way, by choosing a level
of expected return, an investor may construct a portfolio which minimizes risk. It has since
become common for asset managers to optimize their portfolio within this framework. And it
has led a large part of the empirical finance research to focus on the so-called efficient frontier
which is defined as the set of portfolios presenting the lowest risk for a given expected return.
Figure 1 (left panel) presents such an efficient frontier. The region on the left of the efficient
frontier represent the portfolios domain.

Interestingly, despite the fact that this framework considers the whole set of portfolios,
no attention has been given to the distribution of portfolios. Figure 1 (middle panel)
presents such distribution where 10.000.000 portfolios have been sampled as presented later
in Section 2.1. When comparing the contour of the empirical portfolios distribution, i.e. the
region over which at least one random portfolio lies, and the portfolio domain bounded by
the efficient frontier in Figure 1 (right panel), we observe that the density of portfolios along
the efficient frontier is dim and that most of the portfolios are located in a small region.

We also know from the financial literature that financial markets exhibit 3 types of
behavior. In normal times, stocks are characterized by slightly positive returns and a
moderate volatility, in up-market times (typically bubbles) by high returns and low volatility,
and during financial crises by strongly negative returns and high volatility, see e.g. [5] for
details. So, following Markowitz’ framework, in normal and up-market times, the stocks
and portfolios with the lowest volatility should present the lowest returns, whereas during
crises those with the lowest volatility should present the highest returns. These features, also
called “stylized facts” in the financial literature, motivate us to describe the time-varying
dependency between portfolios’ returns and volatility.

However this dependency is difficult to capture from the usual mean-variance represen-
tation, as in Figure 1 (middle panel), so we will rely on the copula representation of the
portfolios distribution. A copula is a bivariate probability distribution for which the marginal
probability distribution of each variable is uniform. As we following Markowitz’ framework,
The methods introduced here can be used to study other dependencies such as the momentum effect [23] which is implied by the dependencies of asset returns with their past returns.

The dependencies mentioned here are important because

- through the return/volatility dependency, the detection of crisis raises policy makers’ awareness and allows them to act accordingly with potentially large implications in citizens’ life (employment, wages, pensions, etc).
- the momentum, if persistent, questions the efficiency of financial markets, a strong assumption which still cannot be proven wrong.

Interestingly, the copulas can be computed over a single period of time making the information available as early as the sample allows. The copula for the momentum dependency can be computed over very short periods (even intra-daily). The copula for the return/volatility dependency requires the estimation of the stock returns variance-covariance matrix which
has to be estimated over a sufficiently large period of time to be reliable thus delaying the
detection of crisis.\footnote{Methods exist to estimate the stock returns variance-covariance matrix over short periods, see e.g. the range-based estimation method [5]. However they usually requires high-frequency data and are not widely used. These methods are beyond the scope of this paper.}

In the general case, the framework to describe the dependencies is as follows. First, as
the set of portfolios, we consider the canonical $d$-dimensional simplex $\Delta^d \subset \mathbb{R}^{d+1}$ where
each point represents a portfolio and $d + 1$ is the number of assets. The vertices represent
portfolios composed entirely of a single asset. The portfolio weights, i.e. fraction of investment
to a specific asset, are non-negative and sum to 1. This is the most common investment
set in practice today, as portfolio managers are typically forbidden from short-selling or
leveraging. Second, considering some asset characteristic $ac$ quantified by $C \in \mathbb{R}^{d+1}$, we
define a corresponding quantity $f_{ac}(\omega, C)$ for any portfolio $\omega \in \Delta^d$. For instance, considering
the vector of asset returns $R \in \mathbb{R}^{d+1}$, $\omega$ has the return $f_{ret}(\omega, R) = R^T \omega$. Then, we define
the cross-sectional score of a given portfolio $\omega^*$ as

$$\rho_{ac} = \frac{\text{vol}(\Delta^*)}{\text{vol}(\Delta^d)}, \quad \text{where } \Delta^* = \{ \omega \in \Delta^d : f(\omega, C) \leq f(\omega^*, C) \},$$

which corresponds to the share of portfolios with a return lower or equal to $R^* = R^T \omega^*$. This
score corresponds to the cumulative distribution function of $f_{ac}(\omega, C)$ where the portfolios
are uniformly distributed over the simplex. In the following, we consider the cases where $f_{ac}$
is a linear combination or a quadratic form of $C$. Finally, the relationship between two asset
characteristics $ac_1$ and $ac_2$ is presented in the form of a copula whose marginals are $\rho_{ac_1}$,
$\rho_{ac_2}$. In our applications, the asset characteristics considered are the assets’ returns and
variances, and their values correspond to a linear combination of the returns and a quadratic
form of the returns, respectively.

A copula is computed by slicing a simplex, i.e. the set of portfolios, along the asset
characteristics. Thus, these questions are formulated in terms of convex bodies defined by
intersecting simplices on one hand by a family of parallel hyperplanes and, on the other hand,
by another family of parallel hyperplanes in the linear case or a family of concentric ellipsoids
in the quadratic case. The latter case yields non-convex bodies between two ellipsoids.

### 1.2 Previous work

The cross-sectional score of portfolio returns has been introduced in [32] and it is estimated
by means of a quasi-Monte Carlo method. The applications have been limited in terms of
dimensions: the 30 DAX components and the 24 MSCI Netherlands components in [32],
the 35 components of the IBEX in [33]. This score has also been proposed in [4], for the
set of long/short equally weighted zero-dollar portfolios and whose estimation relying on
combinatorics and statistics is computationally limited to around 20 dimensions, and in [3]
where the focus was not on a precise score.

Given that volume computation of polytopes is $\#P$-hard for both V- and H-representations
[17] and no poly-time algorithm can achieve better than exponential error [18], the problem
is not expected to admit of an efficient deterministic algorithm in general dimension. Developing
algorithms for volume computation has received a lot of attention in the exact setting [7]. In
the approximate setting, following the breakthrough polynomial-time algorithm by random
walks [16], several algorithmic improvements ensued. The current best theoretical bounds
are in [26] and for polytope sampling in [27]. Interestingly, only two pieces of software offer
practical algorithms in high dimension: VolEsti, a public-domain C++ implementation that scales to a few hundred dimensions [19], based on the Hit-and-Run paradigm [28], and the Matlab implementation of [10], which seems competitive to VolEsti in very high dimensions. Sampling from non-convex bodies appears in experimental works, with very few methods offering theoretical guarantees, e.g. in star shaped bodies [9] or, more recently, in [1].

1.3 Our contribution

We design and implement the following different approaches for volume computation: Efficient sampling from the simplex and using rejection to approximate the target volume, which is fast but inaccurate for small volumes. Exact formulae of integrals of appropriate probability distribution functions, which are implemented for the case of a single hyperplane. Optimizing the use of Lawrence’s sign decomposition method, since the polytopes at hand are shown to be simple with extra structure; a major issue here is numerical instability. Extending state-of-the-art random walks, based on the hit-and-run paradigm, to convex bodies defined as the intersection of linear halfspaces and ellipsoids. The latter is experimentally generalized to non-convex bodies defined by two ellipsoids with same quadratic form, and accurate approximations are obtained under certain mild conditions.

Our randomized algorithms for volume approximation extend VolEsti, where the main problem to address is to compute the maximum inscribed ball of the convex body \( P \) a.k.a. Chebychev ball. This reduces to a linear program when \( P \) is a polytope. For a convex body defined by intersecting a polytope with \( k \) balls, the question becomes a second-order cone program (SOCP) with \( k \) cones. When interchanging input balls with ellipsoids, the SOCP yields a sufficiently good approximation of the Chebychev ball.

Our implementations are in C++, lie in the public domain (github), are based on CGAL, rely on Eigen for linear algebra, on Boost for random number generators, and experiment with two SOCP solvers for initializing random walks. Our software tools are general and of independent interest. They are applied to allow us to extend the computation of a portfolio score to up to 100 dimensions, thus doubling the size of assets studied in financial research. We thus provide a new description of asset characteristics dependencies. Our methods allow us to propose and to effectively compute a new indicator of financial crises, which is shown to correctly identify all past crises with which we experimented. More importantly, it allows us to establish that periods of momentum nearly never overlap with the crisis events, which is a new result in finance.

The rest of the paper is organized as follows. The next section presents the convex bodies that arise from our financial modeling; we overview methods for representing and uniformly sampling from the simplex. Section 3 considers volumes defined as the intersection of a simplex and one hyperplane or more hyperplanes, the latter being organized in at most two families of parallel hyperplanes. Section 4 studies convex and non-convex bodies defined as the intersection of a simplex and an ellipsoid. Implementations are discussed in Section 5, along with experiments. We conclude with current work and open questions. Figures, proofs and tables of experiments that do not fit here are included in the full version of the paper in [8].

2 Convex bodies and Financial modeling

We analyze real data consisting of regular interval (e.g. daily) returns of assets such as the constituents of the Dow Jones Stoxx 600 Europe (DJ600). These are points in real space of dimension \( d = 600 \), respectively: \( r_i = (r_{i,1}, \ldots, r_{i,d}) \in \mathbb{R}^d, \ i \geq 1. \)
We apply the methodology to a subset of assets drawn from the DJ 600 constituents. Since not all stocks are tracked for the full period of time, we select the 100 assets with the longest history in the index, and juxtapose:

- stock returns and stock returns covariance matrix over the same period to detect crises,
- stock returns and past stock returns to observe any momentum effect.

In financial applications, one considers compound returns over periods of \( k \) observations, where typically \( k = 20 \) or \( k = 60 \); the latter corresponds to roughly 3 months when observations are daily. Compound returns are obtained using \( k \) observations starting at the \( i \)-th one where the \( j \)-th coordinate corresponds to asset \( j \) and the component \( j \) of the new vector equals:

\[
(1 + r_{i,j})(1 + r_{i+1,j}) \cdots (1 + r_{i+k-1,j}) - 1, \quad j = 1, \ldots, d.
\]

This defines the normal vector to a family of parallel hyperplanes, whose equations are fully defined by selecting appropriate constants. The second family of parallel hyperplanes is defined similarly by using an adjacent period of \( k \) observations.

The covariance matrix of the stock returns is computed using the shrinkage estimator of [25], as it provides a robust estimate even when the sample size is short with respect to the number of assets. A covariance matrix \( C \) defines a family of ellipsoids centered at the origin \( 0 \in \mathbb{R}^d \) whose equations \( x^T C x = c \) are fully specified by selecting appropriate constants \( c \).

To compute the copulas, we determine constants defining hyperplanes and ellipsoids so that the volume between two consecutive such objects is 1% of the simplex volume. The former are determined by bisection using the Varsi’s exact formula. For ellipsoids \( E(x) = c_i \), we look for the \( c_i \)'s by sampling the simplex, then evaluating \( E(x) \) at each point. The values are sorted and the \( c_i \) selected so as to define intervals containing 1% of the values. Two consecutive ellipsoids intersecting the simplex and the family of parallel hyperplanes define a non-convex body for which we practically extend VolEsti algorithm.

The volume between two consecutive hyperplanes and two consecutive ellipsoids defines the density of portfolios whose returns and volatilities lie between the specified constants. We thus get a copula representing the distribution of the portfolios with respect to the portfolios returns and volatilities.

The main problem is to compute all the volumes that arise from the intersection of the two families with the unit simplex. We have to handle three types of full dimensional bodies and thus we develop or use existing methods for three different problems. The first is to compute the volume of the polytope defined by the intersection of the unit simplex with four hyperplanes which are pairwise parallel. The second arises when an ellipsoid intersects the unit simplex and a family of parallel hyperplanes. The third is to compute the volume of a non-convex body defined by the intersection of two concentric ellipsoids with a simplex and a family of parallel hyperplanes.

We develop and use four methods in total. The first (M1) is an exact formula for the volume defined by the intersection of simplex with a hyperplane. The second (M2 or s/r) is to sample the unit simplex and approximate all the volumes directly. The third method (M3) is the optimized Lawrence formula for simple polytopes and is used for the first problem.

---

4 The data used is from Bloomberg™. It is daily and ranges from 01/01/1990 to 31/11/2017.
5 This implies a survivor bias, but we use it to assess the effectiveness of the methodology. One would wish to keep 600 constituents, replacing the exiting stocks with the entering ones along the sample.
The fourth method (M4) is the generalization of the VolEsti algorithm to non-linear and non-convex bodies.

2.1 Simplex representation and sampling

This subsection sets the notation, surveys methods for uniform sampling of the simplex, and discusses their efficient implementation.

The d-dimensional simplex $\Delta^d \subset \mathbb{R}^{d+1}$ may be represented by barycentric coordinates $\lambda = (\lambda_0, \ldots, \lambda_d)$ s.t. $\sum_{i=0}^d \lambda_i = 1$, $\lambda_i \geq 0$. The points are $\sum_{i=0}^d \lambda_i v_i$, where $v_0, \ldots, v_d \in \mathbb{R}^d$ are affinely independent. It is convenient to use a full-dimensional simplex, by switching to Cartesian coordinates $x = (x_1, \ldots, x_d)$ using transformation $m_{bc} : \mathbb{R}^{d+1} \mapsto \mathbb{R}^d : \lambda \mapsto x = M(\lambda_1, \ldots, \lambda_n)^T + v_0$, where $M = [v_1 - v_0 \cdots v_d - v_0]$, is a $d \times d$ invertible matrix. The inverse transform is:

$$m_{cb} : \mathbb{R}^d \mapsto \mathbb{R}^{d+1} : x \mapsto \lambda = \begin{bmatrix} -1^T \\ I_d \end{bmatrix} M^{-1}(x - v_0) + \begin{bmatrix} 1 \\ 0_d \end{bmatrix},$$

where $0_d, 1_d$ are $d$-dimensional column vectors of 1’s and 0’s, respectively, and $I_d$ is the $d$-dimensional identity matrix.

A number of algorithms exist for sampling, where some have been rediscovered, while others contain errors; see the survey [37]. Let us start with a unit simplex in Cartesian coordinates. A $O(d \log d)$ algorithm is the following [12, 13, 34]: Generate $d$ distinct integers uniformly in $\{1, \ldots, K-1\}$, where $K$ is the largest representable integer. Sort them as follows: $x_0 = 0 < x_1 < \cdots < x_{d+1} = K$. Now $$(x_i - x_{i-1})/K, \ i = 1, \ldots, d,$$ defines a uniform point. Assuming we possess a perfect hash-function, the choice of distinct integers takes $O(d)$. For $d > 60$ we implement a variant of Bloom filter to guarantee distinctness.

A linear-time algorithm is given in [35], which is generally the algorithm of choice, although it is slower for $d < 80$: (1) Generate $d + 1$ independent unit-exponential random variables $y_i$ by uniformly sampling real value $x_i \in (0, 1)$ and setting $y_i = -\log x_i$, (2) Normalize the $y_i$’s by their sum $s = \sum_{i=0}^d y_i$, thus obtaining a uniformly distributed point $(y_0/s, \ldots, y_d/s)$ on the $d$-dimensional canonical simplex lying in $\mathbb{R}^{d+1}$, (3) Project this point along the $x_0$-axis to $(y_1/s, \ldots, y_d/s)$, which is a uniform point in the full-dimensional unit simplex.

To sample an arbitrary simplex, we can map sampled points from the unit simplex by transformation (1), which preserves uniformity. Due to applying the transformation, the complexity is $O(d^2)$ to generate a uniform point. The same complexity, though slower in practice, is achieved in [22].

Sampling could be used in to approximate all the volumes that arise when two families of parallel hyperplanes intersect with a simplex. One can sample the simplex and count the percentage of points in the region of interest (we call this method M2 or s/r). The complexity is $O(kd)$ to generate $k$ points. In the case of a family of $\ell$ parallel hyperplanes, all sample points are evaluated at the hyperplane linear polynomials in time $O(kd \ell)$. Given the $\ell$ constant terms characterizing the hyperplanes, for each point we perform a binary search so as to decide in which layer it lies. Hence the total complexity is $O(k \log \ell)$, which is dominated since $\ell \leq 100$ typically. Given a family of $\ell$ ellipsoids with same quadratic form intersecting a simplex, the method requires $O(kd^2 \ell^2)$ to evaluate all sample points and $O(k \log \ell)$ to assign them to layers.
3 Intersection with hyperplanes

This section considers computing the volume of the intersection of a simplex and one or more linear halfspaces. The most general case is to be given two families of parallel hyperplanes and consider all created polytopes. We assume that the simplex is given in V-representation, i.e. as a set of vertices, and the hyperplanes by their equations.

We can always transform the simplex to be a unit full-dimensional simplex with the origin as one vertex by the transformation of Section 2.1. The same transform applies to the hyperplanes, and volume ratios as preserved.

Surprisingly, there exist an exact, iterative formula for the volume defined by intersecting a simplex with a hyperplane. A geometric proof is given in [38], by subdividing the polytope into pyramids and, recursively, to simplices. We implement a somewhat simpler formula [2], into pyramids and, recursively, to simplices. We implement a somewhat simpler formula [2],

\[ \text{vol}(P) = \frac{1}{d!} \sum_v \frac{(c^Tv + q)^d}{\det(A(v)) \prod_{i=1}^d \gamma(v)_i} \]

The computational complexity is \( O(d^3n) \), where \( n \) is the number of vertices. We set \( q = 0 \) for simplicity in the implementation. The main drawback of Lawrence’s decomposition remains numerical instability when executed with floating point numbers, and high bit complexity, when executed over rational arithmetic. The latter is indispensable for \( d > 30 \) in our applications, because then numerical results become very unstable.

To compute the volume defined by the intersection of a simplex and two arbitrary hyperplanes, we exploit the fact that the simplex is unit in order to compute more effectively the determinants and the solutions of the linear system. The hardest case is when vertex \( v \) is defined by the two arbitrary hyperplanes \( H_a, H_b \), the supporting hyperplane \( H_0 : \sum_{i=1}^d x_i = 1 \), and \( d - 3 \) hyperplanes of the form \( H_i : x_i = 0 \). Then we could compute \( \gamma(v)_i, i = 1, \ldots, d \) by solving the linear system in \( O(d) \). The corresponding determinant is computed in \( O(1) \). For the number of vertices we show the Lemma below.

Lemma 1. Polytopes in H-representation, defined by intersecting the simplex with two arbitrary hyperplanes in \( \mathbb{R}^d \), have \( O(d^2) \) vertices, which are computed in \( O(1) \) each.

The proof of lemma 1 is given in [8]. Lawrence’s formula requires both H- and V-representation. In our setting, the H-representation is known, but the previous lemma allows us to obtain vertices as well.
Proposition 2. Let us consider polytopes defined by intersecting the simplex with two arbitrary hyperplanes. The total complexity of the Lawrence sign decomposition method, assuming that the H-representation is given, is $O(d^3)$.

The entire discussion extends to polytopes defined by two families of parallel hyperplanes. The matrices $A(v)$ remain of the same form because each vertex is incident to at most one hyperplane from each family.

4 Intersection with ellipsoids

This section considers more general convex bodies, defined as a finite, bounded intersection of linear and nonlinear halfspaces. For this, we extend the polynomial-time approximation algorithm in VolEsti [19] so as to handle nonlinear constraints. Our primary motivation here is computing the volume of the intersection of a simplex with an ellipsoid in general dimension.

4.1 Random walks

The method in [19] follows the Hit-and-Run algorithm in [28], and is based on an approximation algorithm in $O^*(d^5)$. It scales in a few hundred dimensions by integrating certain algorithmic improvements to the original method. We have to generalize the method because the input is not a polytope but a general convex body, while VolEsti works for $d$-polytopes. It suffices to solve two subproblems: Compute the maximum inscribed ball of the convex body a.k.a. Chebychev ball, and compute the intersection points of a line that crosses the interior of the convex body $P$ with the boundary of $P$.

The first problem is treated in the next subsection. For the second one, when the body is the intersection of linear and quadratic halfspaces, it suffices to solve systems of linear or quadratic equations. In our case where $P$ has few input hyperplanes we can optimize that procedure by transforming a base of our polytope to an orthonormal base thus obtaining very simple linear systems. Formally, every ray $\ell$ in Coordinate Direction Hit-and-Run is of the form $p + \lambda e_k$ and parallel to $d-1$ simplex facets. The roots of $\lambda^2 + 2\lambda p_k + |p|^2 - R^2$ define the intersection of a sphere with radius $R$, centered at the origin, and a coordinate direction ray $\ell$. If $C$ is the matrix of an ellipsoid centered at the origin its intersections with $\ell$ are roots of $C_{kk}x^2 + bx + c = 0$, where $b = 2C_{kk}p_k + 2\sum_{j=k+1}^{d} C_{kj}p_j + 2\sum_{i=0}^{k-1} C_{ik}p_i$ and $c = \sum_{i=0}^{d} C_{ii}p_i^2 + 2\sum_{j=i+1}^{d} C_{ij}p_ip_j$. Computing the roots, and keeping the largest negative and smallest positive $\lambda$ is quite fast.

In our application, there are non-convex bodies defined by the intersection of two parallel hyperplanes, two concentric ellipsoids and a simplex. We thus modify VolEsti in order to compute the non convex volume. We make two major changes. First, in ray shooting, we have to check whether one quadratic equation has only complex solutions, which implies the ray does not intersect the ellipsoid. For $\lambda$, we take the largest negative and the smallest positive root in every step as well. Second, for the initial interior point, we sample from the unit simplex and when we find a point inside the intersection we stop and use it for initialization. We define an inscribed ball with this center and radius equal to some small $\epsilon > 0$. We stop the algorithm when we find the first inscribed ball as described in the next subsection. So we can set $\epsilon$ sufficiently small so it always defines an inscribed ball in practice, but the enclosing ball is enough to run the algorithm and do not stop until we find an inscribed ball.
The method works fine for $d < 35$ using the same walk length and number of points as for the convex case, and has time complexity and accuracy competitive to running VolEsti on the convex set defined by one ellipsoid. For $d > 35$, the method fails to approximate volume for most of the cases. This should be due to inaccurate rounding bodies and the inscribed ball we define. Given these first positive results, various improvements are planned.

4.2 Chebychev ball

This section offers methods for computing a ball inside the given convex region. Ideally, this is the largest inscribed ball, aka Chebychev ball, but a smaller ball may suffice. Computing the Chebychev ball reduces to a linear program when $P$ is a polytope (p. 148 in [6]). For general convex regions, more general methods are proposed.

At the very least, one point must be obtained inside the convex region. When we do not have the Chebychev ball, an issue is that concentric balls with largest radii will again be entirely contained in the convex region, thus wasting time in the computation. In practice we use the one interior point as center of an enclosing ball, then reduce the radius until the first inscribed ball. To decide whether a given ball is inscribed, with high probability, we check whether all boundary points in Hit-and-Run belong to the sphere instead of any other constraint.

For a convex body that comes from intersecting a polytope with $k$ balls the problem becomes a Second-Order Cone Program (SOCP) with $k$ cones. However in our case we need to consider input ellipsoids. Assume that we transformed the ellipsoid to a ball $B' = \{ x' + u' : \|u'\| \leq r' \}$, and applied the same transformation to the simplex to have $a_i x \leq b_i$ for $i \in [d + 1], a_i \in \mathbb{R}^d, b_i \in \mathbb{R}$. The following SOCP computes the maximum ball $B = \{ x + u : \|u\| \leq r \}$ in the intersection of the simplex and $B'$:

$$\max \ r, \ \text{subject to:} \ a_i^T (x + u) + r \| a_i \| \leq b_i, \ |x' - x| \leq r' - r.$$  

There are several ways to solve SOCP’s such as to reformulate it to as a semidefinite program or perform a quadratic program relaxation. Moreover, since in our case we only have a single cone we could utilize special methods as in [20]. However, for our case it suffices to use the generic SOCP solver from [14] as it is very efficient; for a random simplex and ball, it takes 0.06 sec in $d = 100$ and $< 20$ sec in $d = 1000$, on Matlab using ecos and yalmip packages.

It is possible to apply the inverse transformation and get an inscribed ellipsoid, which is not necessarily largest possible. However we can use the maximum inscribed ball in that ellipsoid as an approximation of the Chebychev ball, by taking the center of that ellipsoid and the minimum eigenvalue of its matrix as the radius.

4.3 Portfolios’ variances expressed by ellipsoids

In our financial application, portfolios are points in the unit $d$-dimensional simplex $\Delta^d \subset \mathbb{R}^{d+1}$ defined as the convex hull of $v_0, \ldots, v_d \in \mathbb{R}^d$, where $v_i$ lies on the $i$-th axis. The simplex lies in hyperplane $\sum_{i=0}^d \lambda_i = 1$. To model levels of portfolios’ variances, a family of full-dimensional ellipsoids in $\mathbb{R}^{d+1}$, centered at the origin, is defined by the covariance matrix $C$ of asset returns. We wish to compute the volume of intersections of this family with the simplex and, moreover, with a family of hyperplanes on the simplex. Rejection sampling would work in this context, however methods employing random walks require a full-dimensional convex body. Given a full $(d + 1)$-dimensional ellipsoid $G : \lambda^T C \lambda - c \leq 0$ centered at the origin, where $C \in \mathbb{R}^{(d+1) \times (d+1)}$ is symmetric positive-definite, we compute the equation of
the ellipsoid defined \( G \cap \Delta^d \subset \mathbb{R}^d \), by imposing the constraint \( \sum_{i=0}^{d} \lambda_i = 1 \) by transform \( m_{cb} \) in expression (1), thus obtaining:

\[
(x - v_0)^T \left( M^{-T} \left[ -I_d \right] C \left[ \begin{array}{c} 1 \\ 0_d \end{array} \right] M^{-1} \right) (x - v_0) + A(x - v_0) = c',
\]

where the expression in parenthesis is the matrix defining the new \( d \)-dimensional ellipsoid in Cartesian coordinates, and \( A \in \mathbb{R}^{d \times d}, c' \in \mathbb{R} \) are obtained by direct calculation. Similarly the simplex maps to Cartesian coordinates.

5 Implementation and experiments

5.1 Implementation

Our implementations are in C++, lie in the public domain\(^7\), and are using CGAL and Eigen. All experiments of the paper have been performed on a personal computer with Intel Pentium G4400 3.30GHz CPU and 16GB RAM. Times are averaged over 100 runs. All the details of the experiments and the corresponding Tables are given in the full version of the paper in [8].

We test the following convex bodies: a \( d \)-simplex intersected with: (1) two arbitrary halfspaces, (2) two parallel halfspaces, (3) an ellipsoid, (4) two parallel halfspaces and two cocentric ellipsoids (non convex body).

In general, M1 is preferred when available. Method M2 is the fastest and scales easily to 100 dimensions, so it is expected to be useful for larger dimensions. However, for small volumes its accuracy degrades; sampling more points makes it slower than M4. The latter is thus the method of choice for volumes < 1% of the simplex volume, but it is not clear whether it would be fast beyond \( d = 100 \). Method M3 is useful, even for small volumes, but it cannot scale to \( d = 100 \) due to numerical instability; if we opt for exact computing, it becomes too slow.

5.2 Financial modeling with real data

When working with real data and in order to build the indicator, we wish to compare the densities of portfolios along the two diagonals. In normal and up-market times, the portfolios with the lowest volatility present the lowest returns and the mass of portfolios should be on the up-diagonal. During crisis the portfolios with the lowest volatility present the highest returns and the mass of portfolios should be on the down-diagonal. Thus, defining up- and down-diagonal bands, we construct the indicator as the ratio of the mass on down-diagonal band over the one on the up-diagonal band, discarding the intersection of the two. Figure 3 illustrates the way the indicator is built.

In the following, the indicator is computed using copulas estimated using the sampling method, drawing 500,000 points. Computing the indicator over a rolling window of \( k = 60 \) days and with a band of \( \pm 10\% \) with respect to the diagonal, we report in Table 1 all the periods over which the indicator is greater than 1 for more than 60 days. The periods should be more than 60 days to avoid the detection of isolated events whose persistence is only due to the auto-correlation implied by the rolling window.

We compare these results with the database for financial crises in European countries proposed in [15], and the longest periods found with the indicator coincide to crisis. The first

\(^7\) https://github.com/TolisChal/volume_approximation
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(a) Diagonal bands considered to build the indicator. (b) Returns/variance relationship on the 1st September 1999. (c) Returns/variance relationship on the 1st September 2000.

Figure 3 Illustration of the indicator. Panel (a): diagonal bands. Panels (b) and (c): copulas obtained during the dot-com bubble and at the beginning of the bubble burst, respectively. Blue=low density of portfolios, yellow=high density of portfolios.

crisis (from May 1990 to Dec. 1990) corresponds to the early 90’s recession, the second one (from May 2000 to May 2001) to the dot-com bubble burst, the third one (from Oct. 2001 to Apr. 2002) to the stock market downturn of 2002, and the fourth one (from Dec. 2007 to Aug. 2008) to the sub-prime crisis. The remaining periods are shorter and correspond to periods of financial turmoil. They were not officially recognized as financial crisis.

Regarding the momentum effect, i.e. the effect of the compound returns of the last 60 days on the following 60-day compound returns. We observe that there were only 10 events of lasting momentum effect, mostly around the 1998-2004 period. We remark that they nearly never overlap with the crisis events, with the exception of the end of 2011. To the authors’ knowledge, this last result is new in finance. Indeed, following the recommendations in [23], most of the literature focuses on the coincidence of momentum periods with economic crisis with inconclusive results, see e.g. [21] and [36]. By contrast, very few focus on its coincidence with financial crisis, probably because of the lack of financial crisis dating. Notably [11] find that momentum crash periods occur after the market has fallen, and when volatility is high and the market is recovering, i.e. at the end of a financial crisis. These two results are consistent.

6 Conclusion and future work

Since runtimes are very reasonable, we plan to extend our study to larger subsets of assets of DJ 600 and eventually the whole index in $d = 600$. Another extension is to consider polytopes defined by intersections of both families of parallel hyperplanes and the family of ellipsoids, thus creating 3-D diagrams of dependencies, which have never been studied in finance: one difficulty is to model the outcome since visualization becomes intricate.

An obvious enhancement is to parallelize our algorithms, which seems straightforward. Some other challenges are to obtain theoretical guarantees for the sampling-rejection methods and to extend the volume formula to the intersection with a ellipsoid. In [31], they propose a method to approximate the distribution $f$ of quadratic forms in gamma random variables which is a similar problem to that in [30] (Section 3). It consists in fitting $f$ with a generalized gamma distribution by matching its first 3 moments with those of $f$ and to adjust the distribution with a polynomial in order to fit the higher moments. To get an approximation with a polynomial of degree $k$, the method requires the first $2k$ moments.
Table 1 Phases of crisis (a) and momentum effect (b) detected with the indicator.

<table>
<thead>
<tr>
<th>Start date</th>
<th>End date</th>
<th>Duration (days)</th>
<th>Start date</th>
<th>End date</th>
<th>Duration (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>08-Apr-1996</td>
<td>24-Jul-1996</td>
<td>77</td>
<td>08-Nov-1999</td>
<td>04-Apr-2000</td>
<td>105</td>
</tr>
<tr>
<td>20-Dec-2007</td>
<td>04-Aug-2008</td>
<td>157</td>
<td>(b) All periods over which the momentum indicator is greater than one for more than 60 days.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30-Nov-2015</td>
<td>03-Mar-2016</td>
<td>66</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(a) All periods over which the return/volatility indicator is greater than one for more than 60 days.

In the case of a quadratic form in $d$ random variables, the moment of order $m$ is obtained by a sum over all the partitions of $m$ into $d^2$ terms. The number of partitions makes the computation of moments challenging even for $d \geq 5$.
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Abstract

For many algorithms dealing with sets of points in the plane, the only relevant information carried by the input is the combinatorial configuration of the points: the orientation of each triple of points in the set (clockwise, counterclockwise, or collinear). This information is called the order type of the point set. In the dual, realizable order types and abstract order types are combinatorial analogues of line arrangements and pseudoline arrangements. Too often in the literature we analyze algorithms in the real-RAM model for simplicity, putting aside the fact that computers as we know them cannot handle arbitrary real numbers without some sort of encoding. Encoding an order type by the integer coordinates of a realizing point set is known to yield doubly exponential coordinates in some cases. Other known encodings can achieve quadratic space or fast orientation queries, but not both. In this contribution, we give a compact encoding for abstract order types that allows efficient query of the orientation of any triple: the encoding uses $O(n^2)$ bits and an orientation query takes $O(\log n)$ time in the word-RAM model with word size $w \geq \log n$. This encoding is space-optimal for abstract order types. We show how to shorten the encoding to $O(n^2(\log \log n)^2/\log n)$ bits for realizable order types, giving the first subquadratic
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encoding for those order types with fast orientation queries. We further refine our encoding to attain $O(\log n / \log \log n)$ query time at the expense of a negligibly larger space requirement. In the realizable case, we show that all those encodings can be computed efficiently. Finally, we generalize our results to the encoding of point configurations in higher dimension.
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1 Introduction

At SoCG’86, Chazelle asked [29]:

“How many bits does it take to know an order type?”

This question is of importance in Computational Geometry for the following two reasons: First, in many algorithms dealing with sets of points in the plane, the only relevant information carried by the input is the combinatorial configuration of the points given by the orientation of each triple of points in the set (clockwise, counterclockwise, or collinear) [18]. Second, computers as we know them can only handle numbers with finite description and we cannot assume that they can handle arbitrary real numbers without some sort of encoding. The study of robust algorithms is focused on ensuring the correct solution of problems on finite precision machines. Chapter 41 of The Handbook of Discrete and Computational Geometry is dedicated to this issue [41].

The (counterclockwise) orientation $\nabla(p, q, r) \in \{-, 0, +\}$ of a triple of points $p, q,$ and $r$ with coordinates $(x_p, y_p), (x_q, y_q),$ and $(x_r, y_r)$ is the sign of the determinant

$$\begin{vmatrix} 1 & x_p & y_p \ 1 & x_q & y_q \ 1 & x_r & y_r \end{vmatrix}.$$ 

Given a set of $n$ labeled points $P = \{p_1, p_2, \ldots, p_n\}$, we define the order type of $P$ to be the function $\chi: [n]^3 \rightarrow \{-, 0, +\}: \{a, b, c\} \mapsto \nabla(p_a, p_b, p_c)$ that maps each triple of point labels to the orientation of the corresponding points, up to isomorphism. A great deal of the literature in computational geometry deals with this notion [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 19, 20, 21, 22, 25, 26, 27, 28, 29, 30, 32, 33, 34, 36, 37, 38, 39]. The order type of a point set has been further abstracted into combinatorial objects known as (rank-three) oriented matroids [21]. The chirotope axioms define consistent systems of signs of triples [12]. From the topological representation theorem [13], all such abstract order types correspond to pseudoline arrangements, while, from the standard projective duality, order types of point sets correspond to straight line arrangements. See Chapter 6 of The Handbook for more details [38].

When the order type of a pseudoline arrangement can be realized by an arrangement of straight lines, we call the pseudoline arrangement stretchable. As an example of a nonstretchable arrangement, Levi gives Pappus’s configuration where eight triples of concurrent straight lines force a ninth, whereas the ninth triple cannot be enforced by pseudolines [33] (see Figure 1). Ringel shows how to convert the so-called “non-Pappus” arrangement of Figure 1 (b)
to a simple arrangement while preserving nonstretchability [39]. All arrangements of eight or fewer pseudolines are stretchable [24], and the only nonstretchable simple arrangement of nine pseudolines is the one given by Ringel [37]. More information on pseudoline arrangements is available in Chapter 5 of The Handbook [23].

Figure 1 shows that not all pseudoline arrangements are stretchable. Indeed, most are not: there are $2^{\Theta(n^2)}$ abstract order types [19] and only $2^{\Theta(n \log n)}$ realizable order types [9, 27]. This discrepancy stems from the algebraic nature of realizable order types, as illustrated by the main tool used in the upper bound proofs (the Milnor-Thom Theorem [35, 40]).

Information theory implies that we need quadratic space for abstract order types whereas we only need linearithmic space for realizable order types. Hence, storing all $\binom{n}{3}$ orientations in a lookup table seems wasteful. Another obvious idea for storing the order type of a point set is to store the coordinates of the points, and answer orientation queries by computing the corresponding determinant. While this should work in many practical settings, it cannot work for all point sets. Perles’s configuration shows that some configuration of points, containing collinear triples, forces at least one coordinate to be irrational [31](see Figure 2). Order types of points in general position can always be represented by rational coordinates. It is well known, however, that some configurations require doubly exponential coordinates, hence coordinates with exponential bitsizes if represented in the normal way [30].

Goodman and Pollack defined $\lambda$-matrices which can encode abstract order types using $O(n^2 \log n)$ bits [25]. They asked if the space requirements could be moved closer to the information-theoretic lower bounds. Felsner and Valtr showed how to encode abstract order types optimally in $O(n^2)$ bits via the wiring diagram of their corresponding allowable sequence [19, 20] (as defined in [22]). Aloupis et al. gave an encoding of size $O(n^2)$ that can be computed in $O(n^2)$ time and that can be used to test for the isomorphism of two

---

**Figure 1** Pappus’s configuration.

**Figure 2** Perles’s configuration.
distinct point sets in the same amount of time [10]. However, it is not known how to decode
the orientation of one triple from any of those encodings in, say, sublinear time. Moreover,
since the information-theoretic lower bound for realizable order types is only \( \Omega(n \log n) \), we
must ask if this space bound is approachable for those order types while keeping orientation
queries reasonably efficient.

**Our results**

In this contribution, we are interested in compact encodings for order types: we wish to
design data structures using as few bits as possible that can be used to quickly answer
orientation queries of a given abstract or realizable order type. In Section 2, we give the first
optimal encoding for abstract order types that allows efficient query of the orientation of any
triple: the encoding is a data structure that uses \( O(n^2) \) bits of space with queries taking
\( O(\log n) \) time in the word-RAM model with word size \( w \geq \log n \). Our encoding is far from
being space-optimal for realizable order types. We show that its construction can be easily
tuned to only require \( O(n^2(\log \log n)^2 / \log n) \) bits in this case. In Section 3, we further refine
our encoding to reduce the query time to \( O(\log n / \log \log n) \). In the realizable case, we give
quadratic upper bounds on the preprocessing time required to compute an encoding in the
real-RAM model. In the full version of the paper, we generalize our encodings for chirotopes
of point sets in higher dimension [15].

Our data structure is the first subquadratic encoding for realizable order types that
allows efficient query of the orientation of any triple. It is not known whether a subquadratic
constant-degree algebraic decision tree exists for the related problem of deciding whether a
point set contains a collinear triple. Any such decision tree would yield another subquadratic
encoding for realizable order types. We see the design of compact encodings for realizable
order types as a subgoal towards subquadratic nonuniform algorithms for this related problem,
a major open problem in Computational Geometry. Note that pushing the preprocessing
time below quadratic would yield such an algorithm.

2 Encoding order types via hierarchical cuttings

To make our statements clear, we use the following definition:

**Definition 1.** For fixed \( k \) and given a function \( f : [n]^k \rightarrow [O(1)] \), we define a \((S(n), Q(n))\)-
encoding of \( f \) to be a string of \( S(n) \) bits such that, given this string and any \( t \in [n]^k \), we can
compute \( f(t) \) in \( Q(n) \) query time in the word-RAM model with word size \( w \geq \log n \).

In this section, we use this definition with \( f \) being some order type,\(^5 \) \( k = 3 \) and the codomain
of \( f \) being \( \{-, 0, +\} \). For the rest of the discussion, we assume the word-RAM model with
word size \( w \geq \log n \) and the standard arithmetic and bitwise operators. We prove our main
theorems for the two-dimensional case:

**Theorem 2.** All abstract order types have an \((O(n^2), O(\log n))\)-encoding.

**Theorem 3.** All realizable order types have an \((O(\frac{w^2(\log \log n)^2}{\log n}), O(\log n))\)-encoding.

\(^5\) Technically, we encode the orientation predicate of some realizing arrangement of the order type and
skip the isomorphism. If desired, a canonical labeling of the arrangement can be produced in \( O(n^2) \) time for abstract and realizable order types [10].
Theorem 4. In the real-RAM model and the constant-degree algebraic decision tree model, given $n$ real-coordinate input points in $\mathbb{R}^2$ we can compute the encoding of their order type as in Theorems 2 and 3 in $O(n^2)$ time.

For instance, Theorem 3 implies that for any set of points $\{p_1, p_2, \ldots, p_n\}$, there exists a string of $O(n^2(\log \log n)^2/\log n)$ bits such that given this string and any triple of indices $(a, b, c) \in [n]^3$ we can compute the value of $\chi(a, b, c) = \nabla(p_a, p_b, p_c)$ in $O(\log n)$ time.

Throughout the rest of this paper, we assume that we can access some arrangement of lines or pseudolines that realizes the order type we want to encode. We thus exclusively focus on the problem of encoding the order type of a given arrangement. This does not pose a threat against the existence of an encoding. However, we have to be more careful when we bound the preprocessing time required to compute such an encoding. This is why, in Theorem 4, we specify the model of computation and how the input is given.

Hierarchical cuttings

We encode the order type of an arrangement via hierarchical cuttings as defined in [16]. A cutting in $\mathbb{R}^d$ is a set of (possibly unbounded and/or non-full dimensional) constant-complexity cells that together partition $\mathbb{R}^d$. A $1/r$-cutting of a set of $n$ hyperplanes is a cutting with the constraint that each of its cells is intersected by at most $n/r$ hyperplanes. There exist various ways of constructing $1/r$-cuttings of size $O(r^d)$. Those cuttings allow for efficient divide-and-conquer solutions to many geometric problems. The hierarchical cuttings of Chazelle have the additional property that they can be composed without multiplying the hidden constant factors in the big-oh notation. In particular, they allow for $O(n^d)$-space $O(\log n)$-query $d$-dimensional point location data structures (for constant $d$). In the plane, hierarchical cuttings can be constructed for arrangement of pseudolines with the same properties.

Idea

We want to preprocess $n$ pseudolines $\{\ell_1, \ell_2, \ldots, \ell_n\}$ in the plane so that, given three indices $a$, $b$, and $c$, we can compute their orientation, that is, whether the intersection $\ell_a \cap \ell_b$ lies above, below or on $\ell_c$. Our data structure builds on cuttings as follows: Given a cutting $\Xi$ and the three indices, we can locate the intersection of $\ell_a$ and $\ell_b$ with respect to $\Xi$. The location of this intersection is a cell of $\Xi$. The next step is to decide whether $\ell_c$ lies above, lies below, contains or intersects that cell. In the first three cases, we are done. Otherwise, we can answer the query by recursing on the subset of pseudolines intersecting the cell containing the intersection. We build on hierarchical cuttings to solve all subproblems efficiently.

Intersection location

When the $\ell_a$ are straight lines, locating the intersection $\ell_a \cap \ell_b$ in $\Xi$ is trivial if we know the real parameters of $\ell_a$ and $\ell_b$ and of the descriptions of the subcells of $\Xi$. However, in our model we are not allowed to store real numbers. To circumvent this annoyance, and to handle arrangements of pseudolines, we make a simple observation illustrated by Figure 3.

Observation 5. Two pseudolines $\ell_a$ and $\ell_b$ intersect in the interior of a full-dimensional cell $C$ if and only if each pseudoline properly intersects the boundary of $C$ exactly twice and their intersections with its boundary alternate.
This gives us a way to encode the location of the intersection of \( \ell_a \) and \( \ell_b \) in \( \Xi \) using only bits. For an arrangement of pseudolines, we use the standard vertical decomposition to construct a hierarchical cutting, which guarantees that a pseudoline intersects a cell boundary at most twice. For an arrangement of lines, we can use the standard bottom-vertex triangulation instead, which allows us to generalize our results to higher dimensions [15]. In the plane, the bottom-vertex triangulation partitions the space into triangular cells. We define the cyclic permutation of a full-dimensional cell \( C \) and a finite set of pseudolines \( L \) to be the finite sequence of properly intersecting pseudolines from \( L \) encountered when walking along the boundary of \( C \) in clockwise or counterclockwise order, up to rotation and reversal.

Note that non-full-dimensional cells are easier to encode. For a 0-dimensional cell and a pseudoline, we store whether the pseudoline lies above, lies below, or contains the 0-dimensional cell. For a 1-dimensional cell, a pseudoline could also intersect the interior of the cell, but in only one point. The intersections with that cell define an (acyclic) permutation with potentially several intersections at the same position. This information suffices to answer location queries for those cells, and the space taken is not more than that necessary for full-dimensional cells. When two pseudolines intersect in a 1-dimensional cell or contain the same 0-dimensional cell, they appear simultaneously in the cyclic permutation of an adjacent 2-dimensional cell if they intersect its interior. If that is the case, the location of the intersection of those two pseudolines in the cutting is the non-full-dimensional cell. A constant number of bits can be added to the encoding each time we need to know the dimension of the cell we encode.

**Encoding**

Given \( n \) pseudolines in the plane and some fixed parameter \( r \), compute a hierarchical \( \frac{1}{r} \)-cutting of those pseudolines. This hierarchical cutting consists of \( \ell \) levels labeled 0, 1, \ldots, \( \ell - 1 \). Level \( i \) has \( O(r^{2i}) \) cells. Each of those cells is further partitioned into \( O(r^2) \) subcells. The \( O(r^{2(i+1)}) \) subcells of level \( i \) are the cells of level \( i + 1 \). Each cell of level \( i \) is intersected by at most \( \frac{n}{r^{2i+1}} \) pseudolines, and hence each subcell is intersected by at most \( \frac{n}{r^{2i+2}} \) pseudolines.

We compute and store a combinatorial representation of the hierarchical cutting as follows: For each level of the hierarchy, for each cell in that level, for each pseudoline intersecting that cell, for each subcell of that cell, we store two bits to indicate the location of the pseudoline with respect to that subcell, that is, whether the pseudoline lies above (00), lies below (01)
or intersects the interior of that subcell (10). When a subcell is non-full-dimensional, we use another value (11) when the pseudoline contains the subcell. When a pseudoline intersects the interior of a 2-dimensional subcell, we also store the two indices of the intersections of that pseudoline with the subcell in the cyclic permutation associated with that subcell, beginning at an arbitrary location in, say, clockwise order. If the intersected subcell is 1-dimensional instead, we store the index of the intersection in the acyclic permutation associated with that subcell, beginning at an arbitrary endpoint. If two pseudolines intersect in the interior of a 1-dimensional subcell or on the boundary of a 2-dimensional subcell, they share the same index in the associated permutation.

This representation takes $O(\frac{n}{\tau^2} + \frac{n}{\tau^3} \log \frac{n}{\tau^4})$ bits per subcell of level $i$ by storing for each pseudoline its location and, when needed, the permutation indices of its intersections with the subcell. For each of the $\lambda = O(\frac{n^2}{\tau^4})$ subcells of the last level of the hierarchy we store a pointer to a lookup table of size $\tau = O(t^3)$ that allows to answer the query of the orientation of any triple of pseudolines intersecting that subcell. The number $t = \frac{n}{\tau}$ denotes an upper bound on the number of pseudolines intersecting each of those subcells.

Storing the permutation at each subcell would suffice to answer all queries that do not reach the last level of the hierarchy. However, to get fast queries, we need to have access to all bits belonging to a given pseudoline without having to read the bits of the others. Using the Zone Theorem ([11, 17, 23]), and the fact that hierarchical cuttings are constructed by decompositions of subsets of the input pseudolines, we can bound the number of bits stored for a single pseudoline intersecting a given cell of level $i$ by $\zeta_i = O(t^2 + r \log \frac{n}{\tau^4})$. This allows us to store all bits belonging to a given cell-pseudoline pair $(C, \ell)$ in a contiguous block of memory $\sigma(C, \ell)$ whose location in the encoding is easy to compute. We call $\sigma(C, \ell)$ the signature of $\ell$ in $C$. The overall number of bits stored stays the same up to a constant factor.

For queries that reach the last level of the hierarchy, storing an individual lookup table for each leaf would cost too much as soon as $t = \omega(1)$. However, as long as $t$ is small enough, each order type is shared by many leaves, and we can thus reuse space. Formally, let $\nu(n)$ denote the number of order types of size $n$, which is $\nu(n) = 2^{\Theta(n^2)}$ for abstract order types and $\nu(n) = 2^{\Theta(n \log n)}$ for realizable order types. At most $\nu(t)$ distinct lookup tables are needed for answering the queries on the subcells of the last level of the hierarchy. Hence the pointers have size $\Psi = O(\log \nu(t))$ and the total size needed for the lookup tables is $O(t^3 \nu(t))$.

For each leaf, we store a canonical labeling of size $\kappa = O(t \log t)$ on the pseudolines that intersect it. We use that canonical labeling to order the queries in the associated lookup table.

The encoding is the concatenation of the parameters $n$, $r$, and $t$, all signatures $\sigma(C, \ell)$ for all pairs $(C, \ell)$ with $\ell \cap C$, the canonical labelings at the leaves, the leaf pointers and the lookup tables. We define a canonical order on the cells of level $i$ so that they can be ordered as $\{C_{i,1}, C_{i,2}, \ldots, C_{i,O(t^2i)}\}$. We complement the encoding with appropriate padding so that the position $\rho(C_{i,j}, \ell)$ of the signature $\sigma(C_{i,j}, \ell)$ is

$$\rho(C_{i,j}, \ell) = \rho(C_{i-1,1}, \ell_0^{C_{i-1,1}}) + c \cdot 2^{i-2} \left[ \frac{n}{\tau^4} \right] \zeta_{i-1} + (j - 1) \left[ \frac{n}{\tau^4} \right] \zeta_i + \pi(C_i, \ell) \zeta_i,$$

where $c$ is some constant, $\pi(C, \ell)$ is the first index of $\ell$ in the cyclic permutation of $C$, $\ell_0^C$ is the pseudoline such that $\pi(C, \ell_0^C) = a$, and, for the root cell of the hierarchy $C_{0,1}$ representing the entire space and containing all the intersections of the arrangement, $\rho(C_{0,1}, \ell_0)$ is the position after the encoding of the parameters $n, r, \text{and} t$, and $\rho(C_{0,1}, \ell_0) = \rho(C_{0,1}, \ell_0) + a\zeta_0$. 
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The canonical labeling of the first leaf is stored at position
\[ \rho_{\Lambda_0} = c \sum_{i=0}^{\ell-1} r^{2i} \left\lfloor \frac{n}{r^i} \right\rfloor \zeta_i, \]
the lookup table pointer of the first leaf is stored at position \( \rho_{\Lambda_0} + \kappa \), the canonical labeling of leaf \( \Lambda \) is stored at position \( \rho_{\Lambda_0} + (\Lambda - 1)(\kappa + \Psi) \) and its table lookup pointer at \( \kappa \) from that position. The first lookup table is stored at position \( \rho_{\Lambda_0} + \lambda(\kappa + \Psi) \) and lookup table \( \Theta \) is stored at position \( \rho_{\Lambda_0} + \lambda(\kappa + \Psi) + (\Theta - 1)\tau \).

Space complexity

We prove a general bound on the space taken by our construction when the hierarchy contains \( \ell \) levels. Let \( H_{\ell}^r(n) \in \mathbb{N} \) be the maximum amount of space (bits), over all arrangements of \( n \) pseudolines, taken by the \( \ell \in \mathbb{N} \) levels of a hierarchy with parameter \( r \in (1, +\infty) \). This excludes the space taken by the lookup tables, their associated pointers and canonical labelings at the leaves, and the parameters of the hierarchy \( n, r \) and \( t \).

\[ \text{Lemma 6. For } r \geq 2 \text{ and } t = \frac{n}{r^r} \text{ we have} \]
\[ H_{\ell}^r(n) = O \left( \frac{n^2}{\ell} (\log t + r) \right). \]

\[ \text{Proof. By definition, we have} \]
\[ H_{\ell}^r(n) = O \left( \sum_{i=0}^{\ell-1} (r^{2i} \cdot r^2 \cdot \left( \frac{n}{r^i} + \frac{n}{r^{i+1}} \log \frac{n}{r^{i+1}} \right)) \right). \]

We multiply the previous equation by \( \frac{n}{r^r} = 1 \)
\[ H_{\ell}^r(n) = O \left( \frac{n^2}{\ell} \sum_{i=0}^{\ell-1} \left( \frac{1}{r^{i-1}} \cdot \left( r + \log \frac{n}{r^{i+1}} \right) \right) \right). \]

We use the equivalence \( \frac{n}{r^r} = tr^{\ell-i-1} \) to replace the last term in the previous equation
\[ H_{\ell}^r(n) = O \left( \frac{n^2}{\ell} \sum_{i=0}^{\ell-1} \left( \frac{1}{r^{i-1}} \cdot (r + \log t + (\ell - i - 1)\log r) \right) \right). \]

We reverse the summation by redefining \( i \leftarrow \ell - i - 1 \) and group the terms
\[ H_{\ell}^r(n) = O \left( \frac{n^2}{\ell} \left( (\log t + r) \sum_{i=0}^{\ell-1} \frac{1}{r^i} + \log r \sum_{i=0}^{\ell-1} \frac{i}{r^i} \right) \right). \]

Using the following inequalities:
\[ \sum_{i=0}^{k} x^i \leq \frac{1}{1 - x} \quad \text{and} \quad \sum_{i=0}^{k} ix^i \leq \frac{x}{(1 - x)^2}, \quad \forall k \in \mathbb{N}, \forall x \in (0, 1), \]
we conclude that
\[ H_{\ell}^r(n) = O \left( \frac{n^2}{\ell} \left( \left( 1 + \frac{1}{r - 1} \right) (\log t + r) + \left( 1 + \frac{2r - 1}{r^2 - 2r + 1} \right) \log r \right) \right), \]
and that for \( r \geq 2 \)
\[ H_{\ell}^r(n) = O \left( \frac{n^2}{\ell} (\log t + r) \right). \]
Taking into account the space taken by the other bits of the encoding we obtain

**Lemma 7.** The space taken by our encoding is

\[ S'_c(n) = O \left( \log n t r + \frac{n^2}{t} \log (t + r) + t^3 \nu(t) + \frac{n^2}{t^2} (\log \nu(t) + t \log t) \right). \]

We pick \( r \) constant for both abstract and realizable order type. We have \( \nu(t) = 2^{\Theta(n^2)} \) for abstract order types, hence we choose \( t = \sqrt{\delta \log n} \) for small enough \( \delta \) and the last term in Lemma 7 dominates with \( n^2 \). Note how the quadratic bottleneck of this encoding is the storage of the order type pointers at the leaves of the hierarchy. We have \( \nu(t) = 2^{\Theta(n \log n)} \) for realizable order types, hence we choose \( t = \delta \log n / \log \log n \) for small enough \( \delta \) and the second and last term in Lemma 7 dominate with \( n^2 (\log \log n)^2 / \log n \). This proves the space constraints in Theorems 2 and 3.

**Correctness and query complexity**

Given our encoding and three pseudoline indices \( a, b, c \) we answer a query as follows: We start by decoding the parameters \( n, r, \) and \( t \). In our model, this can be done in \( O(\log^* n + \log^* r + \log^* t) \) time.\(^6\) Let \( C = C_{a,1} \). First, find the subcell \( C' \) of \( C \) containing \( \ell_a \cap \ell_b \) by testing for each subcell whether the intersections of \( \ell_a \) and \( \ell_b \) with the subcell alternate in the cyclic permutation. This can be done in \( O(r^2) \) time by scanning \( \sigma(C, \ell_a) \) and \( \sigma(C, \ell_b) \) in parallel. Note that non-full dimensional subcells can be tested more easily. Next, if \( \ell_c \) does not properly intersect \( C' \), answer the query accordingly. If on the other hand \( \ell_c \) does properly intersect the subcell we recurse on \( C' \). This can be tested by scanning \( \sigma(C, \ell_c) \) in \( O(r^2) \) time. Note that in case that the subcell is non-full-dimensional we can already answer the query. When we reach the relative interior of a subcell of the last level of the hierarchy without having found a satisfactory answer, we can answer the query by table lookup in constant time. This works as long as each order type identifier for at most \( t \) pseudolines fits in a constant number of words, which is the case for the values of \( t \) we defined. The position of the signatures scanned during the first recursive step of the query can be computed in constant time and at each other recursive step of the query we can compute the positions of the signatures we need to scan from the position of the signatures scanned during the previous recursive step in constant time. When we reach the bottom of the recursion, the position of the lookup table pointer, the position of the canonical labeling, and the position of the lookup table can be computed in constant time. The total query time is thus proportional to \( r^2 \log_n n \) in the worst case, which is logarithmic since \( r \) is constant. This proves the query time constraints in Theorems 2 and 3. With the hope of getting faster queries we could pick \( r = \Theta(\log t) \) to reduce the depth of the hierarchy, without changing the space requirements by more than a constant factor. However, if no additional care is taken, this would slow the queries down by a \( \Theta(\log^2 t / \log \log t) \) factor because of the scanning approach taken when locating the intersection \( \ell_a \cap \ell_b \). We show how to handle small but superconstant \( r \) properly in the next section.

\(^6\) Logarithmic space and constant decoding time is trivial when \( w = \Theta(\log n) \). If \( w \) is too large, encode \( n \) in binary using \( \lceil \log \log n + 1 \rceil \) bits, \( \lceil \log n + 1 \rceil \) using \( \lceil \log \log \log n + 1 \rceil \) bits, \( \lceil \log \log n + 1 \rceil + 1 \) using \( \lceil \log \log \log n + 1 \rceil + 1 \) bits, etc. until the number to encode is smaller than a constant which we encode in unary with 1’s. Prepend a 1 to the largest number and 0 to all the others except the smallest. Concatenate those numbers from smallest to largest. Total space is \( O(\log n) \) bits and decoding can be done in \( O(\log^* n) \) time in the word-RAM model with \( w \geq \log n \). As an alternative, logarithmic space and logarithmic decoding time is also trivially achievable with no constraint on \( w \).
Preprocessing time

For a set of \( n \) points in the plane, or an arrangement of \( n \) lines in the dual, we can construct the encoding of their order type in quadratic time in the real-RAM and constant-degree algebraic computation tree models. We prove Theorem 4.

**Proof.** A hierarchical cutting can be computed in \( O(nr^2) \) time in the dual plane. All signatures \( \sigma(C, \ell) \) can be computed from the cutting in the same time. The lookup tables and leaf-table pointers can be computed in \( O(n^2 + t^3\nu(t)) \) time as follows: For each subcell \( C \) among the \( \frac{n^2}{r^2} \) subcells of the last level of the hierarchy, compute a canonical labeling and representation of the lines intersecting \( C \) in \( O(t^2) \) time as in [10]. Insert the canonical representation in some trie in \( O(t^2) \) time. If the canonical representation was not already in the trie, create a lookup table with the answers to all \( O(t^3) \) queries on those lines and attach a pointer to that table in the trie. This happens at most \( \nu(t) \) times. In the encoding, store the canonical labeling and this new pointer or the pointer that was already in the trie for the subcell \( C \). All parts of the encoding can be concatenated together in time proportional to the size of the encoding. \( \blacktriangleleft \)

3 Sublogarithmic query complexity

We further refine the data structure defined in the previous section so as to reduce the query time by a \( \log \log n \) factor. We do so using specificities of the word-RAM model that allow us to preprocess computations on inputs of small but superconstant size. The idea is to make each signature \( \sigma(C, \ell) \) fit in a single word of memory by only approximately encoding the cyclic permutation of the intersections around each subcell, relying on the fact that ambiguous situations rarely arise. Those ambiguous situations, if they happen, can be deterministically handled using additional lookup tables. This improvement is applicable for both abstract and realizable order types.

We improve our main theorems for the two-dimensional case:

- **Theorem 8.** All abstract order types have an \( (O(n^2), O(\log n \log \log n)) \)-encoding.
- **Theorem 9.** All realizable order types have a \( (O(n^2 \log^6 n), O(\log n \log \log n)) \)-encoding.
- **Theorem 10.** In the real-RAM model and the constant-degree algebraic decision tree model, given \( n \) real-coordinate input points in \( \mathbb{R}^2 \) we can compute the encoding of their order type as in Theorems 8 and 9 in \( O(n^2) \) time.

Bit packing

Fix a large \( \alpha \), a small \( \delta \) and define \( r = \Theta(\log^{\delta} n) \). Note that we can construct a hierarchical cutting with superconstant \( r \) by constructing a hierarchical cutting with some appropriate constant parameter \( r' \), and then skip levels that we do not need. Denote by \( n_i = n/r'^i \) an upper bound on the number of lines intersecting a cell of level \( i \). For each subcell of level \( i \), partition its cyclic permutation into \( \log^{\alpha} n \) blocks of at most \( n_{i+1}/\log^{\alpha} n \) intersections. For each pseudoline intersecting a cell we only store the block numbers that that pseudoline touches in its signature. Hence, each signature \( \sigma(C, \ell) \) only uses \( \Theta(\log^{2\delta} n + \alpha \log^{\delta} n \log \log n) = \Theta(\log^{2\delta} n) \) bits, which fits in a word for small enough \( \delta \).
Intersection oracle

We construct an additional lookup table to compute the subcell in which \( q_i \cap q_j \) lies in constant time. Computing it via scanning with so many subcells to check would waste any further savings. For that we need a general observation on the precomputation of functions on small universes.

**Observation 11.** In the word-RAM model with word size \( w \geq \log n \), for any word-to-word function \( f : [2^w] \to [2^w] \), we can build a lookup table of total bitsize \( 2^{s+1}w \) for all \( 2^s \) inputs \( x \in [2^s] \) of bitsize \( s \leq w \) in time \( 2^s T(s) \) where \( T(s) \) is the complexity of computing \( f(x) \), \( x \in [2^s] \). The image of any input of bitsize \( s \) can then be retrieved in \( O(1) \) time by a single lookup (since the input fits in a single word). In particular, we have \( 2^s T(s) \) and \( 2^{s+1}w \) sublinear as long as \( T(s) = s^{O(1)} \) and \( s \leq (1 - \varepsilon) \log_2 n \).

In other words, any polynomial time computable word-to-word function can be precomputed in sublinear time and space for all inputs of roughly logarithmic size.

Since our pseudoline identifiers now fit in \( \Omega(\log^2 n) \) bits we can choose an appropriate \( \delta \) so as to satisfy the requirements given above. We can thus precompute the function that sends two pseudoline identifiers to either the subcell containing their intersection or to some special value in case of an ambiguous input.

Disambiguation

Note that ambiguous inputs rarely occur. An input is ambiguous if and only if at least one boundary intersection of each pseudoline appears in the same cyclic permutation block of the cell that contains their intersection. This happens less than \( \log^2 n \cdot (n_{i+1}/\log^n n)^2 = \frac{n^2}{\log n!} \) times per subcell of level \( i \) of the hierarchy. Summing over all levels, we get a subquadratic size lookup table for ambiguous cases which can be implemented using standard tools.

Space complexity

The total space used for the signatures \( \sigma(C, \ell) \) is proportional to

\[
\sum_{i=0}^{\ell-1} r^{2i} \cdot \frac{n}{r^2} \cdot \left( \frac{n}{r^2} + \frac{n}{r^{i+1}} \alpha \log \log n \right) = O \left( \frac{n^2}{\ell} (\log^\delta n + \alpha \log \log n) \right).
\]

Intersection oracles and disambiguation tables fit in subquadratic space and the space analysis for the rest of the data structure still holds. For small enough \( \delta \) the space remains quadratic for abstract order types and subquadratic for realizable order types. This proves the space constraints in Theorems 8 and 9. Unfortunately, we must incur a nonabsorbable extra \( \log^2 n \) factor in the realizable case. Note that a \( \log \log \log n \) factor can be squeezed without increasing the space usage by choosing \( r = \Theta(\log \log n) \) instead.

Correctness and query complexity

The previous analysis still holds modulo additional disambiguation lookups and oracle-based intersection location. We now have a shallower decision tree of depth \( \log \), \( n = O_{\overline{\delta}}(\frac{\log n}{\log \log n}) \). This proves the query time constraints in Theorems 8 and 9.
Preprocessing time

We prove Theorem 10.

Proof. As before, the hierarchical cutting and all signatures $\sigma(C, \ell)$ can be computed in $O(n^3)$ time. The lookup table and leaf-table pointers can be computed in $O(n^2)$ time. All intersection oracles and disambiguation tables can be computed in subquadratic time. ▶

4 Conclusion

Observe the following. Assume we are given an instance of some real-input decision problem. Given a decision tree of depth $D$ for this problem for which each input query and answer can be encoded using at most $Q$ bits, we can encode the instance using at most $DQ$ bits by encoding the path traversed when executing the decision tree on this instance. The general position testing problem (GPT) asks if an input set of $n$ points in the plane contains a collinear triple. It is an example of a real-input decision problem for which no subquadratic real-RAM algorithm is known even though the best known lower bound is only linearithmic.

Since shallow decision trees yield short encodings, we see the design of a subquadratic encoding for realizable order types as a stepping stone towards nonuniform and uniform subquadratic algorithms for GPT.

Unfortunately, even though our encodings achieve subquadratic space for realizable order types, they cannot be used to test for isomorphism in subquadratic time. This is partly because the preprocessing time to construct the encoding is already quadratic. However, observe that the preprocessing time we achieve in this contribution matches the best known upper bound for GPT in the algebraic decision tree model:

▶ Theorem 12. If there is an encoding with construction cost $C(N)$ for realizable order types in the algebraic decision tree model, then there is a nonuniform algorithm for general position testing that runs in time $C(N)$ in the algebraic decision tree model.

Proof. Construct the encoding. Then at zero cost in the nonuniform model, run all $O(n^3)$ queries on the encoding. ▶

Goodman and Pollack saw GPT as a multidimensional generalization of sorting [25]. We again stress the need for a better understanding of this fundamental problem.
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Abstract

We study the problem of finding a minimum-distortion embedding of the shortest path metric of an unweighted graph into a “simpler” metric $X$. Computing such an embedding (exactly or approximately) is a non-trivial task even when $X$ is the metric induced by a path, or, equivalently, the real line. In this paper we give approximation and fixed-parameter tractable (FPT) algorithms for minimum-distortion embeddings into the metric of a subdivision of some fixed graph $H$, or, equivalently, into any fixed 1-dimensional simplicial complex. More precisely, we study the following problem: For given graphs $G$, $H$ and integer $c$, is it possible to embed $G$ with distortion $c$ into a graph homeomorphic to $H$? Then embedding into the line is the special case $H = K_2$, and embedding into the cycle is the case $H = K_3$, where $K_k$ denotes the complete graph on $k$ vertices. For this problem we give

- an approximation algorithm, which in time $f(H)\cdot\text{poly}(n)$, for some function $f$, either correctly decides that there is no embedding of $G$ with distortion $c$ into any graph homeomorphic to $H$, or finds an embedding with distortion $\text{poly}(c)$;
- an exact algorithm, which in time $f'(H,c)\cdot\text{poly}(n)$, for some function $f'$, either correctly decides that there is no embedding of $G$ with distortion $c$ into any graph homeomorphic to $H$, or finds an embedding with distortion $c$.

Prior to our work, $\text{poly}(\text{OPT})$-approximation or FPT algorithms were known only for embedding into paths and trees of bounded degrees.
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1 Introduction

Embeddings of various metric spaces are a fundamental primitive in the design of algorithms [16, 18, 23, 22, 1, 2]. A low-distortion embedding into a low-dimensional space can be used as a sparse representation of a metrical data set (see e.g. [17]). Embeddings into 1- and 2-dimensional spaces also provide a natural abstraction of visualization tasks (see e.g. [9]). Moreover embeddings into topologically restricted spaces can be used to discover interesting structures in a data set; for example, embedding into trees is a natural mathematical abstraction of phylogenetic reconstruction (see e.g. [11]). More generally, embedding into “algorithmically easy” spaces provides a general reduction for solving geometric optimization problems (see e.g. [7, 12]).

A natural algorithmic problem that has received a lot of attention in the past decade concerns the exact or approximate computation of embeddings of minimum distortion of a given metric space into some host space (or, more generally, into some space chosen from a specified family). Despite significant efforts, most known algorithms for this important class of problems work only for the case of the real line and trees.

In this work we present exact and approximate algorithms for computing minimum distortion embeddings into arbitrary 1-dimensional topological spaces of bounded complexity. More precisely, we obtain algorithms for embedding the shortest-path metric of a given unweighted graph into a subdivision of an arbitrary graph $H$. The case where $H$ is just one edge is precisely the problem of embedding into the real line. We remark that prior to our work, even the case where $H$ is a triangle, which corresponds to the problem of embedding into a cycle, was open.

We remark that the problem of embedding shortest path metrics of finite graphs into any fixed finite 1-dimensional simplicial complex $C$ is equivalent to the problem of embedding into arbitrary subdivisions of some fixed finite graph $H$, where $H$ is the abstract 1-dimensional simplicial complex corresponding to $C$. Since we are interested in algorithms, for the remainder of the paper we state all of our results as embeddings into subdivisions of graphs.

1.1 Our contribution

We now formally state our results and briefly highlight the key new techniques that we introduce. The input space consists of some unweighted graph $G$. The target space is some unknown subdivision $H'$ of some fixed unweighted graph $H$; we allow the edges in $H'$ to have arbitrary non-negative edge lengths.

We first consider the problem of approximating a minimum-distortion embedding into arbitrary $H$-subdivisions. We obtain a polynomial-time approximation algorithm, summarized in the following. The proof is given in Section 4.

---

1 Here, a $d$-dimensional simplicial complex, for some integer $d \geq 1$, is the space obtained by taking a set of simplices of dimension at most $d$, and identifying pairs of faces of the same dimension. An abstract $d$-dimensional simplicial complex $A$ is a family of nonempty subsets of cardinality at most $d + 1$ of some ground set $X$, such that for all $Y' \subseteq Y \in A$, we have $Y' \in A$; in particular, any 1-dimensional simplicial complex corresponds to the set of edges and vertices of some graph.
Theorem 1. There exists a $8^h n^{O(1)}$ time algorithm that takes as input an $n$-vertex graph $G$, a graph $H$ on $h$ vertices, and an integer $c$, and either correctly concludes that there is no $c$-embedding of $G$ into any subdivision of $H$, or produces a $c_{\text{ALG}}$-embedding of $G$ into a subdivision of $H$, with $c_{\text{ALG}} \leq 64 \cdot 10^h \cdot c^{24}(h + 1)^9$.

In addition, we also obtain a FPT algorithm, parameterized by the optimal distortion and $H$.

Theorem 2. There exists a $f(h, c) \cdot n^{O(1)}$ time algorithm that takes as input an $n$-vertex graph $H$, a graph $H$ on $h$ vertices, and an integer $c$, and either correctly concludes that there is no $c$-embedding of $G$ into any subdivision of $H$, or produces a $c$-embedding of $G$ into a subdivision of $H$.

1.2 Related work

Embedding into 1-dimensional spaces. Most of the previous work on approximation and FPT algorithms for low-distortion embedding (with one notable recent exception [27]) concerns embeddings of a more general metric space $M$ into the real line and trees. However, even in the case of embedding into the line, all polynomial time approximation algorithms make assumptions on the metric $M$ such as having bounded spread (which is the ratio between the maximum and the minimum point distances in $M$) [3, 26] or being the shortest-path metric of an unweighted graph [5]. This happens for a good reason: as it was shown by Bădoiu et al. [3], computing the minimum line distortion is hard to approximate up to a factor polynomial in $n$, even when $M$ is a weighted tree metric with spread $n^{O(1)}$.

Most relevant to our approximation algorithm is the work of Bădoiu et al. [5], who gave an algorithm that for a given $n$-vertex (unweighted) graph $G$ and $c > 0$ in time $O(cn^3)$ either concludes correctly that no $c$-distortion of $G$ into line exists, or computes an $c$-embedding of $G$ into the line. Similar results can be obtained for embedding into trees [5, 6]. Our approximation algorithm can be seen as an extension of these results to much more general metrics.

Parameterized complexity of low-distortion embeddings was considered by Fellows et al. [13], who gave an FPT algorithm for finding an embedding of an unweighted graph metric into the line with distortion at most $c$, or concludes that no such embedding exists, which works in time $O(nc^4(2c + 1)^{2c})$. As it was shown by Lokshpanov et al. [24], unless the exponential time hypothesis fails, this bound is asymptotically tight. For weighted graph metrics Fellows et al. obtained an algorithm with running time $O(n(ncW)^4(2c + 1)^{2cW})$, where $W$ is the largest edge weight of the input graph. In addition, they rule out, unless $P=\text{NP}$, any possibility of an algorithm with running time $O((nw)^{h/c})$, where $h$ is a function of $c$ alone. The problem of low-distortion embedding into a tree is FPT parameterized by the maximum vertex degree in the tree and the distortion $c$ [13].

Due to the intractability of low-distortion embedding problems from the approximation and parameterized complexity perspective, Nayyeri and Raichel [26] initiated the study of approximation algorithms with running time, in the worst case, not necessarily polynomial and not even FPT. In a very recent work Nayyeri and Raichel [27] obtained an $(1 + \varepsilon)$-approximation algorithm for finding the minimum-distortion embedding of an $n$-point metric space $M$ into the shortest path metric space of a weighted graph $H$ with $m$ vertices. The running time of their algorithm is $(c_{\text{OPT}} \Delta)^{\omega \lambda (1/\varepsilon)^{n + 1}} \cdot \omega^{\Omega(\omega)} \cdot n^{O(1)}$, where $\Delta$ is the spread of the points of $M$, $\omega$ is the treewidth of $H$ and $\lambda$ is the doubling dimension of $H$. Our approximation and FPT algorithms and the exact algorithm of Nayyeri and Raichel are incomparable. Their algorithm is for more general metrics but runs in polynomial time only when the optimal distortion $c_{\text{OPT}}$ is constant, even when $H$ is a cycle. In contrast,
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our approximation algorithm runs in polynomial time for any value of \( c_{OPT} \). Moreover, the algorithm of Nayyeri and Raichel is (approximation) FPT with parameter \( c_{OPT} \) only when the spread \( \Delta \) of \( M \) (which in the case of the unweighted graph metric is the diameter of the graph) and the doubling dimension of the host space are both constants; when \( c_{OPT} = O(1) \) (which is the interesting case for FPT algorithms), this implies that the doubling dimension of \( M \) must also be constant, and therefore \( M \) can contain only a constant number of points, this makes the problem trivially solvable in constant time. The running time of our parameterized algorithm does not depend on the spread of the metric of \( M \).

Embedding into higher dimensional spaces. Embeddings into \( d \)-dimensional Euclidean space have also been investigated. The problem of approximating the minimum distortion in this setting appears to be significantly harder, and most known results are lower bounds [25, 10]. Specifically, it has been shown by Matoušek and Sidiropoulos [25] that it is NP-hard to approximate the minimum distortion for embedding into \( \mathbb{R}^d \) to within some polynomial factor. Moreover, for any fixed \( d \geq 3 \), it is NP-hard to distinguish whether the optimum distortion is at most \( \alpha \) or at least \( n^2 \), for some universal constants \( \alpha, \beta > 0 \). The only known positive results are a \( (1+\gamma) \)-approximation algorithm for embedding subsets of the 2-sphere into \( \mathbb{R}^2 \) [5], and approximation algorithms for embedding ultrametrics into \( \mathbb{R}^d \) [4, 9].

Bijective embeddings. We note that the approximability of minimum-distortion embeddings has also been studied for the case of bijections [28, 15, 19, 21, 8, 20, 10]. In this setting, most known algorithms work for subsets of the real line and for trees.

2 Notation and definitions

For a graph \( G \), we denote by \( V(G) \) the set of vertices of \( G \) and by \( E(G) \) the set of edges of \( G \). For some \( U \subseteq V(G) \), we denote by \( G[U] \) the subgraph of \( G \) induced by \( U \). Let \( deg_{\text{max}}(G) \) denote the maximum degree of \( G \).

Let \( M = (X, d) \), \( M' = (X', d') \) be metric spaces. An injective map \( f : X \to X' \) is called an embedding. The expansion of \( f \) is defined to be \( \text{expansion}(f) = \sup_{x \neq y \in X} \frac{d'(f(x), f(y))}{d(x, y)} \) and the contraction of \( f \) is defined to be \( \text{contraction}(f) = \sup_{x \neq y \in X} \frac{d(x, y)}{d'(f(x), f(y))} \). We say that \( f \) is non-expanding (resp. non-contracting) if \( \text{expansion}(f) \leq 1 \) (resp. \( \text{contraction}(f) \leq 1 \)). The distortion of \( f \) is defined to be \( \text{distortion}(f) = \text{expansion}(f) \cdot \text{contraction}(f) \). We say that \( f \) is a \( c \)-embedding if \( \text{distortion}(f) \leq c \).

For a metric space \( M = (X, d) \), for some \( x \in X \), and \( r \geq 0 \), we write \( \text{ball}_M(x, r) = \{ y \in X : d(x, y) \leq r \} \), and for some \( Y \subseteq X \), we define \( \text{diam}_M(Y) = \sup_{x, y \in Y} d(x, y) \). We omit the subscript when it is clear from the context. We also write \( \text{diam}(M) = \text{diam}_M(X) \). When \( M \) is finite, the local density of \( M \) is defined to be \( \delta(M) = \max_{x \in X, r > 0} \frac{|\text{ball}_M(x, r)| - 1}{2r} \). For a graph \( G \), we denote by \( d_G \) the shortest-path distance in \( G \). We shall often use \( G \) to refer to the metric space \( (V(G), d_G) \).

For graphs \( H \) and \( H' \), we say that \( H' \) is a subdivision of \( H \) if it is possible, after replacing every edge of \( H \) by some path, to obtain a graph isomorphic to \( H' \).

3 Overview of our results and techniques

Here we present our main theorems and algorithms, with a short discussion. Formal proofs and detailed statements of the algorithms can be either found in the later section or in the appended full version of the paper.
Approximation algorithm for embedding into an $H$-subdivision for general $H$. Here, we briefly highlight the main ideas of the approximation algorithm for embedding into $H$-subdivisions, for arbitrary fixed graph $H$. A key concept is that of a proper embedding: this is an embedding where every edge of the target space is “necessary”. In other words, for every edge $e$ of $H'$ there exists some vertices $u$, $v$ in $G$, such that the shortest path between $u$ and $v$ in $H'$ traverses $e$. Embeddings that are not proper are difficult to handle.

We first guess the set of edges in $H$ such that their corresponding paths in $H'$ contain unnecessary edges; we “break” those edges of $H$ into two new edges, each having a leaf as one of their endpoint. There is a bounded number of guesses (depending on $H$), and we are guaranteed that for at least one guess, there exists an optimal embedding that is proper. By appropriately scaling the length of the edges in $H'$ we may assume that the embedding we are looking for has contraction exactly 1. The importance of using proper embeddings is that a proper embedding which is “locally” non-contracting is also (globally) non-contracting, while this is not necessarily true for non-proper embeddings.

A second difficulty is that we do not know the number of times that an edge in $H$ is being subdivided. Guessing the exact number of times each edge is subdivided would require $n^{f(H)}$ time, which is too much. Instead we set a specific threshold $\ell$, based on $c$. The threshold $\ell$ is approximately $c^3$, and essentially $\ell$ is a threshold for how many vertices a BFS in $G$ needs to see before it is able to distinguish between a part of $G$ that is embedded on an edge, and a part of $G$ that is embedded in an area of $H'$ close to a vertex of degree at least 3. In particular, parts of $G$ that are embedded close to the middle of an edge can be embedded with low distortion onto the line, while parts that are embedded close to a vertex of degree 3 in $H$ can not - because $G$ “grows in at least 3 different directions” in such parts. Since a BFS can be used as an approximation algorithm for embedding into the line, it will detect whether the considered part of $G$ is close to a degree $\geq 3$ vertex of $H$ or not.

Instead of guessing exactly how many times each edge of $H$ is subdivided, we guess for every edge whether it is subdivided at least $\ell$ times or not. The edges of $H$ that are subdivided at least $\ell$ times are called “long”, while the edges that are subdivided less than $\ell$ times are called “short”. We call the connected components of $H$ induced by the short edges a cluster. Having defined clusters, we now observe that a cluster with only two long edges leaving it can be embedded into the line with (relatively) low distortion, contradicting what we said in the previous paragraph! Indeed, the parts of $G$ mapped to a cluster with only two long edges leaving it are (from the perspective of a BFS), indistinguishable from the parts that are mapped in the middle of an edge! For this reason, we classify clusters into two types: the boring ones that have at most two (long) edges leaving them, and the interesting ones that are incident to at least 3 long edges.

Any graph can be partitioned into vertices of degree at least 3 and paths between these vertices such that every internal vertex on these paths has degree 2. Thinking of clusters as “large” vertices and the long edges as edges between clusters, we can now partition the “cluster graph” into interesting clusters (analogs of the vertices of degree at least 3), and chains of boring clusters between the interesting clusters (analogs of the paths of vertices of degree 2).

The parts of $G$ that are embedded onto a chain of boring clusters can be embedded into the line with low distortion, and therefore, for a BFS these parts are indistinguishable from the parts of $G$ that are embedded onto a single long edge. However, the interesting clusters are distinguishable from the boring ones, and from the parts of $G$ that are mapped onto long edges, because around interesting clusters the graph really does “grow in at least 3 different directions” for a long enough time for a BFS to pick up on this.
Using the insights above, we can find a set $F$ of at most $|V(H)|$ vertices in $G$, such that every vertex in $F$ is mapped “close” to some interesting cluster, and such that every interesting cluster has some vertex in $F$ mapped “close” to it. At this point, one can essentially just guess in time $O(h^k)$ which vertex of $F$ is mapped close to which clusters of $H$. Then one maps each of the vertices that are “close” to $F$ (in $G$) to some arbitrarily chosen spot in $H$ which is close enough to the image of the corresponding vertex of $F$. Local density arguments show that there are not too many vertices in $G$ that are “close” to $F$, and therefore this arbitrary choice will not drive the distortion of the computed mapping up too much.

It remains to embed all of the vertices that are “far” from $F$ in $G$. However, by the choice of $F$ we know that all such vertices should be embedded onto long edges, or onto chains of boring clusters. Thus, each of the yet un-embedded parts of the graph can be embedded with low distortion into the line! All that remains is to compute such low distortion embeddings for each part using a BFS, and assign each part to an edge of $H$. Stitching all of these embeddings together yields the approximation algorithm.

There are multiple important details that we have completely ignored in the above exposition. The most important one is that a cluster can actually be quite large when compared to a long edge. After all, a boring cluster contains up to $E(H)$ short edges, and the longest short edge can be almost as long as the shortest long edge! This creates several technical complications in the algorithm that computes the set $F$. Resolving these technical complications ends up making it unnecessary to guess which vertex of $F$ is mapped to which vertex of $H$, instead one can compute this directly, at the cost of increasing the approximation ratio.

**FPT algorithm for embedding into an $H$-subdivision for general $H$.** Our FPT algorithm for embedding a graph $G$ into $H$-subdivisions (for arbitrary fixed $H$) draws inspiration from the algorithm for the line used in [14, 5], while also using an approach similar to the approximation algorithm for $H$-subdivisions. The result here is an exact algorithm with running time $f(H, c_{OPT}) \cdot n^{O(1)}$. A naive generalization of the algorithm for the line needs to maintain the partial solution over $f(H)$ intervals, which results in running time $n^{O(H)}$, which is too much. Supposing that there is a proper $c$-embedding of $G$ into some $H$-subdivision, we attempt to find this embedding by guessing the short and long edges of $H$. Using this guess, we partition $H$ into connected clusters of short and long edges (we call the clusters of short edges “interesting” clusters, and the clusters of long edges “path” clusters). We show that if a $c$-embedding exists, we can find a subset of $V(G)$, with size bounded by a function of $|H|$ and $c$, that contains all vertices embedded into the interesting clusters of $H$. From this, we make further guesses as to which specific vertices are embedded into which interesting clusters, then how they are embedded into the interesting clusters. We also make guesses as to what the embedding looks like for a short distance (for example, $O(c^2)$) along the long edges which are connected to the important clusters.

Since the number of guesses at each step so far can be bounded in terms of $c$ and $H$, we can iterate over all possible configurations. Once our guesses have found the correct choices for the interesting clusters and for a short distance along the paths leaving these clusters, we are able to partition the remaining vertices of $G$, and guess which path clusters these partitions are embedded into. Due to the “path-like” nature of the path clusters, when we pair the correct partition and path cluster, we are able to use an approach inspired by [14, 5] to find a $c$-embedding of the partition into the path cluster, which is compatible with the choices already made for the interesting clusters.
4 An approximation algorithm for embedding into arbitrary graphs

In this section, we give a complete (technical) description of our approximation algorithm for embedding into arbitrary graphs; albeit without proof sometimes. In particular, we prove Theorem 1. We start by formally defining the notions of pushing and proper embeddings.

4.1 Proper, pushing, and non-contracting embeddings

Let $G$, $H$ be connected graphs, with a fixed total order $<$ on $V(G)$ and $V(H)$. A non-contracting, $c_{OPT}$-embedding of $G$ to $H$ is a function $f_{OPT} : V(G) \to (H_{OPT}, w_{OPT})$, where $H_{OPT}$ is a subdivision of $H$, $w_{OPT} : E(H_{OPT}) \to \mathbb{R}^{>0}$, and for all $u, v \in V(G)$,

$$d_G(u, v) \leq d_{(H_{OPT}, w_{OPT})}(f_{OPT}(u), f_{OPT}(v)) \leq c_{OPT} \cdot d_G(u, v),$$

where $d_{(H_{OPT}, w_{OPT})}$ is the shortest path distance in $H_{OPT}$ with respect to $w_{OPT}$. Stated formally, for all $h_1, h_2 \in V(H_{OPT})$, if $\mathcal{P}$ is the set of all paths from $h_1$ to $h_2$ in $H_{OPT}$, then

$$d_{(H_{OPT}, w_{OPT})}(h_1, h_2) = \min_{\mathcal{P} \in \mathcal{P}} \left\{ \sum_{e \in \mathcal{P}} w_{OPT}(e) \right\}.$$

- **Definition 3.** For a graph $G_1$, a subdivision $G_1'$ of $G_1$, and and edge $e \in E(G_1)$, let $\text{SUB}_{G_1'}(e)$ be the subdivision of $e$ in $G_1'$. For convenience, for each $e \in E(H)$, we shall use $e_{OPT}$ to indicate the subdivision of $e$ in $H_{OPT}$.

The following notion of consecutive vertices will be necessary to describe additional properties we will want our embeddings to have.

- **Definition 4.** Suppose there exists $u, v \in V(G)$ and $e \in E(H)$ such that $f_{OPT}(u), f_{OPT}(v) \in V(e_{OPT})$ and $f_{OPT}(u) < f_{OPT}(v)$. If for all $w \in V(G) \setminus \{u, v\}$, $f_{OPT}(u)$ is not in the path in $e_{OPT}$ between $f_{OPT}(u)$ and $f_{OPT}(v)$, then we say that $u$ and $v$ are consecutive w.r.t. $e$, or we say that $u$ and $v$ are consecutive.

The first property we will want our embeddings to have is that they are “pushing”. The intuition here is that we want our embedding to be such that we cannot modify it by contracting the distance further between two consecutive vertices.

- **Definition 5.** If for all $u, v \in V(G)$ and $e \in E(H)$ such that $u$ and $v$ are consecutive w.r.t. $e$ we have that $d_{e_{OPT}}(f_{OPT}(u), f_{OPT}(v)) = d_G(u, v)$, then we say that $f_{OPT}$ is pushing.

The next property we want for our embeddings is that they are “proper”, meaning that all edges of the target graph are, in a loose sense, covered by an edge of the source graph.

- **Definition 6.** For any $z \in V(H_{OPT})$, if there exists $\{u, v\} \in E(G)$ such that

$$d_{(H_{OPT}, w_{OPT})}(f_{OPT}(u), f_{OPT}(v)) = d_{(H_{OPT}, w_{OPT})}(z, f_{OPT}(u)) + d_{(H_{OPT}, w_{OPT})}(z, f_{OPT}(v))$$

then we say that $z$ is proper w.r.t. $f_{OPT}$. If for all $x \in V(H_{OPT})$, $x$ is proper w.r.t. $f_{OPT}$, then we say that $f_{OPT}$ is proper.

Given some target graph to embed into, there may not necessarily be a proper embedding. However, for some “quasi-subgraph” (defined below) of our target, there will be a proper embedding, which can be used to find an embedding into the target graph.
Definition 7. Let $J$ and $J'$ be connected graphs. We say $J'$ is a quasi-subgraph of $J$ if $J$ can be made isomorphic to $J'$ by applying any sequence of the following rules to $J$: (1.) Delete a vertex in $V(J)$. (2.) Delete an edge in $E(J)$. (3.) Delete an edge $\{u, v\} \in E(J)$, add vertices $u', v'$ to $V(J)$, and add edges $\{u, u'\}, \{v, v'\}$ to $E(J)$.

By examining the quasi-subgraphs of our target graph, we can restrict our search to proper, pushing, non-contracting embeddings. This leads to the following result.

Lemma 8. There exists a proper, pushing, non-contracting $c_{\text{OPT}}$-embedding of $G$ to some $(H^q, w^q)$, where $H^q$ is the subdivision of some quasi-subgraph of $H$, and $w^q : E(H^q) \rightarrow \mathbb{R}^{>0}$.

4.2 Approximation algorithm

In this subsection we give our approximation algorithm. By Lemma 8 there is a proper, pushing, non-contracting embeddings. This leads to the following result.

Lemma 9. There is an algorithm that takes as input a graph $G$ with $n$ vertices, a graph $H$ and an integer $c$, runs in time $2^n \cdot n^{O(1)}$ and either correctly concludes that there is no $c$-embedding of $G$ into a weighted subdivision of $H$, or produces a proper, pushing $c_{\text{ALG}}$-embedding of $G$ into a weighted subdivision of a quasi-subgraph $H'$ of $H$, where $c_{\text{ALG}} = O(c^{24}h^9)$.

Definitions. To prove Lemma 9 we need a few definitions. Throughout the section we will assume that there exists a weighted subdivision $(H_{\text{OPT}}, w_{\text{OPT}})$ and a $c$-embedding $f_{\text{OPT}} : V(G) \rightarrow V(H_{\text{OPT}})$. This embedding is unknown to the algorithm and will be used for analysis purposes only. Every edge $e = uv$ in $H$ corresponds to a path $P_e$ in $H_{\text{OPT}}$ from $u$ to $v$. Based on the embedding $f_{\text{OPT}} : V(G) \rightarrow V(H_{\text{OPT}})$ we define the embedding pattern function $f_{\text{OPT}}^{-1} : V(G) \rightarrow V(H) \cup E(H)$ as follows. For every vertex $v \in V(G)$ such that $f_{\text{OPT}}$ maps $v$ to a vertex of $H_{\text{OPT}}$ that is also a vertex of $H$, $f_{\text{OPT}}$ maps $v$ to the same vertex. In other words if $f_{\text{OPT}}(v) = u$ for $u \in V(H)$, then $f_{\text{OPT}}^{-1}(v) = u$. Otherwise $f_{\text{OPT}}^{-1}$ maps $v$ to a vertex $u$ on a path $P_e$ corresponding to an edge $e \in E(H)$. In this case we set $f_{\text{OPT}}^{-1}(v) = e$.

We will freely make use of the “inverses” of the functions $f_{\text{OPT}}$ and $f_{\text{OPT}}^{-1}$. For a vertex set $C \subseteq V(H_{\text{OPT}})$ we define $f_{\text{OPT}}^{-1}(C) = \{v \in V(G) : f_{\text{OPT}}^{-1}(v) \in C\}$. We will also naturally extend functions that act on elements of a universe to subsets of that universe. For example, for a set $F \subseteq E(H_{\text{OPT}})$ we use $w_{\text{OPT}}(F)$ to denote $\sum_{e \in F} w_{\text{OPT}}(e)$. We further extend this convention to write $w_{\text{OPT}}(P_e)$ instead of $w_{\text{OPT}}(E(P_e))$ for a path (or a subgraph) of $H_{\text{OPT}}$. We extend the distance function to also work for distances between sets.
Throughout the section we will use the following parameters, for now ignore the parenthesized comments to the definitions of the parameters, these are useful for remembering the purpose of the parameter when reading the proofs: \( h = |E(H)| \) (the number of edges in \( H \)), \( e \) (the distortion of \( f_{\OPT} \)), \( \ell = 20c^5 \) (long edge threshold), \( r = 5h^3 \) (half of covering radius), and \( c_{\text{ALG}} = 64 \cdot 10^6 \cdot c^2(h + 1)^9 \) (distortion of output embedding).

Using the parameter \( \ell \) we classify the edges of \( H \) into short and long edges. An edge \( e \in E(H) \) is called short if \( w_{\OPT}(P_e) \leq \ell \) and it is called long otherwise. The edge sets \( E_{\text{short}} \) and \( E_{\text{long}} \) denote the set of short and long edges in \( H \) respectively. A cluster in \( H \) is a connected component \( C \) of the graph \( H_{\text{short}} = (V(H), E_{\text{short}}) \). We abuse notation and denote by \( C \) both the connected component and its vertex set. The long edge degree of a cluster \( C \) in \( H \) is the number of long edges in \( H \) incident to vertices in \( C \). Here a long edge whose both endpoints are in \( C \) is counted twice. A cluster \( C \) of long edge degree at most 2 is called boring, otherwise it is interesting. Most of the time when discussing clusters, we will be speaking of clusters in \( H \). However we overload the meaning of the word cluster to mean something else for vertex sets of \( G \). A cluster in \( G \) is a set \( C \) such that there exists a cluster \( C_H \) of \( H \) such that \( C = \{v \in V(G) : f_{\OPT}(v) \in E(C_H)\} \). Thus there is a one to one correspondence between clusters in \( G \) and \( H \).

A cluster-chain is a sequence \( C_1, e_1, C_2, e_2, \ldots, e_{t-1}, C_t \) such that the following conditions are satisfied. First, the \( C_i \)'s are distinct clusters in \( H \), except that possibly \( C_1 = C_t \). Second, \( C_1 \) and \( C_t \) are interesting, while \( C_2, \ldots, C_{t-1} \) are boring. Finally, for every \( i < t \) the edge \( e_i \) is a long edge in \( H \) connecting a vertex of \( C_i \) to a vertex of \( C_{i+1} \).

### 4.2.1 Using Breadth First Search to detect interesting clusters

In this subsection we prove a lemma that is the main engine behind Lemma 9. Once the main engine is set up, all we will need to finish the proof of Lemma 9 will be to complete the embedding by running the approximation algorithm for embedding into a line for each cluster-chain of \( H \), and stitching these embeddings together.

Before stating the lemma we define what it means for a vertex set \( F \) in \( G \) to cover a cluster. We say that a vertex set \( F \subseteq V(G) \) \( r \)-covers a cluster \( C \) in \( G \) if some vertex in \( F \) is at distance at most \( r \) (in \( G \)) from at least one vertex in \( C \). A vertex set \( F \subseteq V(G) \) covers a cluster \( C \) in \( H \) if \( F \) covers the cluster \( C_G \) corresponding to \( C \) in \( G \).

**Lemma 10** (Interesting Cluster Covering Lemma). There exists an algorithm that takes as input \( G, H \) and \( c \), runs in time \( 2^{nC(1)} \) and halts. If there exists a proper \( c \)-embedding \( f_{\OPT} \) from \( G \) to a weighted subdivision of \( H \), the algorithm outputs a family \( F \subseteq 2^{V(G)} \) such that \( |F| \leq 2^h \), every set \( F \in F \) has size at most \( h \), and there exists an \( F \in F \) that \( 2r \)-covers all interesting clusters of \( H \).

We do not prove Lemma 10 here, however we describe the algorithm used in Lemma 10. The algorithm iteratively adds vertices to a set \( F \). During the iteration the algorithm makes some non-deterministic steps, these steps result in the algorithm returning a family of sets \( F \) rather than a single set \( F \). We now describe a crucial subroutine of the algorithm of Lemma 10 that we call the SEARCH algorithm. The algorithm takes as input \( G, c, \) a set \( F \subseteq V(G) \) and a vertex \( v \). The algorithm explores the graph, starting from \( v \) with the aim of finding a local structure in \( G \) that on one hand can not be embedded into the line with low distortion, while on the other hand is far away from \( F \). It will either output fail, meaning that the algorithm failed to find a structure not embeddable into the line, or success together with a vertex \( u \), meaning that the algorithm succeeded to find a structure not embeddable into the line, and that \( u \) is close to this structure.
Description of the SEARCH algorithm. The algorithm takes as input $G$, $c$, a set $F \subseteq V(G)$ and a vertex $v$. It performs a breadth first search (BFS) from $v$ in $G$. Let $X_1$, $X_2$, etc. be the BFS layers starting from $v$. In other words $X_i = \{ x \in V(G) : d_G(v, x) = i \}$. The algorithm inspects the BFS layers $X_1, X_2, \ldots$ one by one in increasing order of $i$.

For $i < 2c^2$ the algorithm does nothing other than the BFS itself. For $i = 2c^2$ the algorithm proceeds as follows. It picks an arbitrary vertex $v_L \in X_i$ and picks another vertex $v_R \in X_i$ at distance at least $2c + 1$ from $v_L$ in $G$. Such a vertex $v_R$ might not exist, in this case the algorithm proceeds without picking $v_R$. The algorithm partitions $X_i$ into $X_i^L$ and $X_i^R$ in the following way. For every vertex $x \in X_i$, if $d_G(x, v_L) \leq 2c$ then $x$ is put into $X_i^L$. If $d_G(x, v_R) \leq 2c$ then $x$ is put into $X_i^R$. If some vertex $x \in X_i$ is put both into $X_i^L$ and in $X_i^R$, or neither into $X_i^L$ nor into $X_i^R$ the algorithm returns success together with $\hat{u} = v$.

For $i > 2c^2$ the algorithm proceeds as follows. If any vertex in $X_i$ is at distance at most $r$ from any vertex in $F$ (in the graph $G$), the algorithm outputs fail and halts. Otherwise, the algorithm partitions $X_i$ into $X_i^L$ and $X_i^R$. A vertex $x \in X_i$ is put into $X_i^L$ if $x$ has a neighbor in $X_{i-1}^L$ and into $X_i^R$ if $x$ has a neighbor in $X_{i-1}^R$. Note that $x$ has at least one neighbor in $X_{i-1}$, and so $x$ will be put into at least one of the sets $X_i^L$ or $X_i^R$. If $x$ is put into both sets $X_i^L$ and $X_i^R$, the algorithm outputs success with $\hat{u} = x$ and halts. If $|X_i^L| > 2c^2$ or if two vertices in $X_i^L$ have distance at least $2c + 1$ from each other in $G$ the algorithm picks a vertex $x \in X_i^L$ and returns success with $\hat{u} = x$. Similarly, if $|X_i^R| > 2c^2$ or if two vertices in $X_i^R$ have distance at least $2c + 1$ from each other in $G$ the algorithm picks a vertex $x \in X_i^R$ and returns success with $\hat{u} = x$. If the BFS stops, (i.e $X_i = \emptyset$), the algorithm outputs fail.

4.2.2 STITCHing together approximate line embeddings

We now describe the STITCH algorithm. This algorithm takes as input $G$, $H$, $c$ and $F \subseteq V(G)$, runs in polynomial time and halts. We will prove that if there exists a $c$-embedding $f_{OPT}$ of $G$ into a weighted subdivision $(H_{OPT}, w_{OPT})$ of $H$ such that $F$ 2r-covers all interesting clusters of $G$, the algorithm produces a $c_{ALG}$-embedding $f_{ALG}$ of $G$ into a weighted subdivision $(H_{ALG}, w_{ALG})$ of a quasi-subgraph $H' \subseteq H$. Throughout this section we will assume that such an embedding $f_{OPT}$ exists.

The STITCH algorithm starts by setting $R = 4r$, $\Delta = 4r$ and then proceeds as follows. As long as there are two vertices $u$ and $v$ in $F$ such that $2R \leq d_G(u, v) \leq 2R + \Delta$, the algorithm increases $R$ to $R + \Delta$. Note that this process will stop after at most $\binom{|F|}{2}$ iterations, and therefore when it terminates we have $R \leq 4r \cdot h^2 \leq 400c^2 h^3$. Define $B = \text{ball}_G(F, R)$, and $B$ to be the family of connected components of $G[B]$. Notice that the previous process ensures that for any $B_1, B_2 \in B$ we have $d_G(B_1, B_2) \geq \Delta$. Notice further that for every interesting cluster $C$ in $H$ we have that $\text{ball}_G(f_{OPT}^{-1}(C), r) \subseteq B$.

We now classify the connected components of $G - B$. A component $Z$ of $G - B$ is called deep if it contains at least one vertex at distance (in $G$) at least $\frac{R}{2}$ from $F$, and it is shallow otherwise. The shallow components are easy to handle because they only contain vertices close to $F$.

Lemma 11. For every shallow component $Z$ of $G - B$, there is at most one connected component $B_1 \in B$ that contains neighbors of $Z$.

The next sequence of lemmas allows us to handle deep components. We say that a component $Z$ in $G - B$ lies on the cluster-chain $\chi = C_1, e_1, \ldots, C_t$ if

$$Z \subseteq \left( \bigcup_{i \leq t} f_{OPT}^{-1}(C_i) \cup f_{OPT}^{-1}(e_i) \right) \setminus f_{OPT}^{-1}(C_1 \cup C_t).$$
Lemma 12. Every component $Z$ of $G - B$ lies on some cluster-chain and no two deep components $Z_1, Z_2$ of $G - B$ can lie on the same cluster-chain $\chi$.

Lemma 13. There is a polynomial time algorithm that given $G$, $B$ and a component $Z$ of $G - B$ computes an embedding of $Z$ components of $G - B$ into the line with distortion at most $(\ell \cdot h \cdot c)^4$. Furthermore, all vertices in $Z$ with neighbors outside $Z$ are mapped by this embedding within distance $(\ell \cdot h \cdot c)^6$ from the end-points.

Proof. Let $Z$ be a component of $G - B$. By Lemma 12, $Z$ lies on a cluster-chain $\chi = C_1, e_1, \ldots, C_t$. Define the following total ordering of the vertices in $Z$: If $f_{OPT}(a) \in C_i \cup \{e_i\}$ and $f_{OPT}(b) \in C_j \cup \{e_j\}$ and $i < j$, then $a$ comes before $b$. If $f_{OPT}(a) \in C_i$ and $f_{OPT}(b) = e_i$, then $a$ comes before $b$. If $f_{OPT}(a) = f_{OPT}(b) = e_i$ and $f_{OPT}(a)$ is closer than $f_{OPT}(b)$ to $C_i - 1$, then $a$ comes before $b$. If $f_{OPT}(a) \in C_i$ and $f_{OPT}(b) \in C_i$, we place $a$ and $b$ in any relative order.

At most $\ell \cdot h$ vertices are mapped to any boring cluster $C_i$, and the distance between any two vertices in the same boring cluster in $H_{OPT}$ is at most $\ell \cdot h$. Thus the distance (in $G$) between any two consecutive vertices in this ordering is at most $\ell \cdot h \cdot c$. The number of vertices appearing in the ordering between the two endpoints of an edge is at most $\ell \cdot h$ (all the vertices of a boring cluster). Thus, if the ordering is turned into a pushing, non-contracting embedding into the line, the distortion of this embedding is at most $(\ell \cdot h)^2 \cdot c$. Using the known polynomial time approximation algorithm for embedding into the line [5] we can find an embedding of $Z$ into the line with distortion at most $(\ell \cdot h \cdot c)^4$ in polynomial time.

Because $B$ is a union of at most $h$ balls, it follows that at most $c^2 \cdot h^2$ vertices in $Z$ have neighbors in $G$, and that all of these vertices are among the $\ell \cdot h$ first or last ones in the above ordering. Since any two low distortion embeddings of a metric space into the line map the same vertices close to the end-points, it follows that all vertices in $Z$ with neighbors outside $Z$ are mapped by this embedding within distance $(\ell \cdot h \cdot c)^6$ from the end-points.

The STITCH algorithm builds the graph $H'$ as follows. Every vertex of $H'$ corresponds to a connected component $B \in B$. Every deep component $Z$ of $G - B$ corresponds to an edge between the (at most two) sets $B_1$ and $B_2 \in B$ that have non-empty intersection with $V_G(Z)$. Note that the graph $H'$ is a multi-graph because it may have multiple edges and self loops. However, since each set $B \in B$ has a connected image in $H$ under $f$, Lemma 12 implies that $H'$ is a topological subgraph of $H$. Hence any weighted subdivision of $H'$ is a weighted subdivision of a subgraph of $H$. The STITCH algorithm uses Lemma 13 to compute embeddings of each deep connected component $Z$ of $G \setminus B$. Further, for each component $B_i \in B$ the algorithm computes the set $B_i^*$ which contains $B_i$, as well as the vertex sets of all shallow connected components whose neighborhood is in $B_i$. By Lemma 11 the $B_i^*$’s together with the deep components of $G - B$ form a partition of $V(G)$.

What we would like to do is to map each set $B_i^*$ onto the vertex of $H'$ that it corresponds to, and map each deep connected component $Z$ of $G - B$ onto the edge of $H'$ that it corresponds to. When mapping $Z$ onto the edge of $H$ we use the computed embedding of $Z$ into the line, and subdivide this edge appropriately.

The reason this does not work directly is that we may not map all the vertices of $B_i^*$ onto the single vertex $v_i$ in $H'$ that corresponds to $B_i$. Instead, STITCH picks one of the edges incident to $v_i$, sub-divides the edge an appropriate number of times, and maps all the vertices of $B_i^*$ onto the newly created vertices on this edge. The order in which the vertices of $B_i^*$ are mapped onto the edge is chosen arbitrarily, however all of these vertices are mapped closer to $v_i$ than any vertices of the deep component $Z$ that is mapped onto the edge. This concludes the construction of $H_{ALG}$ and $f_{ALG}$. The STITCH algorithm defines a weight function $w_{ALG}$ on the edges of $H_{ALG}$, such that the embedding is pushing and non-contracting.
Lemma 14. $f_{ALG}$ is a $c_{ALG}$-embedding of $G$ into $(H_{ALG}, w_{ALG})$.

We are now ready to prove Lemma 9.

Proof of Lemma 9. The algorithm runs the algorithm of Lemma 10, to produce a collection $\mathcal{F}$, such that $|\mathcal{F}| \leq 2^h$, every set in $\mathcal{F}$ has size at most $h$, and such that if $G$ has a $c$-embedding $f_{OPT}$ of into a weighted subdivision of $H$, then some $F \in \mathcal{F}$ 2r-covers all interesting clusters (of $f_{OPT}$) in $G$. For each $F \in \mathcal{F}$ the algorithm runs the STITCH algorithm, which takes polynomial time. If STITCH outputs a $c_{ALG}$-embedding of $G$ into a weighted subdivision of a quasi-subgraph $H'$ of $H$, the algorithm returns this embedding.

By Lemma 14, for the choice of $F \in \mathcal{F}$ that 2r-covers all interesting clusters, the STITCH algorithm does output a $c_{ALG}$-embedding of $G$ into a weighted subdivision of a quasi-subgraph $H'$ of $H$. This concludes the proof.

The discussion prior to the statement of Lemma 9 immediately implies that Lemma 9 is sufficient to give an approximation algorithm for finding a low distortion (not necessarily pushing, proper or non-contracting) embedding $G$ into a (unweighted) subdivision of $H$. The only overhead of the algorithm is the guessing of the quasi-subgraph $H_{sub}$ of $H$, this incurs an additional factor of $3^{\|V(H)\|+\|E(H)\|} \leq 9^h$ in the running time, yielding the proof of Theorem 1.

Finally, we remark that at a cost of a potentially higher running time in terms of $h$, one may replace the $(h+1)^9$ factor with $c^9$. If $c \geq h+1$ we have that $c_{ALG} \leq 64 \cdot 10^6 \cdot c^{33}$. On the other hand, if $c \leq h+1$ we may run the algorithm of Theorem 2 in time $f(H)n^{O(1)}$ instead and solve the problem optimally.
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Abstract

In this paper, we study Gromov hyperbolicity and related parameters, that represent how close (locally) a metric space is to a tree from a metric point of view. The study of Gromov hyperbolicity for geodesic metric spaces can be reduced to the study of graph hyperbolicity. Our main contribution in this note is a new characterization of hyperbolicity for graphs (and for complete geodesic metric spaces). This characterization has algorithmic implications in the field of large-scale network analysis, which was one of our initial motivations. A sharp estimate of graph hyperbolicity is useful, e.g., in embedding an undirected graph into hyperbolic space with minimum distortion [Verbeek and Suri, SoCG’14]. The hyperbolicity of a graph can be computed in polynomial-time, however it is unlikely that it can be done in subcubic time. This makes this parameter difficult to compute or to approximate on large graphs. Using our new characterization of graph hyperbolicity, we provide a simple factor 8 approximation algorithm for computing the hyperbolicity of an \( n \)-vertex graph \( G = (V,E) \) in optimal time \( O(n^2) \) (assuming that the input is the distance matrix of the graph). This algorithm leads to constant factor approximations of other graph-parameters related to hyperbolicity (thinness, slimmness, and insize). We also present the first efficient algorithms for exact computation of these parameters. All of our algorithms can be used to approximate the hyperbolicity of a geodesic metric space.
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Understanding the geometric properties of complex networks is a key issue in network analysis and geometry of graphs. One important such property is the negative curvature [29], causing the traffic between the vertices to pass through a relatively small core of the network – as if the shortest paths between them were curved inwards. It has been empirically observed, then formally proved [14], that such a phenomenon is related to the value of the Gromov hyperbolicity of the graph. In this paper, we propose exact and approximation algorithms to compute hyperbolicity of a graph and its relatives (the approximation algorithms can be applied to geodesic metric spaces as well).

A metric space \((X, d)\) is \(\delta\)-hyperbolic [3, 9, 26] if for any four points \(w, v, x, y\) of \(X\), the two largest of the distance sums \(d(w, v) + d(x, y), d(w, x) + d(v, y), d(w, y) + d(v, x)\) differ by at most \(2\delta \geq 0\). A graph \(G = (V, E)\) endowed with its standard graph-distance \(d_G\) is \(\delta\)-hyperbolic if the metric space \((X, d_G)\) is \(\delta\)-hyperbolic. In case of geodesic metric spaces and graphs, \(\delta\)-hyperbolicity can be defined in other equivalent ways, e.g., via thin or slim geodesic triangles. The hyperbolicity \(\delta(X)\) of a metric space \(X\) is the smallest \(\delta \geq 0\) such that \(X\) is \(\delta\)-hyperbolic. The hyperbolicity \(\delta(X)\) can be viewed as a local measure of how close \(X\) is to a tree: the smaller the hyperbolicity is, the closer the metrics of its 4-point subspaces are close to tree-metrics.

The study of hyperbolicity of graphs is motivated by the fact that many real-world graphs are tree-like from a metric point of view [1, 2, 6] or have small hyperbolicity [28, 29, 32]. This is due to the fact that many of these graphs (including Internet application networks, web networks, collaboration networks, social networks, biological networks, and others) possess certain geometric and topological characteristics. Hence, for many applications, including the design of efficient algorithms (cf., e.g., [6, 11–15, 19, 22, 34]), it is useful to know the hyperbolicity \(\delta(G)\) of a graph \(G\).

**Related work.** For an \(n\)-vertex graph \(G\), the definition of hyperbolicity directly implies a simple brute-force \(O(n^4)\) algorithm to compute \(\delta(G)\). This running time is too slow for computing the hyperbolicity of large graphs that occur in applications [1, 6, 7, 24]. On the theoretical side, it was shown that relying on matrix multiplication results, one can improve the upper bound on time-complexity to \(O(n^{3.69})\) [24]. Moreover, roughly quadratic lower bounds are known [7, 17, 24]. In practice, however, the best known algorithm still has an \(O(n^4)\)-time worst-case bound but uses several clever tricks when compared to the brute-force algorithm [6]. Based on empirical studies, an \(O(mn)\) running time is claimed, where \(m\) is the number of edges in the graph. Furthermore, there are heuristics for computing the hyperbolicity of a given graph [16], and there are investigations whether one can compute hyperbolicity in linear time when some graph parameters take small values [18, 23].
Perhaps it is interesting to notice that the first algorithms for testing graph hyperbolicity were designed for Cayley graphs of finitely generated groups (these are infinite vertex-transitive graphs of uniformly bounded degrees). Gromov gave an algorithm to recognize Cayley graphs of hyperbolic groups and estimate the hyperbolicity constant $\delta$. His algorithm is based on the theorem that in Cayley graphs, the hyperbolicity “propagates”, i.e., if balls of an appropriate fixed radius induce a $\delta$-hyperbolic space, then the whole space is $\delta'$-hyperbolic for some $\delta' > \delta$ (see [26], 6.6.F and [20]). Therefore, in order to check the hyperbolicity of a Cayley graph, it is enough to verify the hyperbolicity of a sufficiently big ball (all balls of a given radius in a Cayley graph are isomorphic to each other). For other algorithms deciding if the Cayley graph of a finitely generated group is hyperbolic, see [8,30]. However, similar methods do not help when dealing with arbitrary graphs.

By a result of Gromov [26], if the four-point condition in the definition of hyperbolicity holds for a fixed basepoint $w$ and any triplet $x,y,v$ of $X$, then the metric space $(X, d)$ is $2\delta$-hyperbolic. This provides a factor 2 approximation of hyperbolicity of a metric space on $n$ points running in cubic $O(n^3)$ time. Using fast algorithms for computing $(\max,\min)$-matrix products, it was noticed in [24] that this 2-approximation of hyperbolicity can be implemented in $O(n^{2.69})$ time. In the same paper, it was shown that any algorithm computing the hyperbolicity for a fixed basepoint in time $O(n^{2.05})$ would provide an algorithm for $(\max,\min)$-matrix multiplication faster than the existing ones. In [21], approximation algorithms are given to compute a $(1+\epsilon)$-approximation in $O(\epsilon^{-1}n^{3.38})$ time and a $(2+\epsilon)$-approximation in $O(\epsilon^{-1}n^{2.38})$ time. As a direct application of the characterization of hyperbolicity of graphs via a cop and robber game and dismantlability, [11] presents a simple constant factor approximation algorithm for hyperbolicity of $G$ running in optimal $O(n^2)$ time. Its approximation ratio is huge (1569), however it is believed that its theoretical performance is much better and the factor of 1569 is mainly due to the use in the proof of the definition of hyperbolicity via linear isoperimetric inequality. This shows that the question of designing fast and (theoretically certified) accurate algorithms for approximating graph hyperbolicity is still an important and open question.

**Our contribution.** In this paper, we tackle this open question and propose a very simple (and thus practical) factor 8 algorithm for approximating the hyperbolicity $\delta(G)$ of an $n$-vertex graph $G$ running in optimal $O(n^2)$ time. As in several previous algorithms, we assume that the input is the distance matrix $D$ of the graph $G$. Our algorithm picks a basepoint $w$, a Breadth-First-Search tree $T$ rooted at $w$, and considers only geodesic triangles of $G$ with one vertex at $w$ and two sides on $T$. For all such sides in $T$, it computes the maximum over all distances between the two preimages of the centers of the respective tripods. This maximum $\rho_{w,T}$ can be easily computed in $O(n^2)$ time and provides an $8$-approximation for $\delta(G)$. For complete geodesic spaces $(X,d)$, we show that we can always define a geodesic spanning tree $T$ based at any point $w$ of $X$, and that the same relationships between $\rho_{w,T}$ and the hyperbolicity of $(X,d)$ hold, thus providing a new characterization of hyperbolicity. Perhaps it is surprising that hyperbolicity that is originally defined via quadruplets and can be 2-approximated via triplets (i.e., via pointed hyperbolicity), can be finally defined and approximated only via pairs (and an arbitrary fixed BFS-tree). We hope that this new characterization can be useful in establishing that graphs and simplicial complexes occurring in geometry and in network analysis are hyperbolic.

The way $\rho_{w,T}$ is computed is closely related to how hyperbolicity is defined via slimness, thinness, and insize of its geodesic triangles. Similarly to the hyperbolicity $\delta(G)$, one can define slimness $\varsigma(G)$, thinness $\tau(G)$, and insize $\iota(G)$ of a graph $G$. As a direct consequence of our
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algorithm for approximating $\delta(G)$ and the relationships between $\delta(G)$ and $\zeta(G), \tau(G), \iota(G)$, we obtain constant factor $O(n^2)$ time algorithms for approximating these parameters. On the other hand, an exact computation, in polynomial time, of these geometric parameters has long stayed elusive. This is due to the fact that $\zeta(G), \tau(G), \iota(G)$ are defined as minima of some functions over all the geodesic triangles of $G$, and that there may be exponentially many such triangles. In this paper we provide the first polynomial time algorithms for computing $\zeta(G), \tau(G), \iota(G)$. Namely, we show that the thinness $\tau(G)$ and the size $\iota(G)$ of $G$ can be computed in $O(n^2 m)$ time and the slimness $\zeta(G)$ of $G$ can be computed in $\tilde{O}(n^2 m + n^4 / \log^3 n)$ time. However, we show that the minimum value of of $\rho_{u,T}$ over all basepoints $w$ and all BFS-trees $T$ cannot be approximated with a factor strictly better than $2$ unless P = NP.

2 Gromov hyperbolicity and its relatives

2.1 Gromov hyperbolicity

Let $(X, d)$ be a metric space and $w \in X$. The Gromov product$^2$ of $y, z \in X$ with respect to $w$ is $(y|z)_w = \frac{1}{2}(d(y,w) + d(z,w) - d(y,z))$. A metric space $(X, d)$ is $\delta$-hyperbolic [26] for $\delta \geq 0$ if $(x|y)_w \geq \min\{(x|z)_w, (y|z)_w\} - \delta$ for all $w, x, y, z \in X$. Equivalently, $(X, d)$ is $\delta$-hyperbolic if for any $u, v, x, y \in X$, the two largest of the sums $d(u,v) + d(x,y), d(u,x) + d(v,y), d(u,y) + d(v,x)$ differ by at most $2\delta \geq 0$. A metric space $(X, d)$ is said to be $\delta$-hyperbolic with respect to a basepoint $w$ if $(x|y)_w \geq \min\{(x|z)_w, (y|z)_w\} - \delta$ for all $x, y, z \in X$.

Proposition 1 ([3, 9, 25, 26]). If $(X, d)$ is $\delta$-hyperbolic with respect to some basepoint, then $(X, d)$ is $2\delta$-hyperbolic.

Let $(X, d)$ be a metric space. An $(x,y)$-geodesic is a (continuous) map $\gamma : [0, d(x,y)] \to X$ from the segment $[0, d(x,y)]$ of $\mathbb{R}^1$ to $X$ such that $\gamma(0) = x, \gamma(d(x,y)) = y$, and $d(\gamma(s), \gamma(t)) = |s - t|$ for all $s, t \in [0, d(x,y)]$. A geodesic segment with endpoints $x$ and $y$ is the image of the map $\gamma$ (when it is clear from the context, by a geodesic we mean a geodesic segment and we denote it by $[x,y]$). A metric space $(X, d)$ is geodesic if every pair of points in $X$ can be joined by a geodesic. A real tree (or an $\mathbb{R}$-tree) [9, p.186] is a geodesic metric space $(T, d)$ such that

1. there is a unique geodesic $[x,y]$ joining each pair of points $x, y \in T$;
2. if $[y, x] \cap [x, z] = \{x\}$, then $[y, x] \cup [x, z] = [y, z]$.

Let $(X, d)$ be a geodesic metric space. A geodesic triangle $\Delta(x, y, z)$ with $x, y, z \in X$ is the union $[x, y] \cup [x, z] \cup [y, z]$ of three geodesics connecting these points. A geodesic triangle $\Delta(x, y, z)$ is called $\delta$-slim if for any point $u$ on the side $[x, y]$ the distance from $u$ to $[x, z] \cup [z, y]$ is at most $\delta$. Let $m_x$ be the point of $[y, z]$ located at distance $\alpha_y := (x|z)_y$ from $y$. Then, $m_x$ is located at distance $\alpha_z := (y|x)_z$ from $z$ because $\alpha_y + \alpha_z = d(y,z)$. Analogously, define the points $m_y \in [x, z]$ and $m_z \in [x, y]$ both located at distance $\alpha_x := (y|z)_x$ from $x$; see Fig. 1 for an illustration. We define a tripod $T(x, y, z)$ consisting of three solid segments $[x, m], [y, m]$, and $[z, m]$ of lengths $\alpha_x$, $\alpha_y$, and $\alpha_z$, respectively. The function mapping the vertices $x, y, z$ of $\Delta(x, y, z)$ to the respective leaves of $T(x, y, z)$ extends uniquely to a function $\varphi : \Delta(x, y, z) \to T(x, y, z)$ such that the restriction of $\varphi$ on each side of $\Delta(x, y, z)$ is an isometry. This function maps the points $m_x, m_y$, and $m_z$ to the center $m$ of $T(x, y, z)$. Any

---

1. The $\tilde{O}(\cdot)$ notation hides polyloglog factors.
2. Informally, $(y|z)_w$ can be viewed as half the detour you make, when going over $w$ to get from $y$ to $z$. 

other point of $T(x, y, z)$ is the image of exactly two points of $\Delta(x, y, z)$. A geodesic triangle $\Delta(x, y, z)$ is called $\delta$-thin if for all points $u, v \in \Delta(x, y, z)$, $\varphi(u) = \varphi(v)$ implies $d(u, v) \leq \delta$. The insize of $\Delta(x, y, z)$ is the diameter of the preimage $\{m_x, m_y, m_z\}$ of the center $m$ of the tripod $T(x, y, z)$. Below, we remind that the hyperbolicity of a geodesic space can be approximated by the maximum thinness and slimness of its geodesic triangles.

For a geodesic metric space $(X, d)$, one can define the following parameters:

- **hyperbolicity** $\delta(X) = \min\{\delta : X$ is $\delta$-hyperbolic\},
- **pointed hyperbolicity** $\delta_w(X) = \min\{\delta : X$ is $\delta$-hyperbolic with respect to a basepoint $w\}$,
- **slimness** $\varsigma(X) = \min\{\delta :$ any geodesic triangle of $X$ is $\delta$-thin\},
- **insize** $\iota(X) = \min\{\delta :$ the insize of any geodesic triangle of $X$ is at most $\delta\}$. 

**Proposition 2** ([3, 9, 25, 26, 33]). For a geodesic metric space $(X, d)$, $\delta(X) \leq \iota(X) = \tau(X) \leq 4\delta(X), \varsigma(X) \leq \tau(X) \leq 4\varsigma(X),$ and $\delta(X) \leq 2\varsigma(X) \leq 3\delta(X)$.

Due to Propositions 1 and 2, a geodesic metric space $(X, d)$ is called hyperbolic if one of the numbers $\delta(X), \delta_w(X), \varsigma(X), \tau(X), \iota(X)$ (and thus all) is finite. Notice also that a geodesic metric space $(X, d)$ is 0-hyperbolic if and only if $(X, d)$ is a real tree [9, p.399] (and in this case, $\varsigma(X) = \tau(X) = \iota(X) = \delta(X) = 0$).

### 2.2 Hyperbolicity of graphs

All graphs $G = (V, E)$ occurring in this paper are undirected and connected, but not necessarily finite (in algorithmic results they will be supposed to be finite). For any two vertices $x, y \in V$, the distance $d(x, y)$ is the minimum number of edges in a path between $x$ and $y$. Let $[x, y]$ denote a shortest path connecting vertices $x$ and $y$ in $G$; we call $[x, y]$ a geodesic between $x$ and $y$. The interval $I(u, v) = \{x \in V : d(u, x) + d(x, v) = d(u, v)\}$ consists of all vertices on $(u, v)$-geodesics. There is a strong analogy between the metric properties of graphs and geodesic metric spaces, due to their uniform local structure. Any graph $G = (V, E)$ gives rise to a geodesic space $(X_G, d)$ (into which $G$ isometrically embeds) obtained by replacing each edge $xy$ of $G$ by a segment isometric to $[0, 1]$ with ends at $x$ and $y$. $X_G$ is called a metric graph. Conversely, by [9, Proposition 8.45], any geodesic metric space $(X, d)$ is $(3,1)$-quasi-isometric to a graph $G = (V, E)$. This graph $G$ is constructed in the following way: let $V$ be an open maximal $\frac{1}{3}$-packing of $X$, i.e., $d(x, y) > \frac{1}{3}$ for any $x, y \in V$ (that exists by Zorn’s lemma). Then two points $x, y \in V$ are adjacent in $G$ if and only if $d(x, y) \leq 1$. Since hyperbolicity is preserved (up to a constant factor) by quasi-isometries, this reduces the computation of hyperbolicity for geodesic spaces to the case of graphs.
The notions of geodesic triangles, insize, δ-slim and δ-thin triangles can also be defined in case of graphs with the single difference that for graphs, the center of the tripod is not necessarily the image of any vertex on the sides of ∆(x, y, z). For graphs, we “discretize” the notion of δ-thin triangles in the following way. We say that a geodesic triangle ∆(x, y, z) of a graph G is δ-thin if for any v ∈ {x, y, z} and vertices a ∈ [v, u] and b ∈ [v, w] (u, w ∈ {x, y, z}, and u, v, w are pairwise different), d(v, a) = d(v, b) ≤ (u|w) v implies d(a, b) ≤ δ. A graph G is δ-thin, if all geodesic triangles in G are δ-thin. Given a geodesic triangle ∆(x, y, z) := [x, y] ∪ [x, z] ∪ [y, z] in G, let x y and y z be the vertices of [z, x] and [z, y], respectively, both at distance [(x|y) z] from z. Similarly, one can define vertices x z, z x and vertices y z, z y; see Fig. 1. The insize of ∆(x, y, z) is defined as max{d(y z, y z), d(x y, y z), d(x z, z y)}. An interval I(x, y) is said to be κ-thin if d(a, b) ≤ κ for all a, b ∈ I(x, y) with d(x, a) = d(x, b). The smallest κ for which all intervals of G are κ-thin is called the interval thinness of G and denoted by κ(G). Denote also by δ(G), δ w(G) c(G), τ(G), and κ(G) respectively the hyperbolicity, the pointed hyperbolicity with respect to a basepoint w, the slimness, the thinness, and the insize of a graph G. We will need the following inequalities between (G), τ(G), κ(G), and δ(G). They are known to be true for all geodesic spaces (see [3,9,25,26,33]):

**Proposition 3.** δ(G) − 1 2 ≤ κ(G) ≤ τ(G) ≤ 4δ(G) ≤ c(G) ≤ τ(G) − 1 2 ≤ 2c(G) ≤ 6δ(G) + 1, and κ(G) ≤ min{τ(G), 2δ(G), 2c(G)}.

### 3 Geodesic spanning trees

In this section, we outline the proof that any complete geodesic metric space (X, d) has a geodesic spanning tree rooted at any basepoint w. We hope that this general result will be useful in other contexts. For graphs this is well-known and simple, and such trees can be constructed in various ways, for example via Breadth-First-Search. The existence of BFS-trees in infinite graphs has been established by Polat [31]. However for complete geodesic spaces this result seems to be new (and not completely trivial) and we consider it as one of the main results of the paper. A geodesic spanning tree rooted at a point w (a GS-tree for short) of a geodesic space (X, d) is a union of geodesics Γ w := \bigcup_{x \in X} γ w,x with one end at w such that y ∈ γ w,x implies that γ w,y ⊆ γ w,x. Finally recall that a metric space (X, d) is called complete if every Cauchy sequence of points in (X, d) has a limit in X.

**Theorem 4.** For any complete geodesic metric space (X, d) and for any basepoint w one can define a geodesic spanning tree Γ w = \bigcup_{x \in X} γ w,x rooted at w and a real tree T = (X, dt) such that any γ w,x ∈ Γ w is the unique (w,x)-geodesic of T.

The first assertion of the theorem immediately follows from the following proposition:

**Proposition 5.** For any complete geodesic metric space (X, d), for any pair of points x, y \in X one can define an (x,y)-geodesic γ x,y such that for all x,y \in X and for all u,v \in γ x,y, we have γ u,v ⊆ γ x,y.  

**Proof.** Let ≤ be a well-order on X. For any x, y \in X we define inductively two sets P x,y and P x,y for any v \in X:

\[
P_{x,y}^v = \begin{cases} 
P_{x,y}^v \cup \{v\} & \text{if there is an } (x,y)-\text{geodesic } \gamma \text{ with } P_{x,y}^v \cup \{v\} \subseteq \gamma, \\
\end{cases}
\]

\[
P_{x,y}^v = \begin{cases} 
P_{x,y}^v \cup \{v\} & \text{if there is an } (x,y)-\text{geodesic } \gamma \text{ with } P_{x,y}^v \cup \{v\} \subseteq \gamma, \\
\end{cases}
\]
We set $P_{x,y} = \bigcup_{u \in X} P_{x,u}^y$. Using transfinite induction, we prove that there exists an $(x, y)$-geodesic $\gamma_{w,x}^y$ (respectively, $\gamma_{x,y}^w$, $\gamma_{x,y}$) containing $P_{x,y}^w$ (respectively, $P_{x,y}$, $P_{x,y}$), and we show that $P_{x,y}$ is an $(x, y)$-geodesic. By the definition of $P_{x,y}$ and $P_{x,u}$, we can show that $P_{u,v} \cap B(x, d(x, u))$ for any $u \in P_{x,y}$, and it follows that $P_{u,v} \subseteq P_{x,v} \subseteq P_{x,y}$ for any $u, v \in P_{x,y}$ such that $d(x, u) \leq d(x, v)$.

Consequently, $\Gamma_w = \bigcup_{w \in X} \gamma_{w,x}$ is a geodesic spanning tree of $(X, d)$ rooted at $w$. Using $\Gamma_w$, we can define a real tree $T$ as follows. For any $x \in X$, denote by $[w, x]$ the geodesic segment between $w$ and $x$ which is the image of the geodesic map $\gamma_{w,x}$. From the definition of $\Gamma_w$, if $x' \in [w, x]$, then $[w, x'] \subseteq [w, x]$. From the continuity of geodesic maps and the definition of $\Gamma_w$ it follows that for any two geodesics $\gamma_{w,x}, \gamma_{w,y} \in \Gamma_w$ the intersection $[w, x] \cap [w, y]$ is the image $[w, z]$ of some geodesic $\gamma_{w,z} \in \Gamma_w$. Call $z$ the lowest common ancestor of $x$ and $y$ (with respect to the root $w$) and denote it by lca$(x, y)$. Define $d_T$ by setting $d_T(w, x) := d(w, x)$ and $d_T(x, y) := d(w, x) + d(w, y) - 2d(w, z) = d(x, z) + d(z, y)$ for any two points $x, y \in X$. We prove that $T = (X, d_T)$ is a real tree. To do so, we show in particular that for any $x, y \in X$, $[x, z] \cup [z, y]$ is the unique $(x, y)$-geodesic in $T$ where $z = \text{lca}(x, y)$, $[x, z]$ is the portion of the geodesic segment $[w, x]$ between $x$ and $z$, and $[z, y]$ is the portion of the geodesic segment $[w, y]$ between $z$ and $y$.

4 Fast approximation

In this section, we introduce a new parameter $\rho$ of a graph $G$ (or of a geodesic space $X$). This parameter depends on an arbitrary fixed BFS-tree of $G$ (or a GS-tree of $X$). It can be computed efficiently and it provides constant-factor approximations for $\delta(G)$, $\varsigma(G)$, and $\tau(G)$. In particular, we obtain a very simple factor 8 approximation algorithm for the hyperbolicity $\delta(G)$ of an $n$-vertex graph $G$ running in optimal $O(n^2)$ time (assuming that the input is the distance matrix of $G$).

4.1 Fast approximation of hyperbolicity

Consider a graph $G = (V, E)$ or a complete geodesic space $(X, d)$ and an arbitrary BFS-tree $T$ or GS-tree $T$, respectively, rooted at some vertex or point $w$ (see Section 3). Denote by $x_y$ the point of $[w, x]_T$ at distance $|(x|y)_w|$ (resp., $(x|y)_w$) from $w$ and by $y_x$ the point of $[w, y]_T$ at distance $|(y|x)_w|$ (resp., $(x|y)_w$) from $w$. In case of graphs, $x_y$ and $y_x$ are vertices of $G$. Let $\rho_{w,T} : \mathbb{R} \rightarrow \mathbb{R}$ be such that $\max\{d(x,y), d(x,w), d(x,w)\}$ and $d(x,y)$, instead of max$\{d(x,y), d(x,w), d(x,w)\}$. Using $T$, we can define the thickness of $G$ with respect to $w$ and $T$: let $\mu_{w,T} = \sup \{d(x', y') : \exists x, y$ such that $x' \in [w, x]_T, y' \in [w, y]_T, d(x', y') = d(x', y') \leq (x|y)_w\}$. Using the same ideas as in the proofs of Propositions 2 and 3 establishing that $\iota(X) = \tau(X)$ and $\iota(G) = \tau(G)$, we can show that these two definitions give rise to the same value.

Proposition 6. For any geodesic space $X$ and any GS-tree $T$ rooted at a point $w$, $\rho_{w,T} = \mu_{w,T}$. Analogously, for any graph $G$ and any BFS-tree $T$ rooted at $w$, $\rho_{w,T} = \mu_{w,T}$.

In the following, when $w$ and $T$ are clear from the context, we denote $\rho_{w,T}$ by $\rho$. The next theorem is the main result of this paper. It establishes that $2\rho$ provides an 8-approximation of the hyperbolicity of $\delta(G)$ or $\delta(X)$, and that in the case of a finite graph $G$, $\rho$ can be computed in $O(n^2)$ time when the distance matrix $D$ of $G$ is given.
Computation of Negative Curvature Parameters of Graphs

**Theorem 7.** Given a graph $G$ (respectively, a geodesic space $X$) and a BFS-tree $T$ (respectively, a GS-tree $T$) rooted at $w$, 

1. $\delta(G) \leq 2\rho_{w,T} + 1 < 8\delta(G) + 1$ (respectively, $\delta(X) \leq 2\rho_{w,T} \leq 8\delta(X)$).
2. If $G$ has $n$ vertices, given the distance matrix $D$ of $G$, $\rho_{w,T}$ can be computed in $O(n^2)$ time. Consequently, an $8$-approximation (with an additive constant $1$) of the hyperbolicity $\delta(G)$ of $G$ can be found in $O(n^2)$ time.

**Proof.** We prove the first assertion of the theorem for graphs (for geodesic spaces, the proof is similar). Let $\rho := \rho_{w,T}$, $\delta := \delta(G)$ and $\delta_w := \delta_w(G)$. By Gromov’s Proposition 1, $\delta \leq 2\delta_w$. We proceed in two steps. In the first step, we show that $\delta_w \leq \rho + 1$. Hence, combining both steps we obtain $\delta \leq 2\delta_w \leq 2\rho + 1 \leq 8\delta + 1$.

The first assertion follows from Proposition 3 and from the inequality $\rho \leq \sigma(G) = \tau(G)$. To prove that $\delta_w \leq \rho + \frac{1}{2}$, for any quadruplet $x, y, z, w$ containing $w$, we show the four-point condition $d(x, z) + d(y, w) \leq \max\{d(x, y) + d(z, w), d(y, z) + d(x, w)\} + (2\rho + 1)$. Assume without loss of generality that $d(x, z) + d(y, w) \geq \max\{d(x, y) + d(z, w), d(y, z) + d(x, w)\}$ and that $d(w, x_y) = d(w, y_z) \leq d(w, z_y) = d(w, z_y)$. From the definition of $\rho$, $d(x_y, y_z) \leq \rho$ and $d(y_z, z_y) \leq \rho$. Consequently, by the definition of $x_y, y_z, z_y$ and by the triangle inequality, we get

$$d(y, w) + d(x, z) \leq d(y, w) + d(x, x_y) + d(x_y, y_z) + d(y_z, y_z) + d(z_y, z_y) \leq (d(y, y_z) + d(y, z_w)) + d(x, x_y) + \rho + d(y_x, y_z) + \rho + d(z_y, z_y),$$

the last inequality following from the definition of $x_y$ and $y_z$ in graphs (in the case of geodesic metric spaces, we have $d(x, x_y) + d(y, y_z) = d(x, y)$). This establishes the four-point condition for $w, x, y, z,$ and proves that $\delta_w \leq \rho + \frac{1}{2}$.

We present now a simple self-contained algorithm for computing $\rho$ in $O(n^2)$ time when $G = (V, E)$ is a graph with $n$ vertices. (Its space complexity can be improved using the algorithm of [4,5] for computing level $d$ ancestors in trees.) For any non-negative integer $r$, let $x(r)$ be the unique vertex of $[w, x]_T$ at distance $r$ from $w$ if $r < d(w, x)$ and the vertex $x$ if $r \geq d(w, x)$. First, we compute in $O(n^2)$ time a table $M$ with lines indexed by $V$, columns indexed by $\{1, \ldots, n\}$, and such that $M(x, r)$ is the identifier of the vertex $x(r)$ of $[w, x]_T$ located at distance $r$ from $w$. To compute this table, we explore the tree $T$ starting from $w$. Let $x$ be the current vertex and $r$ its distance to the root $w$. For every vertex $y$ in the subtree of $T$ rooted at $x$, we set $M(y, r) := x$. Assuming that the table $M$ and the distance matrix $D := (d(u, v) : u, v \in X)$ between the vertices of $G$ are available, we can compute $x_y = M(x, [x(\text{parent}(x))]_w), y_z = M(y, [y(\text{parent}(y))]_w)$ and $d(x_y, y_z)$ in constant time for each pair of vertices $x, y,$ and thus $\rho = \max\{d(x_y, y_z) : x, y \in V\}$ can be computed in $O(n^2)$ time.

Theorem 7 provides a new characterization of infinite hyperbolic graphs.

**Corollary 8.** Consider an infinite graph $G$ and an arbitrary BFS-tree $T$ rooted at a vertex $w$. The graph $G$ is hyperbolic if and only if $\rho_{w,T} < \infty$.

The following result shows that the bounds in Theorem 7 are optimal.

**Proposition 9.** For any positive integer $k$, there exists a graph $H_k$, a vertex $w$, and a BFS-tree $T$ rooted at $w$ such that $\delta(H_k) = k$ and $\rho_{w,T} = 4k$. 
Figure 2 In $H_k$, $\rho_{w,T} = d(x,y) = 4\delta(H_k)$, showing that the inequality $\rho \leq 4\delta$ is tight in the proof of Theorem 7. In $G_k$, $\rho_{w,T} \leq 2k = \frac{1}{2}\delta(G_k)$, showing that (up to an additive factor of 1) the inequality $\delta \leq 2\rho + 1$ is tight in the proof of Theorem 7.

For any positive integer $k$, there exists a graph $G_k$, a vertex $w$, and a BFS-tree $T$ rooted at $w$ such that $\rho_{w,T} \leq 2k$ and $\delta(G_k) = 4k$.

Proof. The graph $H_k$ is the $2k \times 2k$ square grid from which we removed the vertices of the rightmost and downmost $(k-1) \times (k-1)$ square (see Fig. 2, left). The graph $H_k$ is a median graph and therefore its hyperbolicity is the size of a largest isometrically embedded square subgrid $[12,27]$. The largest square subgrid of $H_k$ has size $k$, thus $\delta(H_k) = k$.

Let $w$ be the leftmost upmost vertex of $H_k$. Let $x$ be the downmost rightmost vertex of $H_k$ and $y$ be the rightmost downmost vertex of $H_k$. Then $d(x,y) = 2k$ and $d(x,w) = d(y,w) = 3k$. Let $P'$ and $P''$ be the shortest paths between $w$ and $x$ and $w$ and $y$, respectively, running on the boundary of $H_k$. Let $T$ be any BFS-tree rooted at $w$ and containing the shortest paths $P'$ and $P''$. The vertices $x_y \in P'$ and $y_x \in P''$ are located at distance $(x|y)_w = 2k$ from $w$. Thus $x_y$ is the leftmost downmost vertex and $y_x$ is the rightmost upmost vertex. Hence $\rho_{w,T} \geq d(x_y,y_x) = 4k$. Since the diameter of $H_k$ is 4k, we conclude that $\rho_{w,T} = 4k = 4\delta(H_k)$.

Let $G_k$ be the $4k \times 4k$ square grid and note that $\delta(G_k) = 4k$. Let $w$ be the center of $G_k$. Note that $\delta(G_k) = 4k$. We suppose that $G_k$ is isometrically embedded in the $l_1$-plane in such a way that $w$ is mapped to the origin of coordinates $(0,0)$ and the four corners of $G_k$ are mapped to the points with coordinates $(2k,2k),(-2k,2k),(-2k,-2k),(2k,-2k)$. We build the BFS-tree $T$ of $G_k$ as follows. First we connect $w$ to each of the corners of $G_k$ by a shortest zigzagging path (see Fig. 2, right). For each $i \leq i \leq k$, we add a vertical path from $(i,i)$ to $(i,2k)$, from $(i,-i)$ to $(i,-2k)$, from $(-i,i)$ to $(-i,2k)$, and from $(-i,-i)$ to $(-i,-2k)$. Similarly, for each $i \leq i \leq k$, we add a horizontal path from $(i,i)$ to $(2k,i)$, from $(i,-i)$ to $(2k,-i)$, from $(-i,i)$ to $(-2k,i)$, and from $(-i,-i)$ to $(-2k,-i)$. For any vertex $v$, the shortest path of $G_k$ connecting $w$ to $v$ in $T$ has the following structure: it starts by a subpath of one of the zigzagging paths until it reaches the vertical or horizontal line containing $v$ and then it continues along this line until $v$. One can show that $\rho_{w,T} \leq 2k = \frac{1}{2}\delta(G_k)$. ▶
The definition of $\rho_{w,T}$ depends on the choice of the basepoint $w$ and of the BFS-tree $T$ rooted at $w$. We show below that the best choices of $w$ and $T$ do not improve the bounds in Theorem 7. For a graph $G$, let $\rho_-(G) = \min \{ \rho_{w,T} : w \in V \}$ and $\rho_+(G) = \max \{ \rho_{w,T} : w \in V \}$ and $T$ is a BFS-tree rooted at $w$ of $G$. On the other hand, the 

maximize $\rho_+(G)$.

Proposition 10. For any positive integer $k$, there exists a graph $H^*_k$ with $\delta(H^*_k) = k + O(1)$ and $\rho_+(H^*_k) \geq \rho(H^*_k) \geq 4k - 2$ and a graph $G^*_k$ with $\delta(G^*_k) = 4k$ and $\rho_-(G^*_k) \leq 2k$.

If instead of knowing the distance-matrix $D$, we only know the distances between the vertices of $G$ up to an additive error $k$, then we can define a parameter $\tilde{\rho}_{w,T}$ in a similar way as $\rho_{w,T}$ is defined and show that $2\tilde{\rho}_{w,T} + k + 1$ is an $8$-approximation of $\delta(G)$ with an additive error of $3k + 1$.

Proposition 11. Given a graph $G$, a BFS-tree $T$ rooted at a vertex $w$, and a matrix $\tilde{D}$ such that $d(x,y) \leq \tilde{D}(x,y) \leq d(x,y) + k$, we can compute in time $O(n^2)$ a value $\tilde{\rho}_{w,T}$ such that $\delta(G) \leq 2\tilde{\rho}_{w,T} + k + 1 \leq 8\delta(G) + 3k + 1$.

Interestingly, $\rho_{w,T}$ can also be defined in terms of a distance approximation parameter. Consider a geodesic space $X$ and a GS-tree $T$ rooted at some point $w$, and let $\rho = \rho_{w,T}$. For a point $x \in X$ and $r \in \mathbb{R}^+$, denote by $x(r)$ the unique point of $[w,x]_T$ at distance $r$ from $w$ if $r < d(w,x)$ and the point if $r \geq d(w,x)$. For any $x,y$ and $\epsilon \in \mathbb{R}^+$, let $r_{xy}(\epsilon) := \sup \{ r : d(x(r),y(r')) \leq \epsilon \text{ for any } 0 \leq r' \leq r \}$. This supremum is a maximum because the function $r' \mapsto d(x(r'),y(r'))$ is continuous. Observe that by Proposition 6, $\rho = \inf \{ \epsilon : r_{xy}(\epsilon) \geq (x,y)_w \}$. Denote by $x_{xy}(\epsilon)$ (respectively, $y_{xy}(\epsilon)$) the point of $[x,y]_T$ (respectively, of $[w,y]_T$) at distance $r_{xy}(\epsilon)$ from $w$. Let $\tilde{\rho}(x,y) = d(x,x_{xy}(\epsilon)) + \epsilon + d(y_{xy}(\epsilon), y)$. By the triangle inequality, $d(x,y) \leq d(x,x_{xy}(\epsilon)) + d(x_{xy}(\epsilon), y_{xy}(\epsilon)) + d(y_{xy}(\epsilon), y) \leq d(x,y)$. Observe that for any $\epsilon$ and for any $x,y$, we have $r_{xy}(\epsilon) \geq (x,y)_w$ if and only if $d(x,x_{xy}(\epsilon)) + d(y_{xy}(\epsilon), y) \leq d(x,y)$, i.e., if and only if $d(x,y) \leq \tilde{\rho}(x,y) \leq d(x,y) + \epsilon$. Consequently, $\rho = \inf \{ \epsilon : d(x,y) \leq \tilde{\rho}(x,y) \leq d(x,y) + \epsilon \text{ for all } x,y \}$.

When we consider a graph $G$ with a BFS-tree $T$ rooted at some vertex $w$, we have similar results. For a vertex $x$, we define $x(r)$ as before when $r$ is an integer and for vertices $x,y$, we define $r_{xy}(\epsilon) := \max \{ r \in \mathbb{N} : d(x(r'),y(r')) \leq \epsilon \text{ for any } 0 \leq r' \leq r \}$. Since $\rho = \inf \{ \epsilon : r_{xy}(\epsilon) \geq (x,y)_w \text{ for all } x,y \}$, we get that $d(x,y) \leq \tilde{\rho}(x,y) + 1 \leq d(x,y) + \rho + 1$.

Proposition 12. If the distance matrix $D$ of a graph $G$ is unknown but the $k$th power graph $G^k$ of $G$ is given for $k \geq \rho_{w,T}$, then one can approximate the distance matrix $D$ of $G$ in optimal $O(n^2)$ time with an additive term depending only on $k$. 
Proof. With $G^k$ at hand, for a fixed vertex $x \in X$ the values of $r_{xy}(k)$ and $\hat{d}_k(x,y)$, for every $y \in X$, can be computed in linear time using a simple traversal of the BFS-tree $T$.  

### 4.2 Fast approximation of thinness, insize, and slimness

Using Proposition 3 and Theorem 7, we also get the following corollary.

- **Corollary 13.** For a graph $G$ and a BFS-tree $T$ rooted at a vertex $v$, $\tau(G) \leq 8\rho_{w,T} + 4 \leq 8\tau(G) + 4$ and $\varsigma(G) \leq 6\rho_{w,T} + 3 \leq 24\varsigma(G) + 3$. Consequently, an $8$-approximation (with additive surplus $4$) of the thinness $\tau(G)$ and a $24$-approximation (with additive surplus $3$) of the slimness $\varsigma(G)$ can be found in $O(n^2)$ time.

Consider a collection $\mathcal{T} = (T_w)_{w \in V}$ of trees where for each $w$, $T_w$ is an arbitrary BFS-tree rooted at $w$, and let $\rho_T = \max_{w \in V} \rho_w, T_w$. Since for each $w$, $\rho_w, T_w$ can be computed in $O(n^2)$ time, $\rho_T$ can be computed in $O(n^3)$ time. We stress that for any fixed $w \in V$, $\delta_w(G)$ can be also computed in $O(n^3)$ time. Furthermore, by Proposition 1, $\delta_w(G)$ gives a $2$-approximation of the hyperbolicity $\delta(G)$ of $G$. In what follows, we present similar complexity approximations for $\varsigma(G)$ and $\tau(G)$.

To get a better bound for $\varsigma(G)$, we need to involve one more parameter. Let $u$ and $v$ be arbitrary vertices of $G$ and $T_u \in \mathcal{T}$ be the BFS-tree rooted at $u$. Let also $(u = u_0, u_1, \ldots, u_v = v)$ be the path of $T_u$ joining $u$ with $v$. Define $\kappa_{T_u}(u,v) := \max \{ d(a,u_i) : a \in I(u,v), d(a,u) = i \}$ and $\kappa_T := \max \{ \kappa_{T_u}(u,v) : u,v \in V \}$. Note that $\kappa_T \leq \kappa(G)$ and that $\kappa_T$ can be computed in $O(n^3)$ time and $O(n^2)$ space. Observe also that for any $u,v$, $\kappa_{T_u}(u,v) \leq \rho_u, T_u$, and thus $\kappa_T \leq \rho_T$.

- **Proposition 14.** For a graph $G$ and a collection of BFS-trees $\mathcal{T} = (T_w)_{w \in V}$, $\varsigma(G) = \tau(G) \leq \rho_T + 2\kappa_T \leq 3\rho_T \leq 3\tau(G)$ and $\varsigma(G) \leq \rho_T + 2\kappa_T \leq 8\varsigma(G)$. Consequently, a $3$-approximation of the thinness $\tau(G)$ and an $8$-approximation of the slimness $\varsigma(G)$ can be found in $O(n^3)$ time and $O(n^2)$ space.

**Proof.** Pick any geodesic triangle $\Delta(x,y,w)$ with sides $[x,y]$, $[x,w]$ and $[y,w]$. Let $[x,w]_T$ and $[y,w]_T$ be the corresponding geodesics of the BFS-tree $T$ for vertex $w$. Consider the vertices $x_y \in [x,w]_T$, $y_x \in [w,y]_T$ and vertices $a \in [x,w], b \in [y,w]$ with $d(w,x_y) = d(w,y_x) = d(w,a) = d(w,b) = ||(x,y)w||$. We know that $d(x_y, y_x) \leq \rho_T$. Since $(x|a)_w = d(a,w)$ and $(y|b)_w = d(b,w)$, $d(a,x_y) \leq \kappa_{T_w}(w,x) \leq \kappa_T$ and $d(b,y_x) \leq \kappa_{T_w}(w,y) \leq \kappa_T$. Hence, $d(a,b) \leq \rho_T + 2\kappa_T$. Repeating this argument for vertices $x$ and $y$ and their BFS-trees, we get that the insize of $\Delta(x,y,w)$ is at most $\rho_T + 2\kappa_T$. So $\tau(G) \leq \rho_T + 2\kappa_T \leq 3\rho_T \leq \tau(G)$ and by Proposition 3, $\varsigma(G) \leq \tau(G) \leq \rho_T + 2\kappa_T \leq \tau(G) + 2\kappa_T \leq 8\varsigma(G)$.  

### 5 Exact computation

In this section, we provide exact algorithms for computing the slimness $\varsigma(G)$, the thinness $\tau(G)$, and the insize $\varsigma(G)$ of a given graph $G$. The algorithm computing $\tau(G) = \varsigma(G)$ runs in $O(n^2m)$ time and the algorithm computing $\varsigma(G)$ runs in $\tilde{O}(n^2m + n^4/\log^2 n)$ time; both algorithms use $O(n^2)$ space. When the graph is dense (i.e., $m = \Omega(n^2)$), that stays of the same order of magnitude as the best-known algorithms for computing $\delta(G)$ in practice (see [6]), but when the graph is not so dense (i.e., $m = o(n^2)$), our algorithms run in $o(n^4)$ time. In contrast to this result, the existing algorithms for computing $\delta(G)$ exactly are not sensitive to the density of the input. We also show that the minsize $\rho_-(G)$ of a given graph $G$ cannot be approximated with a factor strictly better than 2 unless $P = NP$. The results of this section are summarized by the following theorem:
Theorem 15. For a graph $G = (V, E)$ with $n$ vertices and $m$ edges, the following holds:

1. the thinness $\tau(G)$ and the insize $\iota(G)$ of $G$ can be computed in $O(n^2m)$ time;
2. the slimness $\varsigma(G)$ of $G$ can be computed in $\tilde{O}(n^2m + n^4/\log^3 n)$ time;
3. Deciding whether the minsize $\rho(G)$ of $G$ is at most 1 is NP-complete.

5.1 Exact computation of thinness and insize

We present an algorithm to compute $\tau(G) = \iota(G)$ that runs in time $O(n^2m)$. We first compute the distance matrix $D$ of $G$ in time $O(mn)$. To compute $\tau(G)$, we introduce the “pointed thinness” $\tau_w(G)$ of a given vertex $w$. For a fixed vertex $w$, let $\tau_w(G) = \max \{ d(x', y') : \exists x, y \in V \text{ such that } x' \in I(w, x), y' \in I(w, y), \text{ and } d(w, x') = d(w, y') \leq (x|y)_w \}$. Observe that for any BFS-tree $T$ rooted at $w$, we have $\rho(T) = \tau_w(G) \leq \tau(G)$, and thus by Corollary 13, $\tau_w(G)$ is an 8-approximation (with additive surplus 4) of $\tau(G)$.

Since $\tau(G) = \max_{w \in V} \tau_w(G)$, in order to prove Theorem 15(1), it is sufficient to describe an algorithm computing $\tau_w(G)$ in $O(mn)$. Let $\tau_{w,x}(G) = \max \{ d(x', y') : x' \in I(w, x) \text{ and } \exists y \in V \text{ such that } y' \in I(w, y) \text{ and } d(w, x') = d(w, y') \leq (x|y)_w \}$ and observe that $\tau_w(G) = \max_{x \in V} \tau_{w,x}(G)$.

For every ordered pair $w, x$ and every vertex $z$, let $g_z(w, x) = \max \{ d(x', z) : x' \in I(w, x) \text{ and } d(w, x') = d(w, z) \}$. Observe that $\tau_{w,x} = \max \{ g_z(w, x) : \exists y \text{ such that } z \in I(w, y) \text{ and } d(w, z) \leq (x|y)_w \}$. Note that if $w, x \in V$ are fixed, then $h_{w,x}(z)$ satisfies the following recursive formula: $h_{w,x}(z) = 0$ if $d(w, z) < d(w, z')$, $g_z(w, x) = d(w, z)$ if $d(w, z) = d(w, z')$, and $g_z(w, x) = \max \{ g_z(w, x) : x' \in N(x) \}$ and $d(w, x') = d(w, x) - 1$ otherwise. Given the distance matrix $D$, for any $x \in V$, we can compute $\{ x' \in N(x) : d(w, x') = d(w, x) - 1 \}$ in $O(d(x))$ time. Therefore, using a standard dynamic programming approach, we can compute the values $g_z(w, x)$ for all $x \in V$ in $O(nm)$ time.

5.2 Exact computation of slimness

To prove Theorem 15(2), we introduce the “pointed slimness” $\varsigma_w(G)$ of a given vertex $w$. Formally, $\varsigma_w(G)$ is the least integer $k$ such that, in any geodesic triangle $\Delta(x, y, z)$ such that $w \in [x, y, z]$, we have $d(w, x, z) \leq k$. Note that $\varsigma_w(G)$ cannot be used to approximate $\varsigma(G)$ (that is in sharp contrast with $\delta_w(G)$ or $\tau_w(G)$). In particular, $\varsigma_w(G) = 0$ whenever $w$ is a pending vertex of $G$ (or, more generally, a simplicial vertex of $G$). On the other hand, we have $\varsigma(G) = \max_{w \in V} \varsigma_w(G)$. Therefore, in order to prove Theorem 15(2), it is sufficient to describe an algorithm computing $\varsigma_w(G)$ that runs in $\tilde{O}(nm + n^3/\log^3 n)$ time for every
w. For every x, z ∈ V we set p_w(x, z) to be the least integer k such that, for every geodesic [x, z], we have d(w, [x, z]) ≤ k. Observe that c_w(G) ≤ k if and only if for all x, y ∈ V such that w ∈ I(x, y), and any z ∈ V, min(p_w(x, z), p_w(y, z)) ≤ k.

As before, we assume that the distance matrix D of G has been already computed. The algorithm for computing c_w(G) proceeds in two phases. We first compute p_w(x, z) for every x, z ∈ V. Second, we seek for a triple (x, y, z) such that w ∈ I(x, y) and \min(p_w(x, z), p_w(y, z)) is maximized.

For any fixed w, x ∈ V, observe that p_w(x, z) satisfies the following recursive formula: p_w(x, x) = d(w, x) and for any z ≠ x, p_w(x, z) = \min\{d(w, z), p_w(x, z)\} where p_w(x, z) = max\{p_w(x, z'): z' ∈ N(z) and d(x, z') = d(x, z) - 1\}. Using dynamic programming, one can compute the values p_w(x, z) for all z ∈ V in O(m) time. Consequently, we can compute the values p_w(y, z) for all y, z ∈ V in O(mn) time, and then, we can compute c_w(G) in O(n^3) time by enumerating all possible triples x, y, z ∈ V such that w ∈ I(x, y) and keeping one maximizing \min(p_w(x, z), p_w(y, z)).

We can improve the running time by reducing the problem to Triangle Detection as follows. Given a fixed integer k, the graph Γ_w[k] has vertex set V_1 ∪ V_2 ∪ V_3, with every set V_i being a copy of V \ {w}. There is an edge between x_1 ∈ V_1 and y_2 ∈ V_2 if and only if the corresponding vertices x, y ∈ V satisfy w ∈ I(x, y). Furthermore, there is an edge between x_1 ∈ V_1 and z_3 ∈ V_2 (respectively, between y_2 ∈ V_2 and z_3 ∈ V_3) if and only if we have p_w(x, z) > k (respectively, p_w(y, z) > k). It is easy to see that c_w(G) ≤ k if and only if Γ_w[k] is triangle-free. Once the distance matrix of G and the values p_w(x, z) for all x, y, z ∈ V have been computed, we can construct Γ_w[k] in O(n^2) time. Since Triangle Detection can be solved in \tilde{O}(n^{3/2}) time [35], we can decide whether c_w(G) ≤ k in the same time, and by performing binary search, we can compute c_w(G) in \tilde{O}(n^3/\log^2 n) time.

5.3 Approximating the minsize is hard

We now prove Theorem 15(3). Note that if we are given a BFS-tree T rooted at a vertex w, we can easily check whether \rho_{u,T} ≤ 1, and thus deciding whether \rho_u(G) ≤ 1 is in NP. In order to prove that this problem is NP-hard, we do a reduction from SAT. Let \Phi be a SAT formula with m clauses c_1, c_2, ..., c_m and n variables x_1, x_2, ..., x_n. Let X = {x_1, \overline{x_1}, ..., x_n, \overline{x_n}}. For simplicity, in what follows, we denote x_i, \overline{x_i} by \ell_i, \ell_{\overline{i}}. Let C = {c_1, ..., c_m} be the clause-set of \Phi. Finally, let w and V = {v_1, v_2, ..., v_{2n}} be additional vertices. We construct a graph G_\Phi with V(G_\Phi) = {w} ∪ V ∪ X ∪ C and where E(G_\Phi) is defined as follows:

- N(w) = V and w is a clique,
- for every i, i', v_i and \ell_i' are adjacent if and only if i = i',
- for every i, i', \ell_i and \ell_{i'} are adjacent if and only if \ell_{i'} ≠ \ell_i;
- for every i, j, v_i and c_j are not adjacent;
- for every i, j, \ell_i and c_j are adjacent if and only if \ell_i ∈ c_j;
- for every j, j', c_j, c_{j'} intersect in exactly one literal.

We can show that we can preprocess the formula \Phi in polynomial time such that:

1. for every BFS-tree T rooted at u ≠ w, \rho_{u,T} ≥ 2,
2. for any BFS-tree T rooted at w, for any t, u ∈ V, if d(t_u, u_t) ≥ 2, then t, u ∈ C,
3. for every c, c' ∈ C, d(c, c') ≤ 2.

Now, for every c, c' ∈ C, observe that \{|c|c'|_w| = 2 and thus c_{c'}, c'_{c} ∈ X. Consequently, \rho_{w,T} ≤ 1 if and only if d(c_{c'}, c'_{c}) ≤ 1 for all c, c' ∈ C, i.e., if and only if c_{c'} ≠ c'_{c} for all c, c' ∈ C. Therefore, there exists a tree T rooted at w such that \rho_{w,T} = 1 if and only if there exists a satisfying assignment for \Phi.
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Abstract
We make progress on a number of open problems concerning the area requirement for drawing trees on a grid. We prove that
1. every tree of size $n$ (with arbitrarily large degree) has a straight-line drawing with area $n^{2O(\sqrt{\log \log n} \log \log \log n)}$, improving the longstanding $O(n \log n)$ bound;
2. every tree of size $n$ (with arbitrarily large degree) has a straight-line upward drawing with area $n^{\sqrt{\log n} (\log \log n)}$, improving the longstanding $O(n \log n)$ bound;
3. every binary tree of size $n$ has a straight-line orthogonal drawing with area $n^{2O(\log^* n)}$, improving the previous $O(n \log \log n)$ bound by Shin, Kim, and Chwa (1996) and Chan, Goodrich, Kosaraju, and Tamassia (1996);
4. every binary tree of size $n$ has a straight-line order-preserving drawing with area $n^{2O(\log^* n)}$, improving the previous $O(n \log \log n)$ bound by Garg and Rusu (2003);
5. every binary tree of size $n$ has a straight-line orthogonal order-preserving drawing with area $n^{2O(\sqrt{\log n})}$, improving the $O(n^{3/2})$ previous bound by Frati (2007).

1 Introduction

Drawing graphs with small area has been a subject of intense study in combinatorial and computational geometry for more than two decades [11, 12]. The goal is to determine worst-case bounds on the area needed to draw any $n$-vertex graph in a given class, subject to certain drawing criteria, where vertices are mapped to points on an integer grid $\{1, \ldots, W\} \times \{1, \ldots, H\}$, and the area of the drawing is defined to be the width $W$ times the height $H$. All drawings in this paper are required to be planar, where edge crossings are not allowed. All our results will be about straight-line drawings, where edges are drawn as straight line segments, although poly-line drawings that allow bends along the edges have also received considerable attention.

It is well known [10, 23] that every planar graph of size $n$ has a straight-line drawing with area $O(n^2)$ (with width and height $O(n)$), and this bound is asymptotically tight in the worst case. Much research is devoted to understanding which subclasses of planar graphs admit subquadratic-area drawings, and obtaining tight area bounds for such classes.

Drawing arbitrary trees. Among the simplest is the class of all trees. As hierarchical structures occur naturally in many areas (from VLSI design to phylogeny), visualization of trees is of particular interest. Although there have been numerous papers on tree drawings
Figure 1 The “standard” algorithm to produce a straight-line upward drawing of any tree of size \( n \), with width at most \( n \) and height at most \( \lceil \log n \rceil \): reorder the subtrees so that \( T_d \) is the largest, then recursively draw \( T_1, \ldots, T_d \).

(e.g., [2, 4, 5, 6, 7, 8, 9, 13, 14, 15, 16, 17, 18, 19, 20, 22, 25, 26, 24, 27, 28]), the most basic question of determining the worst-case area needed to draw arbitrary trees, without any additional criteria other than being planar and straight-line, is surprisingly still open.

An \( O(n \log n) \) area upper bound is folklore and can be obtained by a straightforward recursive algorithm, as described in Figure 1, which we will refer to as the standard algorithm (the earliest reference was perhaps Shiloach’s 1976 thesis [24, page 94]; see also Crescenzi, Di Battista, and Piperno [8] for the same algorithm for binary trees). The algorithm gives linear width and logarithmic height. An analogous algorithm, with \( x \) and \( y \) coordinates swapped, gives logarithmic width and linear height.

However, no single improvement to the \( O(n \log n) \) bound has been found for general trees. No improvement is known even if drawings are relaxed to be poly-line!

In an early SoCG’93 paper by Garg, Goodrich, and Tamassia [15], it was shown that linear area is attainable for poly-line drawings of trees with degree bounded by \( O(n^{1-\varepsilon}) \) for any constant \( \varepsilon > 0 \). Later, Garg and Rusu [18, 17] obtained a similar result for straight-line drawings for degree up to \( O(n^{1/2-\varepsilon}) \). These approaches do not give good bounds when the maximum degree is linear.

To understand why unbounded degree can pose extra challenges, consider the extreme case when the tree is a star of size \( n \), and we want to draw it on an \( O(\sqrt{n}) \times O(\sqrt{n}) \) grid. A solution is not difficult if we use the fact that relatively prime pairs are abundant, but most tree drawing algorithms use geometric divide-and-conquer strategies that do not seem compatible with such number-theoretic ideas.

New results. Our first main result is the first \( o(n \log n) \) area upper bound for straight-line drawings of arbitrary trees: the bound is \( n^{2O(\sqrt{\log \log n})} \), which in particular is better than \( O(n \log^2 n) \) for any constant \( \varepsilon > 0 \).

Even to those who care less about refining logarithmic factors, our method has one notable advantage: it can give drawings achieving a full range of width–height tradeoffs (in other words, a full range of aspect ratios). For example, we can simultaneously obtain width and height \( \sqrt{n}2^{O(\sqrt{\log \log n})} \). Although the extra factor is now superpolylogarithmic, the result is still new. In contrast, the standard algorithm (Figure 1) produces only narrow drawings, whereas the previous approaches of Garg et al. [15, 18] provided width–height tradeoffs but inherently cannot give near \( \sqrt{n} \) perimeter if degree exceeds \( \sqrt{n} \).

For rooted trees, it is natural to consider upward drawings, where the \( y \)-coordinate of each node is greater than or equal to the \( y \)-coordinate of each child. The drawing obtained by the standard algorithm is upward. We obtain the first \( o(n \log n) \) area bound for straight-line upward drawings of arbitrary trees as well: the bound is near \( O(n \sqrt{\log n}) \), ignoring small

---

1 It is not clear to this author if their analysis assumed a much stronger property, that every subtree of size \( m \) has degree at most \( O(m^{1/2-\varepsilon}) \).
Table 1  Worst-case area bounds for straight-line drawings of arbitrary trees. (In all tables, $c$ denotes some constant, and $\Theta$ denotes tight results that have matching lower bounds.)

<table>
<thead>
<tr>
<th></th>
<th>non-order-preserving</th>
<th>order-preserving</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-upward</td>
<td>$O(n \log n)$ by standard alg’m</td>
<td>$O(n \log n)$ by Garg–Rusu’03 [16]</td>
</tr>
<tr>
<td></td>
<td>$O(nc^{\sqrt{\log \log n}} \log \log \log n)$ new</td>
<td></td>
</tr>
<tr>
<td>upward</td>
<td>$O(n \log n)$ by standard alg’m</td>
<td>$O(nc^{\sqrt{\log n}})$ by Chan’99 [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>strictly upward</td>
<td>$\Theta(n \log n)$ by standard alg’m</td>
<td>$O(nc^{\sqrt{\log n}})$ by Chan’99 [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2  Worst-case area bounds for straight-line drawings of binary trees.

<table>
<thead>
<tr>
<th></th>
<th>non-order-preserving</th>
<th>order-preserving</th>
</tr>
</thead>
<tbody>
<tr>
<td>non-upward</td>
<td>$\Theta(n)$ by Garg–Rusu’04 [18]</td>
<td>$O(n \log \log n)$ by Garg–Rusu’03 [16]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$O(nc^{\log^* n})$ new</td>
</tr>
<tr>
<td>upward</td>
<td>$O(n \log \log n)$ by Shin–Kim–Chwa’96 [25]</td>
<td>$O(n^{1.48})$ by Chan’99 [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$O(nc^{\sqrt{\log n}})$ by Chan’99 [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$O(n \log n)$ by Garg–Rusu’03 [16]</td>
</tr>
<tr>
<td>strictly upward</td>
<td>$\Theta(n \log n)$ by standard alg’m</td>
<td>$O(n^{1.48})$ by Chan’99 [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$O(nc^{\sqrt{\log n}})$ by Chan’99 [6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Theta(n \log n)$ by Garg–Rusu’03 [16]</td>
</tr>
</tbody>
</table>

log log factors. (See Table 1.)

These results represent significant progress towards Open Problems 5, 6, 17, and 18 listed in Di Battista and Frati’s recent survey [12].

We will describe the near-$O(n^{1/2})$ upward algorithm first, in Section 2, which prepares us for the more involved $n^{2/3}O(\sqrt{\log \log n \log \log \log n})$ non-upward algorithm in Section 3.

Drawing binary trees. Next we turn to drawings of binary trees, where there has been a large body of existing work, due to the many combinations of aesthetic criteria that may be imposed. We may consider

- **upward** drawings, as defined earlier;
- **strictly upward** drawings, where the $y$-coordinate of each node is strictly greater the $y$-coordinate of each child;
- **order-preserving** drawings, where the order of children of each node $v$ is preserved, i.e., the parent, the left child, and the right child of $v$ appear in counterclockwise order around $v$;
- **orthogonal** drawings, where all edges are drawn with horizontal or vertical line segments.

Tables 2–3 summarize the dizzying array of known results on straight-line drawings. (To keep the table size down, we omit numerous other results on poly-line drawings, and on special subclasses of balanced trees. See Di Battista and Frati’s survey [12] for more.)
New results. In this paper, we concentrate on two of the previous $O(n \log \log n)$ entries in the table. In 1996, Shin, Kim, and Chwa [25] and Chan et al. [7] independently obtained $O(n \log \log n)$-area algorithms for straight-line orthogonal drawings of binary trees; a few years later, Garg and Rusu [16] adapted their technique to obtain similar results for straight-line (non-orthogonal) order-preserving drawings. We improve the area bound for both types of drawings to almost linear: $n^{2 + O(\log \log \log \log n)}$, where $\log^*$ denotes the iterated logarithm. (We can also obtain width–height tradeoffs for these drawings.)

Although improving $\log \log n$ to iterated logarithm may not come as a total surprise, the problem for straight-line orthogonal drawings has resisted attack for 20 years. (Besides, improvement should not be taken for granted, since there is at least one class of drawings for which $\Theta(n \log \log n)$ turns out to be tight: poly-line upward orthogonal drawings of binary trees [15].)

We have additionally one more result on straight-line orthogonal order-preserving drawings of binary trees: in 2007, Frati [13] presented an $O(n^{3/2})$-area algorithm. We improve the bound to $n^{2 + O(\sqrt{\log \log n})}$, which in particular is better than $O(n^{1+\varepsilon})$ for any constant $\varepsilon > 0$.

These results represent significant progress towards Open Problems 9, 12, and 14 listed in Di Battista and Frati’s survey [12].

(The author has obtained still more new results, on a special class of so-called LR drawings of binary trees [6, 14], making progress on Open Problem 10 in the survey, which will be reported later elsewhere.)

We will describe the $n^{2 + O(\log^* n)}$ algorithm for orthogonal drawings first, in Section 4; the algorithm for non-orthogonal order-preserving drawings is similar, and is described in the full paper. The $n^{2 + O(\sqrt{\log n})}$ algorithm for orthogonal order-preserving drawings is different and is also deferred to the full paper.

Techniques. Various tree-drawing techniques have been identified in the large body of previous work, and we will certainly draw upon some of these existing techniques in our new algorithms—in particular, the use of “skewed” centroids for divide-and-conquer in trees (see Section 2 for the definition), and height–width tradeoffs to obtain better area bounds.

However, as the unusual bounds would suggest, our $n^{2 + O(\sqrt{\log \log n})}$ and our $n^{2 + O(\log^* n)}$ algorithms will require new forms of recursion and bootstrapping.

Our $n^{2 + O(\sqrt{\log \log n})}$ result for arbitrary trees requires novelty not just in fancier recurrences, but also in geometric insights. All existing divide-and-conquer algorithms for tree drawings divide a given tree into subtrees and recursively draw different subtrees in different, disjoint axis-aligned bounding boxes. We will depart from tradition and draw some parts of the tree in distorted grids inside narrow sectors, which are remapped to regular grids through...
affine transformations every time we bootstrap. The key is a geometric observation that any two-dimensional convex set (however narrow) containing a large number of integer points must contain a large subset of integer points forming a grid after affine transformation (with unspecified aspect ratio). The proof of the observation follows from well known facts about lattices and basis reduction (by Gauss)—a touch of elementary number theory suffices. We are not aware of previous applications of this geometric observation, which seems potentially useful for graph drawing on grids in general.

Our \( n^{2O(\log^* n)} \) result is noteworthy, because occurrences of iterated logarithm are rare in graph drawing (to be fair, we should mention that it has appeared before in one work by Shin et al. [26], on poly-line orthogonal drawings of binary trees with \( O(1) \) bends per edge). We realize that more can be gained from the recursion in the previous \( O(n \log \log n) \) algorithm, by bootstrapping. This requires a careful setup of the recursive subproblems, and constant switching of \( x \) and \( y \) (width and height) every time we bootstrap. (The author is reminded of an algorithm by Matoušek [21] on a completely different problem, Hopcroft’s problem, where iterated logarithm arose due to constant switching of points and lines by duality at each level of recursion.)

Our \( n^{2O(\sqrt{\log n})} \) result for orthogonal order-preserving drawings has the largest quantitative improvement compared to previous results, but actually requires the least originality in techniques. We use the exact same form of recursion as in an earlier algorithm of Chan [6] for non-orthogonal upward order-preserving drawings, although the new algorithm requires trickier details.

2 Straight-line upward drawings of arbitrary trees

In this section, we consider arbitrary (rooted) trees and describe our first algorithm to produce straight-line upward drawings with \( o(n \log n) \) area. It serves as a warm-up to the further improved algorithm in Section 3 when upwardness is dropped.

2.1 Preliminaries

We begin with some basic number-theoretic and tree-drawing facts. The first, on the denseness of relatively prime pairs, is well known:

Fact 1. There are \( \Omega(AB) \) relatively prime pairs in \( \{1, \ldots, A\} \times \{\lfloor B/2 \rfloor + 1, \ldots, B\} \).

Next, we consider drawing trees not on the integer grid but on a user-specified set of points. We note that any point set of near linear size that is not too degenerate is “universal”, in the sense that it can be used to draw any tree.

Fact 2. Let \( P \) be a set of \( (\ell - 1)n - \ell + 2 \) points in the plane, with no \( \ell \) points lying on a common line. Let \( T \) be a tree of size \( n \). Then \( T \) has a straight-line upward drawing where all vertices are drawn in \( P \).

Proof. We describe a straightforward recursive algorithm: Let \( n_1, \ldots, n_d \) be the sizes of the subtrees \( T_1, \ldots, T_d \) at the children of the root \( v_0 \), with \( \sum_{i=1}^d n_i = n - 1 \). Place \( v_0 \) at the highest point \( p_0 \) of \( P \) (in case of ties, prefer the leftmost highest point). Form \( d \) disjoint sectors with apex at \( p_0 \), so that the \( i \)-th sector \( S_i \) contains between \( (\ell - 1)n_i - \ell + 2 \) and \( (\ell - 1)n_i \) points of \( P - \{p_0\} \). This is possible since any line through \( p_0 \) contains at most \( \ell - 2 \) points of \( P - \{p_0\} \), and \( \sum_{i=1}^d (\ell - 1)n_i = (\ell - 1)(n - 1) = |P - \{p_0\}| \). For each \( i = 1, \ldots, d \), recursively draw \( T_i \) using \( (\ell - 1)n_i - \ell + 2 \) points of \( P \cap S_i \). Lastly, draw the edges from...
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Figure 2 The drawing in Fact 3.

\[ v_0 \] to the roots of the \( T_i \)'s (these edges create no crossings since the roots are drawn at the highest points of \( P \) in their respective sectors). The base case \( n = 1 \) is trivial.

The following is a slight generalization of the standard algorithm (mentioned in the introduction) for straight-line upward drawings of general trees with width \( O(n) \) and height \( O(\log n) \). We note that the algorithm can draw any tree on any point set that “behaves” like an \( n \times \lfloor \log n \rfloor \) grid.

**Fact 3.** Let \( G \) be a set of \( \lfloor \log n \rfloor \) parallel (non-vertical) line segments in the plane. Let \( P \) be a set of \( n \lfloor \log n \rfloor \) points, with \( n \) points lying on each of the \( \lfloor \log n \rfloor \) line segments in \( G \). Let \( T \) be a tree of size \( n \). Then \( T \) has a straight-line drawing where all vertices are drawn in \( P \), and the root is drawn on the segment of \( G \) whose line has the highest \( y \)-intercept.

Furthermore, if the segments of \( G \) are horizontally separated (i.e., the \( y \)-projections are disjoint), the drawing is upward.

**Proof.** Without loss of generality, assume that the segments have negative slope, and arrange the segments of \( G \) in decreasing order of \( y \)-intercepts. Apply the standard algorithm to get a straight-line upward grid drawing of \( T \) with width at most \( n \) and height at most \( \lfloor \log n \rfloor \). Map the vertices on the \( i \)-th topmost row of the grid drawing to the points on the \( i \)-th segment of \( G \), while preserving the left-to-right ordering of the vertices. (See Figure 2.) The resulting drawing is planar (since each edge is drawn either on a segment or in the region between two consecutive segments, and there are no crossings in the region between two consecutive segments). Note that the drawing is upward if the segments of \( G \) are horizontally separated.

**2.2 The augmented-star algorithm**

The main difficulty of drawing arbitrary trees is due to the presence of vertices of large degree. In the extreme case when the tree is a star of size \( n \), we can produce a straight-line drawing of width \( O(A) \) and \( O(n/A) \) for any given \( 1 \leq A \leq n \), by placing the root at the origin and placing the remaining vertices at points with co-prime \( x \)- and \( y \)-coordinates, using Fact 1.

We first study a slightly more general special case which we call augmented stars, where the input tree is modified from a star by attaching to each leaf a small subtree of size \( \leq s \).

**Lemma 4.** Let \( T \) be a tree of size \( n \) such that the subtree at each child of the root has size at most \( s \). For any given \( n \geq A \geq 1 \), \( T \) has a straight-line upward drawing with width \( O(A \log s) \) and height \( O((n/A) \cdot s \log^2 s) \), where the root is placed at the top left corner of the bounding box, and the left side of the box contains no other vertices.

**Proof.** Let \( \ell = s \lfloor \log s \rfloor \). Let \( B = [c\ell n/A] \) for some constant \( c \). Let \( P = \{(x,y) \in \{1, \ldots, A\} \times \{-B, \ldots, -\lfloor B/2 \rfloor - 1\} : x \text{ and } y \text{ are relatively prime} \} \). By Fact 1, \(|P| = \Omega(AB)\), and so \(|P| \geq \ell n \) by making \( c \) sufficiently large.

Let \( n_1, \ldots, n_d \) be the sizes of the subtrees \( T_1, \ldots, T_d \) at the children of the root \( v_0 \), with \( \sum_{i=1}^d n_i = n - 1 \) and \( n_i \leq s \) for each \( i \). Place \( v_0 \) at the origin. Form \( d \) disjoint sectors, where
the \( i \)-th sector \( S_i \) contains exactly \( \ell n_i \) points of \( P \). This is possible, since any line through the origin contains at most one point of \( P \) and \( \sum_{i=1}^{d} \ell n_i < \ell n \leq |P| \). We will draw \( T \) using not just the points of \( P \), but also scaled copies of these points, up to scaling factor \( t := \lceil \log s \rceil \).

For each \( i \), consider two cases, depending on how degenerate \( S_i \cap P \) is:

- **Case 1:** \( S_i \) does not contain \( \ell \) points of \( P \) on a common line. Here, we can draw \( T_i \) using the \( \ell n_i > (\ell - 1)n_i - \ell + 2 \) points of \( S_i \cap P \) by Fact 2.

- **Case 2:** \( S_i \) contains \( \ell \) points of \( P \) on a common line \( L \). (Note that \( L \) does not pass through the origin, by definition of \( P \).) Let \( \sigma \) be a horizontal slab of height \( B/(2t) \) that contains at least \( \ell/t = s \) points of \( L \cap S_i \cap P \). Let \( \mathcal{L} = L \cap S_i \cap \sigma \). Let \( G \) be the set of \( t \) line segments \( \mathcal{L}, 2\mathcal{L}, \ldots, t\mathcal{L} \), where \( \alpha\mathcal{L} \) denotes the scaled copy of \( \mathcal{L} \) by factor \( \alpha \) (with respect to the origin). Each of the \( t = \lceil \log s \rceil \) segments of \( G \) contain \( s \) integer points inside \( S_i \), and the segments are horizontally separated. Thus, we can draw \( T_i \) using the integer points on \( G \) by Fact 3.

Lastly, draw the edges from \( v_0 \) to the roots of the \( T_i \)'s. The total width is \( O(tA) = O(A \log s) \) and the height is \( O(tB) = O((n/A) \cdot s \log^2 s) \).

\[ \square \]

### 2.3 The general algorithm

We are now ready to present the algorithm for the general case, using the augmented-star algorithm as a subroutine:

\[ \blacktriangleright \textbf{Theorem 5.} \] For any given \( n \geq A \geq 1 \), every tree \( T \) of size \( n \) has a straight-line upward drawing with width \( O(A + \log n) \) and height \( O((n/\sqrt{A}) \log^2 A) \), where the root is placed at the top left corner of the bounding box.

**Proof.** We describe a recursive algorithm to draw \( T \): Let \( s \) be a fixed parameter with \( A \geq \log s \). Let \( v_0 \) be the root of \( T \), and define \( v_{i+1} \) to be the child of \( v_i \) whose subtree is the largest (the resulting root-to-leaf path \( v_0v_1v_2 \cdots \) is called the heavy path of \( T \)). Let \( k \) be the largest index such that the subtree at \( v_k \) has size more than \( n - A \) (we will call the node \( v_k \) the A-skewed centroid). Then the total size of the subtrees at the siblings of \( v_1, \ldots, v_k \) is at most \( A \), the subtree at \( v_{k+1} \) has size at most \( n - A \), and the subtree at each sibling of \( v_{k+1} \) has size at most \( \min\{n - A, n/2\} \).

The drawing of \( T \), depicted in Figure 3, is constructed as follows (which includes multiple applications of the standard algorithm in steps 1 and 3, one application of the augmented-star algorithm in step 2, and recursive calls in step 4):

1. Draw the subtrees at the siblings of \( v_1, \ldots, v_k \) by the standard algorithm. Stack these drawings horizontally. Since these subtrees have total size at most \( A \), the drawing so far has total width \( O(A) \) and height \( O(\log A) \).

2. Draw the subtrees at the children of \( v_k \) that have size \( \leq s \), together with the edges from \( v_k \) to the roots of these subtrees, by the augmented-star algorithm in Lemma 4 with parameter \( \hat{A} = [A/\log s] \). By reflection, make \( v_k \) lie on the top-right corner of its corresponding bounding box. Place the drawing below the drawings from step 1. This part has width \( O(\hat{A} \log s) = O(A) \) and height \( O((n'/\hat{A}) \cdot s \log^2 s) = O((n'/A) \cdot s \log^3 s) \)

   (Note that if \( n' \leq A \), we can just use the standard algorithm with width \( O(A) \) and height \( O(\log A) \) for this step.)

3. Draw the subtrees at the children of \( v_k \) that have size \( > s \) and \( \leq A \), by the standard algorithm. By reflection, make the roots lie on the top-right corners of their respective bounding boxes. Stack these drawings vertically, underneath the drawing from step 2. This
part has width $O(A)$ and height $O((\text{number of these subtrees}) \cdot \log A) \leq O((n''/s) \cdot \log A)$, where $n''$ is the total size of these subtrees.

4. Recursively draw the subtrees at the children of $v_k$ that have size $> A$. By reflection, make the roots lie on the top-right corners of their respective bounding boxes. Stack these drawings vertically, underneath the drawings from step 3. Put the drawing of the subtree at $v_{k+1}$ at the bottom.

The special case $k = 1$ is similar, except that we place $v_k$ on the left, and so do not reflect in steps 2–4. The special case $k = 0$ is also similar, but bypassing step 1.

The overall width satisfies the following recurrence $W(n) \leq \max\{O(A), W(n/2) + 1, W(n - A)\}$, which solves to $W(n) = O(A + \log n)$.

The overall height satisfies the following recurrence

$$H(n) \leq \sum_{i=1}^{m} H(n_i) + c(\log A + (n'/A)s \log^3 s + (n''/s) \log A)$$

for some $n', n'', m, n_1, \ldots, n_m$ with $n' + n'' + \sum_i n_i \leq n$, $n_i \leq n - A$, and $n_i \geq A$, for some constant $c$. It is straightforward to verify by induction that $H(n) \leq c((2n/A - 1) \log A + (n/A)s \log^3 s + (n/s) \log A)$. (The constraint $n_i \leq n - A$ is needed in the $m = 1$ case.) Choosing $s = \Theta(\sqrt{A}/\log A)$ to balance the last two terms gives the height bound in the theorem.

Finally, choosing $A = \lceil \log n \rceil$ gives area $O(n\sqrt{\log n \log^2 \log n})$.

### 3 Straight-line drawings of arbitrary trees

To obtain still better area bounds for straight-line non-upward drawings of arbitrary trees, the idea is to bootstrap: we show how to use a given general algorithm to obtain an improved augmented-star algorithm, which in turn is used to obtain an improved general algorithm. In order to bootstrap, we need to identify large grid substructures inside each sector in the augmented-star algorithm. This requires an interesting geometric observation about lattices, described in the following subsection.
3.1 An observation about lattices

A two-dimensional lattice is a set of the form $\Lambda = \{iu + jv : i, j \in \mathbb{Z}\}$ for some vectors $u, v \in \mathbb{R}^2$. The vector pair $\{u, v\}$ is called a basis of $\Lambda$.

In this paper, we use the term $a \times b$ affine grid to refer to a set of the form $\{iu + jv : i \in \{x_0+1, \ldots, x_0+a\}, j \in \{y_0+1, \ldots, y_0+b\}\}$ for some vectors $u, v \in \mathbb{R}^2$ and some $x_0, y_0 \in \mathbb{R}$. In other words, it is a set that is equivalent to the regular $a \times b$ grid $\{1, \ldots, a\} \times \{1, \ldots, b\}$ after applying some affine transformation.

The following observation is the key (see Figure 4). The author is not aware of any references of this specific statement (but would not be surprised if this was known before).

> Observation 6. If a convex set $S$ in the plane contains $n$ points from a lattice $\Lambda$, then $S \cap \Lambda$ contains an $a \times b$ affine grid for some $a$ and $b$ with $ab = \Omega(n)$.

**Proof.** First, apply an affine transformation to make $S$ fat, i.e., $D^- \subset S \subset D^+$ for some disks $D^-$ and $D^+$ with $\text{diam}(D^-) = \Omega(\text{diam}(D^+))$. (This follows immediately from well-known properties of the Löwner–John ellipsoid; or see [1, 3] for simple, direct algorithms.)

After the transformation, $\Lambda$ is still a lattice. It is well known that there exists a basis $\{u, v\}$ for $\Lambda$ satisfying $60^\circ \leq \angle (u, v) \leq 120^\circ$. (A Gauss-reduced basis satisfies this property; for example, see [29, Section 27.2].)

Let $R^+$ be the smallest rhombus containing $D^+$, with sides parallel to $u$ and $v$. Let $R^-$ be the largest rhombus $R^-$ contained in $D^-$, with sides parallel to $u$ and $v$. Then $R^+$ and $R^-$ have side lengths $r^+ = O(\text{diam}(D^+))$ and $r^- = \Omega(\text{diam}(D^-))$ respectively, since $\angle (u, v)$ is bounded away from $0^\circ$ or $180^\circ$. It follows that $r^- = \Omega(r^+)$. Now, $S \cap \Lambda \subset R^+ \cap \Lambda$ is contained in an $[r^+/(\|u\|)] \times [r^+/(\|v\|)]$ affine grid. Thus, $n \leq [r^+/(\|u\|)] \cdot [r^+/(\|v\|)]$.

On the other hand, $S \cap \Lambda \supset R^- \cap \Lambda$ contains an $[r^-/(\|u\|)] \times [r^-/(\|v\|)]$ affine grid, with $[r^-/(\|u\|)] \cdot [r^-/(\|v\|)] = \Omega([r^+/(\|u\|)] \cdot [r^+/(\|v\|)]) = \Omega(n)$ points, assuming that $\|u\|, \|v\| \leq r^-$. This almost completes the proof. It remains to address the special case when $\|u\| > r^-$ (the case $\|v\| > r^-$ is similar). Here, $S \cap \Lambda \subset R^+ \cap \Lambda$ is contained in an $O(1) \times [r^+/(\|v\|)]$ affine grid. Some row of the grid must contain $\Omega(n)$ points of $S \cap \Lambda$. The row is a $1 \times \Omega(n)$ affine grid.

3.2 Improved augmented-star algorithm

We first show how to use a given general algorithm $G_0$ to obtain an improved algorithm for the augmented-star case:

> **Lemma 7.** Suppose we are given a general algorithm $G_0$ that takes as input any $n \geq A \geq g_0(n)$ and any tree of size $n$, and outputs a straight-line drawing of width at most $A$ and height at most $(n/A) f_0(A)$, where the root is drawn at the top left corner of the bounding box. Here, $f_0$ and $g_0$ are some increasing functions satisfying $f_0(n) \geq g_0(n)$.
Then we can obtain an improved augmented-star algorithm that takes as input any \( n \geq A \geq 1 \) and a tree of size \( n \) such that the subtree at each child of the root has size at most \( s \), and outputs a straight-line drawing with width \( O(A \log s) \) and height \( O((n/A) \cdot f_0(s) \log s) \), where the root is placed at the top left corner of the bounding box, and the left side of the box contains no other vertices.

**Proof.** Let \( t = c f_0(s) \) for some constant \( c \). Let \( B = \lfloor t \log n/A \rfloor \). Let \( P = \{(x, y) \in \{1, \ldots, A\} \times \{-B, \ldots, -1\} : x \text{ and } y \text{ are relatively prime}\} \). By Fact 1, \(|P| = \Omega(AB)\), and so \(|P| \geq t n\) by making \( c \) sufficiently large.

Let \( n_1, \ldots, n_d \) be the sizes of the subtrees \( T_1, \ldots, T_d \) at the children of the root \( v_0 \), with \( \sum_{i=1}^d n_i = n - 1 \) and \( n_i \leq s \) for each \( i \). Place \( v_0 \) at the origin. Form \( d \) disjoint sectors, where the \( i \)-th sector \( S_i \), contains exactly \( t n_i \) points of \( P \). This is possible, since any line through the origin contains at most one point of \( P \) and \( \sum_{i=1}^d t n_i < tn \leq |P| \).

Take a fixed \( i \). Applying Observation 6 to the convex set \( S_i \cap ((0, A] \times [-B, 0]) \), we see that \( S_i \cap ((1, \ldots, A) \times (-B, \ldots, -1)) \) must contain an \( a \times b \) affine grid for some \( a \) and \( b \) with \( ab = \Omega(t n_i) \). Note that \( b \geq (n_i/n) f_0(s) \) by making \( c \) sufficiently large. Consider two cases:

- **CASE 1:** \( g_0(n_i) \leq a \leq n_i \). Here, we can draw \( T_i \) in a \( a \times b \) affine grid by the given algorithm \( G_0 \), after applying an affine transformation to convert to a standard integer \( a \times b \) grid. Note that planarity and straightness are preserved under the transformation (but not upwardness). The root of \( T_i \) can be placed at the highest corner of the grid.

- **CASE 2:** \( a > n_i \) or \( a < g_0(n_i) \). Note that in the latter subcase, \( b \geq (n_i/a) f_0(s) \geq (n_i/n_i) f_0(n_i) \geq n_i \). In either subcase, \( S_i \) contains \( n_i \) points of \( P \) on a common line \( L \).

Let \( G \) be the \( t \) line segments \( L, 2L, \ldots, tL \). Then each of the \( t = \lceil \log s \rceil \) segments of \( G \) contain \( n_i \) integer points inside \( S_i \). Thus, we can draw \( T_i \) using the integer points on \( G \) by Fact 3. The root is placed on the highest segment of \( G \).

Lastly, draw the edges from \( v_0 \) to the roots of the \( T_i \)'s. The total width is \( O(t A) = O(A \log s) \) and height is \( O(t B) = O((n/A) \cdot f_0(s) \log s) \).

### 3.3 Improved general algorithm

Using the improved augmented-star algorithm, we can then obtain an improved general algorithm, by following the same approach as in the proof of Theorem 5, except with Lemma 4 replaced by the improved Lemma 7 in step 2. The same analysis shows the following:

**Theorem 8.** Suppose we are given a general algorithm \( G_0 \) that takes as input any \( n \geq A \geq g_0(n) \) and any tree of size \( n \), and outputs a straight-line drawing of width at most \( A \) and height at most \( (n/A) f_0(A) \), where the root is drawn at the top left corner of the bounding box. Here, \( f_0 \) and \( g_0 \) are some increasing functions satisfying \( f_0(n) \geq g_0(n) \).

Then we can obtain an improved general algorithm that takes as input any \( n \geq A \geq \log s \) and any tree of size \( n \), and outputs a straight-line upward drawing with width \( O(A + \log n) \) and height \( O((n/A) \log A + (n/A) f_0(s) \log^2 s + (n/s) \log A) \), where the root is placed at the top left corner of the bounding box.

Assume inductively that there is a general algorithm \( G_0 \) satisfying the assumption of the above theorem with \( f_0(A) = C_1 A^{1/2} \log A \) and \( g_0(n) = c_0 \log n \) for some \( C_1 \) and \( c_0 \). For \( j = 1 \), this follows from the standard algorithm, which has logarithmic width and linear height after swapping \( x \) and \( y \), with \( C_1, c_0 = O(1) \).
Choosing \( s = \left\lceil A^{1/(j+1)} / \log^j A \right\rceil \) to balance the last two terms in the above theorem gives a width bound of \( O(A + \log n) \) and height bound of

\[
O((n/A) \log A + (n/A) C_j s^{1/j} \log^{j+2} s + (n/s) \log A) = O(C_j (n/A) A^{1/(j+1)} \log^{j+1} A).
\]

By setting \( \tilde{A} = c_0 A \) and \( C_{j+1} = O(1) \cdot C_j \), with a sufficiently large absolute constant \( c_0 \), the width is at most \( \tilde{A} \) and the height is at most \( C_{j+1} (n/\tilde{A}) A^{1/(j+1)} \log^{j+1} \tilde{A} \) for any \( n \geq \tilde{A} \geq c_0 \log n \). We have thus obtained a new general algorithm with \( f_0(\tilde{A}) = C_{j+1} \tilde{A}^{1/(j+1)} \log^{j+1} \tilde{A} \) and \( g_0(n) = c_0 \log n \).

Note that \( C_j = 2^{O(j)} \). For the best bound, we choose a nonconstant \( j = \Theta(\sqrt{\log A / \log \log A}) \) so that \( f_0(A) = 2^{O(j)} A^{1/j} \log^j A = 2^{O((\log A) / j + j \log \log A)} = 2^{O(\sqrt{\log A \log \log A})} \), yielding:

\[ \textbf{Corollary 9.} \] For any given \( n \geq A \geq \log n \), every tree of size \( n \) has a straight-line drawing with width \( O(A) \) and height \( (n/A) 2^{O(\sqrt{\log A \log \log A})} \).

Finally, choosing \( A = \lceil \log n \rceil \) gives area \( n 2^{O(\sqrt{\log \log \log n})} \).

\[ \textbf{Remark.} \] It is straightforward to implement the algorithms in Section 2 and this section in polynomial time. One open question is whether the improved bound holds for upward drawings. Another open question is whether further improvements are possible if we allow poly-line drawings.

4 Straight-line orthogonal drawings of binary trees

In this section, we consider binary trees and describe algorithms to produce straight-line orthogonal (non-upward) drawings. We improve previous algorithms with \( O(n \log \log n) \) area by Shin, Kim, and Chwa [25] and Chan et al. [7]. The idea is (again) to bootstrap.

Given a binary tree \( T \) and two distinct vertices \( u \) and \( v \), such that \( v \) is a descendant of \( u \) but not an immediate child of \( v \), the chain from \( u \) to \( v \) is defined to be the subtree at \( u \) minus the subtree at \( v \). (To explain the terminology, note that the chain consists of the path from \( u \) to the parent of \( v \), together with a sequence of subtrees attached to the nodes of this path.) We show how to use a given algorithm for drawing chains to obtain a general algorithm for drawing trees, which together with the given chain algorithm is used to obtain an improved chain algorithm.

4.1 The general algorithm

Given a chain algorithm \( C_0 \), we can naively use it to draw the entire tree, since a tree can be viewed as a chain from the root to an artificially created leaf. We first show how to use a given chain algorithm \( C_0 \) to obtain a general algorithm that achieves arbitrary width–height tradeoffs. This is done by adapting previous algorithms [25, 7].

\[ \textbf{Lemma 10.} \] Suppose we are given a chain algorithm \( C_0 \) that takes as input any binary tree and a chain from \( v_0 \) to \( v_k \) where the size of the chain is \( n \), and outputs a straight-line orthogonal drawing of the chain with width at most \( W_0(n) \) and height at most \( H_0(n) \), where \( v_0 \) is placed at the top left corner of the bounding box, and the parent of \( v_k \) is placed at the bottom left corner of the box. Here, \( W_0(n) \) and \( H_0(n) \) are increasing functions.

Then we can obtain a general algorithm that takes as input \( n \geq A \geq 1 \) and any binary tree \( T \) of size \( n \), and outputs a straight-line orthogonal drawing with width \( O(W_0(A) + \log n) \) and height \( O((n/A) H_0(A)) \), where the root is placed at the top left corner of the bounding box.
Proof. We describe a recursive algorithm to draw $T$: Let $v_0, v_1, \ldots$ be the heavy path, and $v_k$ be the $A$-skewed centroid, as in the proof of Theorem 5. Then the chain from $v_0$ to $v_k$ has size at most $A$, the subtree at $v_{k+1}$ has size at most $n - A$, and the subtree at the sibling of $v_{k+1}$ has size at most $\min\{n - A, n/2\}$.

The drawing of $T$, depicted in Figure 5, is constructed as follows:
1. Draw the chain from $v_0$ to $v_k$ by the given algorithm $C_0$, with width at most $W_0(A)$ and height at most $H_0(A)$.
2. Recursively draw the subtrees at the two children of $v_k$. Stack the two drawings vertically, underneath the drawing from step 1. Put the drawing of the subtree at $v_{k+1}$ at the bottom. (Note that if any of these subtrees has size at most $A$, we can just use algorithm $C_0$ with width at most $W_0(A)$ and height at most $H_0(A)$.)

The special case $k = 1$ is similar, except that in step 1 we can just apply algorithm $C_0$ to draw the subtree at the sibling of $v_1$, and connect $v_0$ to $v_k$ directly. The special case $k = 0$ is also similar, but bypassing step 1.

The overall width satisfies the recurrence $W(n) \leq \max\{O(W_0(A)), W(n/2) + 1, W(n - A)\}$, which solves to $W(n) = O(W_0(A) + \log n)$.

The overall height satisfies the recurrence $H(n) \leq \sum_{i=1}^{m} (n_i + cH_0(A))$ for some $m, n_1, \ldots, n_m$ with $m \leq 2$, $\sum_i n_i \leq n$, $n_i \leq n - A$, and $n_i \geq A$, for some constant $c$. The recurrence solves to $H(n) \leq c(2n/A - 1)H_0(A)$ (similarly to the proof of Theorem 5).

4.2 The improved chain algorithm

Using both the general algorithm from Lemma 10 and the given chain algorithm $C_0$, we describe an improved chain algorithm:
**Theorem 11.** Suppose we are given a chain algorithm $C_0$ that takes as input any binary tree and a chain from $v_0$ to $v_k$ where the size of the chain is $n$, and outputs a straight-line orthogonal drawing of the chain with width at most $W_0(n)$ and height at most $H_0(n)$, where $v_0$ is placed at the top left corner of the bounding box, and the parent of $v_k$ is placed at the bottom left corner of the box. Here, $W_0(n)$ and $H_0(n)$ are increasing functions.

Then we can obtain an improved chain algorithm that takes as input any $n \geq A \geq 1$ and any binary tree and a chain from $v_0$ to $v_k$ where the size of the chain is $n$, and outputs a straight-line orthogonal drawing of the chain with width $O((n/A)H_0(A))$ and height $O(W_0(A) + \log n)$, where $v_0$ is placed at the top left corner of the bounding box, and the parent of $v_k$ is placed at the bottom left corner.

**Proof.** Let $v_0v_1 \cdots v_k$ denote the path from $v_0$ to $v_k$. Let $T_i$ denote the subtree at the sibling of $v_{i+1}$. Let $n_i$ be the size of $T_i$ plus 1.

Divide the sequence $v_0v_1 \cdots v_{k-1}$ into subsequences, where each subsequence is either (i) a singleton $v_i$, or (ii) a contiguous block $v_i,v_{i+1}, \ldots, v_{j}$ of length at least 2 with $n_i + n_{i+1} + \cdots + n_j \leq A$. By making the blocks maximal, we can ensure that the number of singletons and blocks is $O(n/A)$. We add $v_{k-3}, \ldots, v_{k-1}$ as 3 extra singletons.

- For each singleton $v_i$, draw $T_i$ by the general algorithm in Lemma 10 if $n_i \geq A$, or directly by the given algorithm $C_0$ if $n_i < A$. By swapping $x$ and $y$, the width is $O((n_i/A + 1)H_0(A))$ and the height is $O(W_0(A) + \log n)$.

- For each block $v_i,v_{i+1}, \ldots, v_j$, draw the subchain from $v_i$ to $v_{j+1}$, which has size at most $A$, by the given algorithm $C_0$. By swapping $x$ and $y$, the width is $O(H_0(A))$ and the height is $O(W_0(A))$.

All these drawings are stacked horizontally as shown in Figure 6, except for $T_{k-2}$ and $T_{k-1}$, which are placed below and flipped upside-down.

The special cases with $k \leq 3$ are simpler: just stack the $O(1)$ drawings vertically, with the bottom drawing of $T_{k-1}$ flipped upside-down.

The total width due to singletons is $O(\sum_i(n_i/A + 1)H_0(A)) = O((n/A)H_0(A))$, and the total width due to blocks is also $O((n/A)H_0(A))$, because the number of singletons and blocks is $O(n/A)$. The overall height is $O(W_0(A) + \log n)$.

Assume inductively that there is a chain algorithm $C_0$ satisfying the assumption of Theorem 11 with $W_0(n) = C_j(n/\log n)\log^{(j)} n$ and $H_0(n) = C_j \log n$ for some $C_j$, where $\log^{(j)}$ denotes the $j$-th iterated logarithm. For $j = 1$, this follows by simply applying the standard algorithm to draw the subtrees $T_i$ in the proof of Theorem 11, with $C_1 = O(1)$.

Choosing $A = \left\lceil \log n \log \log n / \log^{(j+1)} n \right\rceil$ in Theorem 11 gives a width bound of $O((n/A)H_0(A)) = O((n/A)C_j \log A) = O(C_j(n/\log n)\log^{(j+1)} n)$ and a height bound of $O(W_0(A) + \log n) = O(C_j(A/\log A)\log^{(j)} A + \log n) = O(C_j \log n)$. By setting $C_{j+1} = O(1)C_j$, we have thus obtained a new chain algorithm with $W_0(n) = C_{j+1}(n/\log n)\log^{(j+1)} n$ and $H_0(n) = C_{j+1} \log n$.

Note that $C_j = 2^{O(j)}$. For the best bound, we choose a nonconstant $j = \log^* n$, yielding:

**Corollary 12.** Every binary tree of size $n$ has a straight-line orthogonal drawing with area $n2^{O(\log^* n)}$.

**References**
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Abstract
We present the first near-linear-time \((1 + \varepsilon)\)-approximation algorithm for the diameter of a weighted unit-disk graph of \(n\) vertices, running in \(O(n \log^2 n)\) time, for any constant \(\varepsilon > 0\), improving the near-\(O(n^{3/2})\)-time algorithm of Gao and Zhang [STOC 2003]. Using similar ideas, we can construct a \((1 + \varepsilon)\)-approximate distance oracle for weighted unit-disk graphs with \(O(1)\) query time, with a similar improvement in the preprocessing time, from near \(O(n^{3/2})\) to \(O(n \log^3 n)\). We also obtain new results for a number of other related problems in the weighted unit-disk graph metric, such as the radius and bichromatic closest pair.

As a further application, we use our new distance oracle, along with additional ideas, to solve the \((1 + \varepsilon)\)-approximate all-pairs bounded-leg shortest paths problem for a set of \(n\) planar points, with near \(O(n^{2.579})\) preprocessing time, \(O(n^2 \log n)\) space, and \(O(\log \log n)\) query time, improving thus the near-cubic preprocessing bound by Roditty and Segal [SODA 2007].
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1 Introduction
In this paper, we study shortest-path problems in weighted unit-disk graphs, i.e., intersection graphs of unit disks. More concretely, in such a graph, vertices correspond to a set \(S\) of planar points (specifically, the centers of the disks), and there is an edge between every two points of \(S\) at Euclidean distance at most one (of weight equal to that distance). These graphs have been widely used in many applications, such as modelling ad-hoc communication networks.

We are interested in various basic problems about shortest paths in such a weighted unit-disk graph \(G\), notably:

- designing algorithms for computing a \((1 + \varepsilon)\)-approximation of various parameters of \(G\), such as the diameter (i.e., \(\max_{s,t \in S} d_G[s,t]\)), the radius (i.e., \(\min_{s \in S} \max_{t \in S} d_G[s,t]\)), the bichromatic closest pair distance of two subsets \(A, B \subset S\) (i.e., \(\min_{a \in A, b \in B} d_G[a,b]\)), et cetera; and,
- designing approximate distance oracles, i.e., data structures that support the following query: given any \(s, t \in S\), quickly compute a \((1 + \varepsilon)\)-approximation of the \(s\)-to-\(t\) shortest-path distance in \(G\), \(d_G[s,t]\).
Besides practical motivation from wireless networks, this collection of problems is interesting from the theoretical perspective as well since it connects computational geometry with graph data structures – indeed, our new algorithms will draw on ideas from both areas.

**Planar graph techniques.** There has already been an extensive body of work devoted to distance oracles and shortest-path-related problems both for general and for planar graphs, the latter of which are of particular relevance to us. For example, Thorup [25] gave \((1 + \varepsilon)\)-approximate distance oracles for weighted, undirected planar graphs with \(O(n \text{ polylog } n)\) preprocessing time and space, and \(O(1)\) query time, for any constant \(\varepsilon > 0\), while subsequent work [19, 18, 16, 10] gave improvements and examined the dependency of the hidden factors on \(\varepsilon\). Weimann and Yuster [27] presented a \((1 + \varepsilon)\)-approximation algorithm for the diameter for weighted, undirected planar graphs, running in \(O(n \log^4 n)\) time, for any constant \(\varepsilon > 0\), improved later to \(O(n \log^2 n)\) by Chan and Skrepetos [10], who also reduced the \(\varepsilon\)-dependency from exponential to polynomial (there has also been exciting recent breakthrough on exact algorithms for diameter and distance oracles in planar graphs, by Cabello [5] and subsequent researchers [15, 11, 14]).

All the above approximation results for planar graphs rely heavily on the concept of shortest-path separator: a set of shortest paths with common root, such that the removal of their vertices decomposes the graph into at least two disjoint subgraphs. Unfortunately, such separators do not seem directly applicable to unit-disk graphs, and not only because the latter may be dense. Indeed, by grid rounding, we can construct a sparse weighted graph \(\hat{G}\), such that it (i) approximately preserves distances in the original unit-disk graph \(G\) (e.g., see the proof of Lemma 2), and (ii) is “nearly planar”, in the sense that each edge intersects at most a constant number of other edges. However, even for such a graph, it is not clear how to define a shortest-path separator that divides it cleanly into an inside and an outside because edges may “cross” over the separator. At least one prior paper [28] worked on extending shortest-path separators to unit-disk graphs, but the construction was complicated and achieved only constant approximation factors.

**Gao and Zhang’s WSPD technique.** In a seminal paper, Gao and Zhang [13] obtained the first nontrivial set of results on shortest-path problems in weighted unit-disk graphs, by adapting a familiar technique in computational geometry – namely, the well-separated pair decomposition (WSPD), introduced by Callahan and Kosaraju [7] for addressing proximity problems in the Euclidean (or \(L_p\)) metric and has since found countless applications. Gao and Zhang proposed a new variant of WSPDs for the weighted unit-disk graph metric and showed that any \(n\)-point set in two dimensions has a WSPD of near-linear \((O(n \log n))\) size under the new definition. Consequently, they obtained a \((1 + \varepsilon)\)-approximate distance oracle with \(O(n \log n)\) size and \(O(1)\) query time, for any constant \(\varepsilon > 0\). Unfortunately, its preprocessing time, \(O(n^{3/2} \sqrt{\log n})\), is quite high and becomes the bottleneck when the technique is applied to offline problems such as computing the diameter.

However, the issue is not constructing the WSPD itself, which can be done in near-linear time, but computing the shortest-path distances of a near-linear number of vertex pairs in the “nearly planar” graph \(\hat{G}\) mentioned above, which takes almost \(n^{3/2}\) time, by adapting a known exact distance oracle for planar graphs [1] (noting that \(\hat{G}\) has balanced separators [22, 12]). Cabello [4] has given an improved algorithm for computing multiple distances in planar graphs, and if it could be adapted here, the running time would be reduced to around \(n^{4/3}\). However, near-linear time still seems out of reach with current techniques.
Gao and Zhang [13] observed that the preprocessing time can be made near-linear when the approximation factor is a certain constant (about $2.42$), but this improvement does not apply to $1 + \varepsilon$ approximation factor and has no new implication to the diameter problem (for which a near-2-approximation is easy by running a single-source shortest paths algorithm).

**New results.** In Section 2, we give the first near-linear-time algorithm to compute a $(1 + \varepsilon)$-approximation of the diameter of a weighted unit-disk graph, running in $O(n \log^2 n)$ time, for any constant $\varepsilon > 0$ (the dependencies of the hidden factors on $\varepsilon$ are polynomial). A similar result holds for $(1 + \varepsilon)$-approximate distance oracles: we obtain $O(n \log^3 n)$ preprocessing time, $O(n \log n)$ space, and $O(1)$ query time. We thus answer one of the main questions left open in Gao and Zhang’s paper, while also apply our techniques to related problems.

Our approach is conceptually simple: we just go back to known shortest-path separator techniques for planar graphs [25, 18]!

But how do we get around the issue that unit-disk graphs do not have nice path separators? We first find a spanner subgraph $H$ that is planar and has constant approximation/stretch factor (fortunately, such spanners are known to exist in unit-disk graphs [21] and they were also used by Gao and Zhang [13]) and then then apply divide-and-conquer over the shortest-path separator decomposition tree for $H$ instead of $G$.

Although the above plan may sound obvious in hindsight, the details are tricky to get right. For example, how could the use of a spanner with $O(1)$ approximation factor eventually lead to $1 + \varepsilon$ approximation factor? The known divide-and-conquer approaches for planar graphs select a small number of vertices, called portals, along each separator and compute distances from each with a Single-Source Shortest Paths algorithm; that works well because a shortest path in a planar graph crosses a separator only at vertices. In our case, however, we need to use the original (non-planar, unit-disk) graph $G$ when computing distances from portals, but therein a shortest path could “cross” the separator over an edge. We show that we can nevertheless re-route such a path to pass through a separator vertex without increasing the length by much, by using the fact that $H$ is a $O(1)$-spanner.

**Application to all-pairs bounded-leg shortest paths.** In the last part of the paper, as a further application, we employ our new distance oracle, along with additional ideas, to solve the $(1 + \varepsilon)$-approximate All-Pairs Bounded-Leg Shortest Paths (apBLSP) problem. Given a set $S$ of $n$ planar points, we define $G_{\leq L}$ to be the subgraph of the complete Euclidean graph of $S$ that contains only edges of weight at most $L$. Then, we want to preprocess $S$, such that given two points $s, t \in S$ and any positive number $L$, we can quickly compute a $(1 + \varepsilon)$-approximation of the $s$-to-$t$ shortest path in $G_{\leq L}$ (i.e., the shortest path under the restriction that each leg of the trip has length bounded by $L$) or its length. To see the connection of apBLSP with the earlier problems, note that, for each fixed $L$, $G_{\leq L}$ is a weighted unit-disk graph, after rescaling the radii. One important difference, however, is that $L$ is not fixed in apBLSP, and we want to answer queries for any of the $\binom{n}{2}$ combinatorially different $L$’s.

Bose et al. [2] introduced that problem in 2003 and gave a data structure for it with $O(n^3)$ preprocessing time, $O(n^2 \log n)$ space, and $O(\log n)$ query time, for any constant $\varepsilon > 0$, while Roditty and Segal [24] improved the preprocessing time to roughly $O(n^3)$ and the query time to $O(\log \log n)$.

In Section 3, we apply our $(1 + \varepsilon)$-approximate distance oracle for weighted unit-disk graphs, along with additional new ideas, to obtain the first method to break the cubic preprocessing barrier: we can obtain roughly $O(n^{8/3})$ preprocessing time, while keeping
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$O(n^2 \log n)$ space and $O(\log \log n)$ query time. With fast matrix multiplication, we can further reduce the preprocessing time to $O(n^{2.579})$, assuming a polynomial bound on the spread, i.e., the ratio of the maximum to the minimum Euclidean distance over all pairs of points in $V$.

2 Approximate diameter and distance oracles

Let $S$ be a set of planar points whose weighted unit-disk graph $G$ has diameter $\Delta$. A key subproblem in both (i) computing a $(1 + \varepsilon)$-approximation of the diameter of $G$ and (ii) building a $(1 + \varepsilon)$-approximate distance oracle for it is the construction of a distance oracle with additive stretch $O(\varepsilon \Delta)$: a data structure, such that, given any $s, t \in S$, we can quickly compute a value $\tilde{d}$ with $d_G[s, t] \leq \tilde{d} \leq d_G[s, t] + O(\varepsilon \Delta)$. We describe our solution for that subproblem in Section 2.2, after giving two preliminary ingredients in Section 2.1, and then show, in Section 2.3, how to employ it, along with existing techniques, to address the two original problems.

2.1 Preliminaries

The first ingredient we need is the existence of a planar spanner with constant stretch factor in any weighted unit-disk graph.

Lemma 1 (Planar spanner). Given a set $S$ of $n$ planar points, we can find, in $O(n \log n)$ time, a planar spanning subgraph $H$ of its weighted unit-disk graph $G$, such that, for every $s, t \in S$, $d_G[s, t] \leq d_H[s, t] \leq \sqrt{2} d_G[s, t]$, where $c$ is some constant.

Li, Calinescu, and Wan [21] proved the above lemma with $c = 2.42$ by simply building the Delaunay triangulation of the given points and discarding edges of weight more than one; however, the analysis of the stretch factor $c$ is nontrivial.

The second ingredient is an efficient algorithm for the Single-Source Shortest Paths (SSSP) problem in weighted unit-disk graphs, where the currently best exact result, due to Cabello and Jejčič [6], requires $O\left(\frac{n \log^{12+o(1)} n}{\varepsilon}\right)$ time and employs complicated dynamic data structures for additively-weighted Voronoi diagrams [8, 17]. For our purposes though, it suffices to consider the $(1 + O(\varepsilon))$-approximate version of the problem instead, i.e., given a set of points $S$ and a source $s \in S$, compute for each $t \in S$, a path of length $\tilde{d}[s, t]$, such that $d_G[s, t] \leq \tilde{d}[s, t] \leq (1 + O(\varepsilon))d_G[s, t]$, where $G$ is the weighted unit-disk graph of $S$. Our algorithm first finds a sparse graph $\tilde{G}$ that $(1 + O(\varepsilon))$-approximately preserves distances in $G$ (i.e., for any $s, t \in S$, there are vertices $p_s, p_t$ of $\tilde{G}$, such that $d_G[s, t] \leq \delta_{\tilde{G}}[c_s, c_t] \leq (1 + O(\varepsilon))d_G[s, t]$) and then runs Dijkstra’s algorithm therein; sparsification in weighted unit-disk graphs has been used before (e.g., see [13, Section 4.2]).

Lemma 2 (Approximate SSSP). Given a set $S$ of $n$ planar points, we can solve the $(1 + O(\varepsilon))$-approximate SSSP problem in its weighted unit-disk graph $G$ in $O\left(\frac{1}{(1/\varepsilon)^2} n \log n\right)$ time.

Proof. First, we build a uniform grid of side length $\varepsilon$ and construct a sparse weighted graph $\tilde{G}$ by placing a vertex at each non-empty grid cell and an edge between every two such cells $c$ and $c'$ iff there exist points $p \in c$ and $p' \in c'$ with $\|pp'\| \leq 1$; the weight of that edge is equal to the maximum Euclidean distance of $c$ and $c'$. Each grid cell has at most $O\left(\frac{1}{(1/\varepsilon)^2}\right)$ neighbors, so $\tilde{G}$ has at most $O\left(\frac{1}{(1/\varepsilon)^2} n\right)$ edges and can be constructed in $O\left(\frac{1}{(1/\varepsilon)^2} n \log n\right)$ time, by using a Euclidean bichromatic closest pair algorithm [23] over $O\left(\frac{1}{(1/\varepsilon)^2} n\right)$ pairs of grid cells.
We describe now a distance oracle with additive-stretch for an arbitrary weighted graph \(G\) with a decomposition tree \(r\) orator decomposition therein, namely the version of Kawarabayashi, Sommer, and Thorup \([18, 20]\). Shortest-path separators in \(G\) can be solved in \(O(n \log n)\) time for each \(c_t\), \(c_{t+1}\), and \(c_{t+1}\) with the bichromatic closest pair of \((S \cap c_t), (S \cap c_{t+1})\) in \(G\) (which has been found while constructing \(\hat{G}\)).

2.2 Distance oracles with \(O(\varepsilon \Delta)\) additive stretch

We describe now a distance oracle with additive-stretch for an arbitrary weighted graph \(G = (V, E)\) of \(n\) vertices and of diameter \(\Delta\) that has the following properties, which are the only ones needed from weighted unit-disk graphs.

(I) There exists a planar \(c\)-spanner \(H\) of \(G\), for some constant \(c\).

(II) For any induced subgraph of \(G\) with \(n'\) vertices, the \((1 + \varepsilon)\)-approximate SSSP problem can be solved in \(T(n')\) time, for some function \(T(\cdot)\), such that \(T(n')/n'\) is nondecreasing.

(III) Every edge weight in \(G\) is at most \(\varepsilon \Delta\).

If \(G\) is a weighted unit-disk graph, Lemmas 1 and 2 imply (I) and (II), respectively, where \(c = 2.42\) and \(T(n') = O((1/\varepsilon)^2 n' \log n')\), and (III) holds as long as \(\Delta \geq 1/\varepsilon\).

Shortest-path separators in \(H\). Although \(G\) may not necessarily have nice shortest-path separators, we know that \(H\) does, by planarity. Thus, we apply a known shortest-path separator decomposition therein, namely the version of Kawarabayashi, Sommer, and Thorup \([18, 20]\), Section 3.1], paraphrased for our purposes. Specifically, we can compute in \(O(n \log n)\) time a decomposition tree \(T\) with the following properties.

- \(T\) has \(O(1)\) degree and \(O(\log n)\) height.
- Each node \(\mu\) of \(T\) is associated with a subset \(V(\mu) \subseteq V\). The subsets \(V(\nu)\) over all children \(\nu\) of \(\mu\) are disjoint and contained in \(V(\mu)\). If \(\mu\) is the root, \(V(\mu) = V\); if \(\mu\) is a leaf, \(V(\mu)\) has \(O(1)\) size.
- Each non-leaf node \(\mu\) of \(T\) is associated with a set of \(O(1)\) paths, called separator paths, which are classified as “internal” and “external”. The internal separator paths cover precisely all vertices of \(V(\mu) \setminus \bigcup_{\nu < \mu} V(\nu)\), while the external are outside of \(V(\mu)\).
- For each child \(\nu\) of a non-leaf node \(\mu\), every neighbor of the vertices of \(V(\nu)\) in \(H\) is either in \(V(\nu)\) or in one of the (internal or external) separator paths at \(\mu\).
- Each separator path is a shortest path in \(H\) and, in particular, has length at most the diameter \(\Delta(H)\) of \(H\) (which is at most \(c \Delta\)).

Our data structure. To construct an additive oracle with \(O(\varepsilon \Delta)\) stretch for \(G\), we construct the above decomposition tree \(T\) and augment it with extra information, as follows. Let \(\mu\) be an internal node of \(T\) and \(\sigma\) one of its internal separator paths; since \(\sigma\) has length at
most $\Delta(H) \leq c\Delta$, we can select, with a linear walk, a set of $O(1/\varepsilon)$ vertices thereon, called portals, such that each consecutive pair of them is at distance at most $\varepsilon\Delta$ on it.

Let $P(\nu)$ denote the set of all portals over all internal separator paths at a non-leaf node $\nu$ of $T$. For each such node and for each $p \in P(\nu)$ and $v \in V(\nu)$, we invoke $O(1/\varepsilon)$ times the SSSP algorithm from Property (II) to compute a $(1+\varepsilon)$-approximation, $\tilde{d}_\mu[p,v]$, of the shortest path distance from $p$ to $v$ in the subgraph of $G$ induced by $V(\nu)$. Then, for each leaf $\mu$, we just find and store all pairwise distances in the subgraph of $G$ that is induced by $V(\nu)$. Overall, our oracle requires $O((1/\varepsilon)n\cdot \log n)$ preprocessing time and $O((1/\varepsilon)n\cdot \log n)$ space.

Query algorithm. Given two vertices $s, t \in V$, we first identify all $O(\log n)$ nodes $\mu$ in $T$, such that both $s \in V(\mu)$ and $t \in V(\mu)$ (by trivially starting from the root and going down the tree along a path). For each such non-leaf node $\mu$, we compute, in $O(1/\varepsilon)$ time, a value $\tilde{\delta}_\mu[s,t] = \min_{p \in P(\nu)} \{ \tilde{d}_\mu[p,s] + \tilde{d}_\mu[p,t] \}$. If $\mu$ is a leaf, $\tilde{\delta}_\mu[s,t]$ is the exact shortest path distance in the subgraph of $G$ induced by $V(\mu)$ (which we have already computed). Finally we return the minimum, $\tilde{\delta}[s,t]$, over all $\tilde{\delta}_\mu[s,t]$. The total query time is $O((1/\varepsilon)\log n)$.

Stretch analysis. We want to prove that for any $s, t \in V$, the value, $\tilde{d}[s,t]$, that our oracle returns is such that $d_G[s,t] \leq \tilde{d}[s,t] \leq d_G[s,t] + O(\varepsilon\Delta)$. The left side of the inequality clearly holds because $\tilde{d}[s,t]$ corresponds to the length of an $s$-to-$t$ path in a subgraph of $G$. To prove the right side, let $\tau$ be the shortest $s$-to-$t$ path in $G$, and let $\mu$ be the lowest node in $T$, such that all vertices of $\pi$ lie in $V(\mu)$; we assume that $\mu$ is a non-leaf node (otherwise we have already computed $d_G[s,t]$ exactly).

Although $\pi$ is a path in the (not necessarily planar) graph $G$, not $H$, we show that it is possible to re-route it to pass through a vertex on a separator path of $\mu$ without increasing its length by much.

Claim 3 (Detour through a separator vertex). There exists an $s$-to-$t$ path $\pi'$ in $G$ that (i) passes through some vertex $w$ on a separator path of $\mu$, (ii) uses only vertices of $V(\mu)$ (except maybe for $w$ itself) and (iii) has length at most $d_G[s,t] + 2c\varepsilon\Delta$.

Proof. We assume that none of the vertices on $\pi$ lie on a separator path of $\mu$ because otherwise we can just set $\pi' = \pi$. Let $\nu$ be the child of $\mu$ with $s \in V(\nu)$, let $u$ be the last vertex on $\pi$ that lies in $V(\nu)$ (note that $u \neq t$, by definition of $\mu$), and let $v$ be the next vertex after $u$ thereon. By (I), there is a path $\pi_{u,v}$ from $u$ to $v$ in $H$ of length at most $c\cdot c$ (the weight of $uv$), which is at most $c\varepsilon\Delta$ by (III). Let $w$ be the first vertex on $\pi_{u,v}$ that lies outside of $V(\nu)$ (which exists since $v$ is outside of $V(\nu)$); then, from the fourth property of $T$, we know that $w$ must be on an (internal or external) separator path $\sigma$ of $\mu$. Thus, we set $\pi'$ to be the path that goes from $s$ to $u$ along $\pi$, then from $u$ to $w$ along $\pi_{u,v}$ (which uses only vertices in $V(\nu)$ as intermediates), then back from $w$ to $u$ along $\pi_{u,v}$, and finally from $u$ to $t$ along $\pi$. See Figure 1(a) (where $\sigma$ is internal) and 1(b) (where $\sigma$ is external).

Next, we note how to further re-route $\pi$ to pass through a portal.

Claim 4 (Detour through a portal). There exists another $s$-to-$t$ path $\pi''$ in $G$ that (i) passes through a portal $p$ on a separator path $\sigma'$ of $\mu'$, where $\mu'$ is some ancestor of $\mu$, (ii) uses only vertices of $V(\mu')$, and (iii) has length at most $d_G[s,t] + (2c + 2)\varepsilon\Delta$.

Proof. Let $w$ be as in Claim 3, and let $\mu'$ be the lowest ancestor of $\mu$, such that $w \in V(\mu')$ (notice that if $w \in V(\mu)$, $\sigma = \sigma'$). Then $w$ must be on an internal separator path $\sigma'$ in $\mu'$
Figure 1 Detour through a vertex of a separator path \( \sigma \) in Claim 3, where \( \sigma \) may be internal, as in (a), or external, as in (b); detour through a portal in Claim 4 in (c).

(whose existence is guaranteed by the third property of \( T \)). Let \( p \) be the portal on \( \sigma' \) that is closest to \( w \), so the \( p \)-to-\( w \) distance on \( \sigma' \) is at most \( O(\varepsilon \Delta) \). We set \( \pi'' \) to be the path the goes from \( s \) to \( w \) along \( \pi'' \), then from \( w \) to \( p \) along \( \sigma' \) and back from \( p \) to \( w \), and, finally, from \( w \) to \( u \) along \( \pi' \). See Figure 1(c).

Let \( \mu' \) be as in Claim 4. It follows that \( \delta[s,t] \leq \delta_{\mu'}[s,t] \leq \delta'[s,p] + \delta'[p,t] \leq d_G[s,t] + O(\varepsilon \Delta) \).

Theorem 5 (General Additive-Stretch Distance Oracle). Given a weighted graph of \( n \) vertices and of diameter \( \Delta \) that satisfies Properties (I)-(III), we can construct for it, in \( O((1/\varepsilon)T(n) \log n) \) time, a distance oracle of \( O(\varepsilon \Delta) \) additive stretch, \( O((1/\varepsilon)n \log n) \) space, and \( O((1/\varepsilon) \log n) \) query time.

As we saw earlier, weighted unit-disk graphs satisfy Properties (I)-(III), thus we have the following theorem.

Corollary 6 (Additive-Stretch Distance Oracle in Unit-Disk Graphs). Given a set \( S \) of \( n \) planar points, such that the weighted unit-disk graph of \( S \) has diameter \( \Delta \geq 1/\varepsilon \), we can construct for the latter, a distance oracle of \( O(\varepsilon \Delta) \) additive stretch, \( O((1/\varepsilon)^3 n \log^2 n) \) preprocessing time, \( O((1/\varepsilon)n \log n) \) space, and \( O((1/\varepsilon) \log n) \) query time.

2.3 Applications

We now describe how to employ Corollary 6 to compute a \((1 + \varepsilon)\)-approximation of the diameter of a unit-disk graph and how to build a \((1 + \varepsilon)\)-approximate distance oracle for it.

Approximate diameter. To approximate the diameter of a weighted unit-disk graph, we use the following lemma, implied by Gao and Zhang’s WSPD-based technique [13, Corollary 5.2].

Lemma 7 (Via Well-Separated Pair Decomposition). Given a set \( S \) of \( n \) planar points, we can find a set of \( O((1/\varepsilon)^4 n \log n) \) pairs of them in \( O((1/\varepsilon)^4 n \log n) \) time, such that the shortest-path distance between any two vertices in the weighted unit-disk graph of \( S \) can be \((1 + \varepsilon)\)-approximated by the shortest-path distance between one of these pairs, which can be found in \( O(1) \) time.

First we compute in \( O(n \log n) \) time [23] the Euclidean diameter, \( \Delta_0 \), of \( S \); if \( \Delta_0 \geq 1/\varepsilon \), then \( \Delta \geq 1/\varepsilon \) and, to compute a \((1 + \varepsilon)\)-approximation of \( \Delta \), we can query the oracle of Corollary 6 of \( O(\varepsilon \Delta) \) additive stretch with all \( O((1/\varepsilon)^4 n \log n) \) pairs of Lemma 7 and return
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the maximum; thus the approximation factor is $1 + O(\varepsilon)$. The total time required for this case is $O(((1/\varepsilon)^2 n \log n \cdot (1/\varepsilon) \log n)$.

If $1 < \Delta_0 < 1/\varepsilon$, the problem is more straightforward because we can construct the sparsified graph $\hat{G}$ from the proof of Lemma 2, which preserves distances approximately, and then run a standard All-Pairs Shortest Paths (APSP) algorithm therein. Since $\hat{G}$ has $\hat{n} = O((\Delta_0/\varepsilon)^2) = O((1/\varepsilon)^4)$ vertices and $\hat{m} = O((1/\varepsilon)^2 \hat{n}) = O((1/\varepsilon)^6)$ edges, we need $O(\hat{n}^2 \log \hat{n} + \hat{m} \hat{n}) = O((1/\varepsilon)^{10})$ time for this case. Finally, if $\Delta_0 < 1$, the unit-disk graph is a complete Euclidean graph, so we just return $\Delta_0$.

Theorem 8 (Approximate Diameter). Given a set $S$ of $n$ planar points, we can compute, in $O\left(\left((1/\varepsilon)^5 n \log^2 n + (1/\varepsilon)^{10}\right)\right)$ time, a $(1 + \varepsilon)$-approximation of the diameter of the weighted unit-disk graph of $S$.

Remark. Employing a WSPD is not essential here, as we could combine our techniques with those of Weimann and Yuster for planar graphs [27], increasing, though, the $\varepsilon$-dependency to $2^{O(1/\varepsilon)}$.

Approximate distance oracles. To build a distance oracle of $(1 + \varepsilon)$-approximation factor for a weighted unit-disk graph, we employ the oracle of Corollary 6 of $O(\varepsilon \Delta)$ additive stretch as a building block in a known technique called sparse neighborhood covers. We use sparse neighborhood covers result of Busch et al. [3] for planar graphs, whose construction time bound was given by Kawarabayashi et al. [18].

Lemma 9 (Sparse neighborhood cover). Given a weighted planar graph $H$ of $n$ vertices and a value $r$, we can construct, in $O(n \log n)$ time, a collection of subsets $V_i$ of $V$, such that (i) the diameter of the subgraph of $H$ induced by each $V$ is $O(r)$, (ii) every vertex resides in $O(1)$ subsets, and (iii) for every vertex $v$, the set of all vertices at distance at most $r$ from $v$ in $H$ is contained in at least one of the $V_i$'s.

Let $G$ be the weighted unit-disk graph of a set $S$ of planar points, and let $H$ be an $O(1)$-planar spanner of $G$. Every shortest path distance in $G$ is upper bounded by $n$, so we first apply the above lemma to $H$ for each value of $r \in \{2^0, 2^1, \ldots, 2^{\log n}\}$, thus obtaining collections of subsets $V_i^{(r)}$, and then build the distance oracle of Corollary 6 for the weighted unit-disk graph of each $V_i^{(r)}$. The total preprocessing time and space over all $O(\log n)$ choices of $r$ is $O(\log n \cdot (1/\varepsilon)^3 n \log^2 n)$ and $O(\log n \cdot (1/\varepsilon)^3 n \log n)$, respectively. Given $s, t \in S$, we consider each $r$ and each subset $V_i^{(r)}$ that contains both $s$ and $t$, query the oracle for $V_i^{(r)}$, and return the minimum. The total query time over all $O(\log n)$ choices of $r$ and $O(1)$ choices of $V_i^{(r)}$ (Lemma 9(ii)) is $O(\log n \cdot (1/\varepsilon)^3 n \log n)$.

If $d_G[s, t] \geq 1/\varepsilon$, let $r \geq c/\varepsilon$ be such that $d_G[s, t] \in (r/2c, r/c)$. Then, each vertex on the shortest path from $s$ to $t$ in $G$ is at distance at most $cd_G[s, t] \leq r$ from $s$ in $H$, so it is contained in a common subset $V_i^{(r)}$, and we approximate $d_G[s, t]$ with an additive error of $O(\varepsilon r) = O(d_G[s, t])$, obtaining thus $1 + O(\varepsilon)$ approximation factor.

If $1 < d_G[s, t] < 1/\varepsilon$, we simply build the sparsified graph $\hat{G}$ from the proof of Lemma 2, which preserves distances approximately, and, from every vertex, we pre-compute the distances to all grid cells at Euclidean distance at most $1/\varepsilon$, by running Dijkstra’s algorithm on a subgraph of $\hat{G}$ with $n' = O((1/\varepsilon)^3)$ vertices and $O((1/\varepsilon)^3 n') = O((1/\varepsilon)^6)$ edges, in $O((1/\varepsilon)^6 \log(1/\varepsilon))$ time. The total preprocessing time and space over all sources is $O((1/\varepsilon)^6 n \log(1/\varepsilon))$ and $O((1/\varepsilon)^4 n)$, respectively. Finally, if $d_G[s, t] \leq 1$, the shortest-path distance of $s$ and $t$ is their Euclidean distance. We do not know a priori which of the cases we are in, so we try all of them and return the minimum distance found.
3 Approximate apBLSP

In this section, we study the \((1 + \varepsilon)\)-approximate apBLSP problem. Given a set \(S\) of \(n\) planar points, let \(G\) be its complete weighted Euclidean graph, let \(w_1, w_2, \ldots, w_N\), where \(N = \binom{N}{2}\), be the weights of the edges of \(G\) in non-decreasing order, and let \(G^i\) be the subgraph of \(G\) that contains only the edges of weight at most \(w_i\). We can assume that \(w_1 \geq 1\); else, we can impose that assumption by simply translating and rescaling \(S\) in linear time. We want to preprocess \(S\) into a data structure, such that we can quickly answer \((1 + \varepsilon)\)-approximate bounded-leg distance queries, i.e., given \(s,t \in S\) and a positive number \(L\), compute a \((1 + \varepsilon)\)-approximation of \(d_{G^i}[s,t]\), where \(i\) is the largest integer with \(w_i \leq L\). First, we briefly review the previous methods of Bose et al. [2] and of Roditty and Segal [24], in Section 3.1, and then describe our own approach, in Section 3.2.
3.1 Previous methods

Let \( s, t \in S \), and let \( c(s, t) \) be the minimum index, such that \( s \) and \( t \) are connected in \( G^{c(s,t)} \). Then, since each \( G^{i} \) is a subgraph of \( G^{i+1} \), we have that \( d_{G}^{c(s,t)}[s,t] \leq d_{G^{i+1}}[s,t] \leq \cdots \leq d_{G^{[1+\varepsilon]}}[s,t] \). Moreover, the \((s,t)\)-shortest path in any \( G^{i} \) with \( i > c(s,t) \) must have an edge of weight at least \( w_{c(s,t)} \), so \( d_{G}^{c(s,t)}[s,t] \geq w_{c(s,t)}^{*} \); any shortest path has at most \( n - 1 \) edges, thus \( d_{G^{[1+\varepsilon]}}[s,t] \leq (n - 1)d_{G}[s,t] \). Therefore, as Roditty and Segal [24, Section 2] noticed, we can compute and store, for each \( s, t \in S \), a \((1 + \varepsilon)\)-approximation of the \((s,t)\)-shortest path distance in only \( O\left(\log_{1+\varepsilon} n\right)\) graphs, such that a bounded-leg distance query can be answered with a binary search in \( O\left(\log\log_{1+\varepsilon} n\right) \) time.

Specifically, for every \( s, t \in S \) and \( j \in \{0, 1, \ldots, \lfloor \log_{1+\varepsilon} n \rfloor\} \), let \( I^{j}(s,t) \) be the set of indices of the graphs \( G^{i} \), such that \((1 + \varepsilon)^{i/\delta_{G}[s,t]} \leq \delta_{G}[s,t] \leq (1 + \varepsilon)^{i+1/\delta_{G}[s,t]} \). If \( I^{j}(s,t) \neq \emptyset \), we create two values \( m^{j}(s, t) \) and \( \ell^{j}(s, t) \), where the former is any index therein, and the latter is equal to \( w_{m^{j}(s, t)}^{*} \); else, \( m^{j}(s, t) = \ell^{j}(s, t) = i \). The total space required over all pairs of \( S \) is \( O\left(n^{2} \log_{1+\varepsilon} n\right)\). Then, given a positive number \( L \), we can find the largest \( i \) among the \( m^{j}(s, t) \)'s, such that \( w_{i} \leq L \), with a binary search over the \( \ell^{j}(s, t) \)'s, in \( O\left(\log\log_{1+\varepsilon} n\right) \) time, and return a \((1 + \varepsilon)\)-approximation of the \((s,t)\)-shortest path distance in \( G^{i} \).

To compute a possible index for \( m^{j}(s, t) \), for every \( s, t \in S \) and \( j \in \{0, 1, \ldots, \lfloor \log_{1+\varepsilon} n \rfloor\} \), Roditty and Segal performed \( O\left(n^{2} \log_{1+\varepsilon} n\right) \) independent binary searches, each making \( O\left(\log n\right) \) \((1 + \varepsilon)\)-approximate bounded-leg distance queries (i.e., a query to find a \((1 + \varepsilon)\)-approximation of the \((s,t)\)-shortest path distance in some graph \( G^{i} \)). Instead, we group the queries for all \( s, t \) into \( O\left(\log n \cdot \log_{1+\varepsilon} n\right) \) rounds of \( n^{2} \) offline queries each, where “offline” means that the queries in every round are given in advance.

**Lemma 13 (Framework for Approximate apBLSP).** Given a set \( S \) of \( n \) planar points, we can construct a data structure for the \((1 + \varepsilon)\)-approximate apBLSP problem of \( O\left((1/\varepsilon)n^{2}\log n\right) \) space, \( O\left(\log n + \log(1/\varepsilon)\right) \) query, and \( O\left(T_{\text{offline}}(n, n^{2}, 1 + \varepsilon) \cdot (1/\varepsilon)\log^{2} n\right) \) preprocessing time, where \( T_{\text{offline}}(n', q', 1 + \varepsilon') \) denotes the total time for answering \( q \) offline \((1 + \varepsilon')\)-approximate bounded-leg distance queries for an \( n' \)-point set.

To address each round, Roddity and Segal’s method would imply constructing in near-linear time a sparse \((1 + \varepsilon)\)-spanner of every graph \( G^{i} \) and then running Dijkstra’s algorithm therein to answer each query; thus a near-cubic bound would be obtained for \( T_{\text{offline}}(n, n^{2}, 1 + \varepsilon) \). Instead, we show that by employing our \((1 + \varepsilon)\)-approximate distance oracle of Corollary 11 for weighted unit-disk graphs as a subroutine, we can obtain a truly subcubic bound on \( T_{\text{offline}}(n, n^{2}, 1 + \varepsilon) \), as we next describe.

3.2 Improved method

We view the problem of answering, for each \( s, t \in S \) and \( j \in \{0, 1, \ldots, \lfloor \log_{1+\varepsilon} n \rfloor\} \), \( n^{2} \) approximate offline bounded-leg distance queries as the problem of constructing and querying the following offline semi-dynamic (actually insertion-only) distance oracle.

**Subproblem 1 (Semi-Dynamic Approximate Distance Oracles).** Given an arbitrary graph of \( n \) vertices with edge weights in \([1, \infty)\), we want to perform an offline sequence of \( q \) operations, each of which is either an edge insertion, or a query to compute a \((1 + \varepsilon)\)-approximation of the shortest-path distance between two vertices. Let \( T_{\text{dyn}}(n, q, 1 + \varepsilon) \) be the complexity of this problem.

We could reduce our problem to Subproblem 1 by naively inserting the \( O\left(n^{2}\right) \) edges of \( G \) in increasing order of weight to an initially empty graph and mix that sequence of
insertions with the given sequence of bounded-leg distance queries. Hence, we would have that \( T_{\text{offline}}(n, n^2, 1 + \varepsilon) = O(T_{\text{dyn}}(n, n^2, 1 + \varepsilon)) \).

Instead, we propose a better reduction that employs a simple periodic rebuilding trick. First, we divide the sequence of the \( q \) edge insertions and queries into \( O(q/r) \) phases of at most \( r \) operations each, where \( r \) is a parameter to be set later. At the beginning of each phase, the current graph is a weighted unit-disk graph (after rescaling), so we can build the \((1 + \varepsilon)\)-approximate distance oracle of Corollary 11 in \( O((1/\varepsilon)^5n\log^3 n) \) time. Then, in \( O(r^2) \) total time, we query that oracle to approximate the shortest-path distances between all pairs of vertices that are involved in the upcoming \( r \) operations (i.e., are endpoints of the edges to be inserted, or belong to the pairs to be queried). We build the complete graph over these at most \( 2r \) vertices, with the approximate shortest-path distances as edge weights. Each phase can then be handled by \( r \) edge insertions/queries on this smaller graph in \( O(T_{\text{dyn}}(2r, r, 1 + \varepsilon)) \) time. The resulting approximation factor is at most \((1 + \varepsilon)^2 = 1 + \Theta(\varepsilon)\). Thus, for \( q = n^2 \), we get the following bound:

\[
T_{\text{offline}}(n, n^2, 1 + \Theta(\varepsilon)) = O \left( \frac{n^2}{r} \left( (1/\varepsilon)^5n\log^3 n + r^2 + T_{\text{dyn}}(2r, r, 1 + \varepsilon) \right) \right).
\]

To solve Subproblem 1, we could do nothing during insertions and, in each query, re-run Dijkstra’s algorithm from scratch. Then we would have that \( T_{\text{dyn}}(2r, r, 1 + \varepsilon) = O(r^3) \) and, by setting \( r = (1/\varepsilon)^{5/3}n^{1/3}\log n \), \( T_{\text{offline}}(n, n^2, 1 + \Theta(\varepsilon)) \) would be truly subcubic, namely \( O((1/\varepsilon)^{10/3}n^{8/3}\log^2 n) \).

Actually, by using fast matrix multiplication and additional techniques, we can establish a better bound on \( T_{\text{offline}}(n, n^2, 1 + \Theta(\varepsilon)) \). Our idea is to recursively divide phases into subphases, as in the proof of the following lemma. Note that this lemma actually holds for general graphs (although (semi-)dynamic shortest paths have been extensively studied in the literature, we are unable to find a known specific result that we can directly invoke).

\begin{lemma} \textbf{(A Semi-Dynamic Approximate Distance Oracle).} We can solve Subproblem 1 in \( T_{\text{dyn}}(2r, r, 1 + \Theta(\varepsilon)) = O((1/\varepsilon)^{r\omega} \log r \log \overline{W}) \) total time, where \( \omega \) is the matrix multiplication exponent and \( \overline{W} \) is an upper bound on the maximum (finite) shortest-path distances. \end{lemma}

\textbf{Proof.} Let \( H \) be the input graph of \( 2r \) vertices, and let \( H' \) be the graph that results from performing to \( H \) all edge insertions of the first \( r/2 \) operations. We run the \( O((1/\varepsilon)^{r\omega} \log \overline{W}) \)-time \((1 + \varepsilon)\)-approximate APSP algorithm of Zwick \[29\] on \( H \) and \( H' \) and answer all distance queries therein. Then, we construct two graphs \( H_1 \) and \( H_2 \) of \( r \) vertices each, where \( H_1 \) (resp. \( H_2 \)) is the complete graph over all vertices that are involved in the first (resp. last) \( r/2 \) operations; we set each edge weight in \( H_1 \) (resp. \( H_2 \)) to be a \((1 + \varepsilon)\)-approximation of the shortest-path distance of its endpoints in \( H \) (resp. \( H' \)) (which we have already computed), increasing thus the error by a \( 1 + \varepsilon \) factor. Finally, we recurse in \( H_1 \) and \( H_2 \).

The running time of our approach is \( T_{\text{dyn}}(2r, r, (1 + \varepsilon)^i) \leq 2T_{\text{dyn}}(r, r/2, (1 + \varepsilon)^{i+1}) + O((1/\varepsilon)^{r\omega} \log \overline{W}) \), where, initially, and \( i = 1 \): thus, we have that \( T_{\text{dyn}}(2r, r, (1 + \varepsilon)) = O((1/\varepsilon)^{r\omega} \log r \log \overline{W}) \). The approximation factor is \((1 + \varepsilon)^{\log r} = 1 + \Theta(\varepsilon \log r)\), which can be refined to \( 1 + \varepsilon \), by resetting \( \varepsilon \leftarrow \varepsilon/\log r \).

Combining (1) with the above lemma gives

\[
T_{\text{offline}}(n, n^2, 1 + \Theta(\varepsilon)) = O \left( \frac{n^2}{r} \left( (1/\varepsilon)^5n\log^3 n + (1/\varepsilon)^{r\omega} \log r \log \overline{W} \right) \right).
\]

Setting \( r = n^{1/\omega} \) yields \( T_{\text{offline}}(n, n^2, 1 + \Theta(\varepsilon)) = O((1/\varepsilon)^5n^{3 - 1/\omega}\log^3(n\overline{W})) \), where \( \overline{W} \leq nW \), and \( W \) is the spread of \( S \).
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Theorem 15 (Approximate apBLSP). Given a set $S$ of $n$ planar points of spread $W$, we can construct a data structure for the $(1 + \varepsilon)$-approximate apBLSP problem of $O\left((1/\varepsilon)n^2\log n\right)$ space, $O\left(\log \log n + \log(1/\varepsilon)\right)$ query, and $O\left((1/\varepsilon)^6 n^{3-1/\omega} \log^5(nW)\right)$ preprocessing time.

The current best bound on the matrix multiplication exponent [26, 20] is $\omega < 2.373$, which gives a preprocessing time of $O\left((1/\varepsilon)^6 n^{2.579} \log^5(nW)\right)$.

Remark. For the sake of simplicity, we did not optimize the $\text{poly}(1/\varepsilon, \log(nW))$ factors. Specifically, it might be possible to avoid the dependency on the spread $W$ by using known techniques, such as balanced quadtrees.
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Abstract

We study a longstanding problem in computational geometry: dynamic 2-d orthogonal point location, i.e., vertical ray shooting among \( n \) horizontal line segments. We present a data structure achieving \( O \left( \frac{\log n}{\log \log n} \right) \) optimal expected query time and \( O \left( \log^{1/2+\varepsilon} n \right) \) update time (amortized) in the word-RAM model for any constant \( \varepsilon > 0 \), under the assumption that the \( x \)-coordinates are integers bounded polynomially in \( n \). This substantially improves previous results of Giyora and Kaplan [SODA 2007] and Blelloch [SODA 2008] with \( O(\log n) \) query and update time, and of Nekrich (2010) with \( O \left( \frac{\log n}{\log \log n} \right) \) query time and \( O \left( \log^{1+\varepsilon} n \right) \) update time. Our result matches the best known upper bound for simpler problems such as dynamic 2-d dominance range searching.

We also obtain similar bounds for orthogonal line segment intersection reporting queries, vertical ray stabbing, and vertical stabbing-max, improving previous bounds, respectively, of Blelloch [SODA 2008] and Mortensen [SODA 2003], of Tao (2014), and of Agarwal, Arge, and Yi [SODA 2005] and Nekrich [ISAAC 2011].
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1 Introduction

Point location is one of the most well-studied and fundamental data structure problems in computational geometry. The static version of the problem dates back to the early years of the field. The dynamic version, which supports updates, has also received considerable attention, though obtaining \( O(\log n) \) query and update time in 2-d remains open to this day; see [9] for the most recent breakthrough (and the extensive history).

There are two common formulations of 2-d point location. In the first, we want to store a connected planar subdivision with \( n \) edges so that we can quickly determine (the label of the) region containing any given query point \( q \); updates correspond to insertions and deletions of edges. In the second formulation, also known as vertical ray shooting, we want to store a set of \( n \) disjoint line segments so that we can quickly report the lowest segment above
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any given query point \( q \); updates correspond to insertions and deletions of segments. Since knowing the segment immediately above \( q \) allows us to infer the region containing \( q \), the first formulation reduces to the second, at least in the static case.\(^2\) As in many other papers in this area, we focus only on the second formulation, which in some sense is more general since the segments do not need to be connected.

In this paper, we are interested in the orthogonal setting of the problem: in the vertical ray shooting formulation, the requirement is that all input line segments are horizontal. This case is among the most basic and important since many applications require handling only orthogonal input. The case when segments have a constant number of different slopes can also be reduced to the orthogonal case, due to the decomposability of vertical ray shooting (we can treat each slope class separately and apply a shear transform to each class).

Classical segment trees can solve the dynamic orthogonal problem with \( O(\log^2 n) \) query and update time. In the late 1980s, Mehlhorn and Näher [18] improved the query and update bounds to \( O(\log n \log \log n) \) by dynamic fractional cascading. At SODA’07 and SODA’08 respectively, Giyora and Kaplan [16] and Blelloch [6] both obtained \( O(\log n) \) query and update time. Earlier at SODA’03, Mortensen [19] obtained \( O(\log n) \) query and update time for the decision version of vertical ray shooting, namely, vertical segment intersection emptiness – deciding whether a vertical query segment intersects any of the horizontal input segments. These results are in the standard \( (\log n) \)-bit RAM model.

**Sublogarithmic time?** However, logarithmic time bounds are not the end of the story in the RAM model. For example, for the static orthogonal problem, Chan [8] at SODA’11 presented a linear-space data structure with \( O(\log \log N) \) time if both \( x\)- and \( y\)-coordinates are integers bounded by \( N \).

For the dynamic orthogonal problem, Alstrup et al. [2] applied Fredman and Saks’ lower-bound technique [15] to show that any data structure with \( t_u \) update time requires \( \Omega \left( \frac{\log n}{\log \log n} \right) \) query time in the cell-probe model (with \( (\log n) \)-bit cells). In particular, any data structure with polylogarithmic update time requires \( \Omega \left( \frac{\log n}{\log \log n} \right) \) query time. Nekrich [23] has shown that \( O \left( \frac{\log n}{\log \log n} \right) \) query time is possible with a data structure for dynamic 2-d orthogonal point location supporting \( O \left( \log^{1+\varepsilon} n \right) \) update time. But could we obtain \( O \left( \frac{\log n}{\log \log n} \right) \) optimal query time and \( O \left( \frac{\log n}{\log \log n} \right) \) update time? Or more ambitiously, could we obtain the same optimal query time with substantially sublogarithmic update time? Alstrup et al.’s lower bound does not rule out this possibility.

Indeed, a phenomenon of “fractional-power-of-log” update times has been observed for several problems with Fredman–Saks-style lower bounds. For example, for dynamic 1-d rank queries (or equivalently, 1-d range counting) and selection queries, Chan and Pătraşcu [10] obtained a data structure with \( O \left( \frac{\log n}{\log \log n} \right) \) optimal query time and \( O \left( \log^{1/2+\varepsilon} n \right) \) amortized update time, where \( \varepsilon > 0 \) denotes an arbitrarily small constant. For dynamic 2-d orthogonal range searching, Mortensen in 2006 [21] gave a data structure with \( O \left( \frac{\log n}{\log \log n} \right) \) optimal query time and \( O \left( \log^{5/6+\varepsilon} n \right) \) amortized update time in the special case of 3-sided queries, or \( O \left( \log^{7/8+\varepsilon} n \right) \) amortized update time in general. Wilkinson in 2014 [29] improved

\(^2\) The reduction also holds in the dynamic case, by storing the edges around each region in an “ordered union-split-find” structure [17]. Unfortunately, such a structure requires logarithmic overhead and is inadequate for us, as we aim for sublogarithmic bounds.
Mortensen’s update time in the 3-sided case to \(O\left(\log^{2/3+\varepsilon} n\right)\), and obtained \(O\left(\log^{1/2+\varepsilon} n\right)\) update time in the 2-sided case. Our SoCG paper last year [12] improved these update times further, to \(O\left(\log^{1/2+\varepsilon} n\right)\) in the 3-sided case, and \(O\left(\log^{2/3+o(1)} n\right)\) in general, while retaining \(O\left(\log n/\log \log n\right)\) optimal query time.

Orthogonal range searching and vertical ray shooting are related: 3-sided orthogonal range searching is equivalent to the 1-sided special case of vertical ray shooting where all input segments are horizontal rays. Mortensen’s Ph.D. thesis [20] combined both his papers on range searching [21] and segment intersection emptiness/reporting [19], and it is interesting to note that he was able to obtain fractional-power-of-log update times for the former but not for the latter in general, suggesting that dynamic 2-d orthogonal point location might be a tougher problem than dynamic 2-d orthogonal range searching.

New result. We succeed in simultaneously obtaining sublogarithmic query time and substantially sublogarithmic update time for dynamic 2-d orthogonal point location (in the vertical ray shooting formulation), under the assumption that \(x\)-coordinates are integers bounded polynomially in \(n\). Our data structure achieves \(O\left(\frac{\log n}{\log \log n}\right)\) optimal query time and \(O\left(\log^{1/2+\varepsilon} n\right)\) update time, greatly improving the previous results of Giyora and Kaplan [16], Blelloch [6], Mortensen [19], and Nekrich [23]. Our results are in the word-RAM model, under the standard assumption that the word size \(w\) is at least \(\log n\) bits (in fact, except for an initial predecessor search during each query/update, we only need operations on \((\log n)\)-bit words). Both our query and update bounds are amortized. Our query time bound is expected: randomization is used, but only in the query algorithm, not in the update algorithm. For the decision problem, vertical segment intersection emptiness, our algorithm is completely deterministic. Our algorithm can be extended to solve vertical segment intersection reporting – reporting all horizontal input segments intersecting a vertical query segment – in \(O\left(\frac{\log n}{\log \log n} + k\right)\) deterministic time where \(k\) is the number of output segments.

Interestingly, our update time bound is even better than our earlier \(O\left(\log^{2/3+o(1)} n\right)\) result [12] for general 2-d orthogonal range searching. There are reasons to believe that \(\log^{1/2+\varepsilon} n\) could be the best possible, under current knowledge: The current best result for the simpler problem of 2-d orthogonal 2-sided (i.e., dominance) range searching by Wilkinson [29] already has \(O\left(\log^{1/2+\varepsilon} n\right)\) update time; this simpler problem corresponds to the special case of 2-d orthogonal point location where all input line segments and query line segments are rays. Any improvement of our update time would require improvement in this special case first. Besides, sub-\(\sqrt{\log n}\) update upper bounds have never been obtained before for any problem with Fredman–Saks-style lower bounds.

The assumption of a polynomially bounded \(x\)-universe is reasonable and holds in most applications. For example, in offline settings where we know the coordinates of all the input segments in advance, we can simply replace coordinates by their ranks. The known lower bounds still hold in the bounded universe setting. The assumption arises from a technical issue in ensuring balance in our underlying tree structure. It is plausible that it could be eliminated with more technical effort, but we would rather prefer keeping the solution simpler.

Overview of techniques. Following our earlier approach [12] for dynamic orthogonal range searching (which in turn was a simplification of the approach of Mortensen [21]), our general strategy consists of three parts:
1. We first design efficient \textit{micro-structures} for solving the problem for small input of size \(s\), with the goal of achieving near-constant amortized update time. Following [12, 29], this part is obtained by taking an external-memory version of the segment tree, and re-implementing it in internal memory using bit-packing tricks. We use ideas from \textit{buffer trees} [4] to aim for an amortized update cost of the form \(O((\log s)/B)\), where \(B\) is the block size. Since we can pack \(B \approx (\log s)/w\) segments in one word in internal memory, this would yield update time \(O((\log 2s)/w)\), which is indeed small when \(s \approx 2\sqrt[3]{\log n}\).

2. Next we devise a black-box transformation to convert micro-structures into data structures for the intermediate case when input coordinates lie in a narrow \(s \times n\) grid. Following Mortensen [21, 19], this part can be obtained from a \(\sqrt{n}\)-way divide-and-conquer similar to van Emde Boas trees [27]. (This part does not require bit packing.) The query and update time increase only by a \(\log \log n\) factor as a result of this “van Emde Boas transformation”.

3. Finally we give another black-box transformation to convert a narrow-grid data structure into a \textit{macro-structure} for the general problem for large input. This part is obtained by using a global segment tree with fan-out near \(s\). (This part does not require bit packing either.) The update time increases by a factor of \(\log n\) (the height of the tree), which becomes near \(\sqrt{\log n}\).

While this high-level plan may appear similar to our previous paper [12], at least two major difficulties arise, if we want the best update and query time: First, in part 1, buffered segment trees for 2-d orthogonal point location actually require \(O((\log^2 s)/B) = O((\log^3 s)/w)\) update time, which forces us to set \(s \approx 2^{\log^3 3/3} n\) and leads to a worse final update time near \(\log s \approx \log 2/3 n\). Second, the van Emde Boas transformation in part 2 causes at least one extra \(\log \log n\) factor and leads to suboptimal query time in the end. A number of new ideas are thus needed to deal with these difficulties.

To overcome the first obstacle, our idea is to use micro-structures only for the simpler 1-sided case where input segments are horizontal rays, for which \(O((\log s)/B)\) update cost is indeed possible. But how can we avoid using micro-structures for general 2-sided segments in part 3? We observe that an input segment appears more often as 1-sided than 2-sided at the nodes of segment tree, so we can afford to handle 2-sided updates by switching to a slower algorithm, with bootstrapping.

To overcome the second obstacle, we suggest a new van Emde Boas transformation to trade off the \(\log \log n\) increase in the query time with a \(\log^2 n\) increase in the update time. We can obtain such a trade-off only for the decision version of the problem, but luckily there are known randomized techniques [7] to reduce the original problem to the decision problem without hurting the expected query time.

As a by-product of our new van Emde Boas transformation, we can immediately obtain a data structure for \textit{dynamic 1-d range emptiness} with \(O(1)\) query time and \(O(\log^2 N)\) update time for an integer universe bounded by \(N\). This bound was known before: Mortensen, Pagh and Pătraşcu [22] in fact provided optimal results for a complete query/update time trade-off, but our solution in the constant query-time case is simpler, and may be of independent interest (if it has not been observed before).

\textbf{Applications.} Our result improves previous results even in various special cases:

- Dynamic \textit{vertical ray stabbing} refers to the special case of vertical segment intersection reporting where the query segments are vertical rays. The problem has applications in databases, GIS, and networking. Previously, only logarithmic query and update time were known [26].
Dynamic vertical stabbing-min refers to special case of vertical ray shooting where the query point has $y$-coordinate at $-\infty$ (stabbing-max is symmetric). Previously, Agarwal, Arge, and Yi at SODA ’05 [1] obtained logarithmic query and update time. More recently, Nekrich [24] obtained $O\left(\frac{\log n}{\log \log n}\right)$ query and $O(\log n)$ update time; our $O\left(\log 1/2+\varepsilon n\right)$ update time is a significant improvement.

To further illustrate how fundamental our results are, we mention two offline applications (where as mentioned, the polynomially bounded universe assumption can automatically be ensured by sorting and replacing coordinates with ranks). Both applications are interesting in their own right.

- An $O\left(\frac{n \log^{1/2+\varepsilon} n}{\log \log n}\right)$-space data structure with $O(\log n)$ expected query time for static 3-d vertical ray shooting: store a set of $n$ axis-aligned rectangles in 3-d parallel to the $xy$-plane, so that we can find the lowest rectangle above a query point. This problem can be viewed as a variant of 3-d orthogonal point location. Our space bound is unusual and intriguing. The result can be immediately obtained by using the standard sweep-plane algorithm, together with a (partially) persistent version of our dynamic data structures for 2-d vertical ray shooting. The space usage is proportional to the total time to process $n$ insertions and $n$ deletions, which is $O\left(\frac{n \log^{1/2+\varepsilon} n}{\log \log n}\right)$; using Dietz’s persistent arrays [14], the query time increases by a $\log \log n$ factor, to $O\left(\frac{\log n}{\log \log n} \log \log n\right) = O(\log n)$. This improves a previous $O(n \log^{1+\varepsilon} n)$-space data structure with $O(\log n)$ query time [8, Corollary 4.2(e)].

- A deterministic $O\left(n \frac{\log n}{\log \log n}\right)$-time algorithm for single-source shortest paths in an unweighted intersection graph of $n$ axis-aligned line segments in 2-d, e.g., finding a path between two points with the minimum number of turns in an arrangement of vertical and horizontal line segments (“roads”). Recently, Chan and Skrepetos [11] described an $O(n \log n)$-time algorithm by simulating breadth-first search using a dynamic data structure for orthogonal segment intersection emptiness, performing at most $n$ queries and $n$ deletions. Our new data structure immediately improves the total running time to $O\left(n \log^{1/2+\varepsilon} n + n \frac{\log n}{\log \log n}\right) = O\left(n \frac{\log n}{\log \log n}\right)$.

## 2 Preliminaries

In all our algorithms, we assume that during each query or update, we are given a pointer to the predecessor/successor of the $x$- and $y$- values of the given point or segment. At the end, we can add the cost of predecessor search to the query and update time (which is no bigger than $O(\sqrt{\log n})$) [3] in the word RAM model, or $O(\log \log n)$ in the polynomial universe case [27].

We assume a word RAM model that allows for a constant number of non-standard operations on $w$-bit words. By setting $w := \delta \log n$ for a sufficiently small constant $\delta$, these operations can be simulated in constant time by table lookup, after preprocessing the tables in $2^{O(w)} = n^{O(\delta)}$ time.

For most of the paper, we focus on solving the decision problem, i.e., vertical segment intersection emptiness. Vertical ray shooting will be addressed in Section 7 afterwards. Adapting our algorithm for segment intersection reporting will be straightforward.

Let $[n]$ denote $\{0, 1, \ldots, n - 1\}$.

We now quickly review a few useful tools (also used in our previous paper [12]).
Weight-balancing. Weight-balanced B-trees [5] are B-tree implementations with a rebalancing scheme that is based on the nodes’ weights, i.e., subtree sizes, in order to support updates of secondary structures efficiently.

Lemma 1 ([5, Lemma 4]). In a weight-balanced B-tree of degree \( r \), nodes at height \( i \) have weight \( \Theta(r^i) \), and any sequence of \( n \) insertions requires at most \( O(n/r^i) \) splits of nodes at height \( i \).

(We do not need to address balancing after deletions, since we can handle deletions lazily, and rebuild periodically when the size of the tree decreases or increases by a constant factor [5, 25].)

Colored predecessors. Colored predecessor searching is the problem of maintaining a dynamic set of multi-colored, totally ordered elements and searching for the predecessors with a given color.

Lemma 2 ([21, Theorem 14]). Colored predecessor searches and updates on \( n \) colored, totally ordered elements can be supported in \( O(\log^2 \log n) \) time deterministically.

Initial structure. For bootstrapping purposes, we need an initial data structure for vertical segment intersection emptiness with optimal \( O(\log_w n) \) query time, allowing possibly large but polylogarithmic update time. Nekrich [23] has already given such a structure with \( O(\log^{1+\varepsilon} n) \) update time. We state a weaker bound, which is sufficient for our purposes (and is simpler to obtain):

Lemma 3. For \( n \) horizontal segments in the plane, there exists a dynamic data structure for vertical segment intersection emptiness that support updates in \( O(\log^2 \log n) \) amortized time and queries in \( O(\log_w n) \) time.

3 Micro-structures

In this section, we consider micro-structures for vertical segment intersection emptiness when the number of input segments \( s \) is small. This part relies on bit packing techniques. We focus on the 1-sided special case, when all the input segments are horizontal rays. Without loss of generality, we may assume that all rays are rightward (since we can treat leftward rays separately). Vertical segment intersection emptiness in the 1-sided case is equivalent to 2-d 3-sided orthogonal range emptiness: store a set of input points so that we can quickly decide whether a query 3-sided rectangle contains any input point. To see the equivalence, just replace the input rays with their endpoints, and each vertical query segment \( \{x\} \times [y_1, y_2] \) with the 3-sided rectangle \((-\infty, x] \times [y_1, y_2]\).

We can adapt our previous micro-structures for 3-sided orthogonal range searching [12] to obtain:

Lemma 4. Let \( b \geq 2 \) be an integer. Given \( s \) horizontal (1-sided) rays with endpoints from \([s] \times \mathbb{R}\), there exists a dynamic data structure for vertical segment intersection emptiness with the following amortized update and query time:

\[
U_1(s) = O\left(\frac{b \log^2 s}{w} + b \log^2 \log s\right)
\]
\[
Q_1(s) = O(\log_b s).
\]
Proof. The case $b = 2$ has already been proved in [12, Lemmata 5(i) and 6]. We only briefly review the proof outline, to note the easy generalization to arbitrary $b$.

First consider the case when the endpoints all come from a static universe $[s] \times [s]$. The idea is to mimic an existing external-memory data structure with a block size of $B := \lceil \frac{\delta w}{\log s} \rceil$, observing that $B$ points can be packed in a single word, assuming a sufficiently small constant $\delta$. For such an external-memory structure, Chan and Tsakalidis [12] chose a buffered version [4] of a binary priority search tree ordered by $y$, citing Wilkinson [29]. Here, we use a buffered $b$-ary priority search tree instead, which according to Wilkinson [29, Lemma 1] has $O\left(b \cdot \frac{1}{B} \cdot \log s + 1\right) = O\left(\frac{b \log^2 s}{w} + 1\right)$ amortized update time and $O\left(\log_b s\right)$ amortized query time.

To make this data structure support a dynamic $y$-universe, Chan and Tsakalidis [12] applied monotone list labeling techniques; the extra update cost is $O\left(\log^2 \log s\right)$. It is straightforward to check that the same approach works in the $b$-ary variant, with an extra overhead factor of $O(b)$.

Note that the first term in the above update time is constant when the number of segments $s$ is bounded by $2\sqrt{w}$.

We could also consider micro-structures for vertical segment intersection emptiness in the general (2-sided) case, but they seem to require more than two log $s$ factors in the update time (not to mention possibly worse query time), which would result in a final update time worse than $\sqrt{\log n}$. Luckily, our macro-structures later need micro-structures only for the 1-sided case.

\section{Van Emde Boas transformation}

Next, we consider macro-structures for vertical segment intersection emptiness when the number of input segments $n$ is large. As an intermediate step, we first adapt a technique of Mortensen [19, 21] that transforms any micro-structure for vertical segment intersection emptiness on $s$ horizontal segments to one for $n$ segments with endpoints from a narrow grid $[s] \times \mathbb{R}$.

The transformation uses a recursion similar to van Emde Boas trees [28], and increases both update and query time by a log log $n$ factor. Although the extra factor is small, we cannot afford to lose it if we want sublogarithmic query time at the end. We present a new variant of van Emde Boas recursion, with a parameter $b$, that allows us to trade off the query-time increase with an update-time increase:

\begin{lemma}
Let $b \geq 2$ be an integer. Given a dynamic data structure for vertical segment intersection emptiness on $s$ horizontal segments with endpoints from $[s] \times \mathbb{R}$ achieving update time $U(s)$ and query time $Q(s)$, there exists a dynamic data structure for vertical segment intersection emptiness on $n$ horizontal segments with endpoints from $[s] \times \mathbb{R}$ achieving the following update and query time:

\[ U(s, n) = O\left(bU(s^2) \log^2 \log n + b \log^3 \log n\right) \]
\[ Q(s, n) = O\left(Q(s^2) \log_b \log n\right). \]

An analogous transformation holds for the 1-sided special case of vertical segment intersection emptiness.
\end{lemma}

Proof. We present our variant of van Emde Boas recursion a little differently than usual, as a near-$n^{1/b}$-degree tree, with recursively defined secondary structures.
The data structure. We store a degree-\(r\) tree ordered by \(y\), implemented as a weighted-balanced B-tree, for some parameter \(r\) to be chosen later. Each node corresponds to a horizontal slab; its slab is divided into its children’s slabs by at most \(r\) dividing horizontal lines. We say that two input segments are in the same class if they have the same pair of left and right \(x\)-coordinates; there are at most \(s^2\) classes. At each node \(v\), we store the input segments in \(v\)’s slab in one \(y\)-sorted list per class, in a colored predecessor search structure, and define the following lists:

1. Let \(M(v)\) contain the bottommost and topmost segments (the “\(\min\)” and the “\(\max\)”\) in \(v\)’s slab for each class. Since \(|M(v)| \leq s^2\), we can maintain \(M(v)\) in the given micro-structure supporting updates in \(U(s^2)\) time and queries in \(Q(s^2)\) time.
2. Let \(R_0(v)\) contain the segments in \(v\)’s slab after “rounding” down the \(y\)-coordinate to align with one of the \(r\) lines dividing the slab. Duplicates are removed from \(R_0(v)\).

Let \(R(v)\) be equal to \(R_0(v)\) but excluding the bottommost and topmost rounded segment per class. Since \(R(v)\) has at most \(r\) distinct \(y\)-coordinates and at most \(s^2 r\) segments, we can maintain \(R(v)\) in a data structure supporting updates in \(U(s, s^2 r)\) time and queries in \(Q(s, s^2 r)\) time by recursion. (Note that we maintain \(R(v)\), but not \(R_0(v)\).) We further assume that this structure has \(U_{\text{prep}}(s, s^2 r)\) amortized preprocessing time, i.e., preprocessing time divided by the number of input segments.

The update algorithm. To insert or delete a horizontal segment \(p\), we proceed as follows:

1. Identify the path \(\pi\) of \(O(\log_r n)\) nodes whose slabs contain \(p\). Update the sorted lists for \(p\)’s class at these nodes.

2. For each node \(v \in \pi\) for which \(M(v)\) changes, update the data structure for \(M(v)\).

3. For each node \(v \in \pi\) for which \(R(v)\) changes, update the data structure for \(R(v)\).

In step 1, the \(O(\log_r n)\) sorted lists can be updated in \(O(\log_r n \log^2 \log n)\) time by colored predecessor search (Lemma 2).

Step 2 takes at most \(O(\log_r n)\) updates to the micro-structures and thus costs \(O(\log_r n U(s^2))\) time.

For step 3, we claim that \(R(v)\) changes only at one node \(v \in \pi\): specifically, the lowest node on \(\pi\) that contains at least one other segment of \(p\)’s class. To see why, for any node \(v' \in \pi\) strictly above \(v\), there is no change to \(R_0(v')\) (and thus \(R(v')\)) since there is another segment that gives the same rounded segment as \(p\) at \(v'\); on the other hand, for any node \(v' \in \pi\) strictly below \(v\), there is no change to \(R(v')\) because \(p\) is the only segment in its class at \(v'\) and would be excluded from \(R(v')\).

Note that if \(R(v)\) changes, it changes by at most a single insertion or deletion (for example, if the segment we are inserting becomes the new bottommost segment in a class, we insert the old bottommost segment to \(R(v)\)). Thus, step 3 takes \(U(s, s^2 r)\) time.

To keep the tree balanced, we need to handle node splits. For nodes at height \(i\), there are \(O\left(n/r^i\right)\) splits by Lemma 1. A split at a non-leaf node \(v\) at height \(i\) requires rebuilding \(M(v)\) and \(R(v)\), which takes at most \(O(r^i U(s^2) + r^i U_{\text{prep}}(s, s^2 r) + s^2 U(s, s^2 r))\) time. It also requires updating the \(y\)-coordinates of \(O(s^2)\) segments in \(R(v')\) at the parent \(v'\) of \(v\), which takes \(O\left(s^2 U(s, s^2 r)\right)\) time. The total extra cost is at most

\[
O \left( \sum_{i=1}^{\log_r n} \left( n/r^i \cdot \left[ r^i U(s^2) + r^i U_{\text{prep}}(s, s^2 r) + s^2 U(s, s^2 r) \right] \right) \right) 
\]

\[
= O \left( n \cdot \left[ U(s^2) \log_r n + U_{\text{prep}}(s, s^2 r) \log_r n + \frac{s^2}{r} U(s, s^2 r) \right] \right) ,
\]
To summarize, we obtain the following recurrence for the amortized update time:

\[ U(s, n) \leq U(s, s^2r) + \frac{O}{(\log r n) U(s^2) + O} \left( U_{prep}(s, s^2r) \log r n + \frac{s^2}{r} U(s, s^2r) + \log r n \log^2 \log n \right). \]

The amortized preprocessing time is given by the following simpler recurrence, since balance is easily ensured at preprocessing:

\[ U_{prep}(s, n) \leq U_{prep}(s, s^2r) + O(\log r n) U(s^2) + O(\log r n \log^2 \log n). \]

**The query algorithm.** To answer a query for a vertical segment \( q \) with bottom endpoint \( q_1 \) and top endpoint \( q_2 \), we proceed as follows:

1. Find the lowest node \( v \) whose slab contains both \( q_1 \) and \( q_2 \) by performing an LCA query for the two leaves containing them.
2. Let \( v_1 \) and \( v_2 \) be the two children of \( v \) whose slabs contain \( q_1 \) and \( q_2 \).
3. Answer the query in \( M(v_1) \), \( M(v_2) \), and \( M(v) \). Also, round \( q_1 \) upward and \( q_2 \) downward, then answer the query in \( R(v) \). Return true iff one of these queries returns true.

To prove correctness, suppose that \( q \) intersects the horizontal input segment \( p \). If \( p \) is in \( v_1 \)'s slab, then \( q \) intersects also the topmost segment in \( v_1 \) of \( p \)'s class and so the query in \( M(v_1) \) would return yes. If \( p \) is in \( v_2 \)'s slab, then similarly the query in \( M(v_2) \) would return yes. If \( p \) is in neither slab, then \( q \) intersects the segment \( p \) after rounding and so the query in \( R(v) \) would return yes, unless \( p \) after rounding is the topmost or bottommost rounded segment in \( v \) of its class. In this exceptional case, \( p \) would be excluded from \( R(v) \), but then the query in \( M(v) \) would return yes.

Since LCA queries take \( O(1) \) time (with \( O(1) \) update time) [13], we obtain the following recurrence for the query time:

\[ Q(s, n) \leq Q(s, s^2r) + O(Q(s^2)). \]

**Conclusion.** We set \( r := s^2n^{1/b} \) to obtain

\[ U_{prep}(s, n) \leq U_{prep}(s, s^{4n^{1/b}}) + O(bU(s^2) + b \log^2 \log n) \]

\[ U(s, n) \leq \left( 1 + \frac{1}{n^{1/b}} \right) U(s, s^{4n^{1/b}}) + O(bU(s^2) + bU_{prep}(s, n) + b \log^2 \log n) \]

\[ Q(s, n) \leq Q(s, s^{4n^{1/b}}) + O(Q(s^2)). \]

For the base case, we can use \( U_{prep}(s, s^5), U(s, s^5) = O(U(s^5)) \) and \( Q(s, s^5) = O(Q(s^5)) \). The recurrences solve to \( U_{prep}(s, n) = O(bU(s^5) \log \log n + b \log^2 \log n) \), \( U(s, n) = O(b^2U(s^5) \log^2 \log n + b^2 \log^3 \log n) \), and \( Q(s, n) = O(Q(s^5) \log_2 \log n) \). Setting \( b \leftarrow \lceil \sqrt{b} \rceil \) yields the lemma.

**Remark.** The above approach gives a data structure for dynamic 1-d range emptiness (which corresponds to the special case of \( s = 1 \)) with \( O(b \log \log N) \) update time and \( O(\log_6 \log N) \) query time in an integer universe \([N]\). We do divide-and-conquer to reduce the universe size \( N \) rather than the number of points \( n \); balancing is no longer an issue, so the extra \( \log \log \) factor in the update bound goes away.) In particular, setting \( b = \log^5 N \) gives \( O(1) \) query time and \( O(\log^{O(\epsilon)} N) \) update time. This result was known before by Mortensen, Pagh, and Pătraşcu [22], who gave a more complicated method achieving a better (optimal) trade-off,
with $O(b \log \log N)$ update time and $O(\log \log_b \log N)$ query time, and also with $O(n)$ space. However, it is interesting to note that the above variant of van Emde Boas tree is sufficient for the constant-query-time case.

5 Segment tree transformation

We next describe macro-structures to transform data structures for vertical segment intersection emptiness for $n$ segments in the narrow grid case, to the general case. The transformation is based on a multi-degree segment tree (the idea is standard and, for example, was used in Giyora and Kaplan’s paper [16]).

Lemma 6. Given a dynamic data structure for vertical segment intersection emptiness on $n$ horizontal segments with endpoints from $[s] \times \mathbb{R}$ achieving update time $U(s, n)$ and query time $Q(s, n)$, and a dynamic data structure for vertical segment intersection emptiness on $n$ horizontal (1-sided) rays with endpoints from $[s] \times \mathbb{R}$ achieving update time $U_1(s, n)$ and query time $Q_1(s, n)$, there exists a data structure for dynamic vertical segment intersection emptiness on $n$ horizontal segments with endpoints from $[N] \times \mathbb{R}$ achieving the following amortized update and query time:

$U(N, n) = O(U_1(s, n) \log_s N + U(s, n) + \log_s N \log^2 \log n)$

$Q(N, n) = O((Q_1(s, n) + Q(s, n)) \log_s N)$.

Proof. We store a degree-$s$ segment tree ordered by $x$, with $N$ leaves and height $O(\log_s N)$; each node corresponds to a vertical slab.

We describe how each input segment $p$ is stored. Let $v$ be the lowest node that contains both endpoints of $p$, i.e., the LCA of the two leaves containing the endpoints. Let $v_l$ and $v_r$ be the two children of $v$ whose slabs contain the two endpoints. We divide $p$ into three subsegments: the left and right subsegments, i.e., the parts of $p$ within the slabs of $v_l$ and $v_r$, respectively, and the remaining middle subsegment, i.e., the part within the union of the slabs of the children of $v$ strictly between $v_l$ to $v_r$.

We store the middle subsegment of $p$ in a data structure on the narrow grid $X_v \times \mathbb{R}$, where $X_v$ is the set of $x$-coordinates of the $O(s)$ dividing vertical lines at node $v$.

We store the left subsegment of $p$ along a path of $O(\log_s N)$ nodes. We first find the child $v_l'$ of $v_l$ whose slab contains the left endpoint of $p$. We divide the left subsegment into: the left left subsegment, i.e., the part within the slab of $v_l'$, and the remaining left middle subsegment. We store the left middle subsegment in a 1-sided data structure on the narrow grid $X_{v_l'} \times \mathbb{R}$; note that this subsegment appears as a rightward ray in the narrow grid and so is indeed 1-sided. We then repeat for the left left subsegment in the slab at $v_l'$.

We store the right subsegment of $p$ symmetrically.

In addition, we store the $y$-coordinates of the segments/rays stored at each node $v$ in a colored predecessor searching structure of Lemma 2, where segments/rays with endpoints in the same child’s slab are assigned the same color. We also store the $x$-coordinates in another colored predecessor searching structure, where $X_v$ is colored black and the rest is white.

To insert or delete a segment $p$, we insert or delete the middle subsegment in $O(U(s, n))$ time and the $O(\log_s N)$ pieces of the left/right subsegment in $O(U_1(s, n) \log_s N)$ time. Note that given the $y$-predecessor of the segment at a node $v$, we can obtain the $y$-predecessor/successor at the child by using the colored predecessor searching structure. We can also determine the $x$-predecessor/successor of its endpoints in $X_v$ by another colored predecessor search. This takes total extra time $O(\log_s N \log^2 \log n)$. 

Giyora and Kaplan’s paper [16].
To answer an intersection emptiness query for a vertical segment \( q \), we proceed down the path \( \pi \) of nodes whose slabs contain \( q \), and perform queries in the narrow-grid structures (both general and 1-sided) at nodes in \( \pi \). This takes \( O((Q(s, n) + Q_1(s, n)) \log_s N) \) time.

\section{Putting everything together}

We can finally obtain our main result by combining with our preceding micro-structures and by bootstrapping.

\begin{theorem}
Given \( n \) horizontal segments with coordinates from \([N] \times \mathbb{R}\), there exists a dynamic data structure for vertical segment intersection emptiness that supports updates in amortized \( O \left( \frac{\log N}{\log^{1/2+\varepsilon} n} + \log^{1/3} n \right) \) time and queries in \( O \left( \frac{\log N}{\log \log n} \right) \) time if \( N \geq n \).
\end{theorem}

\begin{proof}
To make calculations more readable, we introduce the notation \( O^* \) to hide factors of the form \( \log^{O(\varepsilon)} n \) and \( w^{O(\varepsilon)} \).

Combining our van Emde Boas transformation in Lemma 5 with \( b = \log^\varepsilon n \) and segment tree transformation in Lemma 6 gives

\[
\begin{align*}
U(N, n) &= O^* \left( U_1(s) \log_s N + U(s) \right) \\
Q(N, n) &= O \left( (Q_1(s) + Q(s)) \log_s N \right).
\end{align*}
\]

The 1-sided micro-structure in Lemma 4 with \( b = w^\varepsilon \) gives \( U_1(s^5) = O^* \left( \frac{\log^2 s}{w} + 1 \right) \) and \( Q_1(s^5) = O(\log_w s) \). The initial structure in Lemma 3 gives \( U(s^5) = O \left( \log^{2+\varepsilon} s \right) \) and \( Q(s^5) = O(\log_w s) \). Thus,

\[
\begin{align*}
U(N, n) &= O^* \left( \left( \frac{\log^2 s}{w} + 1 \right) \log_s N + \log^{2+\varepsilon} s \right) \\
Q(N, n) &= O \left( \log_w s \log_s N \right) = O(\log_w N).
\end{align*}
\]

Setting \( s = 2^{\log^{1/3} N} \) then yields \( U(N, n) = O^* \left( \log^{(2+\varepsilon)/3} N + \frac{\log^{1/3} N}{w} \right) \) and \( Q(N, n) = O(\log_w N) \).

To improve the update time further, we bootstrap with our new bounds \( U(s^5) = O^* \left( \log^{(2+\varepsilon)/3} s + \frac{\log^{1/3} s}{w} \right) \) and \( Q(s^5) = O(\log_w s) \). Then

\[
\begin{align*}
U(N, n) &= O^* \left( \left( \frac{\log^2 s}{w} + 1 \right) \log_s N + \log^{(2+\varepsilon)/3} s + \frac{\log^{4/3} s}{w} \right) \\
Q(N, n) &= O \left( \log_w s \log_s N \right) = O(\log_w N).
\end{align*}
\]

Setting \( s = 2^{w^{1/2-\varepsilon}} \) yields \( U(N, n) = O^* \left( \frac{\log N}{w^{1/2-\varepsilon}} + w^{1/3} \right) \) and \( Q(N, n) = O(\log_w N) \). Setting the word size \( w = \delta \log n \) gives the theorem. (The \( \log^{1/3} n \) term could probably be lowered by further rounds of bootstrapping, but that term does not matter in the main case of interest, when \( N = n^{O(1)} \).)
\end{proof}

\section{Vertical ray shooting}

We now extend our query algorithm for vertical segment intersection emptiness to vertical ray shooting.
Extended van Emde Boas transformation. First, we note a naive extension of the van Emde Boas transformation to support vertical ray shooting (the query time isn’t optimized):

Lemma 8. The same data structure in Lemma 5 can answer vertical ray shooting queries in time $\tilde{Q}(s, n) = O\left(b\tilde{Q}(s^3) \log \log n\right)$. An analogous result holds for the 1-sided case.

Proof. To answer a vertical ray shooting query for a point $q$, we proceed as follows:
1. Identify the path $\pi$ of $O(\log n)$ nodes whose slabs contain $q$.
2. Find the lowest node $v \in \pi$ for which the answer of the query in $M(v)$ is nonempty.
3. Answer the query in $R(v)$ and in $M(v)$, and suppose that the two answers are in the slab of the children $v_1$ and $v_2$ of $v$ respectively. Return the answer to the query in $M(v_1)$ or $M(v_2)$, whichever is lower.

To show correctness, let $p$ be the lowest segment above $q$. After step 2, we know that $p$ must be in the slab of $v$ but not $v$’s child in $\pi$. After step 3, we know that $p$ must be in the slab of $v_1$ and in $M(v_1)$, unless $p$ after rounding is the topmost or bottommost rounded segment in $r$ of its class. In this exceptional case, $p$ would be excluded from $R(v)$, but then $p$ would be in the slab of $v_2$ and in $M(v_2)$.

We get the following recurrence for the query time:

$$\tilde{Q}(s, n) \leq \tilde{Q}(s, s^2r) + O(\log s \tilde{Q}(s^2)).$$

For $r = s^2n^{1/b}$, this gives $\tilde{Q}(s, n) \leq \tilde{Q}(s, s^4n^{1/b}) + O\left(b\tilde{Q}(s^2)\right)$, and the recurrence can be solved as before.

Extended segment tree transformation. Next we extend the segment tree transformation. For this part, we will optimize the query time, using a randomized search technique from [7].

Lemma 9. In Lemma 6, if the given general and 1-sided data structures can answer vertical ray shooting queries in $\tilde{Q}(s, n)$ and $\tilde{Q}_1(s, n)$ time respectively, then the new data structure can answer vertical ray shooting queries in expected query time

$$\tilde{Q}(N, n) = O\left((Q_1(s, n) + Q(s, n)) \log s N + (\tilde{Q}_1(s, n) + \tilde{Q}(s, n)) \log \log s N\right).$$

Proof. The technique [7] is based on the following simple well-known observation: the minimum of $m$ unknown elements $y_1, \ldots, y_m$ can be found with $m$ comparisons of the form “is $y_i < y_j$?” for a given value $y$, and $O(\log m)$ expected number of evaluations of the $y_i$’s. (The observation follows by running the standard algorithm for the minimum, after randomly permuting the elements.)

To answer a vertical ray shooting query for a point $q$, we proceed down the path $\pi$ of nodes whose slabs contain $q$, and apply the above observation with $m = O(\log s N)$ and $y_i$ representing the $y$-value of the lowest segment above $q$ in the narrow-grid structures at the $i$-th node of $\pi$. Deciding “$y_i < y_j$?” is equivalent to performing a vertical segment emptiness query. The theorem follows.

Theorem 10. The same data structure in Theorem 7 can answer vertical ray shooting queries in $O\left(\frac{\log N}{\log \log \pi}\right)$ time.

Proof. By the above extensions, the combined van Emde Boas transformation (with $b = \log^e n$) and segment tree transformation that yielded (1) has

$$\tilde{Q}(N, n) = O\left(\left(Q_1(s) + Q(s)\right) \log s N + \left(\tilde{Q}_1(s) + \tilde{Q}(s)\right) \log^e n \log \log n \log \log s N\right)$$

$$= O\left(\left(Q_1(s) + Q(s)\right) \log s N + (Q_1(s) + Q(s)) \log s \log^e n \log \log n \log \log N\right),$$
since a naive binary search gives $\vec{Q}_1(s) = O(Q_1(s) \log s)$ and $\vec{Q}(s) = O(Q(s) \log s)$. Then the structure in the final bootstrapping step that yielded (2) has

$$\vec{Q}(N, n) = O(\log_s N + \log_s n \log^2 \log \log N).$$

As $s = 2^{n^{1/2-\varepsilon}}$, we obtain $\vec{Q}(N, n) = O(\log_s N + w^{1-\Omega(\varepsilon)} \log \log N)$. As $w = \delta \log n$, we obtain the theorem.

8 Future work

A number of interesting directions remain to be explored:

1. It would be nice to eliminate the assumption of polynomially bounded $x$-universe (i.e., the dependency in $N$). Our earlier paper [12] have already provided a mechanism to deal with a dynamic $x$-universe for the micro-structures in Lemma 4, but currently we have difficulty maintaining balance in the segment tree in Lemma 6 (standard weight-balanced B-trees seems to give an extra $\log n$ in the $U(s, n)$ term of the update time bound).

2. It would be nice to avoid randomization in our vertical ray shooting algorithm.

3. We have ignored space complexity throughout the paper. Many of the previous point location data structures achieves linear space. A naive upper bound on space for our data structure is $n$ times the update time, i.e., $O\left(n \log^{1/2+\varepsilon} n\right)$. We believe that the bound can be lower by using more bit packing techniques, although it is unclear how to obtain linear space with our approach.

4. Insertion-only and deletion-only special cases are worth exploring. Here, $O\left(\log \frac{n}{\log \log n}\right)$ query time is not necessarily optimal; for example, see Wilkinson’s insertion-only results on 2-d 3-sided orthogonal range searching [29]. As mentioned in the introduction, the deletion-only case has applications to geometric shortest paths [11].
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Abstract
Persistence diagrams play a fundamental role in Topological Data Analysis where they are used as topological descriptors of filtrations built on top of data. They consist in discrete multisets of points in the plane $\mathbb{R}^2$ that can equivalently be seen as discrete measures in $\mathbb{R}^2$. When the data come as a random point cloud, these discrete measures become random measures whose expectation is studied in this paper. First, we show that for a wide class of filtrations, including the Čech and Rips-Vietoris filtrations, the expected persistence diagram, that is a deterministic measure on $\mathbb{R}^2$, has a density with respect to the Lebesgue measure. Second, building on the previous result we show that the persistence surface recently introduced in [1] can be seen as a kernel estimator of this density. We propose a cross-validation scheme for selecting an optimal bandwidth, which is proven to be a consistent procedure to estimate the density.

1 Introduction
Persistent homology [17], a popular approach in Topological Data Analysis (TDA), provides efficient mathematical and algorithmic tools to understand the topology of a point cloud by tracking the evolution of its homology at different scales. Specifically, given a scale (or time) parameter $r$ and a point cloud $x = (x_1, \ldots, x_n)$ of size $n$, a simplicial complex $K(x, r)$ is built on $\{1, \ldots, n\}$ thanks to some procedure, such as, e.g., the nerve of the union of balls of radius $r$ centered on the point cloud or the Vietoris-Rips complex. Letting the scale $r$ increase gives rise to an increasing sequence of simplicial complexes $K(x) = (K(x, r))_r$ called a filtration. When a simplex is added in the filtration at a time $r$, it either "creates" or "fills" some hole in the complex. Persistent homology keeps track of the birth and death of these holes and encodes them as a persistence diagram that can be seen as a relevant and stable [6, 7] multi-scale topological descriptor of the data. A persistence diagram $D_s$ is thus a...
collection of pairs of numbers, each of those pairs corresponding to the birth time and the death time of a $s$-dimensional hole. A precise definition of persistence diagram can be found, for example, in [17, 8]. Mathematically, a diagram is a multiset of points in

$$\Delta = \{ r = (r_1, r_2), 0 \leq r_1 < r_2 \leq \infty \}. \quad (1)$$

Note that in a general setting, points $r = (r_1, r_2)$ in diagrams can be 'at infinity' on the line \(r_2 = \infty\) (e.g. a hole may never disappear). However, in the cases considered in this paper, this will be the case for a single point for 0-dimensional homology, and this point will simply be discarded in the following.

In statistical settings, one is often given a (i.i.d.) sample of (random) point clouds $X_1, \ldots, X_N$ and filtrations $K(X_1), \ldots, K(X_N)$ built on top of them. We consider the set of persistence diagrams $D_s[K(X_1)], \ldots, D_s[K(X_N)]$, which are thought to contain relevant topological information about the geometry of the underlying phenomenon generating the point clouds. The space of persistence diagrams is naturally endowed with the so-called bottleneck distance [13] or some variants. However, the resulting metric space turns out to be highly non linear, making the statistical analysis of distributions of persistence diagrams rather awkward, despite several interesting results such as, e.g., [27, 16, 11]. A common scheme to overcome this difficulty is to create easier to handle statistics by mapping the diagrams to a vector space thanks to a feature map $\Psi$, also called a representation (see, e.g., [1, 2, 4, 10, 12, 20, 24]). A classical idea to get information about the typical shape of a random point cloud is then to estimate the expectation $E[\Psi(D_s[K(X)])]$ of the distribution of representations using the mean representation

$$\overline{\Psi}_N := \frac{1}{N} \sum_{i=1}^{N} \Psi(D_s[K(X_i)]). \quad (2)$$

In this direction, [4] introduces a representation called persistence landscape, and shows that it satisfies law of large numbers and central limit theorems. Similar theorems can be shown for a wide variety of representations: it is known that $\overline{\Psi}_N$ is a consistent estimator of $E[\Psi(D_s[K(X)])]$. Although it may be useful for a classification task, this mean representation is still somewhat disappointing from a theoretical point of view. Indeed, what exactly $E[\Psi(D_s[K(X)])]$ is, has been scarcely studied in a non-asymptotic setting, i.e. when the cardinality of the random point cloud $X_i$ is fixed or bounded.

Asymptotic results, when the size of the considered point clouds goes to infinity, are well understood for some non-persistent descriptors of the data, such as the Betti numbers: a natural question in geometric probability is to study the asymptotics of the $s$-dimensional Betti numbers $\beta_s(K(X_n, r_n))$ where $X_n$ is a point cloud of size $n$ and under different asymptotics for $r_n$. Notable results on the topic include [18, 29, 30]. Considerably less results are known about the asymptotic properties of fundamentally persistent descriptors of the data: [3] finds the right order of magnitude of maximally persistent cycles and [15] shows the convergence of persistence diagrams on stationary process in a weak sense.

Contributions of the paper

In this paper, representing persistence diagrams as discrete measures, i.e. as element of the space of measures on $\mathbb{R}^2$, we establish non-asymptotic global properties of various representations and persistence-based descriptors. A multiset of points is naturally in bijection with the discrete measure defined on $\mathbb{R}^2$ created by putting Dirac measures on each point of the multiset, with mass equal to the multiplicity of the point. In this paper
a persistence diagram $D_s$ is thus represented as a discrete measure on $\Delta$ and with a slight abuse of notation, we will write

$$D_s = \sum_{r \in D_s} \delta_r,$$

(3)

where $\delta_r$ denotes the Dirac measure in $r$ and where, as mentioned above, points with infinite persistence are simply discarded. A wide class of representations, including the persistence surface $[1]$ (variants of this object have been also introduced $[12, 20, 24]$), the accumulated persistence function $[2]$ or persistence silhouette $[10]$ are conveniently expressed as $\Psi(D_s) = D_s(f) := \sum_{r \in D_s} f(r)$ for some function $f$ on $\Delta$. Given a random set of points $X$, the expected behavior of the representations $E[D_s[K(X)](f)]$ is well understood if the expectation $E[D_s[K(X)]]$ of the distribution of persistence diagrams is understood, where the expectation $E[\mu]$ of a random discrete measure $\mu$ is defined by the equation $E[\mu](B) = E[\mu(B)]$ for all Borel sets $B$ (see $[22]$ for a precise definition of $E[\mu]$ in a more general setting). Our main contribution (Theorem 7) consists in showing that for a large class of situations the expected persistence diagram $E[D_s[K(X)]]$, which is a measure on $\Delta \subset \mathbb{R}^2$, has a density $p$ with respect to the Lebesgue measure on $\mathbb{R}^2$. Therefore, $E[\Psi(D_s[K(X)])]$ is equal to $\int p f$, and if properties of the density $p$ are shown (such as smoothness), those properties will also apply to the expectation of the representation $\Psi$.

The main argument of the proof of Theorem 7 relies on the basic observation that for point clouds $X$ of given size $n$, the filtration $K(X)$ can induce a finite number of ordering configurations of the simplices. The core of the proof consists in showing that, under suitable assumptions, this ordering is locally constant for almost all $X$. As one needs to use geometric arguments, having properties only satisfied almost everywhere is not sufficient for our purpose. One needs to show that properties hold in a stronger sense, namely that the set on which it is satisfied is a dense open set. Hence, a convenient framework to obtain such properties is given by subanalytic geometry $[25]$. Subanalytic sets are a class of subsets of $\mathbb{R}^d$ that are locally defined as linear projections of sets defined by analytic equations and inequations. As most considered filtrations in Topological Data Analysis result from real algebraic constructions, such sets naturally appear in practice. On open sets where the combinatorial structure of the filtration is constant, the way the points in the diagrams are matched to pairs of simplices is fixed: only the times/scales at which those simplices appear change. Under an assumption of smoothness of those times, and using the coarea formula $[23]$, a classical result of geometric measure theory generalizing the change of variables formula in integrals, one then deduces the existence of a density for $E[D_s[K(X)]]$.

Among the different representations of the form $\Psi(D) = D(f)$, persistence surface is of particular interest. It is defined as the convolution of a diagram with a gaussian kernel. Hence, the mean persistence surface can be seen as a kernel density estimator of the density $p$ of Theorem 7. As a consequence, the general theory of kernel density estimation applies and gives theoretical guarantees about various statistical procedures. As an illustration, we consider the bandwidth selection problem for persistence surfaces. Whereas Adams et al. $[1]$ states that any reasonable bandwidth is sufficient for a classification task, we give arguments for the opposite when no "obvious" shapes appear in the diagrams. We then propose a cross-validation scheme to select the bandwidth matrix. The consistency of the procedure is shown using Stone’s theorem $[26]$. This procedure is implemented on a set of toy examples illustrating its relevance.

The paper is organized as follow: section 2 is dedicated to the necessary background in geometric measure theory and subanalytic geometry. Results are stated in section 3, and the main theorem is proved in section 4. It is shown in section 5 that the main result applies...
to the Čech and Rips-Vietoris filtrations. Section 6 is dedicated to the statistical study of persistence surface, and numerical illustrations are found in section 7. All the technical proofs that are not essential to the understanding of the idea and results of the paper can be found in [9].

2 Preliminaries

2.1 The coarea formula

The proof of the existence of the density of the expected persistence diagram depends heavily on a classical result in geometric measure theory, the so-called coarea formula (see [23] for a gentle introduction to the subject). It consists in a more general version of the change of variables formula in integrals. Let \((M,\rho)\) be a metric space. The diameter of a set \(A \subset (M,\rho)\) is defined by \(\sup_{x,y \in A} \rho(x,y)\).

\[\text{Definition 1.} \quad \text{Let } k \text{ be a non-negative integer. For } A \subset M, \text{ and } \delta > 0, \text{ consider} \]
\[\mathcal{H}_k^\rho(A) := \inf \left\{ \sum_i \text{diam}(U_i)^k, A \subset \bigcup_i U_i \text{ and diam}(U_i) < \delta \right\}. \] (4)

The \(k\)-dimensional Haussdorf measure on \(M\) of \(A\) is defined by \(\mathcal{H}_k(A) := \lim_{\delta \to 0} \mathcal{H}_k^\rho(A)\).

If \(M\) is a \(d\)-dimensional submanifold of \(\mathbb{R}^D\), the \(d\)-dimensional Haussdorf measure coincides with the volume form associated to the ambient metric restricted to \(M\). For instance, if \(M\) is an open set of \(\mathbb{R}^D\), the Haussdorf measure is the \(D\)-dimensional Lebesgue measure.

\[\text{Theorem 2 (Coarea formula [23].) Let } M \text{ (resp. } N) \text{ be a smooth Riemannian manifold of dimension } m \text{ (resp. } n). \text{ Assume that } m \geq n \text{ and let } \Phi : M \to N \text{ be a differentiable map. Denote by } D\Phi \text{ the differential of } \Phi. \text{ The Jacobian of } \Phi \text{ is defined by } J\Phi = \sqrt{\det((D\Phi) \times (D\Phi)^t)}. \]

For \(f : M \to \mathbb{R}_+\) a positive measurable function, the following equality holds:

\[\int_M f(x) J\Phi(x) d\mathcal{H}_m(x) = \int_N \left( \int_{x \in \Phi^{-1}(\{y\})} f(x) d\mathcal{H}_{m-n}(x) \right) d\mathcal{H}_n(y). \] (5)

In particular, if \(J\Phi > 0\) almost everywhere, one can apply the coarea formula to \(f \times (J\Phi)^{-1}\) to compute \(\int_M f\). Having \(J\Phi > 0\) is equivalent to have \(D\Phi\) of full rank: most of the proof of our main theorem consists in showing that this property holds for certain functions \(\Phi\) of interest.

2.2 Background on subanalytic sets

We now give basic results on subanalytic geometry, whose proofs are given in [9]. See [25] for a thorough review of the subject. Let \(M \subset \mathbb{R}^D\) be a connected real analytic submanifold possibly with boundary, whose dimension is denoted by \(d\).

\[\text{Definition 3.} \quad \text{A subset } X \text{ of } M \text{ is semianalytic if each point of } M \text{ has a neighbourhood } U \subset M \text{ such that } X \cap U \text{ is of the form} \]
\[\bigcup_{i=1}^p \bigcap_{j=1}^q X_{ij}, \] (6)

where \(X_{ij}\) is either \(f_{ij}^{-1}((0])\) or \(f_{ij}^{-1}((0,\infty))\) for some analytic functions \(f_{ij} : U \to \mathbb{R}\).
A subset $X$ of $M$ is subanalytic if for each point of $M$, there exists a neighborhood $U$ of this point, a real analytic manifold $N$ and $A$, a relatively compact semianalytic set of $N \times M$, such that $X \cap U$ is the projection of $A$ on $M$. A function $f : X \to \mathbb{R}$ is subanalytic if its graph is subanalytic in $M \times \mathbb{R}$. The set of real-valued subanalytic functions on $X$ is denoted by $\mathcal{S}(X)$.

A point $x$ in a subanalytic subset $X$ of $M$ is smooth (of dimension $k$) if, in some neighbourhood of $x$ in $M$, $X$ is an analytic submanifold (of dimension $k$). The maximal dimension of a smooth point of $X$ is called the dimension of $X$. The smooth points of $X$ of dimension $d$ are called regular, and the other points are called singular. The set $\text{Reg}(X)$ of regular points of $X$ is an open subset of $M$, possibly empty; the set of singular points is denoted by $\text{Sing}(X)$.

**Definition 4.** A subset $X$ of $M$ is subanalytic if for each point of $M$, there exists a neighborhood $U$ of this point, a real analytic manifold $N$ and $A$, a relatively compact semianalytic set of $N \times M$, such that $X \cap U$ is the projection of $A$ on $M$. A function $f : X \to \mathbb{R}$ is subanalytic if its graph is subanalytic in $M \times \mathbb{R}$. The set of real-valued subanalytic functions on $X$ is denoted by $\mathcal{S}(X)$.

**Lemma 5.**

(i) For $f \in \mathcal{S}(M)$, the set $A(f)$ on which $f$ is analytic is an open subanalytic set of $M$.

(ii) The functions $fg$ and $f + g$ are subanalytic.

(iii) The sets $f^{-1}((0))$ and $f^{-1}((0, \infty))$ are subanalytic in $M$.

As a consequence of point (i), for $f \in \mathcal{S}(M)$, one can define its gradient $\nabla f$ everywhere but on some subanalytic set of dimension smaller than $d$.

**Lemma 6.** Let $X$ be a subanalytic subset of $M$. If the dimension of $X$ is smaller than $d$, then $\mathcal{H}_d(X) = 0$.

As a direct corollary, we always have

$$\mathcal{H}_d(X) = \mathcal{H}_d(\text{Reg}(X)). \quad (7)$$

Write $\mathcal{N}(M)$ the class of subanalytic subsets $X$ of $M$ with $\text{Reg}(X) = \emptyset$. We have just shown that $\mathcal{H}_d \equiv 0$ on $\mathcal{N}(M)$. They form a special class of negligible sets. We say that a property is verified almost subanalytically everywhere (a.s.e.) if the set on which it is not verified is included in a set of $\mathcal{N}(M)$. For example, Lemma 5 implies that $\nabla f$ is defined a.s.e..

## 3 The density of expected persistence diagrams

Let $n > 0$ be an integer. Write $\mathcal{F}_n$ the collection of non-empty subsets of $\{1, \ldots, n\}$. Let $\varphi = (\varphi[J])_{J \in \mathcal{F}_n} : M^n \to \mathbb{R}^{\mathcal{F}_n}$ be a continuous function. The function $\varphi$ will be used to construct the persistence diagram and is called a filtering function: a simplex $J$ is added in the filtration at the time $\varphi[J]$. Write for $x = (x_1, \ldots, x_n) \in M^n$ and for $J$ a simplex, $x(J) := (x_j)_{j \in J}$. We make the following assumptions on $\varphi$:

(K1) **Absence of interaction:** For $J \in \mathcal{F}_n$, $\varphi[J](x)$ only depends on $x(J)$.

(K2) **Invariance by permutation:** For $J \in \mathcal{F}_n$ and for $(x_1, \ldots, x_n) \in M^n$, if $\tau$ is a permutation of $\{1, \ldots, n\}$, then $\varphi[J](x_{\tau(1)}, \ldots, x_{\tau(n)}) = \varphi[J](x_1, \ldots, x_n)$.

(K3) **Monotony:** For $J \subseteq J' \subseteq \mathcal{F}_n$, $\varphi[J] \leq \varphi[J']$.

(K4) **Compatibility:** For a simplex $J \in \mathcal{F}_n$ and for $j \in J$, if $\varphi[J](x_1, \ldots, x_n)$ is not a function of $x_j$ on some open set $U$ of $M^n$, then $\varphi[j] \equiv \varphi[J \setminus \{j\}]$ on $U$.

(K5) **Smoothness:** The function $\varphi$ is subanalytic and the gradient of each of its entries (which is defined a.s.e.) is non vanishing a.s.e..
Assumptions (K2) and (K3) ensure that a filtration $\mathcal{K}(x)$ can be defined thanks to $\varphi$ by:

$$\forall J \in \mathcal{F}_n, \ J \in \mathcal{K}(x,r) \iff \varphi[J](x) \leq r.$$  

(8)

Assumption (K1) means that the moment a simplex is added in the filtration only depends on the position of its vertices, but not on their relative position in the point cloud. For $J \in \mathcal{F}_n$, the gradient of $\varphi[J]$ is a vector field in $TM^{n}$. Its projection on the $j$th coordinate is denoted by $\nabla_j \varphi[J]$; it is a vector field in $TM$ defined a.s.e.. The persistence diagram of the filtration $\mathcal{K}(x)$ for $s$-dimensional homology is denoted by $D_s[\mathcal{K}(x)]$.

Theorem 7. Fix $n \geq 1$. Assume that $M$ is a real analytic compact $d$-dimensional connected submanifold possibly with boundary and that $\mathcal{X}$ is a random variable on $M^n$ having a density with respect to the Hausdorff measure $\mathcal{H}_{dn}$. Assume that $\mathcal{K}$ satisfies the assumptions (K1)-(K5). Then, for $s \geq 0$, the expected measure $E[D_s[\mathcal{K}(\mathcal{X})]]$ has a density with respect to the Lebesgue measure on $\Delta$.

Remark. The condition that $M$ is compact can be relaxed in most cases: it is only used to ensure that the subanalytic functions appearing in the proof satisfy the boundedness condition of Lemma 5. For the Čech and Rips-Vietoris filtrations, one can directly verify that the function $\varphi$ (and therefore the functions appearing in the proofs) satisfies it when $M = \mathbb{R}^d$. Indeed, in this case, the filtering functions are semi-algebraic.

Classical filtrations such as the Rips-Vietoris and Čech filtrations do not satisfy the full set of assumptions (K1)-(K5). Specifically, they do not satisfy the second part of assumption (K5): all singletons $\{j\}$ are included at time 0 in those filtrations so that $\varphi[\{j\}] \equiv 0$, and the gradient $\nabla \varphi[\{j\}]$ is therefore null everywhere. This leads to a well-known phenomenon on Rips-Vietoris and Čech diagrams: all the non-infinite points of the diagram for 0-dimensional homology are included in the vertical line $\{0\} \times [0, \infty)$. A theorem similar to Theorem 7 still holds in this case:

Theorem 8. Fix $n \geq 1$. Assume that $M$ is a real analytic compact $d$-dimensional connected submanifold and that $\mathcal{X}$ is a random variable on $M^n$ having a density with respect to the Hausdorff measure $\mathcal{H}_{dn}$. Define assumption (K5'): (K5') The function $\varphi$ is subanalytic and the gradient of its entries $J$ of size greater than 1 is non vanishing a.s.e.. Moreover, for $\{j\}$ a singleton, $\varphi[\{j\}] \equiv 0$.

Assume that $\mathcal{K}$ satisfies the assumptions (K1)-(K4) and (K5'). Then, for $s \geq 1$, $E[D_s[\mathcal{K}(\mathcal{X})]]$ has a density with respect to the Lebesgue measure on $\Delta$. Moreover, $E[D_0[\mathcal{K}(\mathcal{X})]]$ has a density with respect to the Lebesgue measure on the vertical line $\{0\} \times [0, \infty)$.

The proof of Theorem 8 is very similar to the proof of Theorem 7. It is therefore relegated to the full version [9].

One can easily generalize Theorem 7 and assume that the size of the point process $\mathcal{X}$ is itself random. For $n \in \mathbb{N}$, define a function $\varphi^{(n)} : M^n \rightarrow \mathbb{R}^{\mathbb{F}_n}$ satisfying the assumption (K1)-(K5). If $x$ is a finite subset of $M$, define $\mathcal{K}(x)$ by the filtration associated to $\varphi^{(|x|)}$ where $|x|$ is the size of $x$. We obtain the following corollary, proven in [9].

Corollary 9. Assume that $\mathcal{X}$ has some density with respect to the law of a Poisson process on $M$ of intensity $\mathcal{H}_d$, such that $E[|\mathcal{X}|] < \infty$. Assume that $\mathcal{K}$ satisfies the assumptions (K1)-(K5). Then, for $s \geq 0$, $E[D_s[\mathcal{K}(\mathcal{X})]]$ has a density with respect to the Lebesgue measure on $\Delta$.

The condition $E[|\mathcal{X}|] < \infty$ ensures the existence of the expected diagram and is for example satisfied when $\mathcal{X}$ is a Poisson process with finite intensity.
As the way the filtration is created is smooth, one may actually wonder whether the density of \( E[D_s[K(X)]] \) is smooth as well: it is the case as long as the way the points are sampled is smooth. Recalling that a function is said to be of class \( C^k \) if it is \( k \) times differentiable, with a continuous \( k \)th derivative, we have the following result.

\begin{itemize}
  \item **Theorem 10.** Fix \( 0 \leq k \leq \infty \) and assume that \( X \in M^n \) has some density of class \( C^k \) with respect to \( H_{nd} \). Then, for \( s \geq 0 \), the density of \( E[D_s[K(X)]] \) is of class \( C^k \).
\end{itemize}

The proof is based on classical results of continuity under the integral sign as well as an use of the implicit function theorem: it can be found in [9].

As a corollary of Theorem 10, we obtain the smoothness of various expected descriptors computed on persistence diagrams. For instance, the expected birth distribution and the expected death distribution have smooth densities under the same hypothesis, as they are obtained by projection of the expected diagram on some axis. Another example is the smoothness of the expected Betti curves. The \( s \)th Betti number \( \beta_s^x(K(x)) \) of a filtration \( K(x) \) is defined as the dimension of the \( s \)th homology group of \( K(x,r) \). The Betti curves \( r \mapsto \beta_s^x(K(x)) \) are step functions which can be used as statistics, as in [28] where they are used for a classification task on time series. With few additional work (see proof in [9]), the expected Betti curves are shown to be smooth.

\begin{itemize}
  \item **Corollary 11.** Under the same hypothesis than Theorem 10, for \( s \geq 0 \), the expected Betti curve \( r \mapsto E[\beta_s^x(K(X))] \) is a \( C^k \) function.
\end{itemize}

### 4 Proof of Theorem 7

First, one can always replace \( M^n \) by \( A(\varphi) = \bigcap_{J \in \mathcal{F}_n} A(\varphi[J]) \), as Lemma 5 implies that it is an open set whose complement is in \( N(M^n) \). We will therefore assume that \( \varphi \) is analytic on \( M^n \).

Given \( x \in M^n \), the different values taken by \( \varphi(x) \) on the filtration can be written \( r_1 < \cdots < r_L \). Define \( E_l(x) \) the set of simplices \( J \) such that \( \varphi[J](x) = r_l \). The sets \( E_1(x), \ldots, E_L(x) \) form a partition of \( \mathcal{F}_n \) denoted by \( A(x) \).

\begin{itemize}
  \item **Lemma 12.** For a.s.e. \( x \in M^n \), for \( l \geq 1 \), \( E_l(x) \) has a minimal element \( J_l \) (for the partial order induced by inclusion).
\end{itemize}

\textbf{Proof.} Fix \( J, J' \subset \{1, \ldots, n\} \) with \( J \neq J' \) and \( J \cap J' \neq \emptyset \). Consider the subanalytic functions \( f : x \in M^n \mapsto \varphi[J](x) - \varphi[J'](x) \) and \( g : x \in M^n \mapsto \varphi[J](x) - \varphi[J \cap J'](x) \). The set

\[ C(J, J') := \{ f = 0 \} \cap \{ g > 0 \}. \quad (9) \]

is a subanalytic subset of \( M^n \). Assume that it contains some open set \( U \). On \( U \), \( \varphi[J](x) \) is equal to \( \varphi[J'](x) \). Therefore, it does not depend on the entries \( x_j \) for \( j \in J \setminus J' \). Hence, by assumption (K4), \( \varphi[J](x) \) is actually equal to \( \varphi[J \cap J'](x) \) on \( U \). This is a contradiction with having \( g > 0 \) on \( U \). Therefore, \( C(J, J') \) does not contain any open set, and all its points are singular: \( C(J, J') \) is in \( N(M^n) \). If \( J \cap J' = \emptyset \), similar arguments show that \( C(J, J') = \{ f = 0 \} \) cannot contain any open set: it would contradict assumption (K5). On the complement of

\[ C := \bigcup_{J \neq J' \subset \{1, \ldots, n\}} C(J, J'), \quad (10) \]

having \( \varphi[J](x) = \varphi[J'](x) \) implies that this quantity is equal to \( \varphi[J \cap J'](x) \). This show the existence of a minimal element \( J_l \) to \( E_l(x) \) on the complement of \( C \). This property is therefore a.s.e. satisfied.
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Lemma 13. A.s.e., \( x \mapsto \mathcal{A}(x) \) is locally constant.

Proof. Fix \( \mathcal{A}_0 = \{ E_1, \ldots, E_l \} \) a partition of \( \mathcal{F}_n \) induced by some filtration, with minimal elements \( J_1, \ldots, J_l \). Consider the subanalytic functions \( F, G \) defined, for \( x \in M^n \), by

\[
F(x) = \sum_{l=1}^L \sum_{j \in E_l} \left( \varphi[J_l](x) - \varphi[J_l](x) \right) \quad \text{and} \quad G(x) = \sum_{l \neq l'} (\varphi[J_l](x) - \varphi[J_{l'}](x))^2 .
\]

The set \( \{ x \in M^n, \mathcal{A}(x) = \mathcal{A}_0 \} \) is exactly the set \( C(\mathcal{A}_0) = \{ F = 0 \} \cap \{ G > 0 \} \), which is subanalytic. The sets \( C(\mathcal{A}_0) \) for all partitions \( \mathcal{A}_0 \) of \( \mathcal{F}_n \) define a finite partition of the space \( M^n \). On each open set \( \text{Reg}(C(\mathcal{A}_0)) \), the application \( x \mapsto \mathcal{A}(x) \) is constant. Therefore, \( x \mapsto \mathcal{A}(x) \) is locally constant everywhere but on \( \bigcup_{\mathcal{A}_0} \text{Sing}(C(\mathcal{A}_0)) \in \mathcal{N}(M^n) \).

Therefore, the space \( M^n \) is partitioned into a negligible set of \( \mathcal{N}(M^n) \) and some open subanalytic sets \( U_1, \ldots, U_R \) on which \( \mathcal{A} \) is constant.

Lemma 14. Fix \( 1 \leq r \leq R \) and assume that \( J_1, \ldots, J_L \) are the minimal elements of \( \mathcal{A} \) on \( U_r \). Then, for \( 1 \leq l \leq L \) and \( j \in J_l \), \( \nabla^j \varphi[J_l] \neq 0 \) a.s.e. on \( U_r \).

Proof. By minimality of \( J_l \), for \( j \in J_l \), the subanalytic set \( \{ \nabla^j \varphi[J_l] = 0 \} \cap U_r \) cannot contain an open set. It is therefore in \( \mathcal{N}(M^n) \).

Fix \( 1 \leq r \leq R \) and write

\[
V_r = U_r \setminus \left( \bigcup_{l=1}^L \bigcup_{j=1}^{|J_l|} \{ \nabla^j \varphi[J_l] = 0 \} \right)
\]

The complement of \( V_r \) in \( U_r \) is still in \( \mathcal{N}(M^n) \). For \( x \in V_r \), \( D_s[\mathcal{K}(x)] \) is written \( \sum_{r=1}^N \delta_{r_i} \), where \( r_i = (\varphi[J_{i1}](x), \varphi[J_{i2}](x)) \). The integer \( N \) and the simplices \( J_{i1}, J_{i2} \) depend only on \( V_r \). Note that \( d_i \) is always greater than \( b_i \), so that \( J_{i1} \) cannot be included in \( J_{i2} \). The map \( x \mapsto r_i \) has it differential of rank 2. Indeed, take \( j \in J_{i2} \setminus J_{i1} \). By Lemma 14, \( \nabla^j \varphi[J_{i2}](x) \neq 0 \). Also, as \( \varphi[J_{i1}] \) only depends on the entries of \( x \) indexed by \( J_{i1} \) (assumption (K1)), \( \nabla^j \varphi[J_{i1}](x) = 0 \). Furthermore, take \( j' \) in \( J_{i1} \). By Lemma 14, \( \nabla^{j'} \varphi[J_{i1}](x) \neq 0 \). This implies that the differential is of rank 2.

We now compute the \( s \)th persistence diagram for \( s \geq 0 \). Write \( \kappa \) the density of \( \mathcal{X} \) with respect to the measure \( \mathcal{H}_{nd} \) on \( M^n \). Then,

\[
E[D_s[\mathcal{K}(X)]] = \sum_{r=1}^R E[\mathbb{1}\{X \in V_r\}D_s[\mathcal{K}(X)]] = \sum_{r=1}^R E[\mathbb{1}\{X \in V_r\} \sum_{i=1}^N \delta_{r_i}]
\]

Write \( \mu_r \) the measure \( E[\mathbb{1}\{X \in V_r\} \delta_{r_i}] \). To conclude, it suffices to show that this measure has a density with respect to the Lebesgue measure on \( \Delta \). This is a consequence of the coarea formula. Define the function \( \Phi_{ir} : x \in V_r \mapsto r_i = (\varphi[J_{i1}](x), \varphi[J_{i2}](x)) \). We have already seen that \( \Phi_{ir} \) is of rank 2 on \( V_r \), so that \( J\Phi_{ir} > 0 \). By the coarea formula (see Lemma 2), for a Borel set \( B \) in \( \Delta \),

\[
\mu_r(B) = P(\Phi_{ir}(X) \in B, X \in V_r) = \int_{V_r} \mathbb{1}\{\Phi_{ir}(x) \in B\} \kappa(x) d\mathcal{H}_{nd}(x)
= \int_{u \in B} \int_{x \in \Phi_{ir}^{-1}(\{u\})} (J\Phi_{ir}(x))^{-1} \kappa(x) d\mathcal{H}_{nd-2}(x) du.
\]
Therefore, \( \mu_r \) has a density with respect to the Lebesgue measure on \( \Delta \) equal to

\[
p_{\mu_r}(u) = \int_{x \in \Phi_{ir}^{-1}(\{u\})} (J\Phi_{ir}(x))^{-1} \kappa(x) dH_{nd-2}(x).
\]

(11)

Finally, \( E[D_s[\mathcal{K}(\mathcal{X})]] \) has a density equal to

\[
p(u) = \sum_{r=1}^{R} \sum_{i=1}^{N_r} \int_{x \in \Phi_{ir}^{-1}(\{u\})} (J\Phi_{ir}(x))^{-1} \kappa(x) dH_{nd-2}(x).
\]

(12)

▶ Remark. Notice that, for \( n \) fixed, the above proof, and thus the conclusion, of Theorem 7 also works if the diagrams are represented by normalized discrete measures, i.e. probability measures defined by

\[
D_s = \frac{1}{|D_s|} \sum_{r \in D_s} \delta_r.
\]

(13)

5 Examples

We now note that the Rips-Vietoris and the Čech filtrations satisfy the assumptions (K1)-(K4) and (K5') when \( M = \mathbb{R}^d \) is an Euclidean space. Note that the similar arguments show that weighted versions of those filtrations (see [5]) satisfy assumptions (K1)-(K5).

5.1 Rips-Vietoris filtration

For the Rips-Vietoris filtration, \( \varphi[J](x) = \max_{i,j \in J} \|x_i - x_j\| \). The function \( \varphi \) clearly satisfies (K1), (K2) and (K3). It is also subanalytic, as it is the maximum of semi-algebraic functions.

For \( x \in M^n \) and \( J \in \mathcal{F}_n \) a simplex of size greater than one, \( \varphi[J](x) = \|x_i - x_j\| \) for some indices \( i, j \). Those indices are locally stable, and \( \varphi[J](x) = \varphi[\{i, j\}](x) \): hypothesis (K4) is satisfied. Furthermore, on this set,

\[
\nabla \varphi[\{i, j\}](x) = \left( \frac{x_i - x_j}{\|x_i - x_j\|}, \frac{x_j - x_i}{\|x_i - x_j\|} \right) \neq 0.
\]

(14)

Hence, (K5') is also satisfied: both Theorem 8 and Theorem 10 are satisfied for the Rips-Vietoris filtration.

5.2 Čech filtration

The ball centered at \( x \) of radius \( r \) is denoted by \( B(x, r) \). For the Čech filtration,

\[
\varphi[J](x) = \inf_{r > 0} \left\{ \bigcap_{j \in J} B(x_j, r) \neq \emptyset \right\}.
\]

(15)

First, it is clear that (K1), (K2) and (K3) are satisfied by \( \varphi \).

We give without proof a characterization of the Čech complex.

▶ Proposition 15. Let \( x \) be in \( M^n \) and fix \( J \in \mathcal{F}_n \). If the circumcenter of \( x(J) \) is in the convex hull of \( x(J) \), then \( \varphi[J](x) \) is the radius of the circumsphere of \( x(J) \). Otherwise, its projection on the convex hull belongs to the convex hull of some subsimplex \( x(J') \) of \( x(J) \) and \( \varphi[J](x) = \varphi[J'](x) \).
Definition 16. The Cayley-Menger matrix of a $k$-simplex $x = (x_1, \ldots, x_k) \in M^k$ is the symmetric matrix $(M(x))_{i,j} = 1$ for $j > 1$ and $M(x)_{i,j} = \|x_i - x_j\|^2$ for $i, j \leq k$.

Proposition 17 (see [14]). Let $x \in M^k$ be a point in general position. Then, the Cayley-Menger matrix $M(x)$ is invertible with $(M(x))_{1,1} = -2r^2$, where $r$ is the radius of the circumsphere of $x$. The $k$th other entries of the first line of $M(x)^{-1}$ are the barycentric coordinates of the circumcenter.

Therefore, the application which maps a simplex to its circumcenter is analytic, and the set on which the circumcenter of a simplex belongs in the interior of its convex hull is a subanalytic set. On such a set, the function $\varphi$ is also analytic, as it is the square root of the inverse a matrix which is polynomial in $x$. Furthermore, on the open set on which the circumcenter is outside the convex hull, we have shown that $\varphi[J](x) = \varphi[J'](x)$ for some subcomplex $J'$: assumption (K4) is satisfied.

Finally, let us show that assumption (K5') is satisfied. The previous paragraph shows the subanalyticity of $\varphi$. For $J \in \mathcal{F}_n$ a simplex of size greater than one, there exists some subcomplex $J'$ such that $\varphi[J](x)$ is the radius of the circumsphere of $x(J')$. It is clear that there cannot be an open set on which this radius is constant. Thus, $\nabla \varphi[J]$ is a.s.e. non null.

6 Persistence surface as a kernel density estimator

Persistence surface is a representation of persistence diagrams introduced by Adams & al. in [1]. It consists in a convolution of a diagram with a kernel, a general idea that has been repeatedly and fruitfully exploited, with slight variations, for instance in [12, 20, 24]. For $K : \mathbb{R}^2 \rightarrow \mathbb{R}$ a kernel and $H$ a bandwidth matrix (e.g. a symmetric positive definite matrix), let for $u \in \mathbb{R}^2$,

$$K_H(u) = \det(H)^{-1/2}K(H^{-1/2} \cdot u). \tag{16}$$

For $D$ a diagram, $K : \mathbb{R}^2 \rightarrow \mathbb{R}$ a kernel, $H$ a bandwidth matrix and $w : \mathbb{R}^2 \rightarrow \mathbb{R}_+$ a weight function, one defines the persistence surface of $D$ with kernel $K$ and weight function $w$ by:

$$\forall u \in \mathbb{R}^2, \rho(D)(u) := \sum_{r \in D} w(r)K_H(u-r) = D(wK_H(u-\cdot)) \tag{17}$$

Assume that $\mathcal{X}$ is some point process satisfying the assumptions of Theorem 7. Then, for $s \geq 1$, $\mu := E[D_s[K(\mathcal{X})]]$ has some density $p$ with respect to the Lebesgue measure on $\Delta$. Therefore, $\mu_w$, the measure having density $w$ with respect to $\mu$, has a density equal to $w \times p$ with respect to the Lebesgue measure. The mean persistence surface $E[\rho(D_s[K(\mathcal{X})])]$ is exactly the convolution of $\mu_w$ by some kernel function: the persistence surface $\rho(D_s[K(\mathcal{X})])$ is actually a kernel density estimator of $w \times p$.

If a point cloud approximates a shape, then its persistence diagram (for the Čech filtration for instance) is made of numerous points with small persistentes and a few meaningful points of high persistences which corresponds to the persistence diagram of the 'true' shape. As one is interested in the latter points, a weight function $w$, which is typically an increasing function of the persistence, is used to suppress the importance of the topological noise in the persistence surface. Adams & al. [1] argue that in this setting, the choice of the bandwidth matrix $H$ has few effects for statistical purposes (e.g. classification), a claim supported by numerical experiments on simple sets of synthetic data, e.g. torus, sphere, three clusters, etc.
However, in the setting where the datasets are more complicated and contain no obvious 'real' shapes, one may expect the choice of the bandwidth parameter $H$ to become more critical: there are no highly persistent, easily distinguishable points in the diagrams anymore and the precise structure of the density functions of the processes becomes of interest. We now show that a cross validation approach allows the bandwidth selection task to be done in an asymptotically consistent way. This is a consequence of a generalization of Stone’s theorem [26] when observations are not random vectors but random measures.

Assume that $\mu_1, \ldots, \mu_N$ are i.i.d. random measures on $\mathbb{R}^d$, such that there exists a deterministic constant $C$ with $|\mu_1| \leq C$. Assume that the expected measure $E[\mu_1]$ has a bounded density $p$ with respect to the Lebesgue measure on $\mathbb{R}^d$. Given a kernel $K : \mathbb{R}^d \to \mathbb{R}$ and a bandwidth matrix $H$, one defines the kernel density estimator

$$\hat{p}_H(x) := \frac{1}{N} \sum_{i=1}^{N} \int K_H(x - y) \mu_i(dy). \tag{18}$$

The optimal bandwidth $H_{opt}$ minimizes the Mean Integrated Square Error (MISE)

$$MISE(H) := E \left[ \| p - \hat{p}_H \|^2 \right] = E \left[ \int (p(x) - \hat{p}_H(x))^2 \, dx \right]. \tag{19}$$

Of course, as $p$ is unknown, $MISE(H)$ cannot be computed. Minimizing $MISE(H)$ is equivalent to minimize $J(H) := MISE(H) - \|p\|^2$. Define

$$\hat{p}_{iH}(x) := \frac{1}{N - 1} \sum_{j \neq i} \int K_H(x - y) \mu_j(dy) \tag{20}$$

and

$$\hat{J}(H) := \frac{1}{N^2} \sum_{i,j} \int \int K_H^{(2)}(x - y) \mu_i(dx) \mu_j(dy) - \frac{2}{N} \sum_i \int \hat{p}_{iH}(x) \mu_i(dx), \tag{21}$$

where $K^{(2)} : x \mapsto \int K(x - y) K(y) dy$ denotes the convolution of $K$ with itself. The quantity $\hat{J}(H)$ is an unbiased estimator of $J(H)$. The selected bandwidth $H$ is then chosen to be equal to $\arg \min_H \hat{J}(H)$.

**Theorem 18 (Stone’s theorem [26]).** Assume that the kernel $K$ is nonnegative, Hölder continuous and has a maximum attained in 0. Also assume that the density $p$ is bounded. Then, $H$ is asymptotically optimal in the sense that

$$\frac{\| p - \hat{p}_H \|}{\| p - \hat{p}_{H_{opt}} \|} \xrightarrow{N \to \infty} 1 \text{ a.s..} \tag{22}$$

Note that the gaussian kernel $K(x) = \exp(-\|x\|^2/2)$ satisfies the assumptions of Theorem 18.

Let $X_1, \ldots, X_N$ be i.i.d. processes on $M$ having a density with respect to the law of a Poisson process of intensity $\mathcal{H}_d$. Assume that there exists a deterministic constant $C$ with $|X_i| \leq C$. Then, Theorem 18 can be applied to $\mu_i = D_s[K(X_i)]$. Therefore, the cross validation procedure (21) to select $H$ the bandwidth matrix in the persistence surface ensures that the mean persistence surface

$$\bar{p}_N := \frac{1}{N} \sum_{i=1}^{N} \rho(D_s[K(X_i)]) \tag{23}$$

is a good estimator of $p$ the density of $E[D_s[K(X_1)]]$. 
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7 Numerical illustration

Three sets of synthetic data are considered (see Figure 1). The first one (a) is made of $N = 40$ sets of $n = 300$ i.i.d. points uniformly sampled in the square $[0,1]^2$. The second one (b) is made of $N$ samples of a clustered process: $n/3$ cluster’s centers are uniformly sampled in the square. Each center is then replaced with 3 i.i.d. points following a normal distribution of standard deviation $0.01 \times n^{-1/2}$. The third dataset (c) is made of $N$ samples of $n$ uniform points on a torus of inner radius 1 and outer radius 2. For each set, a Čech persistence diagram for 1-dimensional homology is computed. Persistence diagrams are then transformed under the map $r \mapsto (r_1, r_2 - r_1)$, so that they now live in the upper-left quadrant of the plane. Figure 2 shows the superposition of the diagrams in each class. One may observe the slight differences in the structure of the topological noise over the classes (a) and (b). The cluster of most persistent points in the diagrams of class (c) correspond to the two holes of a torus and are distinguishable from the rest of the points in the diagrams of the class, which form topological noise. The persistence diagrams are weighted by the weight function $w(r) = (r_2 - r_1)^3$, as advised in [19] for two-dimensional point clouds. The bandwidth selection procedure will be applied to the measures having density $w$ with respect to the diagrams, e.g. a measure is a sum of weighted Dirac measures.

For each class of dataset, the score $\hat{J}(H)$ is computed for a set of bandwidth matrices of the form $h^2 \times \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$, for 50 values $h$ evenly spaced on a log-scale between $10^{-5}$ and 1. Note that the computation of $\hat{J}(H)$ only involves the computations of $K_H(r_1 - r_2)$ for points $r_1, r_2$ in different diagrams. Hence, the complexity of the computation of $\hat{J}(H)$ is in $O(T^2)$, where $T$ is the sum of the number of points in the diagrams of a given class. If this is too costly, one may use a subsampling approach to estimate the integrals. The
selected bandwidth were respectively $h = 0.22, 0.60, 0.17$. Persistence surfaces for the selected bandwidth are displayed in Figure 3. The persistence of the 'true' points of the torus are sufficient to suppress the topological noise: only two yellow areas are seen in the persistence surface of the torus. Note that the two areas can be separated, whereas it is not obvious when looking at the superposition of the diagrams, and would not have been obvious with an arbitrary choice of bandwidth. The bandwidth for class (b) may look to have been chosen too big. However, there is much more variability in class (b) than in the other classes: this phenomenon explains that the density is less peaked around a few selected areas than in class (a).

Illustrations on non-synthetic data are shown in [9]: similar behaviors are observed.

8 Conclusion and further works

Taking a measure point of view to represent persistence diagrams, we have shown that the expected behavior of persistence diagrams built on top of random point sets reveals to have a simple and interesting structure: a measure on $\mathbb{R}^2$ with density with respect to Lebesgue measure that is as smooth as the random process generating the data points! This opens the door to the use of effective kernel density estimation techniques for the estimation of the expectation of topological features of data. Our approach and results also seem to be particularly well-suited to the use of recent results on the Lepski method for parameter selection [21] in statistics, a research direction that deserves further exploration. As many persistence-based features considered among the literature - persistence images, birth and death distributions, Betti curves,... - can be expressed as linear functional of the discrete measure representation of diagrams, our results immediately extend to them. The ability to select the parameters on which these features are dependent in a well-founded statistical way also opens the door to a well-justified usage of persistence-based features in further supervised and unsupervised learning tasks.
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1 Introduction

Topological embedding problems. Topological embedding problems are among the most fundamental problems in computational topology, already emphasized since the early developments of this discipline [8, Section 10]. Their general form is as follows: Given topological spaces \( X \) and \( Y \), does there exist an embedding (a continuous, injective map) from \( X \) to \( Y \)? Since a finite description of \( X \) and \( Y \) is needed, typically they are represented as finite simplicial complexes, which are topological spaces obtained by attaching simplices (points, segments, triangles, tetrahedra, etc.) of various dimensions together.

The case where the host space \( Y \) equals \( \mathbb{R}^d \) (or, almost equivalently, \( S^d \), which can be modeled as a simplicial complex) has been studied the most. The case \( d = 2 \) corresponds to the planarity testing problem, which has attracted considerable interest [25]. The case \( d = 3 \) is much harder, and has only recently been shown to be decidable by Matoušek, Sedgwick, Tancer, and Wagner [19]. The general problem for arbitrary \( d \) has been extensively studied in the last few years, starting with hardness results by Matoušek, Tancer, and Wagner [20], and continuing with some algorithmic results in a series of articles; we refer to Matoušek et al. [19, Introduction] for a state of the art.

What about more general choices of \( Y \)? The case where \( Y \) is a graph is essentially the subgraph homeomorphism problem, asking if \( Y \) contains a subdivision of a graph \( X \). This is hard in general, easy when \( Y \) is fixed, and polynomial-time solvable for every fixed \( X \), by using graph minor algorithms. The case where \( X \) is a graph and \( Y \) a 2-dimensional simplicial complex that is homeomorphic to a surface has been much investigated, also in connection to topological graph theory [23] and algorithms for surface-embedded graphs [7,11]: The problem is NP-complete, as proved by Thomassen [28], but Mohar [22] has proved that it can be solved in linear time if \( Y \) is fixed (in some recent works, the proof has been simplified and the result extended [13,15]). The case where \( X \) is a 2-complex and \( Y \) is (a 2-complex homeomorphic to) a surface essentially boils down to the previous case; see Mohar [21].

More recently, Čadek, Krčál, Matoušek, Vokřínek, and Wagner [4, Theorem 1.4] considered the case where the host complex \( Y \) has an arbitrary (but fixed) dimension; they provide a polynomial-time algorithm for the related map extension problem, under some assumptions on the dimensions of \( X \) and \( Y \); in particular, \( Y \) must have trivial fundamental group (because they manipulate in an essential way the homotopy groups of \( Y \), which have to be Abelian); but the maps they consider need not be embeddings.

Another variation on this problem is to try to embed \( X \) such that it extends a given partial embedding of \( X \) (we shall consider such embedding extension problems later). This problem has already been studied in some particular cases; in particular, Angelini, Battista, Frati, Jelínek, Kratochvíl, Patrignani, and Rutter [1, Theorem 4.5] provide a linear-time algorithm to decide the embedding extension problem of a graph in the plane.

Our results. In this article, we study the topological embedding problem when \( X \) is an arbitrary graph \( G \), and \( Y \) is an arbitrary two-dimensional simplicial complex \( C \) (actually, a simplicial complex of dimension at most two—abbreviated as 2-complex below). Formally, we consider the following decision problem:

**Embed** \((n,c)\):

**INPUT:** A graph \( G \) with \( n \) vertices and edges, and a 2-complex \( C \) with \( c \) simplices.

**QUESTION:** Does \( G \) have a topological embedding into \( C \)?

(We use the parameters \( n \) and \( c \) whenever we need to refer to the input size.) Here are our main results:
Theorem 1. The problem $\text{Embed}$ is NP-complete.

Theorem 2. The problem $\text{Embed}(n,c)$ can be solved in time $f(c) \cdot n^{O(c)}$, where $f$ is some computable function of $c$. 

As for Theorem 1, it is straightforward that the problem is NP-hard (as the case where $\mathcal{C}$ is a surface is already NP-hard); the interesting part is to provide a certificate checkable in polynomial time when an embedding exists. Note that Theorem 2 shows that, for every fixed complex $\mathcal{C}$, the problem of deciding whether an input graph embeds into $\mathcal{C}$ is polynomial-time solvable. Actually, our algorithm is explicit, in the sense that, if there exists an embedding of $G$ on $\mathcal{C}$, we can provide some representation of such an embedding (in contrast to some results in the theory of graph minors, where the existence of an embedding can be obtained without leading to an explicit construction).

Why do 2-complexes look harder than surfaces? A key property of the class of graphs embeddable on a fixed surface is that it is minor-closed: Having a graph $G$ embeddable on a surface $\mathcal{S}$, removing or contracting any edge yields a graph embeddable on $\mathcal{S}$. By Robertson and Seymour’s theory, this immediately implies a cubic-time algorithm to test whether a graph $G$ embeds on $\mathcal{S}$, for every fixed surface $\mathcal{S}$ [26]. In contrast, the class of graphs embeddable on a fixed 2-complex is, in general, not closed under taking minors, and thus this theory does not apply. For example, let $\mathcal{C}$ be obtained from two tori by connecting them together with a line segment, and let $G$ be obtained from two copies of $K_5$ by joining them together with a new edge $e$; then $G$ embeds into $\mathcal{C}$, but the minor obtained from $G$ by contracting $e$ does not.

Two-dimensional simplicial complexes are topologically much more complicated than surfaces. For example, there exist linear-time algorithms to decide whether two surfaces are homeomorphic (this amounts to comparing the Euler characteristics, the orientability characters, and, in case of surfaces with boundary, the numbers of boundary components), or to decide whether a closed curve is contractible (see Dey and Guha [9], Lazarus and Rivaud [16], and Erickson and Whittlesey [12]). In contrast, the homeomorphism problem for 2-complexes is as hard as graph isomorphism, as shown by Ó Dúnlaing, Watt, and Wilkins [24]. Moreover, the contractibility problem for closed curves on 2-complexes is undecidable; even worse, there exists a fixed 2-complex $\mathcal{C}$ such that the contractibility problem for closed curves on $\mathcal{C}$ is undecidable (this is because every finitely presented group can be realized as the fundamental group of a 2-complex, and there is such a group in which the word problem is undecidable, by a result of Boone [3]; see also Stillwell [27, Section 9.3]).

Despite this stark contrast between surfaces and 2-complexes, if we care only on the polynomiality or non-polynomiality, our results show that the complexities of embedding a graph into a surface or a 2-complex are similar: If the host space is not fixed, the problem is NP-complete; otherwise, it is polynomial-time solvable. Compared to the aforementioned hard problems on general 2-complexes, one feature related to our result is that every graph embeds on a 3-book (a complex made of three triangles sharing a common edge); thus, we only need to consider 2-complexes without 3-book, for otherwise the problem is trivial; this significantly restricts the structure of the 2-complexes to be considered. The problem of whether $\text{Embed}$ admits an algorithm that is fixed-parameter tractable in terms of the parameter $c$, however, remains open for general complexes, whereas it is the case when restricting to surfaces [22].

Why is embedding graphs on 2-complexes interesting? First, let us remark that, if we consider the problem of embedding graphs into simplicial complexes, then the case that we consider, in which the complex has dimension at most two, is the only interesting one, since every graph can be embedded in a single tetrahedron.
We have already noted that the problem we study is more general than the problem of embedding graphs on surfaces. It is indeed quite general, and some other problems studied in the past can be recast as an instance of Embed or as variants of it. For example, the crossing number of a graph $G$ is the minimum number of crossings in a (topological) drawing of $G$ in the plane. Deciding whether a graph $G$ has crossing number at most $k$ is NP-hard, but fixed-parameter tractable in $k$, as shown by Kawarabayashi and Reed [14]. This is easily seen to be equivalent to the embeddability of $G$ into the complex obtained by removing $k$ disjoint disks from a sphere and adding, for each resulting boundary component $b$, two edges with endpoints on $b$ whose cyclic order along $b$ is interlaced. Of course, the embeddability problem on a 2-complex is more general and contains, for example, the problem of deciding whether there is a drawing of a graph $G$ on a surface of genus $g$ with at most $k$ crossings. In topological graph theory, embeddings of graphs on pseudosurfaces (which are special 2-complexes) have been considered; see Archdeacon [2, Section 5.7] for a survey. Slightly more remotely, a book embedding of a graph $G$ (see, e.g., Malik [18]) is also an embedding of $G$ into a particular 2-complex, with additional constraints on the embedding.

**Strategy of the proof and organization of the paper.** For clarity of exposition, in most of the paper, we focus on developing an algorithm for the problem Embed (Theorem 2). Only at the end (Section 8) we explain why our techniques imply that the problem is in NP. The idea of the algorithm is to progressively reduce the problem to simpler problems. We first deal with the case where the complex $C$ contains a 3-book (Section 3). From Section 4 onwards, we reduce Embed to embedding extension problems (EEP), similar to the Embed problem except that an embedding of a subgraph $H$ of the input graph $G$ is already specified. In Section 4, we reduce Embed to EEPs on a pure 2-complex (in which every segment of the complex $C$ is incident to at least one triangle). In Section 5, we further reduce it to EEPs on a surface. In Section 6, we reduce it to EEPs on a surface in which every face of the subgraph $H$ is a disk. Finally, in Section 7, we show how to solve EEPs of the latter type using a key component in an algorithm by the third author [22] to decide embeddability of a graph on a surface.

# Preliminaries

## 2.1 Embeddings of graphs into 2-complexes

A **2-complex** is an abstract simplicial complex of dimension at most two: a finite set of 0-simplices called **nodes**, 1-simplices called **segments**, and 2-simplices called **triangles** (we use this terminology to distinguish from that of vertices and edges, which we reserve for graphs); each segment is a pair of nodes, and each triangle is a triple of nodes; moreover, each subset of size two in a triangle must be a segment. Each 2-complex $C$ corresponds naturally to a topological space, obtained in the obvious way: Start with one point per node in $C$; connect them by segments as indicated by the segments in $C$; similarly, for every triangle in $C$, create a triangle whose boundary is made of the three segments contained in that triangle. By abuse of language, we identify $C$ with that topological space. To emphasize that we consider the abstract simplicial complex and not only the topological space, we sometimes use the name **triangulation** or **triangulated complex**.

In this paper, graphs are finite, undirected, and may have loops and multiple edges. In a similar way as for 2-complexes, each graph has an associated topological space; an **embedding** of a graph $G$ into a 2-complex $C$ is an injective continuous map from (the topological space associated to) $G$ to (the topological space associated to) $C$. 
2.2 Structural aspects of 2-complexes

We say that a 2-complex contains a 3-book if some three distinct triangles share a common segment.

Let \( p \) be a node of \( \mathcal{C} \). A cone at \( p \) is a cyclic sequence of triangles \( t_1, \ldots, t_k, t_{k+1} = t_1 \), all incident to \( p \), such that, for each \( i = 1, \ldots, k \), the triangles \( t_i \) and \( t_{i+1} \) share a segment incident with \( p \), and any other pair of triangles have only \( p \) in common. A corner at \( p \) is an inclusionwise maximal sequence of triangles \( t_1, \ldots, t_k \), all incident to \( p \), such that, for each \( i = 1, \ldots, k-1 \), the triangles \( t_i \) and \( t_{i+1} \) share a segment incident with \( p \), and any other pair of triangles have only \( p \) in common. An isolated segment at \( p \) is a segment incident to \( p \) but not incident to any triangle.

If \( \mathcal{C} \) contains no 3-books, the set of segments and triangles incident with a given node \( p \) of \( \mathcal{C} \) are uniquely partitioned into cones, corners, and isolated segments. We say that \( p \) is a regular node if all the segments and triangles incident to \( p \) form a single cone or corner. Otherwise, \( p \) is a singular node. A 2-complex is pure if it contains no isolated segment, and each node is incident to at least one segment.

2.3 Embedding extension problems and reductions

An embedding extension problem (EEP) is a decision problem defined as follows:

EEP\((n, m, c)\):

INPUT: A graph \( G \) with \( n \) vertices and edges, a subgraph \( H \) of \( G \) with \( m \) vertices and edges, and an embedding \( \Pi \) of \( H \) into a 2-complex \( \mathcal{C} \) with \( c \) simplices.

QUESTION: Does \( G \) have an embedding into \( \mathcal{C} \) whose restriction to \( H \) is \( \Pi \)?

To be precise, we will have to explain how we represent the embedding \( \Pi \), but this will vary throughout the proof, and we will be more precise about this in subsequent sections. Let us simply remark that, since the complexity of our algorithm is a polynomial of large degree (depending on the complex \( \mathcal{C} \)) in the size of the input graph, the choice of representation is not very important, because converting between any two reasonable representations is possible in polynomial time.

We will reduce our original problem to more and more specialized EEPs. We will use the word “reduce” in a somewhat sloppy sense: A decision problem \( P \) reduces to \( k \) instances of the decision problem \( P' \) if solving these \( k \) instances of \( P' \) allows to solve the instance of \( P \) in time \( O(k) \). We will have to be more precise when we consider the NP-completeness of Embed in Section 8.

2.4 Surfaces

In Section 6, we will assume some familiarity with surface topology; see, e.g., [5, 23, 27] for suitable introductions under various viewpoints. We recall some basic definitions and properties. A surface \( \mathcal{S} \) is a compact, connected Hausdorff topological space in which every point has a neighborhood homeomorphic to the plane. Every surface \( \mathcal{S} \) is obtained from a sphere by:

- either removing \( g/2 \) open disks and attaching a handle (a torus with an open disk removed) to each resulting boundary component, for an even, nonnegative number \( g \) called the (Euler) genus of \( \mathcal{S} \); in this case, \( \mathcal{S} \) is orientable;
- or removing \( g \) open disks and attaching a Möbius band to each resulting boundary component, for a positive number \( g \) called the genus of \( \mathcal{S} \); in this case, \( \mathcal{S} \) is non-orientable.
A surface with boundary is obtained from a surface by removing a finite set of interiors of disjoint closed disks. The boundary of each disk forms a boundary component of $S$. A possibly disconnected surface is a disjoint union of surfaces. An embedding of $G$ into a surface $S$, possibly with boundary, is cellular if each face of the embedding is homeomorphic to an open disk. If $G$ is cellularly embedded on a surface with genus $g$ and $b$ boundary components, with $v$ vertices, $e$ edges, and $f$ faces, then Euler’s formula stipulates that $2 - g - b = v - e + f$.

An ambient isotopy of a surface with boundary $S$ is a continuous family $(h_t)_{t \in [0,1]}$ of self-homeomorphisms of $S$ such that $h_0$ is the identity.

3 Reduction to complexes containing no 3-book

The following folklore observation allows us to solve the problem trivially if $C$ contains a 3-book. We include a proof for completeness.

► Proposition 3. If $C$ contains a 3-book, then every graph embeds into $C$.

Proof. Let $G$ be a graph. We first draw $G$, possibly with crossings, in general position in the interior of a closed disk $D$. Let $c$ be a simple curve in $D$ with endpoints on $\partial D$ and passing through all crossing points of the drawing of $G$. By perturbing $c$, we can ensure that, in the neighborhood of each crossing point of that drawing, $c$ coincides with the image of one of the two edges involved in the crossing. See Figure 1, left.

Let $D'$ be a closed disk disjoint from $D$. We attach $D'$ to $D$ by identifying $c$ with a part of the boundary of $D'$. Now, in the neighborhood of each crossing of the drawing of $G$, we push inside $D'$ the part of the edge coinciding with $c$, keeping its endpoints fixed. See Figure 1, right. This removes the crossings.

So $G$ embeds in the topological space obtained from $D$ by attaching a part of the boundary of $D'$ along $c$. But this space embeds in $C$, because $C$ contains a 3-book.

4 Reduction to EEPs on a pure 2-complex

Our next task is to reduce the problem Embed to a problem on a pure 2-dimensional complex. More precisely, let EEP-Sing be the problem Embed, restricted to instances $(G, H, \Pi, C)$ where: $C$ is a pure 2-complex containing no 3-books; $H$ is a set of vertices of $G$; and $\Pi$ is an injective map from $H$ to the nodes of $C$ such that $\Pi(H)$ contains all singular nodes of $C$. In this section, we prove the following result.

► Proposition 4. Any instance of Embed($n, c$) reduces to $(cn)^{O(c)}$ instances of EEP-Sing($cn, c, O(c)$).
First, a definition. Consider a map \( f : P \rightarrow V(G) \cup \{ \varepsilon \} \), where \( P \) is a set of nodes in \( C \) containing all singular nodes of \( C \). We say that an embedding \( \Gamma \) of \( G \) respects \( f \) if, for each \( p \in P \), the following holds: If \( f(p) = \varepsilon \), then \( p \) is not in the image of \( \Gamma \); otherwise, \( \Gamma(f(p)) = p \).

In this section, we will need the following intermediate problem:

Embed-Resp\((n, m, c)\):

**Input:** A graph \( G \) with \( n \) vertices and edges, a 2-complex \( C \) (not necessarily pure) containing no 3-books, with \( c \) simplices, and a map \( f \) as above, with domain of size \( m \).

**Question:** Does \( G \) have an embedding into \( C \) respecting \( f \)?

**Lemma 5.** Any instance of Embed\((n, c)\) reduces to \((O(cn))^c\) instances of Embed-Resp\((cn, c, c)\).

**Proof.** By Proposition 3, we can without loss of generality assume that \( C \) contains no 3-books. Let \( G' \) be the graph obtained from \( G \) by subdividing each edge \( k \) times, where \( k \leq c \) is the number of singular nodes of \( C \). We claim that \( G \) has an embedding into \( C \) if and only if \( G' \) has an embedding \( \Gamma' \) into \( C \) such that each singular node of \( C \) in the image of \( \Gamma' \) is the image of a vertex of \( G' \).

Indeed, assume that \( G \) has an embedding \( \Gamma \) on \( C \). Each time an edge of \( G \) is mapped, under \( \Gamma \), to a singular node \( p \) of \( C \), we subdivide this edge and map this new vertex to \( p \); the image of the embedding is unchanged. This ensures that only vertices are mapped to singular nodes. Moreover, there were at most \( k \) subdivisions, one per singular node. So, by further subdividing the edges until each original edge is subdivided \( k \) times, we obtain an embedding of \( G' \) to \( C \) such that only vertices are mapped on singular nodes. The reverse implication is obvious: If \( G' \) has an embedding into \( C \), then so has \( G \). This proves the claim.

To conclude, for each map from the set of singular vertices of \( C \) to \( V(G') \cup \{ \varepsilon \} \), we solve the problem whether \( G' \) has an embedding on \( C \) respecting \( f \). The graph \( G \) embeds on \( C \) if and only if the outcome is positive for at least one such map \( f \). By construction, there are at most \((kn + 1)^k = (O(nc))^c\) such maps, because \( V(G') \) has size at most \( kn \).

**Lemma 6.** Embed-Resp\((n, m, c)\) reduces to EEP-Sing\((n, m, O(c))\).

**Proof.** We omit the proof due to space constraints, but the idea is simple:

Because we restrict ourselves to embeddings that respect \( f \), and thus specify which vertex of \( G \) is mapped to each of the singular nodes of \( C \), what happens on the isolated segments of \( C \) is essentially determined.

Before giving the proof, we first note:

**Proof of Proposition 4.** It follows immediately from Lemmas 5 and 6.

**5 Reduction to an EEP on a possibly disconnected surface**

The previous section led us to an embedding extension problem in a pure 2-complex without 3-book where the images of some vertices are predetermined. Now, we show that solving such an EEP amounts to solving another EEP in which the complex is a surface.

Let EEP-Surf be the problem EEP, restricted to instances where the input complex is (homeomorphic to) a possibly disconnected triangulated surface without boundary (which we denote by \( \mathcal{S} \) instead of \( C \), for clarity). To represent the embedding \( \Pi \) in such an EEP instance \( (G, H, \Pi, \mathcal{S}) \), it will be convenient to use the fact that, in all our constructions below, the image of every connected component of \( H \) under \( \Pi \) will intersect the 1-skeleton
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Figure 2 The modification of singular vertices in the proof of Lemma 8. We transform the neighborhood of each singular vertex to make it surface-like. Moreover, we add to $H$ one loop per cone or corner; furthermore, for each corner, we add a vertex and an edge.

of $\mathcal{S}$ at least once, and finitely many times. (Note that $H$ may use some nodes of $\mathcal{S}$.) Consider the overlay of the triangulation of $\mathcal{S}$ and of $\Pi$, the union of the 1-skeleton of $\mathcal{S}$ and of the image of $\Pi$; this overlay is the image of a graph on $\mathcal{S}$: each of its edges is either a piece of the image of an edge of $H$ or a piece of a segment of $\mathcal{S}$; each of its vertices is the image of a vertex of $\mathcal{H}$ and/or a node of $\mathcal{S}$. By the assumption above on $\Pi$, this overlay is cellularly embedded on $\mathcal{S}$, and we can represent it by its combinatorial map [10,17] (possibly on surfaces with boundary, since at intermediary steps of our construction we will have to consider such surfaces).

In this section, we prove the following proposition.

Proposition 7. Any instance of $\text{EEP-Sing}(n,m,c)$ reduces to an instance of $\text{EEP-Surf}(O(n + m + c), O(m + c), O(c))$.

We will first reduce the original EEP to an intermediary EEP on a surface with boundary.

Lemma 8. Any instance of $\text{EEP-Sing}(n,m,c)$ reduces to an instance of $\text{EEP}(n + O(c), m + O(c), O(c))$ in which the considered 2-complex is a possibly disconnected surface with boundary.

Proof. The key property that we will use is that, since $\mathcal{C}$ is pure and contains no 3-books, each singular node is incident to cones and corners only.

Figure 2 illustrates the proof. Let $(G, H, \Pi, \mathcal{C})$ be the instance of EEP-Sing. We first describe the construction of the instance $(G', H', \Pi', \mathcal{S})$ on the possibly disconnected surface with boundary. Let $p$ be a singular node; we modify the complex in the neighborhood of $p$ as follows. Let $c_p$ be the number of cones at $p$ and $c'_p$ be the number of corners at $p$. We remove a small open neighborhood $N_p$ of $p$ from $\mathcal{C}$, in such a way that the boundary of $N_p$ is a disjoint union of $c_p$ circles and $c'_p$ arcs. We create a sphere $S_p$ with $c_p + c'_p$ boundary components. Finally, we attach each circle and arc to a different boundary component of $S_p$, choosing an arbitrary orientation for each gluing; circles are attached to an entire boundary component of $S_p$, while arcs cover only a part of a boundary component of $S_p$. Doing this for every singular node $p$, we obtain a surface (possibly disconnected, possibly with boundary), which we denote by $\mathcal{S}$.

We now define $H'$, $G'$, and $\Pi'$ from $H$, $G$, and $\Pi$ (again, refer to Figure 2). Let $p$ be a singular node of $\mathcal{C}$ and $v_p$ the vertex of $H$ mapped on $p$ by $\Pi$. In $H$ (and thus also $G$), we
add a set \( L_p \) of \( c_p + c'_p \) loops with vertex \( v_p \). Let \( q_p \) be a point in the interior of \( S_p \); in \( \Pi \), we map \( v_p \) to \( q_p \), and we map these \( c_p + c'_p \) loops on \( S_p \) in such a way that each loop encloses a different boundary component of \( S_p \) (thus, if we cut \( S_p \) along these loops, we obtain \( c_p + c'_p \) annuli and one disk).

Finally, we add to \( H \) (and thus also to \( G \)) a set \( E_p \) of \( c'_p \) new edges, each connecting \( v_p \) to a new vertex. In \( \Pi \), each new vertex is mapped to the boundary component of \( S_p \) corresponding to a corner, but not on the corresponding arc.

Let us call \( G' \) and \( H' \) the resulting graphs, and \( \Pi' \) the resulting embedding of \( H' \). Note that, from the triangulation of \( \mathcal{C} \) with \( c \) simplices, we can easily obtain a triangulation of \( \mathcal{I} \) with \( O(c) \) simplices, and that the image of each edge of \( H \) crosses \( O(1) \) edges of this triangulation.

There remains to prove that these two EEPs are equivalent; we omit the details.

We now deduce from the previous EEP the desired EEP on a surface without boundary.

**Lemma 9.** Any instance of EEP-Sing\((n, m, c)\) on a possibly disconnected surface with boundary reduces to an instance of EEP-Surf\((n + O(m), O(m), O(c))\).

**Proof.** Let \((G, H, \Pi, \mathcal{I})\) be an instance of an EEP on a possibly disconnected surface with boundary. We first describe the construction of \((G', H', \Pi', \mathcal{I}')\), the EEP instance on a possibly disconnected surface without boundary.

Let \( \mathcal{I}' \) be obtained from \( \mathcal{I} \) by gluing a disk \( D_b \) along each boundary component. Let \( b \) be a boundary component of \( \mathcal{I} \). If \( \Pi \) maps at least one vertex to \( b \), then we add to \( H \) (and thus also to \( G \)) a new vertex \( v_b \), which we connect, also by a new edge, to each of the vertices mapped to \( b \) by \( \Pi \). We extend \( \Pi \) by mapping vertex \( v_b \) and its incident edges inside \( D_b \). Let us call \( G' \) and \( H' \) the resulting graphs, and \( \Pi' \) the resulting embedding of \( H' \). For each vertex of \( H \) on a boundary component, we added to \( H \) and \( G \) at most one vertex and one edge. There remains to prove that these two EEPs are equivalent; we omit the details.

Finally:

**Proof of Proposition 7.** It suffices to successively apply Lemmas 8 and 9.

### 6 Reduction to a cellular EEP on a surface

Let EEP-Cell be the problem EEP, restricted to instances \((G, H, \Pi, \mathcal{I})\) where \( \mathcal{I} \) is a surface and \( H \) is cellularly embedded and intersects each connected component of \( G \).

In this section, we prove the following proposition.

**Proposition 10.** Any instance of EEP-Surf\((n, m, c)\) reduces to \((n + m + c)^{O(m + c)}\) instances of EEP-Cell\((O(n + m + c), O(n + m + c), c)\).

As will be convenient also for the next section, we do not store an embedding \( \Pi \) of a graph \( G \) on a surface \( \mathcal{I} \) by its overlay with the triangulation, as was done in the previous section, but we forget the triangulation. In other words, we have to store the combinatorial map corresponding to \( \Pi \), but taking into account the fact that \( \Pi \) is not necessary cellular: We need to store, for each face of the embedding, whether it is orientable or not, and a pointer to an edge of each of its boundary components (with some orientation information). Such a data structure is known under the name of extended combinatorial map [6, Section 2.2] (only orientable surfaces were considered there, but the data structure readily extends to non-orientable surfaces).
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6.1 Reduction to connected surfaces

We first build intermediary EEPs over connected surfaces. Let EEP-Conn be the problem EEP, restricted to instances \((G, H, \Pi, \mathcal{S})\) where \(\mathcal{S}\) is a surface (connected and without boundary) and \(H\) intersects every connected component of \(G\).

Lemma 11. Any instance of EEP-Surf\((n, m, c)\) reduces to \(O(m^c)\) instances of EEP-Conn\((n, m + c, c)\).

More precisely (and this is a fact that will be useful to prove that EMBED is in NP, see Theorem 1), any instance of EEP-Surf\((n, m, c)\) is equivalent to the disjunction (OR) of \(O(m^c)\) instances, each of them being the conjunction (AND) of \(O(c)\) instances of EEP-Conn\((n, m + O(c), c)\).

Sketch of proof. We can embed each connected component of \(G\) that is planar and disjoint from \(H\) anywhere. There remains \(O(c)\) connected components of \(G\) that are disjoint from \(H\). For each of these, we choose a vertex, and we guess in which face of \(\Pi\) it belongs. We then know which connected component of the surface each connected component of \(G\) is mapped into.

6.2 The induction

The strategy for the proof of Proposition 10 is as follows. For each EEP \((G', H', \Pi', \mathcal{S}')\) from the previous lemma, we will extend \(H'\) to make it cellular, by adding either paths connecting two boundary components of a face of \(H'\), or paths with endpoints on the same boundary component of a face of \(H'\) in a way that the genus of the face decreases. We first define an invariant that will allow to prove that this process terminates.

Let \(\Pi\) be an embedding of a graph \(H\) on a surface \(\mathcal{S}\). The cellularity defect of \((H, \Pi, \mathcal{S})\) is the non-negative integer

\[
\text{cd}(H, \Pi, \mathcal{S}) := \sum_{f \text{ face of } \Pi} \text{genus}(f) + \sum_{f \text{ face of } \Pi} (\text{number of boundaries of } f-1).
\]

Some obvious remarks: \(\Pi\) can contain isolated vertices; by convention, each of them counts as a boundary component of the face of \(\Pi\) it lies in. With this convention, every face of \(H\) has at least one boundary component, except in the very trivial case where \(G\) is empty. This implies that \(\Pi\) is a cellular embedding if and only if \(\text{cd}(H, \Pi, \mathcal{S}) = 0\).

The following lemma reduces an EEP to EEPs with a smaller cellularity defect.

Lemma 12. Any instance of EEP-Conn\((n, O(n), c)\) reduces to \(O(n^c)\) instances \((G', H', \Pi', \mathcal{S}')\) of EEP-Conn\((n + O(1), O(n), c)\) where \(\text{cd}(H', \Pi', \mathcal{S}') < \text{cd}(H, \Pi, \mathcal{S})\).

The reduction does not depend on the size of \(H\); furthermore, the new graph \(G'\) is obtained from the old one by adding exactly one edge and no vertex.

Admitting Lemma 12, the proof of Proposition 10 is straightforward:

Proof of Proposition 10. We first apply Lemma 11, obtaining \(O(m^c)\) instances of EEP-Conn\((n, m + c, c)\). To each of these EEPs, we apply recursively Lemma 12 until we obtain cellular EEPs. The cellularity defect of the initial instance \((G, H, \Pi, \mathcal{S})\) is \(O(m + c)\), being at most the genus of \(\mathcal{S}\) plus \(2m\), because each boundary component of a face of \(\Pi\) is incident to at least one edge of \(H\) (and each edge accounts for at most two boundary components in this way) or to one isolated vertex of \(H\). Thus, the number of instances of EEP-Cell at the bottom of the recursion tree is \((n + m + c)^{O(m+c)}\), in which the size of the graph is \(O(n + m + c)\) and the surface has at most \(c\) simplices.
6.3 Proof of Lemma 12

There remains to prove Lemma 12. The proof uses some standard notions in surface topology, homotopy, and homology; we refer to textbooks and surveys [5, 23, 27]. We only consider homology with \( \mathbb{Z}/2\mathbb{Z} \) coefficients.

Let \( f \) be a surface with a single boundary component and let \( p \) be a path with endpoints on the boundary of \( f \). If we contract this boundary component to a single point, the path \( p \) becomes a loop, which can be null-homologous or non-null-homologous. We employ the same adjectives null-homologous and non-null-homologous for the path \( p \). Recall that, if \( p \) is simple, it separates \( f \) if and only if it is null-homologous. The reversal of a path \( p \) is denoted by \( \bar{p} \). The concatenation of two paths \( p \) and \( q \) is denoted by \( p \cdot q \).

\[ \text{Lemma 13. Let } f \text{ be a surface with boundary, let } a \text{ be a point in the interior of } f, \text{ and let } a_1, a_2, \text{ and } a_3 \text{ be points on the boundary of } f. \text{ For each } i, \text{ let } p_i \text{ be a path connecting } a_i \text{ to } a. \text{ Let } r_1 = p_2 \cdot p_3, r_2 = p_3 \cdot p_1, \text{ and } r_3 = p_1 \cdot p_2. \text{ Let } P \text{ be a possible property of the paths } r_i, \text{ among the following ones:}
\]

- “the endpoints of \( r_1 \) lie on the same boundary component of } f “;
- “\( r_1 \) is null-homologous” (if \( f \) has a single boundary component).

Then the following holds: If both \( r_1 \) and \( r_2 \) have property \( P \), then so does \( r_3 \).

**Proof.** This is a variant on the 3-path condition from Mohar and Thomassen [23, Section 4.3]. The first item is immediate. The second one follows from the fact that homology is an algebraic condition: The concatenation of two null-homologous paths is null-homologous, and removing subpaths of the form \( q \cdot \bar{q} \) from a path does not affect homology. ▶

**Proof of Lemma 12.** Since \( cd(H, \Pi, \mathcal{F}) \geq 1 \), there must be a face \( f \) of \( H \) with either (1) several boundary components, or (2) a single boundary component but positive genus. We will consider each of these cases separately, but first introduce some common terminology.

Let \( F \) be an arbitrary spanning forest of \( G - E(H) \) rooted at \( V(H) \). This means that \( F \) is a subgraph of \( G - E(H) \) that is a forest with vertex set \( V(G) \) such that each connected component of \( F \) contains exactly one vertex of \( V(H) \), its root. The algorithm starts by computing an arbitrary such forest \( F \) in linear time.

For each vertex \( u \) of \( G \), let \( r(u) \) be the unique root in the same connected component of \( F \) as \( u \), and let \( F(u) \) be the unique path connecting \( u \) to \( r(u) \). If \( u \) and \( v \) are two vertices of \( G \), let \( G_{uv} \) be the graph obtained from \( G \) by adding one edge, denoted \( uv \), connecting \( u \) and \( v \). (This may be a parallel edge if \( u \) and \( v \) were already adjacent in \( G \), but in such a situation when we talk about edge \( uv \) we always mean the new edge.) Let \( F(uv) \) be the unique path between \( u \) and \( v \) in \( G \) that is the concatenation of \( F(u) \), edge \( uv \), and \( F(v) \).

**Case 1: \( f \) has several boundary components.** Assume that \( (G, H, \Pi, \mathcal{F}) \) has a solution \( \Gamma \). We claim that, for some vertices \( u \) and \( v \) of \( G \), the embedding \( \Gamma \) extends to an embedding of \( G_{uv} \) in which the image of the path \( F(uv) \) lies in \( f \) and connects two distinct boundary components of \( f \).

Indeed, let \( c \) be a curve drawn in \( f \) connecting two different boundary components of \( f \). We can assume that it intersects the boundary of \( f \) exactly at its endpoints, at vertices of \( H \). We can deform \( c \) so that it intersects \( \Gamma \) only at the images of vertices, and never in the relative interior of an edge. We can, moreover, assume that \( c \) is simple (except perhaps that its endpoints coincide on \( \mathcal{F} \)). Let \( v_1, \ldots, v_k \) be the vertices of \( G \) encountered by \( c \), in this order. We denote by \( c[i, j] \) the part of \( c \) between vertices \( v_i \) and \( v_j \). We claim that, for some \( i \), we have that \( F(v_i) \cdot c[i, i+1] \cdot F(v_{i+1}) \) connects two different boundary components...
of \( f \): Otherwise, by induction on \( i \), applying the first case of Lemma 13 to the three paths \( c[1,i], F(v_i), \) and \( c[i,i+1] \cdot F(v_{i+1}) \), we would have that, for each \( i \), \( c[1,i] \cdot F(v_i) \) has its endpoints on the same boundary component of \( f \), which is a contradiction for \( i = k \) (for which the curve is \( c \)). So let \( i \) be such that \( F(v_i) \cdot c[i,i+1] \cdot F(v_{i+1}) \) connects two different boundary components of \( f \); letting \( u = v_i \) and \( v = v_{i+1} \), and embedding edge \( uv \) as \( c[i,i+1] \), gives the desired embedding of \( G_{uv} \). This proves the claim.

The strategy now is to guess the vertices \( u \) and \( v \) and the way the path \( F(uv) \) is drawn in \( f \), and to solve a set of EEPs \( (G_{uv}, H \cup F(uv), \Pi', \mathcal{S}) \) where \( \Pi' \) is chosen as an appropriate extension of \( \Pi \). Let us first assume that \( f \) is orientable. One subtlety is that, given \( u \) and \( v \), there can be several essentially different ways of embedding \( F(uv) \) inside \( f \), if there is more than one occurrence of \( r(u) \) and \( r(v) \) on the boundary of \( f \). So we reduce our EEP to the following set of EEPs: For each choice of vertices \( u \) and \( v \) of \( G \), and each occurrence of \( r(u) \) and \( r(v) \) on the boundary of \( f \), we consider the EEP \( (G_{uv}, H \cup F(uv), \Pi', \mathcal{S}) \) where \( \Pi' \) extends \( \Pi \) and maps \( F(uv) \) to an arbitrary path in \( f \) connecting the chosen occurrences of \( r(u) \) and \( r(v) \) on the boundary of \( f \).

It is clear that, if one of these new EEPs has a solution, the original EEP has a solution. Conversely, let us assume that the original EEP \( (G, H, \Pi, \mathcal{S}) \) has a solution; we now prove that one of these new EEPs has a solution. By our claim above, for some choice of \( u \) and \( v \), some EEP \( (G_{uv}, H \cup F(uv), \Pi'', \mathcal{S}) \) has a solution, for some \( \Pi'' \) mapping \( F(uv) \) inside \( f \) and connecting different boundary components of \( f \). In that mapping, \( F(uv) \) connects two occurrences of \( r(u) \) and \( r(v) \) inside \( f \). We prove that, for these choices of occurrences of \( r(u) \) and \( r(v) \), the corresponding EEP described in the previous paragraph, \( (G_{uv}, H \cup F(uv), \Pi'', \mathcal{S}) \), has a solution as well. These two EEPs are the same except that the path \( F(uv) \) may be drawn differently in \( \Pi'' \) and \( \Pi'' \), although they connect the same occurrences of \( r(u) \) and \( r(v) \) on the boundary of \( f \). Under \( \Pi'' \), the face \( f \) is transformed into a face \( f' \) that has the same genus and orientability character as \( f \), but one boundary component less. The same holds, of course, for \( \Pi'' \). Moreover, the ordering of the vertices on the boundary components of the new face is the same in \( \Pi'' \) and \( \Pi'' \). Thus, there is a homeomorphism \( h \) of \( f \) that keeps the boundary of \( f \) fixed pointwise and such that \( h \circ \Pi''|_{F(uv)} = \Pi'|_{F(uv)} \). This homeomorphism, extended to the identity outside \( f \), maps any solution of \( (G_{uv}, H \cup F(uv), \Pi'', \mathcal{S}) \) to a solution of \( (G_{uv}, H \cup F(uv), \Pi', \mathcal{S}) \), as desired.

It also follows from the previous paragraph that the cellularity defect decreases by one. To conclude this case, we note that the number of new EEPs is \( O(n^4) \): indeed, there are \( O(n) \) possibilities for the choice of \( u \) (or \( v \)), and \( O(n) \) possibilities for the choice of the occurrence of \( r(u) \) (or \( r(v) \)) on the boundary of \( f \).

If \( f \) is non-orientable, the same argument works, except that there are two possibilities for the cyclic ordering of the vertices along the new boundary component of the new face: If we walk along one of the boundary components of \( f \) (in an arbitrary direction), use \( p \), and walk along the other boundary component of \( f \), we do not know in which direction this second boundary component is visited. So we actually need to consider two EEPs for each choice of \( u, v \), and occurrences of \( r(u) \) and \( r(v) \), instead of one. The rest is unchanged.

Case 2: \( f \) has a single boundary component and positive genus. The proof is very similar to the previous case, the main difference being that, instead of paths in \( f \) connecting different boundary components of \( f \), we now consider paths in \( f \) that are non-null-homologous. 

\( \blacksquare \)
7 Solving a cellular EEP on a surface

Proposition 14. There is a function $f : \mathbb{N} \to \mathbb{N}$ such that every instance of EEP-Cell$(n, O(n), c)$ can be solved in time $f(c) \cdot O(n)$.

Proof. This is essentially the main result of Mohar [22]. The algorithm in [22] makes reductions to even more specific EEPs, and one feature that is needed for bounding the number of new instances is that the embedded subgraph $H$ satisfies some connectivity assumptions.

8 Proof of Theorems 1 and 2

We can finally prove our main theorems. First, let us prove that we have an algorithm with complexity $f(c) \cdot n^{O(c)}$:

Proof of Theorem 2. This immediately follows from Propositions 3, 4, 7, 10, and 14.

Finally, we prove that the Embed problem is NP-complete:

Proof of Theorem 1. The problem Embed is NP-hard because deciding whether an input graph embeds into an input surface is NP-hard [28]. It is in NP because (assuming $C$ contains no 3-books), a certificate that an instance is positive is given by a certificate that some instance of EEP-Surf is positive (see the proof of Proposition 7). Such an instance $(G, H, \Pi, \mathcal{S})$ has a certificate, given by the combinatorial map of a supergraph $G'$ of $G$ cellularly embedded on $\mathcal{S}$ (see Section 6), that can be checked in polynomial time.
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1 Introduction

This paper studies the geometric representation of a complete bipartite graph in $L^p$-metrics and consequently connects the complexity of the closest pair and bichromatic closest pair problems beyond certain dimensions. Given a point-set $P$ in a $d$-dimensional $L^p$-metric, an $\alpha$-distance graph is a graph $G = (V, E)$ with a vertex set $V = P$ and an edge set

$$E = \{uv : \|u - v\|_p \leq \alpha; u, v \in P; u \neq v\}.$$ 

In other words, points in $P$ are centers of spheres of radius $\alpha/2$, and $G$ has an edge $uv$ if and only if the spheres centered at $u$ and $v$ intersect. The sphericity of a graph $G$ in an $L^p$-metric, denoted by $\text{sph}_p(G)$, is the smallest dimension $d$ such that $G$ is isomorphic to some $\alpha$-distance graph in a $d$-dimensional $L^p$-metric, for some constant $\alpha > 0$. The sphericity of a graph in the $L^\infty$-metric is known as cubicity. A notion closely related to sphericity is contact-dimension, which is defined in the same manner except that the spheres representing $G$ must be non-overlapping. To be precise, an $\alpha$-contact graph $G = (V, E)$ of a point-set $P$ is an $\alpha$-distance graph of $P$ such that every edge $uv$ of $G$ has the same distance (i.e., $\|u - v\|_p = \alpha$). Thus, $G$ has the vertex set $V = P$ and has an edge set $E$ such that

$$\forall uv \in E, \ |u - v|_p = \alpha \quad \text{and} \quad \forall uv \notin E, \ |u - v|_p > \alpha.$$ 

The contact-dimension of a graph $G$ in the $L^p$-metric, denoted by $\text{cd}_p(G)$, is the smallest integer $d \geq 1$ such that $G$ is isomorphic to a contact-graph in the $d$-dimensional $L^p$-metric. We will use distance and contact graphs to means $1$-distance and $1$-contact graphs.

We are interested in determining the sphericity and the contact-dimension of the biclique $K_{n,n}$ in various $L^p$-metrics. For notational convenience, we denote $\text{sph}_p(K_{n,n})$ by $\text{bsph}(L^p)$, the biclique sphericity of the $L^p$-metric, and denote $\text{cd}_p(K_{n,n})$ by $\text{bcd}(L^p)$, the biclique contact-dimension of the $L^p$-metric. We call a pair of point-sets $(A, B)$ polar if it is the partition of the vertex set of a contact graph isomorphic to $K_{n,n}$. More precisely, a pair of point-sets $(A, B)$ is polar if there exists a constant $\alpha > 0$ such that every inner-pair $u, u' \in A$ (resp., $v, v' \in B$) has $L^p$-distance greater than $\alpha$ while every crossing-pair $u \in A, v \in B$ has $L^p$-distance exactly $\alpha$.

The biclique sphericity and contact-dimension of the $L^2$ and $L^\infty$ metrics are well-studied in literature (see [25, 21, 22, 11, 23, 9]). Maehara [23, 21] showed that $n < \text{bsph}(L^2) \leq (1.5)n$, and Maehara and Frankl & Maehara [22, 11] showed that $(1.286)n - 1 < \text{bcd}(L^2) < (1.5)n$. For cubicity, Roberts [25] showed that $\text{bcd}(L^\infty) = \text{bsph}(L^\infty) = 2 \log_2 n$. Nevertheless, for other $L^p$-metrics, contact dimension and sphericity are not well-studied.

1.1 Our results and contributions

Our main conceptual contribution is connecting the complexity of the (monochromatic) closest pair problem (CLOSEST PAIR) to that of the bichromatic closest pair problem (BCP) through the contact dimension of the biclique. This is discussed in subsection 1.1.1. Our main technical contributions are bounds on the contact dimension and sphericity of the biclique for various $L^p$-metrics. This is discussed in subsection 1.1.2. Finally, as an application of the connection discussed in subsection 1.1.1 and the bounds discussed in subsection 1.1.2, we show computational equivalence between monochromatic and bichromatic closest pair problems.
1.1.1 Connection between Closest Pair and BCP

In Closest Pair, we are asked to find a pair of points in a set of \( m \) points with minimum distance. BCP is a generalization of Closest Pair, in which each point is colored red or blue, and we are asked to find a pair of red-blue points (i.e., bichromatic pair) with minimum distance. It is not hard to see that BCP is at least as hard as Closest Pair since we can apply an algorithm for BCP to solve Closest Pair with the same asymptotic running time. However, it is not clear whether the other direction is true. We will give a simple reduction from BCP to Closest Pair using a polar-pair of point-sets. First, take a polar-pair \((A, B)\), each with cardinality \( n = m/2 \), in the \( L^p \)-metric. Next, pair up vectors in \( A \) and \( B \) to red and blue points, respectively, and then attach a vertex \( u \in A \) (resp., \( v \in B \)) to its matching red (resp., blue) point. This reduction increases the distances between every pair of points, but by the definition of the polar-pair, this process has more effect on the distances of the monochromatic (i.e., red-red or blue-blue) pairs than that of bichromatic pairs, and the reduction, in fact, has no effect on the order of crossing-pair distances at all. By scaling the vectors in \( A \) and \( B \) appropriately, this gives an instance of Closest Pair whose closest pair of points is bichromatic. Consequently, provided that the polar-pair of point-sets \((A, B)\) in a \( d \)-dimensional metric can be constructed within a running time at least as fast as the time for computing Closest Pair in the same metric, this gives a reduction from BCP to Closest Pair, thus implying that they have the same running time lower bound.

1.1.2 Bounds on contact dimension and sphericity of biclique

Our main technical results are lower and upper bounds on the biclique contact-dimension for the \( L^p \)-metric space where \( p \in \mathbb{R}_{\geq 1} \cup \{0\} \).

**Theorem 1.** The following are upper and lower bounds on biclique contact-dimension for the \( L^p \)-metric.

\[
\text{bsph}(L^0) = \text{bcd}(L^0) = n \tag{1}
\]
\[
n \leq \text{bsph}(L^0_{\{0,1\}}) \leq \text{bcd}(L^0_{\{0,1\}}) \leq n^2 \tag{i.e., } P \subseteq \{0,1\}^d \tag{2}
\]
\[
\Omega(\log n) \leq \text{bsph}(L^1) \leq \text{bcd}(L^1) \leq n^2 \tag{3}
\]
\[
\Omega(\log n) \leq \text{bsph}(L^p) \leq \text{bcd}(L^p) \leq 2n \tag{for } p \in (1, 2) \tag{4}
\]
\[
\text{bsph}(L^p) = \Theta(\text{bcd}(L^p)) = \Theta(\log n) \tag{for } p > 2 \tag{5}
\]

Note that \( \text{bsph}(\Delta) \leq \text{bcd}(\Delta) \) for any metric \( \Delta \). Thus, it suffices to prove a lower bound for \( \text{bsph}(\Delta) \) and prove an upper bound for \( \text{bcd}(\Delta) \).

We note that the bounds on the sphericity and the contact dimension of the \( L^1 \)-metric in (3) are obtained from (5) and (1), respectively. We are unable to show a strong (e.g., linear) lower bound for the \( L^1 \)-metric. However, we prove the weaker (average-case) result below for the \( L^1 \)-metric which can be seen as a progress toward proving stronger lower bounds on the sphericity of the biclique in this metric (see Corollary 7 for more discussion on its applications).

**Theorem 2.** For any integer \( d > 0 \), there exist no two finite-supported random variables \( X, Y \) taking values from \( \mathbb{R}^d \) such that the following hold.

\[
\mathbb{E}_{x_1, x_2 \in \mathbb{R}^X} [||x_1 - x_2||_1] > \mathbb{E}_{x_1 \in \mathbb{R}^X, y_1 \in \mathbb{R}^Y} [||x_1 - y_1||_1]
\]
\[
\mathbb{E}_{y_1, y_2 \in \mathbb{R}^Y} [||y_1 - y_2||_1] > \mathbb{E}_{x_1 \in \mathbb{R}^X, y_1 \in \mathbb{R}^Y} [||x_1 - y_1||_1].
\]
For an overview on the known bounds on $\text{bsph}$ and $\text{bcd}$ (including the results in this paper), please see Table 1.

In the full version of the paper, we give an alternate proof of the linear lower bound on $\text{bsph}(L^2)$ using spectral analysis similar to that in [9]. While our lower bound is slightly weaker than the best known bounds [11, 23], our arguments require no heavy machinery and thus are arguably simpler than the previous works [11, 23, 9].

Alman and Williams [3] showed the subquadratic-time hardness for BCP in $L^p$-metrics, for all $p \in \mathbb{R}_{\geq 1} \cup \{0\}$, under the Orthogonal Vector Hypothesis (OVH). From Theorem 1 and the connection between BCP and CLOSEST PAIR described in subsection 1.1.1, we have the following hardness of CLOSEST PAIR.

**Theorem 3.** Let $p > 2$. For any $\varepsilon > 0$ and $d = \omega(\log n)$, the closest pair problem in the $d$-dimensional $L^p$-metric admits no $(n^{2-\varepsilon})$-time algorithm unless the Orthogonal Vectors Hypothesis is false.

We remark here that showing conditional hardness for CLOSEST PAIR in the $L^p$ metric for $p \leq 2$ remains an outstanding open problem\(^4\). Recently, Rubinstein [26] showed that the subquadratic-time hardness holds even for approximating BCP: Assuming OVH, for every $p \in \mathbb{R}_{\geq 1} \cup \{0\}$ and every $\varepsilon > 0$, there is a constant $\gamma(\varepsilon, p) > 0$ such that there is no $(1 + \gamma)$-approximation algorithm running in time $O(n^{2-\varepsilon})$ for BCP in the $L^p$-metric. By using the connection between BCP and CLOSEST PAIR described in subsection 1.1.1 and the bounds in Theorem 1 (to be precise we need the efficient construction with appropriate gap as given by Theorem 17), the hardness of approximation result can be extended to CLOSEST PAIR for $L^p$ metrics where $p > 2$.

**Theorem 4.** Let $p > 2$. For every $\varepsilon > 0$ and $d = \omega(\log n)$, there exists a constant $\gamma = \gamma(p, \varepsilon) > 0$ such that the closest pair problem in the $d$-dimensional $L^p$-metric admits no $(n^{2-\varepsilon})$-time $(1 + \gamma)$-approximation algorithm unless the Orthogonal Vectors Hypothesis is false.

We remark that the hardness for the case of the $L^\infty$-metric does not follow (at least directly) from [3] or [26]. For independent interest, we show the subquadratic-time hardness of BCP and CLOSEST PAIR in the $L^\infty$-metric.

**Theorem 5.** For any $\varepsilon > 0$ and $d = \omega(\log n)$, the closest pair problem in the $d$-dimensional $L^\infty$-metric admits no $(n^{2-\varepsilon})$-time $(2 - o(1))$-approximation algorithm unless the Orthogonal Vectors Hypothesis is false.

\(^4\) The subquadratic-time hardness of CLOSEST PAIR in the $L^p$-metric for $p \in \mathbb{R}_{\geq 1} \cup \{0\}$ was claimed in [1] but later retracted [2].

<table>
<thead>
<tr>
<th>Metric</th>
<th>Bound</th>
<th>From</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^2$</td>
<td>$\text{bsph}(L^2) = \text{bcd}(L^2) = n$</td>
<td>This paper</td>
</tr>
<tr>
<td>$L^1$</td>
<td>$\Omega(\log n) \leq \text{bsph}(L^1) \leq \text{bcd}(L^1) \leq n^2$</td>
<td>This paper</td>
</tr>
<tr>
<td>$L^p$, $p \in (1, 2)$</td>
<td>$\Omega(\log n) \leq \text{bsph}(L^p) \leq \text{bcd}(L^p) \leq 2n$</td>
<td>This paper</td>
</tr>
<tr>
<td>$L^2$</td>
<td>$n &lt; \text{bsph}(L^2) \leq \text{bcd}(L^2) &lt; 1.5 \cdot n$</td>
<td>[23, 11]</td>
</tr>
<tr>
<td>$L^p$, $p &gt; 2$</td>
<td>$\text{bsph}(L^p) = \Theta(\text{bcd}(L^p)) = \Theta(\log n)$</td>
<td>This paper</td>
</tr>
<tr>
<td>$L^\infty$</td>
<td>$\text{bsph}(L^\infty) = \text{bcd}(L^\infty) = 2 \log_2 n$</td>
<td>[25]</td>
</tr>
</tbody>
</table>

**Table 1** Known bounds on sphericity and contact dimension of biclique.
We note that the lower bounds on bsph act as barriers for gadget reductions from BCP to Closest Pair. This partially explains why there has been no progress in showing conditional hardness for Closest Pair in the Euclidean metric for \( d = \omega(\log n) \) dimensions (as \( \text{bsph}(L^2) = \Omega(n) \)). In addition, Rubinstein noted in [26] that one obstacle in proving inapproximability results for Closest Pair is due to the triangle inequality – any two point-sets \( A \) and \( B \) in any metric space cannot have distinct points \( a, a' \in A \) and \( b \in B \) such that \( \|a - a'\| > 2 \cdot \max\{\|a - b\|, \|a' - b\|\} \) (as it would violate the triangle inequality). This rules out the possibility of obtaining the conditional hardness for 2-approximating Closest Pair for any metric via simple gadget reductions. We note that the inapproximability factor of Theorem 5 matches the triangle inequality barrier (for the \( L^\infty \) metric).

### 1.2 Related works

While our paper studies sphericity and contact-dimension of the complete bipartite graph, determining the contact-dimension of a complete graph in \( L^p \)-metrics has also been extensively studied in the notion of equilateral dimension. To be precise, the equilateral dimension of a metric \( \Delta \) which is the maximum number of equidistant points that can be packed in \( \Delta \). An interesting connection is in the case of the \( L^1 \)-metric, for which we are unable to establish a strong lower bound for \( \text{bsph}(L^1) \). The equilateral dimension of \( L^1 \) is known to be at least \( 2d \), and this bound is believed to be tight [14]. This is a notorious open problem known as Kusner’s conjecture, which is confirmed for \( d = 2, 3, 4 \) [5, 20], and the best upper bound for \( d \geq 5 \) is \( O(d \log d) \) by Alon and Pavel [4]. If Kusner’s conjecture is true for all \( d \), then \( \text{sph}_1(K_n) = n/2 \).

The complexity of Closest Pair has been a subject of study for many decades. There have been a series of developments on Closest Pair in the Euclidean space (see, e.g., [7, 15, 19, 27, 8]), which culminates in a deterministic \( O(2^{O(d)}n \log n) \)-time algorithm [8] and a randomized \( O(2^{O(d)}n) \)-time algorithm [24, 19]. For low (i.e., constant) dimensions, these algorithms are tight as the matching lower bound of \( \Omega(n \log n) \) was shown by Ben-Or [6] and Yao [33] for the algebraic decision tree model, thus settling the complexity of Closest Pair in low dimensions. For high dimensions (i.e., \( d = \omega(\log n) \)), there is no known algorithm that runs in time significantly better than a trivial \( O(n^2d) \)-time algorithm for general \( d \) except for the case that \( d \geq \Omega(n) \) whereas there are subcubic-time algorithms in \( L^1 \) and \( L^\infty \) metrics [12, 16].

In the last few years, there has been a lot of progress in our understanding of BCP, Closest Pair, and related problems. Alman and Williams [3] showed subquadratic time hardness for BCP in \( d = \omega(\log n) \) dimensions under OVH in the \( L^p \) metric for every \( p \in \mathbb{R}_{\geq 1} \cup \{0\} \). Williams [30] extended the result of [3] and showed the above subquadratic-time hardness for BCP even for dimensions \( d = \omega((\log \log n)^2) \) under OVH. In a recent breakthrough on hardness of approximation in P, Abboud et al. [2] showed the subquadratic-time hardness for approximating the Bichromatic Maximum Inner Product problem under OVH in the \( L^p \) metric for every \( p \in \mathbb{R}_{\geq 1} \cup \{0\} \), and the result holds for almost polynomial approximation factors. More recently, building upon the ideas in [2], Rubinstein [26] showed under OVH the inapproximability of BCP for every \( L^p \)-metric for \( p \in \mathbb{R}_{\geq 1} \cup \{0\} \).

### 2 Preliminaries

We use the following standard terminologies and notations.
Distance measures. For any vector \( x \) in \( \mathbb{R}^d \), we denote by \( \|x\|_p \) the \( L^p \)-norm of \( x \) and is equal to \( \left( \sum_{i=1}^d |x_i|^p \right)^{1/p} \). The \( L^\infty \)-norm of \( x \) is denoted by \( \|x\|_\infty = \max_{i \in [d]} \{|x_i|\} \), and the \( L^0 \)-norm of \( x \) is denoted by \( \|x\|_0 = \{|x_i \neq 0 : i \in [d]\} \), i.e., the number of non-zero coordinates of \( x \). These norms define distance measures in \( \mathbb{R}^d \). The distance of two points \( x \) and \( y \) w.r.t. the \( L^p \)-norm, say \( L^p \)-distance, is thus \( \|x - y\|_p \). The distance measures that are well studied in literature are the Hamming distance \( L^0 \)-norm, the Rectilinear distance \( L^1 \)-norm, the \( \ell^\infty \)-norm, the Chebyshiev distance (a.k.a, Maximum-norm) \( L^\infty \)-norm.

Problems. Here we give formal definitions of CLOSEST PAIR and BCP. In CLOSEST PAIR, we are given a collection of points \( P \subseteq \mathbb{R}^d \) in a \( d \)-dimensional \( L^p \)-metric, and the goal is find a pair of distinct points \( u, b \in P \) that minimizes \( \|u - v\|_p \). In BCP, the input point-set is partitioned into two color classes (the collections of red and blue points) \( A \) and \( B \), and the goal is find a pair of points \( u \in A \) and \( v \in B \) that minimizes \( \|u - v\|_p \).

Fine-grained complexity and conditional hardness. Conditional hardness is the current trend in proving running-time lower bounds for polynomial-time solvable problems. This has now developed into the area of Fine-Grained Complexity. Please see, e.g., [31, 32] and references therein.

The Orthogonal Vectors Hypothesis (OVH) is a popular complexity theoretic assumption in Fine-Grained Complexity. OVH states that in the Word RAM model with \( O(\log n) \) bit words, any algorithm requires \( n^{2-\omega(1)} \) time in expectation to determine whether collections of vectors \( A, B \subseteq \{0, 1\}^d \) with \( |A| = |B| = n/2 \) and \( d = \omega(\log n) \) contain an orthogonal pair \( u \in A \) and \( v \in B \) (i.e., \( \sum_{i=1}^d u_i \cdot v_i = 0 \)).

Another popular conjecture is the Strong Exponential-Time Hypothesis for SAT (SETH), which states that, for every \( \epsilon > 0 \), there exists an integer \( k_\epsilon \) such that \( k_\epsilon \)-SAT on \( n \) variables cannot be solved in \( O(2^{(1-\epsilon)n}) \)-time. Williams showed that SETH implies OVH [29].

3 Representing biclique in \( L^1 \)

In this section, we discuss the case of the \( L^1 \)-metric. As discussed in the introduction, this is the only case where we are unable to prove neither strong lower bound nor linear upper bound. A weak lower bound \( \text{bsph}(L^1) \geq \Omega(\log n) \) follows from the proof for the \( L^p \)-metric with \( p > 2 \) in Section 6.1 (Theorem 16), and a quadratic upper bound \( \text{bod}(L^1) \leq n^2 \) follows from the proof for the \( L^0 \)-metric in Section 4.2 (Corollary 12). However, we cannot prove any upper bound smaller than \( \Omega(n^2) \) or any lower bound larger than \( O(\log n) \). Hence, we study an average case relaxation of the question.

We show in Theorem 2 that there is no distribution whose expected distances simulate a polar-pair of point-sets in the \( L^1 \)-metric. Consequently, even though we could not prove the biclique sphericity lower bound for the \( L^1 \)-metric, we are able to refute an existence of a geometric representation with large gap for any dimension as shown in Corollary 7. (A similar result was shown in [10] for the \( L^2 \)-metric.)

Definition 6 (\( L^1 \)-distribution). For any \( d > 0 \), let \( X, Y \) be two random variables taking values from \( \mathbb{R}^d \). An \( L^1 \)-distribution is constructed by \( X, Y \) if the following holds. 

\[
\begin{align*}
\mathbb{E}_{x_1, x_2 \in X} \|x_1 - x_2\|_1 &> \mathbb{E}_{x_1 \in X, y_1 \in Y} \|x_1 - y_1\|_1 , \\
\mathbb{E}_{y_1, y_2 \in Y} \|y_1 - y_2\|_1 &> \mathbb{E}_{x_1 \in X, y_1 \in Y} \|x_1 - y_1\|_1 .
\end{align*}
\] (6)
\textbf{Theorem 2 (Restated).} For any two finite-supported random variables $X, Y$ that are taking values from $\mathbb{R}^d$, there is no $L^1$-distribution.

\textbf{Proof.} Assume towards a contradiction that there exist two finite-supported random variables $X, Y$ that are taking values in $\mathbb{R}^d$ and that are satisfying Eq. 6 of Definition 6. Given a vector $x \in \mathbb{R}^d$, we denote by $x(i)$ the value of the $i$-th coordinate of $x$. Hence the following inequalities hold,

$$0 > \frac{1}{d} \mathbb{E}_{x_1, x_2 \in \supp X, y_1, y_2 \in \supp Y} \left[ x_1(i) - y_1(i) \right] - \left| x_1(i) - x_2(i) \right|. \tag{7}$$

Thus for some $i^* \in [d]$ the following holds,

$$0 > \frac{1}{d} \mathbb{E}_{x_1, x_2 \in \supp X, y_1, y_2 \in \supp Y} \left[ x_1(i^*) - y_1(i^*) \right] - \left| x_1(i^*) - x_2(i^*) \right|. \tag{8}$$

Fix $i^* \in [d]$ satisfying the above inequality. For the sake of clarity, we assume that the random variables $X, Y$ are taking values in $\mathbb{R}$ (i.e., projection on the $i^*$th coordinate). We can assume that the size of $\supp X \cup \supp Y$ is greater than 1 because, if $\supp X \cup \supp Y$ contains a single point then $0 = \frac{1}{d} \mathbb{E}_{x_1, x_2 \in \supp X, y_1, y_2 \in \supp Y} \left[ ||x_1 - y_1||_1 \right] = \frac{1}{d} \mathbb{E}_{x_1, x_2 \in \supp X} \left[ ||x_1 - x_2||_1 \right] = 0$, contradicting Eq. 7. Let $\supp X \cup \supp Y$ contains $t \geq 2$ points. We prove by induction on $t$, that there are no $X, Y$ over $\mathbb{R}$ satisfying Eq. 7. The base case is when $t = 2$. By Eq. 7, there exist 3 points $\tilde{x}_1, \tilde{x}_2, \tilde{y}_1$ in $\mathbb{R}$ such that,

$$0 > ||\tilde{x}_1 - \tilde{y}_1||_1 - ||\tilde{x}_2 - \tilde{y}_1||_1. \tag{8}$$

Since $\supp X \cup \supp Y$ contains exactly two points, $\tilde{x}_1, \tilde{x}_2, \tilde{y}_1$ are supported by two distinct points in $\mathbb{R}$. Hence, there are two cases, either that $x_1 = x_2$ (and $y_1 \neq y_2$) or that $x_1 \neq x_2$ (and either $\tilde{y}_1 = \tilde{x}_1$ or $\tilde{y}_1 = \tilde{x}_2$). It is easy to see that none of these cases satisfy Eq. 8, a contradiction.

Assume the induction hypothesis that there are no $X, Y$ taking values from $\mathbb{R}$ satisfying Eq. 7 when the size of $\supp X \cup \supp Y$ is equal to $k \geq 2$. Then consider the case when $t = k + 1 \geq 3$. Sort the points in $\supp X \cup \supp Y$ by their values, and denote by $s_i$ the value of the $i$-th point of $\supp X \cup \supp Y$. For the sake of simplicity, we say that we change the value of $s_{t-1}$ to $\tilde{s}_{t-1}$, where $s_{t-2} \leq \tilde{s}_{t-1} \leq s_t$, if after changing its value we change the values of (at least one of) $X, Y$ to $\tilde{X}, \tilde{Y}$ in such a way that the value of the $(t-1)$-th point (after sorting) of $\supp \tilde{X} \cup \supp \tilde{Y}$ is equal to $\tilde{s}_{t-1}$ (if $s_{t-2} = \tilde{s}_{t-1}$, then the value of the $(t-2)$-th point of $\supp \tilde{X} \cup \supp \tilde{Y}$ is equal to $\tilde{s}_{t-1}$). Define the function $f : [s_{t-2}, s_t] \rightarrow \mathbb{R}$ as follows:

$$f (x) = \frac{1}{d} \mathbb{E}_{x_1, x_2 \in \supp \tilde{X}, y_1, y_2 \in \supp \tilde{Y}} \left[ ||x_1 - y_1||_1 \right] - \frac{1}{d} \mathbb{E}_{x_1, x_2 \in \supp \tilde{X}} \left[ ||x_1 - x_2||_1 \right].$$

where $\tilde{X}, \tilde{Y}$ are obtained after changing $s_{t-1}$ to $x \in [s_{t-2}, s_t]$. The crucial observation is that the function $f$ is linear. Hence, either $f(s_{t-2}) \geq f(s_{t-1})$ or $f(s_t) \geq f(s_{t-1})$, and we can reduce the size of $\supp X \cup \supp Y$ by 1. However, this contradicts our induction hypothesis. \hfill \blacksquare
The following corollary refutes the existence of a polar-pair of point-sets with large gap in any dimension. The proof follows from Theorem 2 and is given in the full version of the paper.

**Corollary 7** (No Polar-Pair of Point-sets in $L^1$ with Large Gap). For any $\alpha > 0$, there exist no subsets $A, B \subseteq \mathbb{R}^d$ of $n/2$ vectors with $d < n/2$ such that

- For any $u, v$ both in $A$, or both in $B$, $\|u - v\|_1 \geq \frac{1}{\sqrt{2}} \cdot \alpha$.
- For any $u \in A$ and $v \in B$, $\|u - v\|_1 < \alpha$.

We can show similar results that there are no polar-pairs of point-sets with large gap in the $L^0$ and $L^2$ metrics. The case of the $L^0$-metric follows directly from Theorem 2 when the alphabet set is $\{0, 1\}$. (Please also see Lemma 9 for an alternate proof.) The case of the $L^2$-metric follows from the fact that $\text{bsph}(L^2) = \Omega(n)$ [11, 23] and that we can reduce the dimension of a polar-pairs of point-sets with constant gap to $O(\log n)$ using dimension reduction [17].

### 4 Geometric representation of biclique in $L^0$

In this section, we prove a lower bound on $\text{bsph}(L^0)$ and an upper bound on $\text{bcd}(L^0)$. We start by providing a real-to-binary reduction below. Then we proceed to prove the lower bound on $\text{bsph}(L^0)$ in Section 4.1 and then the upper bounds on $\text{bcd}(L^0)$ in Section 4.2.

First we state the following (trivial) lemma, which allows mapping from vectors in $\mathbb{R}^d$ to zero-one vectors. The proof of the lemma can be found in the full version of the paper.

**Lemma 8** (Real to Binary Reduction). Let $S \subseteq \mathbb{R}$ be a finite set of real numbers. Then there exists a transformation $\phi : S^d \to \{0, 1\}^{d|S|}$ such that, for any $x, y \in S^d$,

$$
\|x - y\|_0 = \frac{1}{2} \cdot \|\phi(x) - \phi(y)\|_0
$$

**4.1 Lower bound on the biclique-sphericity**

Now we will show that $\text{bsph}(L^0) \geq n$. Our proof requires the following lemma, which rules out a randomized algorithm that generates a polar-pair of point-sets.

**Lemma 9** (No Distribution for $L^0$). For any $\alpha > \beta \geq 0$, regardless of dimension, there exist no distributions $A$ and $B$ of points in $\mathbb{R}^d$ with finite supports such that

- $\mathbb{E}_{x, x' \in A}[\|x - x'\|_0] \geq \alpha$.
- $\mathbb{E}_{y, y' \in B}[\|y - y'\|_0] \geq \alpha$.
- $\mathbb{E}_{x \in A, y \in B}[\|x - y\|_0] \leq \beta$.

**Proof.** We prove by contradiction. Assume to a contrary that such distributions exist. Then

$$
\mathbb{E}_{x, x' \in A}[\|x - x'\|_0] + \mathbb{E}_{y, y' \in B}[\|y - y'\|_0] - 2\mathbb{E}_{x \in A, y \in B}[\|x - y\|_0] > 0. 
$$

(9)

Let $A$ and $B$ be supports of $A$ and $B$, respectively. By Lemma 8, we may assume that vectors in $A$ and $B$ are binary vectors. Observe that each coordinate of vectors in $A$ and $B$ contribute to the expectations independently. In particular, Eq. (9) can be written as

$$
2 \sum_i \rho^A_{0,i} \rho^A_{1,i} + 2 \sum_i \rho^B_{0,i} \rho^B_{1,i} + 2 \sum_i (\rho^A_{0,i} \rho^B_{1,i} + \rho^B_{0,i} \rho^A_{1,i}) > 0
$$

(10)

where $\rho^A_{0,i}$, $\rho^A_{1,i}$, $\rho^B_{0,i}$, and $\rho^B_{1,i}$ are the probability that the $i$-th coordinate of $x \in A$ (resp., $y \in B$) is 0 (resp., 1). Thus, to show a contradiction, it is sufficient to consider the coordinate
which contributes the most to the summation in Eq. (10). The contribution of this coordinate to the summation is

\[ 2\rho_0^A \rho_1^A + 2\rho_0^B \rho_1^B - 2(\rho_0^A \rho_1^A + \rho_0^B \rho_1^B) = 2(\rho_0^A - \rho_0^B)(\rho_1^A - \rho_1^B) \tag{11} \]

Since \( \rho_0^A + \rho_1^A = 1 \) and \( \rho_0^B + \rho_1^B = 1 \), the summation in Eq.(11) can be non-negative only if \( \rho_0^A = \rho_0^B \) and \( \rho_1^A = \rho_1^B \). But, then this implies that the summation in Eq.(11) is zero. We have a contradiction since this coordinate contributes the most to the summation in Eq. (10) which we assume to be positive.

The next Theorem shows that \( \text{bsph}(L^0) \geq n \).

\begin{theorem}[Lower Bound for \( L^0 \) with Arbitrary Alphabet] For any integers \( \alpha > \beta \geq 0 \) and \( n > 0 \), there exist no subsets \( A, B \subseteq \mathbb{R}^d \) of \( n \) vectors with \( d < n \) such that
\begin{itemize}
  \item For any \( a, a' \in A \), \( \| a - a' \|_0 \geq \alpha \).
  \item For any \( b, b' \in B \), \( \| b - b' \|_0 \geq \alpha \).
  \item For any \( a \in A \) and \( b \in B \), \( \| a - b \|_0 \leq \beta \).
\end{itemize}
\end{theorem}

\textbf{Proof.} Suppose for a contradiction that such subsets \( A \) and \( B \) exist with \( d < n \). We build uniform distributions \( A \) and \( B \) by uniformly at random picking a vector in \( A \) and \( B \), respectively. Then it is easy to see that the expected value of inner distance is

\[ \mathbb{E}_{x,x' \in \mathcal{R}^d}[\| x - x' \|_0] \geq \alpha - \frac{\alpha}{n} \]

The intra distance of \( B \) is similar. We know that \( \alpha - \beta \geq 1 \) because they are integers and so are \( L^0 \)-distances. But, then if \( \alpha < n \), we would have distributions that contradict Lemma 9. Note that \( \alpha \) and \( \beta \) are at most \( d \) (dimension). Therefore, we conclude that \( d \geq n \).

\section{4.2 Upper bound on the biclique contact-dimension}

Now we show that \( \text{bcd}(L^0) \leq n \).

\begin{theorem}[Upper Bound for \( L^0 \) with Arbitrary Alphabet] For any integer \( n > 0 \) and \( d = n \), there exist subsets \( A, B \subseteq \mathbb{R}^d \) each with \( n \) vectors such that
\begin{itemize}
  \item For any \( a, a' \in A \), \( \| a - a' \|_0 = d \).
  \item For any \( b, b' \in B \), \( \| b - b' \|_0 = d \).
  \item For any \( a \in A \) and \( b \in B \), \( \| a - b \|_0 = d - 1 \).
\end{itemize}
\end{theorem}

\textbf{Proof.} First we construct a set of vectors \( A \). For \( i = 1, 2, \ldots, n \), we define the \( i \)-th vector \( a \) of \( A \) so that \( a \) is an all-\( i \) vector. That is, \( a = (i, i, \ldots, i) \). Next we construct a set of vectors \( B \). The first vector of \( B \) is \((1, 2, \ldots, n)\). Then the \((i+1)\)-th vector of \( B \) is the left rotation of the \( i \)-th vector. Thus, the \( i \)-th vector of \( B \) is \( b = (i, i+1, \ldots, n, 1, 2, \ldots, i-1) \).

It can be seen that the \( L^0 \)-distance between any two vectors from the same set is \( d \) because all the coordinates are different. Any vectors from different set, say \( a \in A \) and \( b \in B \), must have at least one common coordinate. Thus, their \( L^0 \)-distance is \( d - 1 \). This proves the lemma.

Below is the upper bound for zero-one vectors, which is a corollary of Theorem 11. The proof can be found in the full version of the paper.

\begin{corollary}[Upper Bound for \( L^0 \) with Binary Vectors] For any integer \( n > 0 \) and \( d = n^2 \), there exist subsets \( A, B \subseteq \mathbb{R}^d \) each with \( n \) vectors such that
\begin{itemize}
  \item For any \( a, a' \in A \), \( \| a - a' \|_0 = n \).
  \item For any \( b, b' \in B \), \( \| b - b' \|_0 = n \).
  \item For any \( a \in A \) and \( b \in B \), \( \| a - b \|_0 = n - 1 \).
\end{itemize}
\end{corollary}
5 Geometric representation of biclique in $L^p$ for $p \in (1, 2)$

In this section, we prove the upper bound on bcd($L^p$) for $p \in (1, 2)$. We are unable to show any lower bound for these $L_p$-metrics except for the lower bound of $\Omega(\log n)$ obtained from the $\epsilon$-net lower bound in Theorem 16 (which will be proven in the next Section).

\begin{itemize}
  \item Theorem 13 (Upper Bound for $L^p$ with $1 < p < 2$). For every $1 < p < 2$ and for all integers $n \geq 1$, there exist two sets $A, B \subseteq \mathbb{R}^{2n}$ each of cardinality $n$ such that the following holds:
  \begin{enumerate}
    \item For every distinct points $u, v \in A$, $\|u - v\|_p = 2^{1/p}$.
    \item For every distinct points $u, v \in B$, $\|u - v\|_p = 2^{1/p}$.
    \item For every points $u \in A$ and $v \in B$, $\|u - v\|_p < 2^{1/p}$.
  \end{enumerate}

\end{itemize}

Proof. We will construct point-sets as claimed in the theorem for given $p$ and $n$. Let $\alpha$ be a parameter depending on $p$ and $n$, which will be set later. For each $i \in [n]$, we create a point $a_i \in A$ by setting

$$a_j = \begin{cases} 
0 & \text{if } 1 \leq j \leq n \text{ and } j \neq i \\
1 & \text{if } 1 \leq j \leq n \text{ and } i = j \\
\alpha & \text{if } n + 1 \leq j \leq 2n 
\end{cases}$$

Similarly, for each $i \in [n]$, we create a point $b_i \in B$ by setting

$$b_j = \begin{cases} 
\alpha & \text{if } 1 \leq j \leq n \\
0 & \text{if } n + 1 \leq j \leq 2n \text{ and } j \neq i \\
1 & \text{if } n + 1 \leq j \leq 2n \text{ and } j = n + i 
\end{cases}$$

By construction, for every pair of points $u, v$ both in $A$ or both in $B$, their $L_p$-distance is $\|u - v\|_p = 2^{1/p}$, and for every pair of points from different sets, say $u \in A$ and $v \in B$, their $L_p$-distance is

$$\|u - v\|_p = 2^{1/p} \cdot ((1 - \alpha)^p + (n - 1) \cdot \alpha^p)^{1/p} \leq 2^{1/p} \cdot ((1 - \alpha)^p + n \cdot \alpha^p)^{1/p} \quad (12)$$

Now let us choose $\alpha > n^{-1/(p-1)}$, and consider the term $(1 - \alpha)^p + n \cdot \alpha^p$ in Eq. (12). Observe that $\alpha < n \cdot \alpha^p$ for $1 < p < 2$. Define a function $f(x) = (1 - \alpha)^x + n \cdot \alpha^x$. We know that $f(x)$ is less than 1 as $x$ goes from $\infty$ to 1 (i.e., $\lim_{x \to 1^+}(1 - \alpha)^x + n \cdot \alpha^x < 1$). Moreover, $f(x)$ is decreasing for $0 < \alpha < 1$, which means that $f(p) < 1$. Consequently, $\|u - v\|_p < 2^{1/p}$, and the theorem follows.

To finish the proof, we will show that $f(x)$ is decreasing for $x > 1$ provided that $0 < \alpha < 1$. It suffices to show that $f'(x) < 0$ for all values of $x$.

$$f'(x) = \frac{\partial}{\partial x} ((1 - \alpha)^x + n \cdot \alpha^x) = (1 - \alpha)^x \ln (1 - \alpha) + n \cdot \alpha^x \ln (\alpha) < 0.$$

The last inequality follows from the fact $\ln(x) < 0$ for $0 < x < 1$ and that $0 < \alpha, 1 - \alpha < 1$. ▶

6 Geometric representation of biclique in $L^p$ for $p > 2$

In this section, we show the lower bound on bshp($L^p$) and an upper bound on bcd($L^p$) for $p > 2$. Both bounds are logarithmic. The latter upper bound is constructive and efficient (in the sense that the polar-pair of point-sets can be constructed in $O(n)$-time). This implies the subquadratic-time equivalence between CLOSEST PAIR and BCP.
6.1 Lower bound on the biclique sphericity

Now we show the lower bound on the biclique sphericity of a complete bipartite graph in \( L^p \)-metrics with \( p > 2 \). In fact, we prove the lower bound for the case of a star graph on \( n \) vertices, denoted by \( S_n \), and then use the fact that \( \text{bsph}(H) \leq \text{bsph}(G) \) for all induced subgraph \( H \) of \( G \) (i.e., \( \text{bsph}(K_{n/2,n/2}, L^p) \geq \text{bsph}(S_{n/2}, L^p) \)).

In short, we show in Lemma 16 that \( O(\log n) \) is the maximum number of \( L^p \)-balls of radius \( 1/2 \) that we can pack in an \( L^p \)-ball of radius one so that no two of them intersect or touch each other. This upper bounds, in turn, implies the lower bound on the dimension. We proceed with the proof by volume arguments, which are commonly used in proving the minimum number of points in an \( \epsilon \)-net that are sufficient to cover all the points in a sphere.

▶ Definition 14 (\( \epsilon \)-net). The unit \( L^p \)-ball in \( \mathbb{R}^d \) centered at \( o \) is denoted by

\[
\mathcal{B}(L^d_p, o) = \left\{ x \in \mathbb{R}^d \mid \| x - o \|_p \leq 1 \right\}.
\]

For brevity, we write \( \mathcal{B}(L^d_p, o) \) to mean \( \mathcal{B}(L^d_p, 0) \). Let \((X, d)\) be a metric space and let \( S \) be a subset of \( X \) and \( \epsilon \) be a constant greater than 0. A subset \( N_\epsilon \) of \( X \) is called an \( \epsilon \)-net of \( S \) under \( d \) if for every point \( x \in S \) it holds for some point \( y \in N_\epsilon \) that \( d(x, y) \leq \epsilon \).

The following lemma is well known in literature (see, e.g., [28]). For the sake of completeness, we provide a proof in the full version of the paper.

▶ Lemma 15. There exists an \( \epsilon \)-net for \( \mathcal{B}(L^d_p) \) under the \( L^p \)-metric of cardinality \((1 + \frac{2}{\epsilon})^d \).

▶ Theorem 16. For every \( N, d \in \mathbb{N} \), for \( p \geq 1 \), and for any two sets \( A, B \subseteq \mathbb{R}^d \), each of cardinality \( N \), suppose the following holds for some non-negative real numbers \( \alpha \) and \( \beta \) with \( \alpha > \beta \).

1. For every \( u \) and \( v \) both in \( A \), \( \| u - v \|_p > \alpha \).
2. For every \( u \) and \( v \) both in \( B \), \( \| u - v \|_p > \alpha \).
3. For every \( u \) in \( A \) and \( v \) in \( B \), \( \| u - v \|_p \leq \beta \).

Then the dimension \( d \) must be at least \( \log_{2}(N) \).

Proof. Scale and translate the sets \( A, B \) in such a way that \( \beta = 1 \) and that \( \bar{0} \in B \). It follows that \( A \subset \mathcal{B}(L^d_p) \). By Lemma 15, we can fix a \( 1/2 \)-net \( N_{1/2} \) for \( \mathcal{B}(L^d_p) \) of size \( 5^d \). Note that, for every \( x \in N_{1/2} \), the ball \( 1/2 \cdot \mathcal{B}(L^d_p, x) \) contains at most one point from \( A \). Note also that \( N_{1/2} \) covers \( \mathcal{B}(L^d_p) \). Thus, \( |A| \leq 5^d \) which implies that \( d \geq \log_{2}(N) \). ◀

6.2 Upper bound on the biclique contact-dimension

We first give a simple randomized construction that gives a logarithmic upper bound on the biclique contact-dimension of \( L^p \). The construction is simple. We uniformly at random take a subset \( A \) of \( n \) vectors from \((-1, 1)^{d/2} \times \{0\}^{d/2} \) and a subset \( B \) of \( n \) vectors from \( \{0\}^{d/2} \times (-1, 1)^{d/2} \). Observe that, for any \( p > 2 \), the \( L^p \)-distance of any pair of vectors \( u \in A \) and \( v \in B \) is exactly \( d \) while the expected distance between the inner pair \( u, u' \in A \) (resp., \( v, v' \in B \)) is strictly larger than \( d \). Thus, if we choose \( d \) to be sufficiently large, e.g., \( d \geq 10 \ln n \), then we can show by a standard concentration bound (e.g., Chernoff’s bound) that the probability that the inner-pair distance is strictly larger than \( d \) is at least \( 1 - 1/n^{3} \).

Applying the union bound over all inner-pairs, we have that the \( d \)-neighborhood graph of \( A \cup B \) is a bipartite complete graph with high probability. Moreover, the distances between any crossing pairs \( u \in A \) and \( v \in B \) are the same for all pairs. This shows the upper bound for the contact-dimension of a biclique in the \( L^p \)-metric for \( p > 2 \).
The above gives a simple proof of the upper bound on the biclique contact-dimension of the $L^p$-metric. Moreover, it shows a randomized construction of the polar-pair in the $O(\log n)$-dimensional $L^p$-metric, for $p > 2$, thus implying that CLOSEST PAIR and BCP are equivalent for these $L^p$-metrics.

For algorithmic purposes, we provide a deterministic construction below using appropriate binary codes.

**Theorem 17.** For any $p > 2$, let $\zeta = 2^{p-3}$. There exist two sets $|A| = |B| = n$ of vectors in $\mathbb{R}^d$, where $d = 2\alpha \log_2 n$, for some constant $\alpha \geq 1$, such that the following holds.

1. For all $u, u' \in A$, $\|u - u'\|_p > ((\zeta + 1/2)d)^{1/p}$.
2. For all $v, v' \in B$, $\|v - v'\|_p > ((\zeta + 1/2)d)^{1/p}$.
3. For all $u \in A$, $v \in B$, $\|u - v\|_p = d^{1/p}$.

Moreover, there exists a deterministic algorithm that outputs $A$ and $B$ in time $O(n)$.

**Proof.** In literature, we note that for any constant $\delta > 0$, there is an explicit binary code of (some) constant relative rate and relative distance at least $\frac{1}{2} - \delta$ and the entire code can be listed in quasilinear time with respect to the size of the code (see Appendix E.1.2.5 from [13], or Justesen codes [18]). To be more specific, we can construct in $O(n \log^{O(1)} n)$-time a set $C \subseteq \{-1, 1\}^d$ such that (1) $|C| = n$, (2) $d = d' = d/2 = \alpha \log_2 n$ for some constant $\alpha \geq 1$ and (3) for every two vectors $x, y \in C$, $x$ and $y$ differ on at least $\left(\frac{1}{2} - \delta\right) d'$ coordinates, for some constant $\delta \in (0, \frac{1}{2} - \frac{1}{2d})$.

We construct the sets $A$ and $B$ as subsets of $\{-1, 0, 1\}^d$. For every $i \in [n]$, the $i$th point of $A$ is given by the concatenation of the $i$th point of $C$ with $0^d$. Similarly, the $i$th point of $B$ is given by the concatenation of $0^d$ with the $i$th point of $C$ (note the reversal in the order of the concatenation). In particular, points in $A$ and $B$ are of the form $(x_i, 0)$ and $(0, x_i)$, respectively, where $x_i$ is the $i$th point in $C$ and $0$ is the zero-vector of length $\alpha \log_2 n$.

First, consider any two points in the same set, say $u, u' \in A$ (resp., $v, v' \in B$). We have from the distance of $C$ that on at least $\left(\frac{1}{2} - \delta\right) d'$ coordinates the two points differ by 2, thus implying that their $L^p$-distance is at least

$$\left(\frac{1}{2} - \delta\right)^{1/p} > \left(\frac{1}{4} + \frac{1}{2p}\right)^{1/p} = \left(\left(\frac{3}{4} + \frac{1}{2}\right)d\right)^{1/p}.$$  

This proves the first two items of the theorem. Next we prove the third item. Consider any two points from different sets, say $u \in A$ and $v \in B$. It is easy to see from the construction that $u$ and $v$ differ in every coordinate by exactly 1. Thus, the $L^p$-distance between any two points from different set is exactly

$$\left(2d\right)^{1/p} = d^{1/p}.$$  

### 7 Fine-grained complexity of CLOSEST PAIR in $L^\infty$

In this section, we prove the quadratic-time hardness of CLOSEST PAIR in the $L^\infty$-metric. Our reduction is from the Orthogonal Vectors problem (OV), which we phrase it as follows. Given a pair of collections of vectors $U, W \subseteq \{0, 1\}^d$, the goal is to find a pair of vectors $u \in U$ and $v \in W$ such that $(u_i, w_i) \in \{(0, 0), (0, 1), (1, 0)\}$ for all $i \in [d]$. Throughout, we denote by $n$ the total number of vectors in $U$ and $W$.

Let $U, W \subseteq \{0, 1\}^d$ be an instance of OV. We may assume that $U$ and $W$ have no duplicates. Otherwise, we may sort vectors in $U$ (resp., $W$) in lexicographic order and then sequentially remove duplicates; this preprocessing takes $O(dn \log n)$-time.
We construct a pair of sets $A, B \subseteq \mathbb{R}^d$ of BCP from $U, W$ as follows. For each vector $u \in U$ (resp., $w \in W$), we create a point $a \in A$ (resp., $b \in B$) such that

$$a_j = \begin{cases} 0 & \text{if } u_j = 0, \\ 2 & \text{if } u_j = 1. \end{cases}$$

$$b_j = \begin{cases} 1 & \text{if } w_j = 0, \\ -1 & \text{if } w_j = 1. \end{cases}$$

Observe that, for any vectors $a \in A$ and $b \in B$, $|a_j - b_j| = 3$ only if $u_j = w_j = 1$; otherwise, $|a_j - b_j| = 1$. It can be seen that $\|a - b\|_p = d$ if and only if their corresponding vectors $u \in U$ and $w \in W$ are orthogonal. Thus, this gives an alternate proof for the quadratic-time hardness of BCP under OVH.

Here we show that the reduction above rules out both exact and $(2 - o(1))$-approximation algorithm for Closest Pair in $L^\infty$ that runs in subquadratic-time (unless OVH is false). That is, we prove Theorem 5, which follows from the theorem below whose proof is in the full version of the paper. In short, given an instance $(U, W)$ of the OV problem, the instance of Closest Pair that is constructed in the reduction in simply $A \cup B$.

\begin{itemize}
    \item \textbf{Theorem 18.} Assuming \textit{OVH}, for any $\varepsilon > 0$ and $d = \omega(\log n)$, there is no $O\left(n^{2-\varepsilon}\right)$-time algorithm that, given a point-set $P \subseteq \mathbb{R}^d$, distinguishes between the following two cases:
    \begin{itemize}
        \item There exists a pair of vectors in $P$ with $L^\infty$-distance one.
        \item Every pair of vectors in $P$ has $L^\infty$-distance two.
    \end{itemize}

In particular, approximating Closest Pair in the $L^\infty$-metric to within a factor of two is at least as hard as solving the Orthogonal Vectors problem.
\end{itemize}

\section{Conclusion and discussion}

We have studied the sphericity and contact dimension of the complete bipartite graph in various metrics. We have proved lower and upper bounds on these measures for some metrics. However, biclique sphericity and biclique contact dimension in the $L^1$-metric remains poorly understood as we are unable to show any strong upper or lower bounds. However, we believe that both $L^1$ and $L^2$ metrics have linear upper and lower bounds. To be precise, we raise the following conjecture:

\begin{itemize}
    \item \textbf{Conjecture 19 (L$^1$-Biclique Sphericity Conjecture).}

bsph($L^1$) = $\Omega(n)$.
\end{itemize}

We have also shown conditional lower bounds for the Closest Pair problem in the $L^p$-metric, for all $p \in \mathbb{R}_{>2} \cup \{\infty\}$, by using polar-pair of point-sets. However, it is unlikely that our techniques could get to the regime of $L^2$, $L^1$, and $L^0$, which are popular metrics. An open question is thus whether there exists an alternative technique to derive a lower bound from OVH to the Closest Pair problem for these metrics. The answer might be on the positive side, i.e., there might exist an algorithm that performs well in the $L^2$-metric because there are more tools available, e.g., Johnson-Lindenstrauss’ dimension reduction. Thus, it is possible that there exists a strongly subquadratic-time algorithm in the $L^2$-metric. This question remains an outstanding open problem.
On the Complexity of Closest Pair via Polar-Pair of Point-Sets
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Abstract

We present a number of breakthroughs for coordinated motion planning, in which the objective is to reconfigure a swarm of labeled convex objects by a combination of parallel, continuous, collision-free translations into a given target arrangement. Problems of this type can be traced back to the classic work of Schwartz and Sharir (1983), who gave a method for deciding the existence of a coordinated motion for a set of disks between obstacles; their approach is polynomial in the complexity of the obstacles, but exponential in the number of disks. Despite a broad range of other non-trivial results for multi-object motion planning, previous work has largely focused on sequential schedules, in which one robot moves at a time, with objectives such as the number of moves; attempts to minimize the overall makespan of a coordinated parallel motion schedule (with many robots moving simultaneously) have defied all attempts at establishing the complexity in the absence of obstacles, as well as the existence of efficient approximation methods.

We resolve these open problems by developing a framework that provides constant-factor approximation algorithms for minimizing the execution time of a coordinated, parallel motion plan for a swarm of robots in the absence of obstacles, provided their arrangement entails some amount of separability. In fact, our algorithm achieves constant stretch factor: If all robots want to move at most \( d \) units from their respective starting positions, then the total duration of the overall schedule (and hence the distance traveled by each robot) is \( O(d) \). Various extensions
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include unlabeled robots and different classes of robots. We also resolve the complexity of finding a reconfiguration plan with minimal execution time by proving that this is NP-hard, even for a grid arrangement without any stationary obstacles. On the other hand, we show that for densely packed disks that cannot be well separated, a stretch factor $\Omega(\sqrt{N})$ may be required. On the positive side, we establish a stretch factor of $O(\sqrt{N})$ even in this case. The intricate difficulties of computing precise optimal solutions are demonstrated by the seemingly simple case of just two disks, which is shown to be excruciatingly difficult to solve to optimality.
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1 Introduction

Since the beginning of computational geometry, robot motion planning has been at the focus of algorithmic research. Planning the relocation of a geometric object among geometric obstacles leads to intricate scientific challenges, requiring the combination of deep geometric and mathematical insights with algorithmic techniques. With the broad and ongoing progress in robotics, the increasing importance of intelligent global planning with performance guarantees requires more sophisticated algorithmic reasoning, in particular when it comes to the higher-level task of coordinating the motion of many robots.

From the early days, multi-robot coordination has received attention from the algorithmic side. Even in the groundbreaking work by Schwartz and Sharir [20] from the 1980s, one of the challenges was coordinating the motion of several disk-shaped objects among obstacles. Their algorithms run in time polynomial in the complexity of the obstacles, but exponential in the number of disks. This illustrates the significant challenge of coordinating many individual robots. In addition, a growing number of applications focus primarily on robot interaction in the absence of obstacles, such as air traffic control or swarm robotics, where the goal is overall efficiency, rather than individual navigation.

With the challenges of multi-robot coordination being well known, there is still a huge demand for positive results with provable performance guarantees. In this paper, we provide significant progress in this direction, with a broad spectrum of results.

1.1 Our results

For the problem of minimizing the total time for reconfiguring a system of labeled circular robots in a grid environment, we show that it is strongly NP-complete to compute an
We give an $O(1)$-approximation for the long-standing open problems of parallel motion-planning with minimum makespan in a grid setting. This result is based on establishing an absolute performance guarantee: We prove that for any labeled arrangement of robots, there is always an overall schedule that gets each robot to its target destination with bounded stretch, i.e., within a constant factor of the largest individual distance. See Theorem 3 for the base case of grid-based configurations, which is extended later on.

For our approach, we make use of a technique to separate planar (cyclic) flows into so-called subflows whose thickness can be controlled by the number of subflows, see Definition 7 and Lemma 8. This is of independent interest for the area of packet routing with bounded memory: Our Theorem 4 implies that $O(D)$ steps are sufficient to route any permutation of dilation $D$ on the grid, even with a buffer size of 1, resolving an open question by Scheideler [19] dating back to 1998.

We extend our approach to establish constant stretch for the generalization of colored robot classes, for which unlabeled robots are another special case; see Theorem 13.

We extend our results to the scenario with continuous motion and arbitrary coordinates, provided the distance between a robot’s start and target positions is at least one diameter; see Theorem 15. This implies that efficient multi-robot coordination is always possible under relatively mild separability conditions; this includes non-convex robots.

For the continuous case of $N$ unit disks and weaker separability, we establish a lower bound of $\Omega(N^{1/4})$ and an upper bound of $O(\sqrt{N})$ on the achievable stretch, see Theorem 14 and Theorem 15.

We also highlight the geometric difficulty of computing optimal trajectories even in seemingly simple cases; due to limited space, this can be found in the full version of the paper [6].

1.2 Related work

Multi-object motion planning problems have received a tremendous amount of attention from a wide spectrum of areas. Due to limited space, we focus on algorithmic work with an emphasis on geometry; see the full version of the paper [6] for a more comprehensive overview.

In the presence of obstacles, Aronov et al. [3] demonstrate that for up to three robots, a path can be constructed efficiently, if one exists. Ramanathan and Alagar [17] and Schwartz and Sharir [20] consider the case of several disk-shaped objects between polygonal obstacles. Both give algorithms for deciding reachability of a given target configuration. The algorithms run in time polynomial in the complexity of the obstacles, but exponential in the number of disks. Hopcroft et al. [11] and Hopcroft and Wilfong [12] prove that it is PSPACE-complete to decide reachability of a given target configuration, even when restricted to rectangular objects in a rectangular region. This was later strengthened by Hearn and Demaine [9, 10] to rectangles of size $1 \times 2$ and $2 \times 1$. Moreover, this problem is similar to the well-known Rush-Hour Problem, which was shown to be PSPACE-complete by Flake and Baum [8]. For moving disks, Spirakis and Yap [24] prove strong NP-hardness of the same problem for disks of varying size. Bereg et al. [5] and Abellanas et al. [1] consider minimizing the number of moves of a set of disks into a target arrangement without obstacles. These bounds were later improved by Dumitrescu and Jiang [7], who prove that the problem remains NP-hard for congruent disks even when the motion is restricted to sliding. Yu [27] provides an expected constant-factor approximation for the optimal makespan in the grid case.
On the practical side, there is a wide range of approaches for solving multi-object motion planning problems, both optimally and heuristically; for instances of limited size, SAT solvers and IP-based methods are used for discretized versions, while for larger instances, previous work resorts to heuristic solutions. Refer to the full version of the paper [6] for an overview.

In both discrete and geometric variants of the problem, the objects can be labeled, colored or unlabeled. In the colored case, the objects are partitioned into $k$ groups and each target position can only be covered by an object with the right color. This case was recently considered by Solovey and Halperin [21], who present and evaluate a practical sampling-based algorithm. In the unlabeled case, the objects are indistinguishable and each target position can be covered by any object. This scenario was first considered by Kloder and Hutchinson [13], who presented a practical sampling-based algorithm. Turpin et al. [25] prove that it is possible to find a solution in polynomial time, if one exists. This solution is optimal with respect to the longest distance traveled by any one robot. However, their results only hold for disk-shaped robots under additional restrictive assumptions on the free space. For unit disks and simple polygons, Adler et al. [2] provide a polynomial-time algorithm under the additional assumption that the start and target positions have some minimal distance from each other. Under similar separability assumptions, Solovey et al. [22] provide a polynomial-time algorithm that produces a set of paths that is no longer than $\text{OPT} + 4N$, where $N$ is the number of robots. However, they do not consider the makespan, but only the total path length. On the negative side, Solovey and Halperin [23] prove that the unlabeled multiple-object motion planning problem is PSPACE-hard, even when restricted to unit square objects in a polygonal environment.

The problem of finding constructive algorithmic solutions for the problem of coordinated, parallel motion planning in the absence of obstacles (with the objective of minimizing the makespan of the overall schedule) was explicitly posed as a long-standing open problem by Overmars [16] at the 2006 Dagstuhl meeting on Robot Navigation, but can be traced back much further. It is also related to open problems from the field of routing, where it is well-known that for any given family of simple paths one can find a way to route packets along the paths such that the total number of steps required is $O(C + D)$, where $C$ is the congestion and $D$ is the dilation of the given family of paths. However, algorithms in this context typically require that each node can store a constant number of packets. Scheideler [19] raises the question whether routing in $O(C + D)$ steps is still possible if only one packet can be stored at each node. We answer a variant of this question in the case of Grid Permutation Routing. By our Theorem 4, $O(D)$ steps are sufficient to route any permutation of dilation $D$ on the grid, even with a buffer size of 1.

On the other hand, on grid graphs, the problem resembles the generalization of the 15-puzzle, for which Wilson [26] and Kornhauser et al. [14] give an efficient algorithm that decides reachability of a target configuration and provide both lower and upper bounds on the number of moves required. Ratner and Warmuth [18] prove finding a shortest solution for this puzzle remains NP-hard.

During the review period of our work, Yu [28] has independently proposed a similar approach that also achieves a constant-factor approximation in the case of a rectangular grid.

## 2 Preliminaries

In the grid setting of Section 3 we consider an $n_1 \times n_2$-grid $G = (V, E)$, which is dual to an $n_1 \times n_2$-rectangle $P$ in which the considered robots are arranged. A configuration of $P$ is a mapping $C : V \to \{1, \ldots, N, \perp\}$, which is injective w.r.t. the labels $\{1, \ldots, N\}$ of the
N ≤ |P| robots to be moved, where ⊥ denotes the empty square. The inverse image of a robot’s label ℓ is C−1(ℓ). In the following, we consider a start configuration C_s and target configuration C_t; for i ∈ {1, . . . , N}, we call C_s−1(i) and C_t−1(i) the start and target position of the robot i. Given the (minimum) Manhattan distance between each robot’s start/target positions for each robot, we denote by d the maximum such distance over all robots.

A configuration C_1 : V → {1, . . . , N, ⊥} can be transformed within one single transformation step into another configuration C_2 : V → {1, . . . , N, ⊥}, denoted C_1 → C_2, if C_s−1(t) = C_t−1(t) or (C_s−1(t), C_t−1(t)) ∈ E holds for all ℓ ∈ {1, . . . , N}, i.e., if each robot does not move or moves to one of the at most four adjacent squares. Furthermore, two robots cannot exchange their squares in one transformation step, i.e., for all occupied squares v ̸= w ∈ V, we require that C_2(v) = C_t(w) implies C_2(w) ̸= C_t(v). For M ∈ N, a schedule is a sequence C_1 → · · · → C_M of transformations. The number of steps in a schedule is called its makespan. Given a start configuration C_s and a target configuration C_t, the optimal makespan is the minimum number of steps in a schedule starting with C_s and ending with C_t. Let n > 1. Note that for the 2 × 2, 1 × n- and n × 1-rectangles, there are pairs of start and target configurations where no such sequence exists. For all other rectangles, such configurations do not exist; we provide an Ω(1)-approximation of the makespan in Section 3.

For the continuous setting of Section 5, we consider N robots R := {1, . . . , N} ⊆ N. The Euclidean distance between two points p, q ∈ ₁ is |pq| := ||p − q||_2. Every robot r has a start and target position s_r, t_r ∈ ₁ with |s_i, s_j|, |t_i, t_j| ≥ 2 for all i ̸= j. In the following, d := max_{r∈R} |s_r, t_r| is the maximum distance a robot has to cover. A trajectory of a robot r is a curve m_r : [0, T_r] → ₁, where T_r ∈ ₁_+ denotes the travel time of r. This curve m_r does not have to be totally differentiable, but must be totally left- and right-differentiable. Intuitively, at any point in time, a robot has a unique past and future direction that are not necessarily identical. This allows the robot to make sharp turns, but does not allow jumps. We bound the speed of the robot by 1, i.e., for each point in time, both left and right derivative of m_r have Euclidean length at most 1. Let m_i : [0, T_i] → ₁ and m_j : [0, T_j] → ₁ be two trajectories; w.l.o.g., all travel times are equal to the maximum travel time TMAX by extending m_r with m_r(t) = m_r(T_r) for all T_r < t ≤ TMAX. The trajectories m_i and m_j are compatible if the corresponding robots do not intersect at any time, i.e., if |m_i(t)m_j(t)| ≥ 2 holds for all t ∈ [0, T_i]. A trajectory set of R is a set of compatible trajectories {m_1, . . . , m_N}, one for each robot. The (continuous) makespan of a trajectory set {m_1, . . . , m_N} is defined as max_{r∈R} T_r. A trajectory set {m_1, . . . , m_N} realizes a pair of start and target configurations S := ({s_1, . . . , s_N}, {t_1, . . . , t_N}) if m_r(0) = s_r and m_r(T_r) = t_r hold for all r ∈ R. We are searching for a trajectory set {m_1, . . . , m_N} realizing S with minimal makespan.

3 Labeled grid permutation

Let n_1 ≥ n_2 ≥ 2, n_1 ≥ 3 and let P be an n_1 × n_2-rectangle. In this section, we show that computing the optimal makespan of arbitrarily chosen start and target configurations C_s and C_t of k robots in P is strongly NP-complete. This is followed by a O(1)-approximation for the makespan.

▶ Theorem 1. The minimum makespan parallel motion planning problem on a grid is strongly NP-hard.

We prove hardness using a reduction from MONOTONE 3-SAT. Intuitively speaking, given a formula, we construct a parallel motion planning instance with a variable robot for each variable in the formula. To encode a truth assignment, each variable robot is forced to move
Coordinated Motion Planning

Figure 1 A sketch of the parallel motion planning instance resulting from the reduction.

on one of two paths. This is done by employing two groups of auxiliary robots that have to move towards their goal in a straight line in order to realize the given makespan. These auxiliary robots form moving obstacles whose position is known at any point in time.

The variable robots cross paths with checker robots, one for each literal of the formula, forcing the checker to wait for one time step if the assignment does not satisfy the literal. The checker robots then cross paths with clause robots; each clause robot has to move to its goal without delay and can only do so if at least one of the checkers did not wait. In order to ensure that the checkers meet with the clauses at the right time, further auxiliary robots force the checkers to perform a sequence of side steps in the beginning. Figure 1 gives a rough overview of the construction; full details of the proof are given in the full version of the paper [6].

In the proof of NP-completeness, we use a pair of start and target configurations in which the corresponding grids are not fully occupied. However, for our constant-factor approximation, we assume in Theorem 3 that the grid is fully occupied. This assumption is without loss of generality; our approximation algorithm works for any grid population, see Theorem 4.

Our constant-factor approximation is based on an algorithm that computes a schedule with a makespan upper-bounded by $O(n_1 + n_2)$ described by Lemma 2. Based on Lemma 2, we give a constant factor approximation of the makespan, see Theorem 3. Finally, we embed the algorithm of Theorem 3 into a more general approach to ensure simultaneously a polynomial running time w.r.t. the number $N$ of input robots and a constant approximation factor, see Theorem 4.

Lemma 2. For a pair of start and target configurations $C_s$ and $C_t$ of an $n_1 \times n_2$-rectangle, we can compute in polynomial time w.r.t. $n_1$ and $n_2$ a sequence of $O(n_1 + n_2)$ steps transforming $C_s$ into $C_t$.

The high-level idea of the algorithm of Lemma 2 is the following. We apply a sorting algorithm called ROTATESORT [15] that computes a corresponding permutation of an $n_1 \times n_2$ (orthogonal) grid within $O(n_1 + n_2)$ parallel steps. Each parallel step is made up of a set of pairwise disjoint swaps, each of which causes two neighbouring robots to exchange their positions. Because in our model direct swaps are not allowed, we simulate one parallel step by a sequence of $O(1)$ transformation steps. This still results in a sequence of $O(n_1 + n_2)$ transformation steps. A detailed description of the algorithm used in the proof of Lemma 2
is given in the full version of the paper [6]. An alternative to our Lemma 2 was recently proposed by Yu [27], who uses a routine called SplitAndGroup for achieving a makespan that is linear in the diameter of the rectangular environment.

Based on the algorithm of Lemma 2, we can give a constant-factor approximation algorithm.

**Theorem 3.** There is an algorithm with running time $O(dn_1n_2)$ that, given an arbitrary pair of start and target configurations of an $n_1 \times n_2$-rectangle with maximum distance $d$ between any start and target position, computes a schedule of makespan $O(d)$, i.e., an approximation algorithm with constant stretch.

For the algorithm of Theorem 3, Lemma 2 is repeatedly applied to rectangles of side length $O(d)$, resulting in $O(d)$ transformation steps in total. Because $d$ is a lower bound on the makespan, this yields an $O(1)$-approximation of the makespan.

At a high level, the algorithm of Theorem 3 first computes the maximal Manhattan distance $d$ between a robot’s start and target position. Then we partition $P$ into a set $T$ of pairwise disjoint rectangular tiles, where each tile $t \in T$ is an $n'_1 \times n'_2$-rectangle for $n'_1, n'_2 \leq 24d$. We then use an algorithm based on flows to compute a sequence of $O(d)$ transformation steps, ensuring that all robots are in their target tile. Once all robots are in the correct tile, we use Lemma 2 simultaneously on all tiles to move each robot to the correct position within its target tile. The details of the algorithm of Theorem 3 are given further down in this section.

The above mentioned tiling construction ensures that each square of $P$ belongs to one unambiguously defined tile and each robot has a start and target tile.

Based on the approach of Theorem 3 we give a $O(1)$-approximation algorithm for the makespan with a running time polynomial w.r.t. the number $N$ of robots to be moved.

**Theorem 4.** There is an algorithm with running time $O(N^5)$ that, given an arbitrary pair of start and target configurations of a rectangle $P$ with $N$ robots to be moved and maximum distance $d$ between any start and target position, computes a schedule of makespan $O(d)$, i.e., an approximation algorithm with constant stretch.

Intuitively speaking, the approach of Theorem 4 distinguishes two cases.

1. Both $\lfloor n_1/4 \rfloor$ and the maximum distance $d$ between the robots’ start and target positions, are lower-bounded by the number $N$ of input robots.
2. $N > \lfloor n_1/4 \rfloor$ or $N > d$.

In case (1), the grid is populated sparsely enough such that the robots’ trajectories in northern, eastern, southern, and western direction can be done sequentially by four individual transformation sequences.

In order to ensure that each robot has locally enough space, we consider a preprocessed start configuration $C_s$ in which the robots have odd coordinates. We ensure that $C_s$ can be transformed into $C_o$ within $O(d)$ steps. Analogously, we ensure that the outcome of the northern, eastern, southern, and western trajectories is a configuration $C_e$ with even coordinates, such that $C_e$ can be transformed into $C_t$ within $O(d)$ transformation steps. The choice of the divisor 4 in the criteria “$N \leq \lfloor n_1/4 \rfloor$” has the following technical reasoning: In the first case of the proof of Theorem 4, we assume w.l.o.g. that $n_1$ and $n_2$ are even. If this is not the case, we move all robots from the last line into the second-to-last line and from the last column into the second-to-last column. This may double the largest $x$-coordinate of a robot and the largest $y$-coordinate of a robot, e.g., in the case that all positions in the last line and all positions in that last column are occupied by robots. In a next step,
we transform the start configuration into a configuration \( C_0 \) in which all robots’ \( x \)- and \( y \)-coordinates are odd. This may cause another doubling of the largest \( x \)-coordinate and the largest \( y \)-coordinate which may result fourfold increase of the largest \( x \)-coordinate and a fourfold increase of the largest \( y \)-coordinate. The assumption \( N \leq \lceil \frac{2n}{4} \rceil \) ensures that both dimensions of the rectangular environment are large enough because \( n_1 \geq n_2 \).

In the second case, we apply the approach of Theorem 3 as a subroutine to a union of smallest rectangles that contain the robots’ start and target configurations.

The full detailed version of the proof of Theorem 4 can be found in the full version of the paper [6].

In the rest of Section 3, we give the proof of Theorem 3, i.e. we give an algorithm that computes a schedule with makespan linear in the maximum distance between robots’ start and target positions. The remainder of the proof of Theorem 3 is structured as follows. In Section 3.1 we give an outline of our flow algorithm that ensures that each robot reaches its target tile in \( O(d) \) transformation steps. Section 3.2 gives the full intuition of this algorithm and its subroutines. (For full details, we refer to the full version of the paper [6]).

### 3.1 Outline of the approximation algorithm of Theorem 3

We model the trajectories of robots between tiles as a flow \( f_T \), using the weighted directed graph \( G_T = (T, E_T, f_T) \), which is dual to the tiling \( T \) defined in the previous section. In \( G_T \), we have an edge \((v, w) \in E_T\) if there is at least one robot that has to move from \( v \) into \( w \). Furthermore, we define the weight \( f_T((v, w)) \) of an edge as the integer number of robots that move from \( v \) to \( w \). As \( P \) is fully occupied, \( f_T \) is a circulation, i.e., a flow with no sources or sinks, in which flow conservation has to hold at all vertices. Because the side lengths of the tiles are greater than \( d \), \( G_T \) is a grid graph with additional diagonal edges and thus has degree at most 8.

The maximum edge value of \( f_T \) is \( \Theta(d^2) \), but only \( O(d) \) robots can possibly leave a tile within a single transformation step. Therefore, we decompose the flow \( f_T \) of robots into a partition consisting of \( O(d) \) subflows, where each individual robot’s motion is modeled by exactly one subflow and each edge in the subflow has value at most \( d \). Thus we are able to realize each subflow in a single transformation step by placing the corresponding robots adjacent to the boundaries of its corresponding tiles before we realize the subflow. To facilitate the decomposition into subflows, we first preprocess \( G_T \). In total, the algorithm consists of the following subroutines, elaborated in detail in Section 3.2.

- **Step 1**: Compute \( d \), the tiling \( T \) and the corresponding flow \( G_T \).
- **Step 2**: Preprocess \( G_T \) in order to remove intersecting and bidirectional edges.
- **Step 3**: Compute a partition into \( O(d) \) \( d \)-subflows.
- **Step 4**: Realize the \( O(d) \) subflows using \( O(d) \) transformation steps.
- **Step 5**: Simultaneously apply Lemma 2 to all tiles, moving each robot to its target position.

### 3.2 Details of the approximation algorithm of Theorem 3

In this section we only give more detailed descriptions of Steps 1-4 because Step 5 is a trivial application of Lemma 2 to all tiles in parallel.

#### 3.2.1 Step 1: Compute \( d \), the tiling \( T \), and the corresponding flow \( G_T \)

The maximal distance between robots’ start and target positions can be computed in a straightforward manner.
For the tiling, we assume that the rectangle $P$ is axis aligned and that its bottom-left corner is $(0,0)$. We consider $k_v := \lfloor \frac{n_1}{12d} \rfloor$ vertical lines $\ell_{v1}, \ldots, \ell_{vk}$ with $x$-coordinate modulo $12d$ equal to 0. Analogously, we consider $k_h := \lfloor \frac{n_2}{12d} \rfloor$ horizontal lines $\ell_{h1}, \ldots, \ell_{hk}$ with $y$-coordinate modulo $12d$ to 0. Finally, we consider the tiling of $P$ that is induced by the arrangement induced by $\ell_{v1}, \ldots, \ell_{vk-1}, \ell_{h1}, \ldots, \ell_{hk-1}$ and the boundary of $P$. This implies that the side length of a tile is upper-bounded by $24d - 1$.

Finally, computing the flow $G_T$ is straightforward by considering the tiling $T$ and the robots’ start and target positions.

### 3.2.2 Step 2: Ensuring planarity and unidirectionality

After initialization, we preprocess $G_T$, removing edge intersections and bidirectional edges by transforming the start configuration $C_s$ into an intermediate start configuration $C'_s$, obtaining a planar flow without bidirectional edges. This transformation consists of two steps: (1) ensuring planarity and (2) ensuring unidirectionality.

**Step (1):** We observe that edge crossings only occur between two diagonal edges with adjacent source tiles, as illustrated in Figure 2(a)+(b). To remove a crossing, it suffices to eliminate one of the diagonal edges by exchange robots between the source tiles. To eliminate all crossings, each robot is moved at most once, because after moving, the robot does no longer participate in a diagonal edge. Thus, all necessary exchanges can be done in $O(d)$ steps by Lemma 2, covering the tiling $T$ by constantly many layers, similar to the proof of Lemma 2.

**Step (2):** We delete a bidirectional edge $(v, w), (w, v)$ by moving $\min\{f_T((v, w)), f_T((w, v))\}$ robots with target tile $w$ from $v$ to $w$ and vice versa which achieves that $\min\{f_T((v, w)), f_T((w, v))\}$ robots achieve their target tile $w$ and $\min\{f_T((v, w)), f_T((w, v))\}$ robots achieve their target tile $v$, thus eliminating the edge with lower flow value. This process is depicted in Figure 2(c)+(d). Like step (1), this can be done in $O(d)$ parallel steps by Lemma 2. As we do not add any edges, we maintain planarity during step (2). Observe that during the preprocessing, we do not destroy the grid structure of $G_T$.

Step (1) and step (2) maintain the flow property of $f_T$ without any other manipulations to the flow $f_T$, because both preprocessing steps can be represented by local circulations.
3.2.3 Step 3: Computing a flow partition

After preprocessing, we partition the flow $G_T$ into $d$-subflows.

**Definition 5.** A subflow of $G_T$ is a circulation $G'_T = (T, E', f'_T)$, such that $E' \subseteq E_T$, and $0 \leq f'_T(e) \leq f_T(e)$ for all $e \in E'$. If $f'_T(e) \leq z$ for all $e \in E'$ and some $z \in \mathbb{N}$, we call $G'_T$ a $z$-flow.

The flow partition relies on an upper bound on the maximal edge weight in $G_T$. By construction, tiles have side length at most $24d$; therefore, each tile consists of at most $576d^2$ unit squares. This yields the following upper bound; a tighter constant factor can be achieved using a more sophisticated argument.

**Observation 6.** We have $f_T(e) \leq 576d^2$ for all $e \in E_T$.

**Definition 7.** A $(z, \ell)$-partition of $G_T$ is a set of $\ell$ $z$-subflows $\{G_1 = (V_1, E_1, f_1), \ldots, G_\ell = (V_\ell, E_\ell, f_\ell)\}$ of $G_T$, such that $G_1, \ldots, G_\ell$ sum up to $G_T$.

**Lemma 8.** We can compute a $(d, \mathcal{O}(d))$-partition of $G_T$ in polynomial time.

**Proof sketch.** In a slight abuse of notation, throughout this proof, the elements in sets of cycles are not necessarily unique. A $(d, \mathcal{O}(d))$-partition can be constructed using the following steps.

1. We start by computing a $(1, h)$-partition $\mathcal{C}_\circ$ of $G_T$ consisting of $h \leq n_1n_2$ cycles. This is possible because $G_T$ is a circulation. If a cycle $C$ intersects itself, we subdivide $C$ into smaller cycles that are intersection-free. Furthermore, $h$ is clearly upper bounded by the number of robots $n_1n_2$, because every robot can contribute only 1 to the sum of all edges in $G_T$. As the cycles do not self-intersect, we can partition the cycles $\mathcal{C}_\circ$ by their orientation, obtaining the set $\mathcal{C}_\circ$ of clockwise and the set $\mathcal{C}_\circ$ of counterclockwise cycles.

2. We use $\mathcal{C}_\circ$ and $\mathcal{C}_\circ$ to compute a $(1, h')$-partition $\mathcal{C}^1, \mathcal{C}^2, \mathcal{C}^3$ with $h' \leq n_1n_2$, such that two cycles from the same subset $\mathcal{C}^1, \mathcal{C}^2, \mathcal{C}^3$, or $\mathcal{C}^3$ share a common orientation. Furthermore, we guarantee that two cycles from the same subset are either edge-disjoint or one lies nested in the other. A partition such as this can be constructed by applying a recursive peeling algorithm to $\mathcal{C}_\circ$ and $\mathcal{C}_\circ$ as depicted in Figure 3, yielding a decomposition of the flow induced by $\mathcal{C}_\circ$ into two cycle sets $\mathcal{C}_\circ$ and $\mathcal{C}_\circ$, where $\mathcal{C}_\circ$ consists of clockwise cycles and $\mathcal{C}_\circ$ consists of counterclockwise cycles, and a similar partition of $\mathcal{C}_\circ$, see the appendix for details.

3. Afterwards, we partition each set $\mathcal{C}^1, \mathcal{C}^2, \mathcal{C}^3$, and $\mathcal{C}^3$ into $\mathcal{O}(d)$ subsets, each inducing a $d$-subflow of $G_T$, see the appendix for details.

3.2.4 A subroutine of Step 4: Realizing a single subflow

In this section, we present a procedure for realizing a single $d$-subflow $G'_T$ of $G_T$.

**Definition 9.** A schedule $t := C_1 \rightarrow \cdots \rightarrow C_{k+1}$ realizes a subflow $G'_T = (T, E', f'_T)$ if, for each pair $v, w$ of tiles, the number of robots moved by $t$ from their start tile $v$ to their target tile $w$ is $f'_T((v, w))$, where we let $f'_T((v, w)) = 0$ if $(v, w) \notin E'$.

**Lemma 10.** Let $G'_T = (T, E'_T, f'_T)$ be a planar unidirectional $d$-subflow. There is a polynomial-time algorithm that computes a schedule $C_1 \rightarrow \cdots \rightarrow C_{k+1}$ realizing $G'_T$ for a constant $k \in \mathcal{O}(1)$. 

\[\texttt{Constant Motion Planning}\]
Recursive peeling of the area bounded by the cycles from $C_\rightarrow$, resulting in clockwise cycles (thick black cycles). Cycles constituting the boundary of holes are counterclockwise (thick red cycles). Note that an edge $e$ vanishes when $f_T(e)$ cycles containing that edge are removed by the peeling algorithm described above.

**Figure 3**

---

Preprocessing of diagonal edges.

Configuration and flow after preprocessing.

A crossing-free matching of incoming and outgoing robots and the connecting paths inside the corresponding tile, for $d = 3$.

**Figure 4** Procedure for computing transformation steps that realize a $d$-subflow. Figures (a) and (b) illustrate how we preprocess $G'_T$ such that $E'_T$ consists of horizontal and vertical edges only. Figure (c) illustrates the main approach. White disks illustrate start positions and black disks illustrate target positions.

**Proof sketch.** We give a high-level description of the proof and refer to the full version of the paper [6] for details.

Our algorithm uses $k = \mathcal{O}(d)$ preprocessing steps $C_1 \rightarrow \cdots \rightarrow C_k$, as depicted in Figure 4(a)+(b), and one final realization step $C_k \rightarrow C_{k+1}$, shown in Figure 4(c), pushing the robots from their start tiles into their target tiles. The preprocessing eliminates diagonal edges and places the moving robots next to the border of their target tiles. For the final realization step we compute a pairwise disjoint matching between incoming and outgoing robots, such that each pair is connected by a tunnel inside the corresponding tile in which these tunnels do not intersect, see Figure 4(a). The final realization step is given via the robots’ motion induced by pushing each robot into the interior of the tile and by pushing this one-step motion through the corresponding tunnel into the direction of the corresponding outgoing robot.
3.2.5 Step 4: Realizing all subflows

Next we extend the idea of Lemma 10 to \( \ell \leq d \) subflows instead of one and demonstrate how this can be leveraged to move all robots to their target tile using \( O(d) \) transformation steps.

\[\text{Figure 5} \quad \text{Stacking robots in lines induced by flows of the edges of the subflows to be realized.}\]

\[\text{Lemma 11.} \quad \text{Let} \quad S := \langle G_1 = (V_1, E_1, f_1), \ldots, G_\ell = (V_\ell, E_\ell, f_\ell) \rangle \quad \text{be a sequence of} \quad \ell \leq d \quad \text{unidirectional planar} \quad d\text{-subflows of} \quad G_T. \quad \text{There is a polynomial-time algorithm computing} \quad O(d) + \ell \quad \text{transformation steps} \quad C_1 \rightarrow \cdots \rightarrow C_{k+\ell} \quad \text{realizing} \quad S.\]

\[\text{Proof sketch.} \quad \text{We give a high level description of the proof and refer for details to the full version of the paper [6].} \]

\[\text{Let} \quad t \quad \text{be an arbitrary tile.} \quad \text{Similar to the approach of Lemma 10, we first apply a preprocessing step guaranteeing that the robots to be moved into or out of} \quad t \quad \text{are in the right position close to the boundary of} \quad t, \quad \text{see Figure 5.} \quad \text{Thereafter we move the robots into their target tiles, using} \quad \ell \quad \text{applications of the algorithm from Lemma 10 without the preprocessing phase.} \quad \text{In particular, we realize a sequence of} \quad \ell \quad d\text{-subflows by applying} \quad \ell \quad \text{times the single realization step of Lemma 10.} \]

\[\text{Lemma 12.} \quad \text{There is a polynomial-time algorithm computing} \quad O(d) \quad \text{transformation steps} \quad \text{moving all robots into their target tiles.} \]

\[\text{Proof.} \quad \text{By Lemma 8, we can compute a} \quad (d, cd)\text{-partition of} \quad G_T \quad \text{for} \quad c \in O(1). \quad \text{We group the corresponding} \quad d\text{-subflows into} \quad \frac{d}{c} = c \quad \text{sequences, each consisting of at most} \quad d \quad d\text{-subflows.} \quad \text{We realize each sequence by applying Lemma 11, using} \quad O(d) \quad \text{transformation steps for each sequence.} \quad \text{This leads to} \quad O(cd) = O(d) \quad \text{steps for realizing all sequences of} \quad d\text{-subflows.} \]

For the proof of Theorem 3, we still need to analyze the time complexity of our approach, for which we refer to the full version of the paper [6].

4 Variants on labeling

A different version is the unlabeled variant, in which all robots are the same. A generalization of both this and the labeled version arises when robots belong to one of \( k \) color classes, with robots from the same color class being identical.

We formalize this problem variant by using a coloring \( c : \{1, \ldots, n_1n_2\} \rightarrow \{1, \ldots, k\} \) for grouping the robots. By populating unoccupied cells with robots carrying color \( k + 1 \), we may assume that each unit square in the environment \( P \) is occupied. The robots draw an image \( I = (I^1, \ldots, I^k) \), where \( I^i \) is the set of cells occupied by a robot with color \( i \). We say that two images \( I_s \) and \( I_t \) are compatible if in \( I_s \) and \( I_t \) the number of cells colored with color \( i \) are equal for each color \( i = 1, \ldots, k \). By moving the robots, we want to transform a start image \( I_s \) into a compatible target image \( I_t \), minimizing the makespan.

\[\text{Theorem 13.} \quad \text{There is an algorithm with running time} \quad O(k(N)^{1.5} \log(N) + N^3) \quad \text{for computing, given start and target images} \quad I_s, I_t \quad \text{with maximum distance} \quad d \quad \text{between start and target positions, an} \quad O(1)\text{-approximation of the optimal makespan} \quad M \quad \text{and a corresponding schedule.} \]
The basic idea is to transform the given unlabeled problem setting into a labeled problem setting by solving a geometric bottleneck matching problem, see the full version of the paper [6] for details.

## 5 Continuous motion

The continuous case considers \( N \) unit disks that have to move into a target configuration; the velocity of each robot is bounded by 1, and we want to minimize the makespan. For arrangements of disks that are not well separated, we show that constant stretch is impossible.

\[ \text{Theorem 14. There is an instance with optimal makespan } M \in \Omega(N^{1/4}). \]

The basic proof idea is as follows. Let \( \{m_1, \ldots, m_N\} \) be an arbitrary trajectory set with makespan \( M \). We show that there must be a point in time \( t \in [0, M] \) where the area of \( \text{Conv}(m_1(t), \ldots, m_N(t)) \) is lower-bounded by \( cN + \Omega(N^{3/4}) \), where \( cN \) is the area of \( \text{Conv}(m_1(0), \ldots, m_N(0)) \) of \( m_1(0), \ldots, m_N(0) \). Assume \( M \in o(N^{1/4}) \) and consider the area of \( \text{Conv}(m_1(t'), \ldots, m_N(t')) \) at some point \( t' \in [0, M] \). This area is at most \( cN + O(\sqrt{N}) \cdot o(N^{1/4}) \) which is a contradiction. Proof details are given in the full version of the paper [6].

Conversely, we give a non-trivial upper bound on the stretch, as follows.

\[ \text{Theorem 15. There is an algorithm that computes a trajectory set with continuous makespan of } O(d + \sqrt{N}). \text{ If } d \in \Omega(1), \text{ this implies a } O(\sqrt{N})\text{-approximation algorithm.} \]

The approach of Theorem 15 applies an underlying grid with mesh size \( 2\sqrt{2} \). Our algorithm (1) moves the robots to vertices of the grid, (2) applies our \( O(1) \)-approximation for the discrete case, and (3) moves the robots from the vertices of the grid to their targets. For a detailed description of the Algorithm of Theorem 15 see the full version of the paper [6].

## 6 Conclusion

We have presented progress on a number of algorithmic problems of parallel motion planning, also shedding light on a wide range of interesting open problems described in the following.

The first set of problems consider complexity. The labeled problem of Section 3 is known to be NP-complete for planar graphs. It is natural to conjecture that the geometric version is also hard. It seems tougher to characterize the family of optimal trajectories: As shown above, their nature is unclear, so membership in NP is doubtful.

A second set of questions considers the relationship between stretch factor and disk separability in the continuous setting. We believe that the upper bound of \( O(\sqrt{N}) \) on the worst-case stretch factor for dense arrangements is tight. What is the critical separability of disks for which constant stretch can be achieved? How does the stretch factor increase as a function of \( N \) below this threshold? For sparse arrangements of disks, simple greedy, straight-line trajectories between the origins and destinations of disks encounter only isolated conflicts, resulting in small stretch factors close to 1, i.e., \( 1 + o(1) \). What is the relationship between (local) density and the achievable stretch factor along the whole density spectrum?

Finally, practical motion planning requires a better handle on characterizing and computing optimal solutions for specific instances, along with lower bounds, possibly based on numerical methods and tools. Moreover, there is a wide range of additional objectives and requirements, such as accounting for acceleration or deceleration of disks, turn cost, or multi-stop tour planning. All these are left for future work.
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1 Introduction

Rounding 3D polygonal structures is a fundamental problem in computational geometry. Indeed, many implementations dealing with 3D polygonal objects, in academia and industry, require as input pairwise-disjoint polygons whose vertices have coordinates given with fixed-precision representations (usually with 32 or 64 bits). On the other hand, many algorithms and implementations dealing with 3D polygonal objects in computational geometry output polygons whose vertices have coordinates that have arbitrary-precision representations. For instance, when computing boolean operations on polyhedra, some new vertices are defined as the intersection of three faces and their exact coordinates are rational numbers whose numerators and denominators are defined with roughly three times the number of bits used for representing each input coordinate. When applying a rotation to a polyhedron, the new vertices have coordinates that involve trigonometric functions. When sampling algebraic surfaces, the vertices are obtained as solutions of algebraic systems and they may require arbitrary-precision representations since the distance between two solutions may be arbitrarily small (depending on the degree of the surface).
This discrepancy between the precision of the input and output of many geometric algorithms is an issue, especially in industry, because it often prevents the output of one algorithm from being directly used as the input to a subsequent algorithm.

In this context, there exists no solution for rounding the coordinates of 3D polygons with the constraint that their rounded images do not properly intersect and that every input polygon and its rounded image remain close to each other (in Hausdorff distance). In practice, coordinates are often rounded without guarding against changes in topology and there is no guarantee that the rounded faces do not properly intersect one another.

The same problem in 2D for segments, referred to as snap rounding, has been widely studied and admits practical and efficient solutions [1,5–11,14]. Given a set of possibly intersecting segments in 2D, the problem is to subdivide their arrangement and round the vertices so that no two disjoint segments map to segments that properly intersect. For clarity, all schemes consider that vertices are rounded on the integer grid. It is well known that rounding the endpoints of the edges of the arrangement to their closest integer point is not a good solution because it may map disjoint segments to properly intersecting segments.. Snap rounding schemes propose to further split the edges when they share a pixel (a unit square centered on the integer grid). In such schemes, disjoint edges may collapse but this is inevitable if the rounding precision is fixed and if we bound the Hausdorff distance between the edges and their rounded images. Furthermore, it is NP-hard to determine whether it is possible to round simple polygons with fixed precision and bounded Hausdorff distance, and without changing the topological structure [12].

In dimension three, results are extremely scarce, despite the significance of the problem. Goodrich et al. [5] proposed a scheme for rounding segments in 3D, and Milenkovic [13] sketched a scheme for polyhedral subdivisions but, as pointed out by Fortune [4], both schemes have the property that rounded edges can cross. Fortune [3] suggested a high-level rounding scheme for polyhedra but in a specific setting that does not generalize to polyhedral subdivisions [4]. Finally, Fortune [4] proposed a rounding algorithm that maps a set $\mathcal{P}$ of $n$ disjoint triangles in $\mathbb{R}^3$ to a set $\mathcal{Q}$ of triangles with $O(n^4)$ vertices on a discrete grid such that (i) every triangle of $\mathcal{P}$ is mapped to a set of triangles in $\mathcal{Q}$ at $L_\infty$ Hausdorff distance at most $\frac{3}{2}$ from the original face and (ii) the mapping preserves or collapses the vertical ordering of the faces. Unfortunately, this rounding scheme is very intricate and, moreover, it uses a grid precision that depends on the number $n$ of triangles: the vertices coordinates are rounded to integer multiples of about $\frac{1}{n}$.

The difficulty of snap rounding faces in 3D is described by Fortune [4]: First, it is reasonable to round every vertex to the center of the voxel containing it (a voxel is a unit cube centered on the integer grid). But, by doing so, a vertex may traverse a face and to avoid that, it might be necessary to add beforehand a vertex on the face, which requires triangulating it. Newly formed edges may cross older edges when snapping; to avoid this, new vertices are added to these edges, in turn requiring further triangulating of faces. It is not known whether such schemes terminate.

To better understand the difficulty of the problem, consider the following simple but flawed algorithm. First project all the input faces onto the horizontal plane, subdivide the projected edges as in 2D snap rounding, triangulate the resulting arrangement, lift this triangulation vertically on all faces, and then round all vertices to the centers of their voxels. For an input of size $n$, this yields an output of size $\Theta(n^4)$ in the worst case and an $L_\infty$ Hausdorff distance of at most $\frac{1}{2}$ between the input faces and their rounded images. Unfortunately, this algorithm does not work in the sense that edges may cross: indeed, consider two almost vertical close triangles whose projections on the horizontal plane are
disjoint triangles that are rounded in 2D to the same segment; such triangles in 3D may be rounded into properly overlapping triangles. Fortune [4] solved this problem by using a finer grid to round the vertices and to avoid vertical rounding of the faces.

**Contributions.** We present in this paper the first algorithm for rounding a set of interior-disjoint polygons into a simplicial complex whose vertices have integer coordinates and such that the geometry does not change too much: namely, (i) the Hausdorff distance between every input face and its rounded image is bounded by a constant ($\frac{3}{2}$ for the $L_\infty$ metric) and (ii) the relative positions of the faces are preserved in the sense that there is a continuous motion that deforms all input faces into their rounded images such that if two points collapse at some time, they remain identical up to the end of the motion (see Thm. 1). This ensures, in particular, that if a line stabs two input faces far enough from their boundaries, the line will stab their rounded images in the same order or in the same point.

The worst-case complexity of our algorithm is polynomial but unsatisfying as our upper bound on the output simplicial complex is $O(n^{15})$ for an input of size $n$ (see Prop. 7). However, this upper bound decreases to $O(n^5)$ under the assumption that, roughly speaking, the input is a nice discretization of a constant number of surfaces that satisfy some reasonable hypothesis on their curvature (see Prop. 13 for details). The corresponding time complexity reduces from $O(n^{19})$ to $O(n^6\sqrt{n})$. It is also very likely that these bounds are not tight and, in practice on realistic non-pathological data, we anticipate time and space complexities of $O(n\sqrt{n})$ (see Remark 14).

**Notation.** The coordinates in Euclidean space $\mathbb{R}^3$ are referred to as $x$, $y$, and $z$ and $\vec{i}, \vec{j}, \vec{k}$ is the canonical basis. We use several planes parallel to the axes to project or intersect some faces: the $xy$-plane is called the floor, the $xz$-plane is called the back wall and a plane parallel to the $yz$-plane is called a side wall. Projections on the floor and on the back wall are always considered orthogonal to the plane of projection. Two polygons, edges, or vertices are said to properly intersect if their intersection is non-empty and not a common face of both.

**General position assumption.** For the sake of simplicity, we assume, without loss of generality, some general position on our input set of polygons $\mathcal{P}$. Precisely, we assume:

1. No faces are parallel to the axes of coordinates and no vertices project along the $y$-axis onto such a line.
2. No supporting plane of a face translated by vector $\vec{j}$ or $-\vec{j}$ contains a vertex.
3. For any point $A$ on a face and with half-integer $x$ and $y$-coordinates, $A \pm \vec{j}$ does not belong to another face. More generally, no line $\mathcal{I}$ crosses any vertical line defined by half-integer $x$ and $y$-coordinates.

This general position assumption is done with no loss of generality because it can be achieved by a sequence of four symbolic perturbations of decreasing importance: (i) the input faces are translated in the $x$-direction by $\epsilon_1$, (ii) translated in the $y$-direction by $\epsilon_2$, (iii) the vector $\vec{j}$ is scaled by a factor $(1 + \epsilon_3)$, and (iv) the faces are rotated by an angle $\epsilon_4$ around a line that is not parallel to the coordinate axes. As shown below, enforcing $\epsilon_1 \gg \epsilon_2 \gg \epsilon_3 \gg \epsilon_4$ yields that our perturbation scheme removes all degeneracies.

Consider an intersection $\mathcal{I}$ as defined above; $\mathcal{I}$ can be a line or a plane. If $\mathcal{I}$ is a line $L$ that induces a degeneracy of type $(\delta)$, this degeneracy is avoided by a translation (i)
in the $x$-direction if $L$ is not parallel to the $xz$-plane, and by a translation (ii) in the $y$-direction, otherwise. Then, perturbations (iii) and (iv) of smaller scales do not reintroduce this degeneracy [2]. If the intersection $\mathcal{I}$ is a plane, this remains the case after perturbations (i) and (ii), but the intersection becomes empty after a small enough perturbation (iii) and it remains empty after perturbation (iv). Hence, degeneracies of type (δ) are avoided by our scheme of perturbations.

Degeneracies of type ($\beta$) and ($\gamma$) are not affected by perturbations (i) and (ii), but they are avoided by the scaling of type (iii). Indeed, if $\mathcal{I}$ is a line then, viewed in projection on the back wall, the scaling of type (iii) translates the line. Finally, degeneracies of type ($\alpha$) are not affected by perturbations (i-iii), but they are avoided by a rotation of type (iv).

\section{Algorithm}

We first describe the main algorithm in Section 2.1 and then two algorithmic refinements in Section 2.2 that we present separately for clarity. Our algorithm has the following property.

\begin{theorem}
Given a set $\mathcal{P}$ of polygonal faces in 3D in general position and that do not properly intersect, the algorithm outputs a simplicial complex $\mathcal{Q}$ whose vertices have integer coordinates and a mapping $\sigma$ that maps every face $F$ of $\mathcal{P}$ onto a set of faces (or edges or vertices) of $\mathcal{Q}$ such that there exists a continuous motion that moves every face $F$ into $\sigma(F)$ such that (i) the $L_\infty$ Hausdorff distance between $F$ and its image during the motion never exceeds $\frac{3}{2}$ and (ii) if two points on two faces become equal during the motion, they remain equal through the rest of the motion.
\end{theorem}

\subsection{Main algorithm}

The algorithm is organized in 4 steps. In every step of the algorithm, faces are subdivided and/or modified. We denote by $\mathcal{P}_i$ the set of faces at the end of Step $i$ and by $\sigma_i$ the mapping from the faces of $\mathcal{P}_{i-1}$ to those of $\mathcal{P}_i$ (with $\mathcal{P}_0 = \mathcal{P}$ and $\mathcal{P}_1 = \mathcal{Q}$). These mappings are trivial and not explicitly described, except in Step 1. Let $\sigma = \sigma_4 \circ \cdots \circ \sigma_1$ be the global mapping from the faces of $\mathcal{P}$ to those of the output simplicial complex $\mathcal{Q}$.

1. \textit{Collapse the faces that are close to one another.} Order all the input faces arbitrarily from $F_1$ to $F_n$. During the process, we modify iteratively the faces. For clarity, we denote by $F_i$ the faces that are iteratively modified, which we initially set to $F_i = F_i$ for all $i$.

   Roughly speaking, for $i$ from 1 to $n-1$, we project along $y$ the points of $F_{i+1}, \ldots, F_n$.
Connecting faces are trapezoids that intersect any side wall in segments of length at most 1. Furthermore, we create, if needed, side walls that connect the boundary of the projected points to their pre-image. Refer to Figure 1.

a. For $i$ from 1 to $n$ and for $j$ from $i + 1$ to $n$, do

1. Let $R_{ji}$ be the polygonal region that consists of the points $p_j \in F_j$ whose projection onto $F_i$ along the $y$-direction lies within distance less than 1 from $p_j$, i.e., $R_{ji} = \{p_j \in F_j \mid \exists \alpha \in (-1, 1), \exists p_i \in F_i, p_j = p_i + \alpha j\}$.

2. Modify $F_j$ by removing $R_{ji}$ from it.

Let $\tilde{F}_1, \ldots, \tilde{F}_n$ be the resulting faces at the end of the two nested loops and let $R'_{ji}$ be the projection of $R_{ji}$ on $F_i$ along the $y$-direction.

b. For $j$ from 1 to $n$, consider on $\tilde{F}_j$ the set of $R_{ji}$ ($i < j$) and consider their edges, in turn. We define new faces that connect some edges of $R_{ji}$ and $R'_{ji}$, which we refer to as connecting faces (see e.g., faces $X_{ji}$ in Figure 1). If edge $e$ is a common edge of $R_{ji}$ and $\tilde{F}_j$, we define a new face as the convex hull of $e$ and its projection on $F_i$ along $y$. If $e$ is a common edge of $R_{ji}$ and $R'_{ji'}$ and if $e$ projects (along $y$) on $\tilde{F}_j$ and on $\tilde{F}_{j'}$ into two distinct segments $e_i$ and $e_{j'}$, respectively, we define a new face as the convex hull of $e_i$ and $e_{j'}$; however, if $e$ belongs to that face, we split it in two at $e$.

c. For $i$ from 1 to $n$, subdivide $\tilde{F}_i$ by the arrangement of edges of the $R'_{ji}$, $j = i + 1, \ldots, n$.

To summarize, we have removed from every input face $\tilde{F}_j$ the regions $R_{ji}$, $i = 1, \ldots, j - 1$, we subdivided the resulting faces $\tilde{F}_i$ by the edges of all $R'_{ji}$, $j = i + 1, \ldots, n$, and we created new connecting faces.

Finally, we define $\sigma_1$ to map every input face $\tilde{F}_j$ to the union of the resulting face $\tilde{F}_j$, all the regions $R'_{ji}$, $i < j$ (subdivided as in $\tilde{F}_i$), and all the connecting faces that are defined by $R_{ji}$, $i < j$.

2. **Partition the space into slabs.** Project all the faces of $\mathcal{P}_1$ on the floor, compute their arrangement, lift all the resulting edges onto all faces of $\mathcal{P}_1$, and subdivide the faces accordingly; let $\mathcal{P}'_1$ be the resulting subdivision. Then, project all edges of $\mathcal{P}'_1$ on the back wall and compute their arrangement (but do not lift the resulting edges back on $\mathcal{P}'_1$).

The closed region bounded by the two side walls $x = c \pm \frac{1}{2}$, $c \in \mathbb{Z}$, is called a *thin slab* $S_c$, if it contains (at least) a vertex of any of these two arrangements. A *thick slab* is a closed region bounded by two consecutive thin slabs.

We subdivide all faces of $\mathcal{P}'_1$ by intersecting them with the side-wall boundaries of all slabs, resulting in $\mathcal{P}_2$.

Note that if two thin slabs share a side-wall plane, this plane is a thick slab between these two thin slabs. However, we treat such thick slabs as if they had infinitesimal width; their two side-wall boundaries are considered combinatorially distinct although they coincide geometrically. Thus, for instance, an edge of $\mathcal{P}'_1$ intersects such a thick slab boundary in two combinatorially distinct points that geometrically coincide.

3. **Triangulate the faces.** We triangulate all the faces of $\mathcal{P}_2$ in every slab in turn. We first consider thin slabs and then thick slabs. This order matters because, when triangulating

---

1 $R_{ji}$ is polygonal since its boundary consists of (i) segments of the boundary of $F_j$, (ii) segments of the boundary of $F_i$ projected onto $F_j$ along the $y$-direction, and (iii) segments of the intersection of $F_j$ and the translated copies of $F_i$ by vectors $\pm j$.

2 Connecting faces are trapezoids that intersect any side wall in segments of length at most 1 that are parallel to the $y$-axis. However, connecting faces may overlap and that a connecting face may not contain the edge of $R_{ji}$ that defines it (see the full version for details).
faces in thin slabs, we split some edges at some new vertices; when such edges and new vertices lie in the side-wall boundaries of the thin slabs, they also belong to the adjacent thick slabs and these new vertices are to be considered in these thick slabs.

a. Thin slabs. Project along the $x$-axis all the faces in a thin slab $S_c$, on the side wall $x = c$ that bisects the slab, and compute the arrangement of the projected edges. In that side wall, denote as hot all the pixels that contain a vertex of that arrangement and split every edge that intersects a hot pixel at its intersection with the pixel boundary.\(^3\) Triangulate the resulting arrangement\(^4\) and lift it back (still along the $x$-axis) onto all the faces in the slab and subdivide them accordingly. The subdivision vertices that lie on the side-wall boundaries of $S_c$ are referred to as dummy vertices to distinguish them from other vertices. In a thick slab of zero width, the dummy vertices typically differ on the two combinatorially-distinct though geometrically-equal side-wall boundaries.

b. Thick slabs. Refer to Figure 2. Not considering the dummy vertices of Step 3a, all faces are trapezoids (possibly degenerated to triangles) such that the parallel edges lie on the two side-wall boundaries of the thick slab; any two trapezoids are either identical, disjoint, or share exactly one edge or vertex, and the same holds for their projections on the floor. The dummy vertices lie on the trapezoid edges that lie on the side-wall boundaries of the thick slab.

Not considering the dummy vertices, all trapezoids that project on the floor onto one and the same trapezoid are triangulated such that all the diagonals project on the floor onto one and the same diagonal. Trapezoids can have dummy vertices only on the edges on the side walls; thus, after splitting a trapezoid in two triangles, each triangle can have dummy vertices on at most one of its edges. For every such triangle, we further triangulate it by adding an edge connecting every dummy vertex to the opposite vertex of the triangle.

4. Snap all vertices to the centers of their voxels. Vertices that are on the boundary of a thin slab $S_c$ are snapped onto the side wall $x = c$ that bisects the slab; this is well defined even when two thin slabs share a side-wall boundary because we have considered (in Step 2) two combinatorial instances of such side walls, one associated to each of the thin

---

\(^3\) As in [7], these vertices are associated with the hot pixel so that the center of the pixel they will be snapped to is well defined. This ensures that no intersection is created during the snapping motion, but simply adding one vertex on the edges and strictly inside every hot pixel yields the same result.

\(^4\) Before triangulating, add the hot pixel boundaries to the arrangement so that the triangulating edges do not cross hot pixels. Although triangulating the faces at this stage is useful for the proof of correctness of the algorithm, it improves the complexity without changing the output to triangulate these faces at the end of the algorithm instead; see Section 2.2.
slabs. Vertices that lie on the common boundary of two voxels inside a thin slab $S_c$ are associated to voxels according to the vertex-pixel associations when snap rounding in 2D the projections of the edges in $S_c$ onto its bisecting side wall $x = c$.

2.2 Algorithm refinements

Subdivision of the faces in thin slabs (Step 3a). When snapping all vertices to their voxel centers in Step 4, any planar polygon in a thin slab $S_c$ is transformed into a planar polygon in the side-wall $x = c$. Depending on how the vertices move toward their voxel centers, the polygon may not remain planar during the motion, but it is planar at the end of the motion. Hence, the output will be unchanged if, in Step 3a, we avoid triangulating the faces, that is, we avoid triangulating the arrangement in the side wall $x = c$ and only lift the new vertices of the arrangement onto the edges in $S_c$. Still, after snapping the vertices in Step 4, the resulting polygons in the side wall $x = c$ should be triangulated so that the algorithm returns a simplicial complex.

Subdivision of the connecting faces (Steps 2, 3a and 3b). In Step 2, the connecting faces are subdivided by the side-wall boundaries of all slabs. The resulting faces are trapezoids (possibly degenerate to triangles) with two edges of length at most 1 that are parallel to the $y$-axis. Such trapezoids remain planar when their vertices are moved to their voxel centers in Step 4. Hence, triangulating these trapezoids does not modify the motion of any of its points. Furthermore, subdividing their edges that are parallel to the $y$-axis does not change the trapezoid motions either.

It follows that, in Step 2, we do not need to subdivide the connecting faces by the vertical projections of the edges of $P_1$, in Step 3a, we do not need to lift any dummy vertices on the connecting-face edges that are parallel to the $y$-axis and in Step 3b, we do not need to triangulate the connecting faces. Still, we should triangulate the connecting faces at the end of the algorithm in order to obtain a simplicial complex which could trivially be done.

3 Proof of correctness

We prove here Theorem 1. We focus on Step 1 of the algorithm in Section 3.1, on Step 4 in Section 3.2, and we wrap up in Section 3.3.

3.1 Step 1

We first prove the main properties of Step 1 and then a technical lemma, which will be used in Lemma 6.

 Lemma 2. Every point of the faces of $P$ can be continuously moved so that every face $F$ of $P$ is continuously deformed into $\sigma_1(F)$ such that (i) the $L_\infty$ Hausdorff distance between $F$ and its image during the motion never exceeds 1 and (ii) if two points on two faces become equal during the motion, they remain equal through the rest of the motion.

Sketch of proof. The complete proof is omitted for lack of space. The motion is decomposed into $n$ successive phases, considering the projection on each $F_i$ in turn. For a particular $F_i$, the naive way of moving $R_{ji}$ to $\sigma_1(R_{ji})$ is to move $R_{ji}$ to $R'_{ji}$, by moving each point of $R_{ji}$ along the $y$-direction and at constant speed, and to transform edge $e_\zeta$ into face $X_\zeta$ for every edge $e_\zeta$ of the boundary of $R_{ji}$ that defines a connecting face $X_\zeta$. However, this does not define a function since segments are mapped to faces. The definition of a continuous
motion requires a bit of technicality but the straightforward underlying idea is to subdivide $R_{ji}$ by considering, for each edge $e_{ji}$, a tiny quadrilateral inside $R_{ji}$ and bounded by $e_{ji}$. We then transform continuously each tiny quadrilateral bounded by $e_{ji}$ into the connecting face $X_{ji}$ and move the complement of these quadrilaterals, which is a slightly shrunk version of $R_{ji}$, into $R'_{ji}$. This can be done so that when two distinct points become equal during the motion, they remain equal through the rest of the motion. The Hausdorff distance property is straightforward.

Lemma 3. If a line $L$ parallel to the $y$-axis intersects the relative interior of a face of $P_1$ in a single point $p$ then the distance along $L$ from $p$ to any other face of $P_1$ is at least 1.

Proof. If a line $L$ parallel to the $y$-axis intersects the relative interior of a face $F$ of $P_1$ in a single point $p$, this face is not a connecting face. Assume for a contradiction that $L$ intersects another face $F'$ of $P_1$ at some point $p'$ that is at distance less than 1 from $p$.

Consider first the case where $F'$ is not a connecting face. Since non-connecting faces are not parallel to the $y$-axis, there exists a line $L'$ parallel to the $y$-axis (and close to $L$) that intersects the relative interiors of both $F$ and $F'$ in two points at distance less than 1. However, this is impossible after Step 1.

Consider now the case where $F'$ is a connecting face. It follows from Step 1b of the algorithm that any point $p' \in F'$ lies on a segment (not necessarily entirely in $F'$) of length at most 2, parallel to the $y$-axis and with its endpoints on two non-connecting faces of $P_1$. Consider the shortest such segment. Unless this segment has length 2 and $p$ is its midpoint, $p$ is at distance less than 1 from one of the segment endpoints; considering instead of $F'$ the non-connecting face supporting this endpoint yields a contradiction as shown above. By definition, if the segment has length 2, its midpoint $p$ must lie on a common edge $e$ of some $R_{ji}$ and $R_{ji'}$ such that $p$ projects on $\tilde{F}_i$ and on $\tilde{F}_{i'}$ into two points at distance 1 from $p$ in the directions $\vec{j}$ and $-\vec{j}$, respectively. During Step 1, $R_{ji}$ and $R_{ji'}$ are removed from the input face $\bar{F}_j$, thus the resulting face $\tilde{F}_j$ does not contain $p$ in its interior (and not at all if $p$ is in the interior of edge $e$). If the input face that contains $F'$ is distinct from $\tilde{F}_j$, then the fact that $p$ belongs to $R_{ji} \cap R_{ji'} \subset \tilde{F}_j$ and to the interior of $F'$ contradicts the hypothesis that the input faces do not properly intersect. Otherwise, $F' \subseteq \tilde{F}_j$ and thus $F' \subseteq \tilde{F}_j$, which contradicts the fact that $p$ belongs to the interior of $F'$ but not to the interior of $\tilde{F}_j$, and concludes the proof.

3.2 Step 4

In the following, we consider in the snapping phase of Step 4 a continuous motion of the vertices such that every vertex moves on a straight line toward the center of its voxel at a speed that is constant for each vertex and so that all vertices start and end their motions simultaneously. The motion of the other points in a face move accordingly to their barycentric coordinates in the face. Note that, in every voxel that contains a vertex, the motion is a homothetic transformation whose factor goes from one to zero. During that motion, we consider that thin and thick slabs respectively shrink and expand accordingly.

We recall the standard snap-rounding result for segments in two dimensions. A pixel is called hot if it contains a vertex of the arrangement of segments.
Theorem 4 ([7, Thm. 1]). Consider a set of segments in 2D split in fragments at the hot pixel boundaries and a deformation that (i) contracts homothetically all hot pixels at the same speed\(^5\) and (ii) moves the fragments outside the hot pixels according to the motions of their endpoints. During the deformation, no fragment endpoint ever crosses over another fragment.

Lemma 5. When moving all vertices to the center of their voxels in Step 4, no two faces, edges, or vertices of \(P_3\) properly intersect in thin slabs.

Proof. Consider all the faces of \(P_3\) in a thin slab \(S_c\) and the arrangement of their projections (along the \(x\)-axis) onto the side wall \(x = c\). In that side wall, a pixel that contains a vertex of the arrangement is hot and every edge (in that side wall) that intersects a hot pixel is split at the pixel boundary (Step 3a). By Theorem 4, when moving in that side-wall all the projected vertices to the centers of their pixels, the topology of the arrangement does not change except possibly at the end of the motion, where edges and vertices may become identical.

It follows that the property that every face of \(P_3\) in \(S_c\) projects onto a single face of the arrangement in the side wall \(x = c\), which holds by construction at the beginning of the motion (Step 3a), holds during the whole motion of the vertices in 3D and of their projections in the side wall \(x = c\).

Furthermore, the motion preserves the ordering of the \(x\)-coordinates of the vertices in \(S_c\), until the end when they all become equal to \(c\). Together with the previous property, this implies that, in a thin slab, during the snapping motion, (i) no vertices and edges intersect the relative interior of a face and (ii) if two edges intersect in their relative interior, it is at the end of the motion and they become identical. Furthermore, (iii) no vertices intersect the relative interior of an edge because, in Step 3a, we have split every edge that intersects a hot pixel in projection in the side wall \(x = c\). This concludes the proof.

Lemma 6. When moving all vertices to the center of their voxels in Step 4, no two faces, edges, or vertices of \(P_3\) properly intersect in thick slabs.

Proof. By construction (Step 2), all the vertices in a thick slab are on its side-wall boundaries and, in these side walls, no two edges or vertices properly intersect during the motion, by Lemma 5. Thus, we only have to consider edges that connect the two side-wall boundaries of a thick slab and show that such edges do not properly intersect during the snapping motion. Note that input faces are not vertical (i.e., not parallel to the \(z\)-axis) by assumption and connecting faces are not vertical in thick slabs since they are parallel to the \(y\)-axis and they intersect both side-wall boundaries of the thick slab.

Initially, these edges project on the floor onto edges that do not properly intersect pairwise (by definition of the slabs in Step 2). Thus, by Theorem 4, the projections on the floor of two edges either (i) coincide throughout the whole motion, or (ii) they do not properly intersect and do not coincide throughout the whole motion except possibly at the end when they may coincide. In the first case, throughout the whole motion, the edges belong to the same moving vertical plane and they do not properly intersect since they do not initially; indeed, since faces are not vertical, edges may intersect in a vertical plane only if they are boundary edges of trapezoids of \(P_2\), and such edges do not properly intersect on the back wall by definition of thick slabs. Hence, only in the latter case (ii), two edges may properly intersect.

---

\(^5\) The proof in [7] considers separately motions in \(x\) and in \(y\) but the same argument applies for simultaneous homothetic contractions in \(x\) and \(y\).
intersect during the motion; furthermore, the first time this may happen is at the end of the motion and then, the two edges belong to the same vertical plane.

Similarly, applying Theorem 4 to the back-wall projection of the boundary edges of the trapezoids (but not of their triangulating edges), we get that if two boundary edges of trapezoids properly intersect in 3D during the motion, it is at the end and they must coincide in the back-wall projection. Since two edges that coincide in two projections are equal, we get that boundary edges of trapezoids cannot properly intersect throughout the motion. It remains to prove that there is no proper intersections that involve the edges triangulating the trapezoids.

Consider for a contradiction two edges $e$ and $e'$ that properly intersect in a vertical plane $V$ at time $t_1$, the end of the motion. Since boundary edges of the trapezoids do not properly intersect, one of the two edges, say $e$, is a triangulation edge. Consider the trapezoid that initially contains $e$ and its image $F$, at time $t_1$, which is a set of triangles. We prove that (at time $t_1$) **edge $e'$ properly intersects at least one of the two boundary edges of $F$.**

Assume for a contradiction that $e'$ properly intersects none of the two boundary edges of $F$ and refer to Figure 3(a). Consider all the edges of the triangulation of $F$ that are properly intersected by $e'$ and the sequence of triangles (of that triangulation) that are incident to these edges; let $T$ and $T'$ denote the first and last triangles of that sequence. All these triangles except possibly one, $T$ or $T'$, must be in the vertical plane $V$; this is trivial for all triangles but $T$ and $T'$ and, if neither $T$ nor $T'$ lies in $V$, then edge $e'$ properly intersects the surface formed by these triangles, contradicting the property that $t_1$ is the first time a proper intersection may occur.

As in Figure 3(a), assume without loss of generality that $T$, the bottommost triangle of the sequence, lies in the vertical plane $V$ at time $t_1$. Let $M'$ be the endpoint of $e'$ that lies in $T$ and let $M_1M_2$ be the edge of $T$ that supports $M'$. At time $t_1$, $M_1$ and $M_2$ are vertically aligned and $M'$ is in between them. Thus, before the snapping motion starts, at time $t = t_0$, $M_1$, $M_2$ and $M'$ must lie in the same vertical column of pixel (in the side wall) and $M'$ must be vertically in between $M_1$ and $M_2$ (see Figure 3(b)). However, the distance along the $y$-axis between $M'$ and segment $M_1M_2$ is at least 1 by Lemma 3. Thus, $M'$ and $M' + \vec{y} \in [M_1M_2]$ are initially on opposite sides of the column of pixels (as in Figure 3(b')) and thus have half-integer $x$ and $y$-coordinates, which contradicts item (δ) of our general position hypothesis.

Hence, at time $t = t_1$, edge $e'$ properly intersects one of the boundary edges, say $r$, of trapezoid $F$. Since boundary edges do not properly intersect, $e'$ must be a triangulation edge
of its trapezoid $F'$ and we can apply the same argument as above on edges $e'$ and $r$, instead of $e$ and $e'$. We get that $r$ properly intersects a boundary edge $r'$ of $F'$, a contradiction. ◀

### 3.3 Wrap up, proof of Theorem 1

First, by construction, the algorithm outputs faces that have integer coordinates.

Second, there is a continuous motion of every input face $F$ into $\sigma(F)$ so that the Hausdorff distance between $F$ and its image during the motion never exceeds $\frac{3}{2}$ for the $L_\infty$ metric. Indeed, by Lemma 2, the Hausdorff distance never exceeds 1 between $F$ and its image during the motion Step 1; in Steps 2 and 3 the faces are only subdivided; and the Hausdorff distance between any face of $P_3$ and its image during the motion of Step 4 clearly never exceeds $\frac{1}{2}$.

Third, if two points on two faces become equal during the motion, they remain equal through the rest of the motion. This is proved in Lemma 2 for the motion of Step 1 and this also holds for the motion of Step 4 since, by Lemmas 5 and 6, if two faces, edges or vertices intersect during this motion, they share a common face of both, whose motion is uniquely defined by its vertices (actually, we show in the proofs of Lemmas 5 and 6 that no two distinct points become equal except possibly at the end of the motion).

Finally, the algorithm outputs a simplicial complex by Lemmas 5 and 6.

### 4 Worst-case complexity

We define the $z$-cylinder of a face $F$ as the volume defined by all the lines parallel to the $z$-axis that intersect $F$; similarly for $x$ and $y$-cylinders. Over all input faces $F$, let $f_d$ be the maximum number of input faces that are (i) intersected by one such cylinder of $F$ and (ii) at distance at most $d$ from $F$. Denote by $f = f_\infty$ the maximum number of faces intersected by one such cylinder. Let $w_x$ be the maximum number of input faces that are intersected by any side wall $x = c$.

▶ **Proposition 7.** Given a set of $O(n)$ polygons, each of constant complexity, the algorithm outputs a simplicial complex of complexity $O(nw_xf_2f_1^5)$ in time $O(n^w_xf_2f_1^{9})$.

**Proof.** For analyzing the complexities of the algorithm and of its output, we bound the number of edges that we consider for splitting the input faces. However, for each face, we first count the number of edges without considering any intersection; in other words, for each face, we bound the number of lines supporting the edges instead of the complexity of the induced arrangement. To avoid confusion, we refer to these edges as unsplit edges.

**Number of slabs.** After projection on the back wall, the edges of $R_{ij}$ and $R'_{ij}$, in Step 1, are pieces of the boundary edges of the input faces $F_k$ and of the segments of intersection $F_k \cap (\mathcal{F}_i \pm \vec{y})$. In a $y$-cylinder of a face $F$, only $f$ faces project on the back wall and thus there are $O(ff_1)$ such edges. Thus, at the end of Step 1, every input face ends up supporting $O(ff_1)$ unsplit edges. In Step 2, we thus lift $O(ff_1)$ unsplit edges onto every face. Every unsplit edge on a given face $F$ may only intersect, after projection on the back wall, edges that lie on the faces that intersect the $y$-cylinder of $F$: there are $O(f)$ such faces and $O(ff_1)$ unsplit edges on each of them, thus every unsplit edge may intersect $O(ff_1)$ edges on the back wall. There are $O(nf^2f_1)$ unsplit edges in total, hence, in Step 2, the back wall arrangement has complexity $O(nf^5f_1^2)$. (Similarly, the floor arrangement has complexity $O(nf^5f_1^2)$.) The number of thin and thick slabs is thus $O(nf^5f_1^2)$.
Complexity in thin slabs. For any thin slab $S_c$, we analyze the complexity of the output in the side wall $x = c$. We do not consider here any triangulation edge inside the faces as discussed in Section 2.2. Thus, the edges in $S_c$ are subdivisions of the edges of $P_1$ and subdivisions of the edges defined as the intersection of the faces of $P_1$ and the side walls $x = c \pm \frac{1}{2}$. More precisely, these edges are pieces of either (a.i) edges of $P_1$ that lie on the input faces, (a.ii) edges of intersection of an input face with a side wall $x = c \pm \frac{1}{2}$, (b.i) edges of connecting faces that are parallel to the $y$-axis, or (b.ii) edges of intersection of a connecting face with a side wall $x = c \pm \frac{1}{2}$. Note that, although we do not consider the faces triangulated in $S_c$, the edges are subdivided according to the arrangement of their projections on the side wall $x = c$; however, we consider them unsplit for now.

As mentioned above, every input face supports $O(f f_1)$ unsplit edges at the end of Step 1. Thus, if $F_{S_c}$ denotes the number of input faces that are intersected by the thin slab $S_c$, there are $O(F_{S_c} f f_1)$ edges of types (a) in $S_c$. On the other hand, the $O(f f_1)$ unsplit edges on the back wall yield an arrangement of size $O(f f_1^2)$; viewed on the back wall, edges of type (b) are incident to the vertices of this arrangement, so the number of edges of type (b) in $S_c$ is bounded by $O(F_{S_c} f^2 f f_1)$.

We bound the number of intersections between these edges at the end of the algorithm. As noted in Section 2.2, we do not consider intersections that involve edges of type (b) because such intersections necessarily belong to the hot pixels defined by the edge endpoints. We thus consider here only edges of type (a). Every edge on a given input face $F$ may only intersect, after projection on the side wall $x = c$, edges that lie on faces that intersect $S_c$ and the $x$-cylinder of $F$; there are $O(f f_1)$ such faces and $O(f f_1)$ edges on each of them, thus every edge may intersect $O(f f_1^2)$ edges on the side wall $x = c$. There are $O(F_{S_c} f f_1)$ edges of type (a) in $S_c$; thus, there are $O(F_{S_c} f^2 f f_1^2)$ intersections between edges of type (a).

In addition to these $O(F_{S_c} f^2 f f_1^2)$ intersections, there are $O(F_{S_c} f^2 f f_1)$ edges in $S_c$. The number of hot pixels in the side wall $x = c$ is thus $H_c = O(F_{S_c} f^2 f f_1^2)$ at the end of Step 3a.

The number of vertices (dummy or not) in $S_c$ at the end of Step 3a is the number of hot pixels, $H_c$, times the number of edges in $S_c$, $O(F_{S_c} f^2 f f_1^2)$. However, the size of the arrangement in the side wall $x = c$ after snapping the vertices to their voxel centers in Step 4 is of the order of the number of hot pixels, $H_c$, and it remains as such after triangulating the faces (see Section 2.2).

Complexity in thick slabs. The number of edges in a thick slab after the triangulation of Step 3b is (i) the number of edges of connecting faces in the slab, that is $O(w_x f f_1)$ (the number $O(f f_1)$ of unsplit edges on input faces times the number $O(w_x)$ of input faces that intersect the slab) plus (ii) the number $O(w_x)$ of input faces that intersect the slab times the number $H_{c_1} + H_{c_2}$ of hot pixels in the adjacent thin slabs $S_{c_1}$ and $S_{c_2}$. This sums up to $O(w_x (H_{c_1} + H_{c_2}))$.

Complexity of the output. The total complexity of the output is thus $O(w_x)$ times the sum over all thin slabs of the number of hot pixels $H_c$ in $S_c$. Denoting by $F_{S_c}$ the number of input faces that are entirely inside $S_c$, we have that $F_{S_c} \leq F_{x} + 2 w_x$ and that the sum over all thin slabs of $F_{S_c}$ is $O(n)$. Hence, the sum over all $N = O(n f f_1^2)$ thin slabs of the numbers of hot pixels $H_c = O(F_{S_c} f f_1^2)$ is $O((n + N w_x) f f_1^2) = O(n w_x f f_1^2)$. Times $w_x$ gives the complexity of the output: $O(n w_x f f_1^2)$.

Time complexity. The time complexity is straightforward given the above analysis and the observation that the complexity of $P_3$ can be larger than the rounded output.
5 Complexity under some assumptions

We consider, in the following proposition, the complexity of our algorithm for approximations of “nice” surfaces, defined as follows.

► Definition 8. An $(\varepsilon, \kappa)$-sampling of a surface $S$ is a set of vertices on $S$ so that there is at least 1 and at most $\kappa$ vertices strictly inside any ball of radius $\varepsilon$ centered on $S$. It is straightforward that a $(\varepsilon, \kappa)$-sampling of a fixed compact surface has $\Theta(n)$ vertices with $n = \frac{1}{\varepsilon^2}$ (the constant hidden in the $\Theta$ complexity depends on the area of the surface).

► Definition 9. The Delaunay triangulation of a set of points $P$ restricted to a surface $S$ is the set of simplices of the Delaunay triangulation of $P$ whose dual Voronoi faces intersect $S$. If $P \subset S$, we simply refer to the restricted Delaunay triangulation of $P$ on $S$.

► Definition 10 (Nice surfaces). A surface $S$ is $k$-monotone (with respect to $z$) if every line parallel to the $z$-axis intersects $S$ in at most $k$ points. Let $\Delta$ and $k$ be any two positive constants. A surface $S$ is nice if it is a compact smooth $k$-monotone surface such that the Gaussian curvature of $S$ is larger than a positive constant in a ball of radius $\Delta$ centered at any point $p \in S$ where the tangent plane to $S$ is vertical.

For instance, a compact smooth algebraic surface whose silhouette (with respect to the vertical direction) is a single convex curve is nice for suitable choices of $\Delta$ and $k$.

► Remark 11. The following complexities are asymptotic when $n$ goes to infinity (or $\varepsilon$ to zero) with hidden constants depending on the surface areas, $\Delta$, and $k$. It is important to notice that these complexities are independent from the voxel size, which can go to zero with no changes in the complexities. Of course if the grid size and the surface are fixed, the total number of voxels intersecting the surface is constant and so is the size of a rounding.

The following lemma is a technical though rather straightforward result, whose proof is omitted for lack of space.

► Lemma 12. The restricted Delaunay triangulation $T$ of a $(\varepsilon, \kappa)$-sampling of a nice surface has complexity $O(n) = O(\frac{1}{\varepsilon^2})$. Any plane $x = c$ intersects at most $O(\sqrt{n}) = O(\frac{1}{\varepsilon})$ faces of $T$. Furthermore, for any face $f$ of $T$, the set of vertical lines through $f$ intersects at most $O(n^{\frac{3}{4}}) = O(\frac{1}{\varepsilon^\frac{1}{4}})$ faces of $T$.

► Proposition 13. Given the arrangement of the restricted Delaunay triangulations of the $(\varepsilon, \kappa)$-samplings of a constant number of nice surfaces, the algorithm outputs a simplicial complex of complexity $O(n^5)$ in time $O(n^6\sqrt{n})$.

Proof. Consider the restricted Delaunay triangulations of the $(\varepsilon, \kappa)$-samplings of two surfaces. By definition of $(\varepsilon, \kappa)$-samplings, it is straightforward that any triangle of one triangulation intersects a constant number of triangles of the other triangulation. Hence, the complexities of Lemma 12 hold for the arrangement of the two triangulations, and similarly for a constant number of triangulations. Thus, for the arrangement of triangulations, Lemma 12 yields $w_x = O(\sqrt{n})$ and $f_1 < f = O(\sqrt{n})$ (as defined in Section 4) and plugging these values in the complexities of Proposition 7 yields the result.

► Remark 14. In practice on realistic data, one can anticipate better time and space complexities of $O(n\sqrt{n})$. Indeed, $f_1 < f$ should behave as if they were in $O(1)$ and in 2D arrangements, hot pixels are usually intersected by $O(1)$ segments. Then, with $w_x = O(\sqrt{n})$ as in Lemma 12, the proof of Proposition 7 yields complexities in $O(n\sqrt{n})$. 
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Abstract

Recovering hidden graph-like structures from potentially noisy data is a fundamental task in modern data analysis. Recently, a persistence-guided discrete Morse-based framework to extract a geometric graph from low-dimensional data has become popular. However, to date, there is very limited theoretical understanding of this framework in terms of graph reconstruction. This paper makes a first step towards closing this gap. Specifically, first, leveraging existing theoretical understanding of persistence-guided discrete Morse cancellation, we provide a simplified version of the existing discrete Morse-based graph reconstruction algorithm. We then introduce a simple and natural noise model and show that the aforementioned framework can correctly reconstruct a graph under this noise model, in the sense that it has the same loop structure as the hidden ground-truth graph, and is also geometrically close. We also provide some experimental results for our simplified graph-reconstruction algorithm.

1 Introduction

Recovering hidden structures from potentially noisy data is a fundamental task in modern data analysis. A particular type of structure often of interest is the geometric graph-like structure. For example, given a collection of GPS trajectories, recovering the hidden road network can be modeled as reconstructing a geometric graph embedded in the plane. Given the simulated density field of dark matters in universe, finding the hidden filamentary structures is essentially a problem of geometric graph reconstruction.

Different approaches have been developed for reconstructing a curve or a metric graph from input data. For example, in computer graphics, much work have been done in extracting
1D skeleton of geometric models using the medial axis or Reeb graphs [7, 26, 19, 15, 21, 4]. In computer vision and machine learning, a series of work has been developed based on the concept of principal curves, originally proposed by Hastie and Steutzle [17]. Extensions to graphs include the work in [18] for 2D images and in [22] for high dimensional point data.

In general, there is little theoretical guarantees for most approaches developed in practice to extract hidden graphs. One exception is some recent work in computational topology: Aanjaneya et al. [1] proposed the first algorithm to approximate a metric graph from an input metric space with guarantees. The authors of [5, 15] used Reeb-like structures to approximate a hidden (metric) graph with some theoretical guarantees. These work however only handles (Gromov-)Hausdorff-type of noise. When input points are embedded in an ambient space, they requires the input points to lie within a small tubular neighborhood of the hidden graph. Empirically, these methods do not seem to be effective when the input contains ambient noise allowing some faraway points from the hidden graph.

Recently, a discrete Morse-based framework for recovering hidden structures was proposed and studied [6, 16, 23]. This line of work computes and simplifies a discrete analog of (un)stable manifolds of a Morse function by using the (Forman’s) discrete Morse theory coupled with persistent homology for 2D or 3D volumetric data. One of the main issues in such simplification is the inherent obstructions that may occur for cancelling critical pairs. The authors of [23] suggest sidestepping this and consider a combinatorial representation of critical pairs for further processing. The authors in [6] identify a restricted set of pairs called “cancellable close pairs” which are guaranteed to admit cancellation. This framework has been applied to, for example, extracting filament structures from simulated dark matter density fields [24] and reconstructing road networks from GPS traces [25].

This persistence-guided discrete Morse-based framework has shown to be very effective in recovering a hidden geometric graph from (non-Hausdorff type) noise and non-homogeneous data. The method draws upon the global topological structure hidden in the input scalar field and thus is particularly effective at identifying junction nodes which has been a challenge for previous approaches that rely mostly on local information. However, to date, theoretical understanding of such a framework remains limited. Simplification of a discrete Morse gradient vector field using persistence has been studied before. For example, the work of [6] clarifies the connection between persistence-pairing and the simplification of discrete Morse chain complex (which is closely related, but different from the cancellation in the discrete gradient vector field) for 2D and 3D domains. Bauer et al. [3] obtain several results on persistence guided discrete Morse simplification for combinatorial surfaces. The simplification of vertex-edge persistence pairing used in [3] has also been observed in [2] independently for simplifying Morse functions on surfaces. Leveraging these existing developments, we aim to provide a theoretical understanding of a persistence-guided discrete Morse based approach to reconstruct a hidden geometric graph.

**Main contributions and organization of paper.** In Section 3, we start with one version of the existing persistence-guided discrete Morse-based graph reconstruction algorithm (as employed in [24, 25, 8]). We show that this algorithm can be significantly simplified while still yielding the same output. To establish the theoretical guarantee of the reconstruction algorithm, we introduce a simple yet natural noise model in Section 4. Intuitively, this noise model assumes that we are given an input density field $\rho : \mathbb{R}^d \rightarrow \mathbb{R}$ where densities are significantly higher within a small neighborhood around a hidden graph than outside it. Under this noise model, we show that the reconstructed graph has the same loop structure as the hidden graph, and is also geometrically close to it; the technical details are in Sections 5 and
While our noise model is simple, our theoretical guarantees are first of a kind developed for a discrete Morse-based approach applied to graph reconstruction. In fact, prior to this, it was not clear whether a discrete Morse based approach can recover a graph even if there is no noise, that is, the density function has positive values only on the hidden graph. For our specific noise model, it may be possible to develop thresholding strategies perhaps with theoretical guarantees. However, previous work (e.g., [24, 25]) have shown that discrete Morse approach succeeds in many cases handling non-homogeneous data where thresholding fails.

We have implemented the proposed simplified algorithm and tested it on several data sets, which generally gives a speed-up of at least a factor of 2 over a state-of-the-art approach. We present more discussions and experimental results in the full version of this paper [9].

2 Preliminaries

2.1 Morse theory

For simplicity, we consider only a smooth function \( f : \mathbb{R}^d \rightarrow \mathbb{R} \). See [10, 20] for more general discussions.

For a point \( p \in \mathbb{R}^d \), the gradient vector of \( f \) at a point \( p \) is \( \nabla f(p) = -[\frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_d}]^T \), which represents the steepest descending direction of \( f \) at \( p \), with its magnitude being the rate of change. An integral line of \( f \) is a path \( \pi : (0, 1) \rightarrow \mathbb{R}^d \) such that the tangent vector at each point \( p \) of this path equals \( \nabla f(p) \), which is intuitively a flow line following the steepest descending direction at any point. A point \( p \in \mathbb{R}^d \) is critical if its gradient vector vanishes, i.e., \( \nabla f(p) = [0 \cdots 0]^T \). A maximal integral line necessarily “starts” and “ends” at critical points of \( f \); that is, \( \lim_{t \rightarrow 0} \pi(t) = p \) with \( \nabla f(p) = [0 \cdots 0]^T \), and \( \lim_{t \rightarrow 1} \pi(t) = q \) with \( \nabla f(q) = [0 \cdots 0]^T \). See Figure 1a where we show the graph of a function \( f : \mathbb{R}^2 \rightarrow \mathbb{R} \), and there is an integral line from \( p' \) to the minimum \( v_1 \).

For a critical point \( p \), the union of \( p \) and all the points from integral lines flowing into \( p \) is referred to as the stable manifold of \( p \). Similarly, for a critical point \( q \), the union of \( q \) and all the points on integral lines starting from \( q \) is called the unstable manifold of \( q \). The stable manifold of a minimum \( p \) intuitively corresponds the basin/valley around \( p \) in the terrain of \( f \). The 1-stable manifolds of saddles (mountain ridges) of the density field \( \rho \) are used to capture the hidden graphs. To implement such an idea in practice, the discrete Morse theory is used for robustness and simplicity contributed by its combinatorial nature; and a simplification scheme guided by the persistence pairings is employed to remove noise. Below, we introduce some necessary background notions in these topics.

2.2 Discrete Morse theory

First we briefly describe some notions from discrete Morse theory (originally introduced by Forman [14]) in the simplicial setting.
Graph Reconstruction by Discrete Morse Theory

A k-simplex $\tau = \{p_0, \ldots, p_k\}$ is the convex hull of $k + 1$ affinely independent points; $k$ is called the dimension of $\tau$. A face $\sigma$ of $\tau$ is a simplex spanned by a proper subset of vertices of $\tau$; $\sigma$ is a facet of the $k$-simplex $\tau$, denoted by $\sigma < \tau$, if its dimension is $k - 1$.

Suppose we are given a simplicial complex $K$ which is simply a collection of simplices and all their faces so that if two simplices intersect, they do so in a common face. A discrete (gradient) vector is a pair of simplices $(\sigma, \tau)$ such that $\sigma < \tau$. A Morse pairing in $K$ is a collection of discrete vectors $M(K) = \{(\sigma, \tau)\}$ where each simplex appears in at most one pair; simplices that are not in any pair are called critical.

Given a Morse pairing $M(K)$, a V-path is a sequence $\tau_0, \sigma_1, \tau_1, \ldots, \sigma_\ell, \tau_\ell, \sigma_{\ell+1}$, where $(\sigma_i, \tau_i) \in M(K)$ for every $i = 1, \ldots, \ell$, and each $\sigma_i+1$ is a facet of $\tau_i$ for each $i = 0, \ldots, \ell$. If $\ell = 0$, the V-path is trivial. This V-path is cyclic if $\ell > 0$ and $(\sigma_{\ell+1}, \tau_0) \in M(K)$; otherwise, it is acyclic in which case we call this V-path a gradient path. We say that a gradient path is a vertex-edge gradient path if $\text{dim}(\sigma_i) = 0$, implying that $\text{dim}(\tau_i) = 1$. Similarly, it is an edge-triangle gradient path if $\text{dim}(\sigma_i) = 1$. A Morse pairing $M(K)$ becomes a discrete gradient vector field (or equivalently a gradient Morse pairing) if there is no cyclic V-path induced by $M(K)$.

Intuitively, given a discrete gradient vector field $M(K)$, a gradient path $\tau_0, \sigma_1, \ldots, \tau_\ell, \sigma_{\ell+1}$ is the analog of an integral line in the smooth setting. But different from the smooth setting, a maximal gradient path may not start or end at critical simplices. However, those that do (i.e., when $\tau_0$ and $\sigma_{k+1}$ are critical simplices) are analogous to maximal integral line in the smooth setting which “start” and “end” at critical points, and for convenience one can think of critical k-simplices in the discrete Morse setting as index-k critical points in the smooth setting. For example, for a function on $\mathbb{R}^2$, critical 0-, 1- and 2-simplices in the discrete Morse setting correspond to minima, saddles and maxima in the smooth setting, respectively.

For a critical edge $e$, we define its stable manifold to be the union of edge-triangle gradient paths that ends at $e$. Its unstable manifold is defined to be the union of vertex-edge gradient paths that begins with $e$. While earlier we use “mountain ridges” (1-stable manifolds) to motivate the graph reconstruction framework, algorithmically (especially for the Morse cancellations below), vertex-edge gradient paths are simpler to handle. Hence in our algorithm below, we in fact consider the function $g_\rho = -\rho$ (instead of the density field $\rho$ itself) and the algorithm outputs (a subset of) the 1-unstable manifolds (vertex-edge paths in the discrete setting) as the recovered hidden graph.
Morse cancellation / simplification. One can simplify a discrete gradient vector field \( M(K) \) (i.e., reducing the number of critical simplices) by the following Morse cancellation operation: A pair of critical simplices \( \langle \sigma, \tau \rangle \) with \( \text{dimension}(\tau) = \text{dimension}(\sigma) + 1 \) is cancellable, if there is a unique gradient path \( \tau = \tau_0, \sigma_1, \ldots, \tau_\ell, \sigma_{\ell+1} = \sigma \) starting at the \( k+1 \)-simplex \( \tau \) and ends at the \( k \)-simplex \( \sigma \). The Morse cancellation operation on \( \langle \sigma, \tau \rangle \) then modifies the vector field \( M(K) \) by removing all gradient vectors \( \langle \sigma_i, \tau_i \rangle \), for \( i = 1, \ldots, \ell \), while adding new gradient vectors \( \langle \sigma_{i+1}, \tau_{i-1} \rangle \), for \( i = 1, \ldots, \ell+1 \). Intuitively, the gradient path is inverted. Note that \( \tau = \tau_0 \) and \( \sigma = \sigma_{\ell+1} \) are no longer critical after the cancellation as they now participate in discrete gradient vectors. If there is no gradient path, or more than one gradient path between this pair of critical simplices \( \langle \sigma, \tau \rangle \), then this pair is not cancellable – the uniqueness condition is to ensure that no cyclic V-paths are formed after the cancellation operation. See Figure 1 (b) – (d) for examples.

2.3 Persistence pairing

The Morse cancellation can be applied to any sequence of critical simplices pairs as long as they are cancellable at the time of cancellation. There is no canonical cancellation sequence. To cancel features corresponding to “noise” w.r.t. an input piecewise-linear function \( f : |K| \to \mathbb{R} \), a popular strategy is to guide the Morse cancellation by the persistent homology induced by the lower-star filtration [16, 24], which we introduce now.

Filtrations and lower-star filtration. Given a simplicial complex \( K \), let \( S \) be an ordered sequence \( \sigma_1, \ldots, \sigma_N \) of all \( n \) simplices in \( K \) so that for any simplex \( \sigma_i \in K \), all of its faces appear before it in \( S \). Then \( S \) induces a (simplex-wise) filtration \( F(K) \): \( K_1 \subset K_2 \subset \cdots \subset K_N = K \), where \( K_i = \bigcup_{j \leq i} \sigma_j \) is the subcomplex formed by the prefix \( \sigma_1, \ldots, \sigma_i \) of \( S \). Passing to homology groups, we have a persistence module \( H_*(K_1) \to \cdots \to H_*(K_N) \), which has a unique decomposition into the direct sum of a set of indecomposable summands that can be represented by the set of persistence-pairing \( P(K) \) induced by \( F(K) \): Each persistence pair \( \langle \sigma_i, \sigma_j \rangle \in P(K) \) indicates that a new \( k \)-th homological class, \( k = \text{dimension}(\sigma_i) \), is created at \( K_j \); \( \sigma_i \) is thus called a positive simplex as it creates, and \( \sigma_j \) a negative simplex. Assuming that there is a simplex-wise function \( f : K \to \mathbb{R} \) such that \( f(\sigma_i) \leq f(\sigma_j) \) if \( i < j \), then the persistence of the pair \( \langle \sigma, \tau \rangle \) is defined as \( \text{pers}(\sigma, \tau) = f(\tau) - f(\sigma) \). Some simplices \( \sigma_i \)'s may be unpaired, meaning that homological features created at \( K_i \) are never destroyed. We augment \( P(K) \) by adding \( (\sigma_i, \infty) \) for every unpaired simplex \( \sigma_i \) to it, and set \( \text{pers}(\sigma_i, \infty) = \infty \).

The persistent homology can be defined for any filtration of \( K \). In our setting, there is an input function \( f : V(K) \to \mathbb{R} \) defined at the vertices \( V(K) \) of \( K \) whose linear extension leads to a piecewise-linear (PL) function still denoted by \( f : |K| \to \mathbb{R} \). To reflect topological features of \( f \), we use the lower-star filtration of \( K \) induced by \( f \): Specifically, for any vertex \( v \in V(K) \), its lower-star LowSt(v) is the set of simplices containing \( v \) where \( v \) has the highest \( f \) value among their vertices. Now sort vertices of \( K \) in non-decreasing order of their \( f \)-values: \( v_1, \ldots, v_n \). An ordered sequence \( S = \langle \sigma_1, \ldots, \sigma_N \rangle \) induces a lower-star filtration \( F_f(K) \) of \( K \) w.r.t. \( f \) if \( S \) can be partitioned to \( n \) consecutive pieces \( \langle \sigma_1, \ldots, \sigma_{I_1} \rangle, \langle \sigma_{I_1+1}, \ldots, \sigma_{I_2} \rangle, \ldots, \langle \sigma_{I_{n-1}+1}, \ldots, \sigma_{I_n} \rangle \), such that the \( i \)-th piece \( \langle \sigma_{I_{i-1}+1}, \ldots, \sigma_{I_i} \rangle \) equals LowSt(v_i).

Now let \( P_f(K) \) be the resulting set of persistence pairs induced by the lower-star filtration \( F_f(K) \). Extend the function \( f : V(K) \to \mathbb{R} \) to a simplex-wise function \( \hat{f} : K \to \mathbb{R} \) where \( \hat{f}(\sigma) = \max_{v \in \sigma} f(v) \) (i.e., \( \hat{f}(\sigma) \) is the highest \( f \)-value of any of its vertices). For each pair \( \langle \sigma, \tau \rangle \), we measure its persistence by \( \text{pers}(\sigma, \tau) = \hat{f}(\tau) - \hat{f}(\sigma) \). Every simplex in \( K \) contributes to a persistence pair in \( P_f(K) \). However, assuming the value of \( f \) is distinct on all vertices,
then those persistence pairs with zero-persistence are “trivial” in the sense they correspond to the local pairing of two simplices from the lower-star of the same vertex. A persistence pair \((\sigma, \tau)\) with positive persistence corresponds to a pair of (homological) critical points \((p, q)\) for the PL-function \(f : |K| \to \mathbb{R}\) induced by the function \(f\) on \(V(K)\), with \(p \in \sigma\) and \(q \in \tau\).

### 3 Reconstruction algorithm

**Problem setup.** Suppose we have a domain \(\Omega\) (which will be a cube in \(\mathbb{R}^d\) in this paper) and a density function \(\rho : \Omega \to \mathbb{R}\) (that “concentrates” around a hidden geometric graph \(G \subset \Omega\)). In the discrete setting, our input will be a triangulation \(K\) of \(\Omega\) and a density function given as a PL-function \(\rho : K \to \mathbb{R}\). Our goal is to compute a graph \(\hat{G}\) approximating the hidden graph \(G\). In Algorithm 1, we first present a known discrete Morse-based graph (1-skeleton) reconstruction framework, which is based on the approaches in [16, 6, 24, 25].

#### Algorithm 1: MorseRecon\((K, \rho, \delta)\)

<table>
<thead>
<tr>
<th>Data:</th>
<th>Triangulation (K) of (\Omega), density function (\rho : K \to \mathbb{R}), threshold (\delta)</th>
<th>Result:</th>
<th>Reconstructed graph (\hat{G})</th>
</tr>
</thead>
<tbody>
<tr>
<td>begin</td>
<td>Compute persistence pairings (P(K)) by the lower-star filtration of (K) w.r.t (g_\rho = -\rho)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(M = \text{PerSimpVF}(P(K), \delta))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\hat{G} = \text{CollectOutputG}(M))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>return (\hat{G})</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Procedure PerSimpVF\((P(K), \delta)\)**

1. Set initial discrete gradient field \(M\) on \(K\) to be trivial
2. Rank all persistence pairs in \(P(K)\) in increasing order of their persistence
3. for each \((\sigma, \tau) \in P(K)\) with \(\text{pers}(\sigma, \tau) \leq \delta\) do
   4. If possible, perform discrete-Morse cancellation of \((\sigma, \tau)\) and update the discrete gradient vector field \(M\)
4. return \(M\)

**Procedure CollectOutputG\((M)\)**

1. \(\hat{G} = \emptyset\)
2. for each remaining critical edge \(e\) with \(\text{pers}(e) > \delta\) do
   3. \(\hat{G} = \hat{G} \cup \{1\text{-unstable manifold of } e\}\)
4. return \(\hat{G}\)

Intuitively, we wish to use “mountain ridges” of the density field to approximate the hidden graph, which are computed as the 1-unstable manifolds of \(g_\rho = -\rho\), the negation of the density function. Specifically, after initializing the discrete gradient vector field \(M\) to be a trivial one, a persistence-guided Morse cancellation step is performed in Procedure PerSimpVF() to compute a new discrete gradient vector field \(M_\delta\) so as to capture only important (high persistent) features of \(g_\rho\). In particular, Morse-cancellation is performed for each pair of critical simplices from \(P(K)\) (if possible) in increasing order of persistence values (for pairs with equal persistence, we use the nested order as in [3]). Finally, the union of the 1-unstable manifolds of all remaining high-persistence critical edges is taken as the output graph \(\hat{G}\), as outlined in Procedure CollectOutputG().


Algorithm 2: MorseReconSimp($K, \rho, \delta$)

```latex
Procedure PerSimpTree($P(K), \delta$) /* This procedure replaces original PerSimpVF() */
1  $\Pi :=$ the set of vertex-edge persistence pairs from $P(K)$
2  Set $\Pi \leq \delta \subseteq \Pi$ to be $\Pi \leq \delta = \{(v, e) \in \Pi \mid \text{pers}(v, e) \leq \delta\}$
3  $T := \bigcup_{(v, e) \in \Pi \leq \delta} \{\sigma = \langle u_1, u_2, u_1, u_2 \rangle\}$
4  return $T$

Procedure Treebased-OutputG($T$) /* This procedure replaces CollectOutputG() */
1  $\hat{G} = \emptyset$
2  for each edge $e = \langle u, v \rangle$ with $\text{pers}(e) > \delta$ do
3    Let $\pi(u)$ be the unique path from $u$ to the sink of the tree $T_i$ containing $u$
4    Define $\pi(v)$ similarly; Set $\hat{G} = \hat{G} \cup \pi(u) \cup \pi(v) \cup \{e\}$
5  return $\hat{G}$
```

Since we only need 1-unstable manifolds, $K$ is assumed to be a 2-complex. It is pointed out in [8] that in fact, instead of performing Morse-cancellation for all critical pairs involving edges (i.e., vertex-edge pairs and edge-triangle pairs), one only needs to cancel vertex-edge pairs – This is because only vertex-edge gradient vectors will contribute to the 1-unstable manifolds, and also new vertex-edge vectors can only be generated while canceling other vertex-edge pairs. Hence in PerSimpVF(), we can consider only vertex-edge pairs $(\sigma, \tau) \in P$ in order. Furthermore, it is not necessary to check whether the cancellation is valid or not – it will always be valid as long as the pairs are processed in increasing orders of persistence [3].

However, we can further simplify the algorithm as follows: First, we replace procedure PerSimpVF() by procedure PerSimpTree() as shown in Algorithm 2, which is much simpler both conceptually and implementation speaking. Note that there is no explicit cancellation operation any more.

The 1-dimensional simplicial complex $T$ output by procedure PerSimpTree() may have multiple connected components $\mathcal{T} = \{T_1, \ldots, T_k\}$ – In fact, it is known that each $T_i$ is a tree and $\mathcal{T}$ is a forest (see results from [2, 3] as summarized in Lemma 2 below). For each component $T_i$, we define its sink, denoted by $\text{si}(T_i)$, as the vertex $v_i \in T_i$ with the lowest function $g_\rho = -\rho$ value. Lemma 2 also states that the sink of $T_i$ would have been the only critical simplex among all simplices in $T_i$, if we had performed the $\delta$-simplification as specified in procedure PerSimpVF(). Next, we replace procedure CollectOutputG() by procedure Treebased-OutputG() shown in Algorithm 2. We use MorseReconSimp() to denote our simplified version of Algorithm 1 (with PerSimpVF() replaced by PerSimpTree(), and CollectOutputG() replaced by Treebased-OutputG()). In summary, algorithm MorseReconSimp($K, \rho, \delta$) works by first computing all persistence pairs as before. It then collects all vertex-edge persistence pairs $(v, e)$ with $\text{pers}(v, e) \leq \delta$. These edges along with the set of all vertices form a spanning forest $\mathcal{T}$. Then, for every edge $e = \langle u, v \rangle$ with $\text{pers}(e) > \delta$, it outputs the 1-unstable manifold of $e$, which is simply the union of $e$ and the unique paths from $u$ and $v$ to the sink (root) of the tree containing them respectively. Its time complexity is stated below; note for the previous algorithm MorseRecon(), the cancellation step can take $O(n^2)$ time.

---

1. We remark that though [3] states that the cancellation is not valid in higher dimension or non-manifold 2-complexes, all cancellations in PerSimpVF() are for vertex-edge pairs in a spanning tree which can be viewed as a 1-complex, and thus are always valid.
Theorem 1. The time complexity of our Algorithm PerSimpVF(/) is \(O(\text{Pert}(K) + n)\), where \(\text{PerT}(K)\) is the time to compute persistence pairings for \(K\), and \(n\) is the total number of vertices and edges in \(K\).

We remark that the \(O(n)\) term is contributed by the step collecting all 1-unstable manifolds, which takes linear time if one avoids revisiting edges while tracing the paths.

Justification of the modified algorithm MorseReconSimp(.). Let \(M_\delta\) denote the resulting discrete gradient field after canceling all vertex-edge persistence pairs in \(P(K)\) with persistence at most \(\delta\); that is, \(M_\delta\) is the output of the procedure PerSimpVF(/) (although we only compute the relevant part of the discrete gradient vector field). Using observations from [2, 3], we show that the output \(T\) of procedure PerSimpTree() includes all information of \(M_\delta\). Furthermore, procedure Treebased-OutputG() computes the correct 1-unstable manifolds for all critical edges with persistence larger than \(\delta\). Indeed, observe that edges in Morse pairings from \(M_\delta\) (for any \(\delta \geq 0\)) form a spanning forest of edges in \(K\). Results of [3] imply that the output \(T\) constructed by our modified procedure corresponds exactly to this spanning forest:

Lemma 2. The following statements hold for the output \(T\) of procedure PerSimpTree() w.r.t any \(\delta \geq 0\):

(i) \(T\) is a spanning forest consisting of potentially multiple trees \(\{T_1, \ldots, T_k\}\).
(ii) For each tree \(T_i\), its sink \(v_i\) is the only critical simplex in \(M_\delta\). The collection of \(v_i\)'s corresponds exactly to those vertices whose persistence is bigger than \(\delta\).
(iii) Any edge with \(\text{pers}(e) > \delta\) remains critical in \(M_\delta\) (and cannot be contained in \(T\)).

Note that, (ii) above implies that for each \(T_i\), any discrete gradient path of \(M_\delta\) in \(T_i\) terminates at its sink \(v_i\). See the right figure for an illustration. Hence for any vertex \(v \in T_i\), the path \(\pi(v)\) computed in procedure Treebased-OutputG() is the unique discrete gradient path starting at \(v\). This immediately leads to the following result:

Corollary 3. For each critical edge \(e = \langle u, v \rangle\) with \(\text{pers}(e) \geq \delta\), \(\pi(u) \cup \pi(v) \cup \{e\}\) as computed in procedure Treebased-OutputG() is the 1-unstable manifold of \(e\) in \(M_\delta\). Hence the output of our simplified algorithm MorseReconSimp() equals that of the original algorithm MorseRecon().

4 Noise model

We first describe the noise model in the continuous setting where the domain is \(\Omega = [0, 1]^d\). We then explain the setup in the discrete setting when the input is a triangulation \(K\) of \(\Omega\).

Given a connected “true graph” \(G \subset \Omega\), consider a \(\omega\)neighborhood \(G^\omega \subset \Omega\), meaning that (i) \(G \subset G^\omega\), and (ii) for any \(x \in G^\omega\), \(d(x, G) \leq \omega\) (i.e, \(G^\omega\) is sandwiched between \(G\) and its \(\omega\)-offset). Given \(\overline{G^\omega}\), we use \(\text{cl}(\overline{G^\omega})\) to denote the closure of its complement \(\text{cl}(\overline{G^\omega}) = \text{cl}(\Omega \setminus G^\omega)\). See the right figure, showing \(G\) (red graph) with its \(\omega\)-neighborhood \(G^\omega\) (orange).

Definition 4. A density function \(\rho : \Omega \rightarrow \mathbb{R}\) is a \((\beta, \nu, \omega)\)-approximation of a connected graph \(G\) if the following holds:

C-1 There is a \(\omega\)-neighborhood \(G^\omega\) of \(G\) such that \(G^\omega\) deformation retracts to \(G\).
C-2 \(\rho(x) \in [\beta, \beta + \nu]\) for \(x \in G^\omega\); and \(\rho(x) \in [0, \nu]\) otherwise. Furthermore, \(\beta > 2\nu\).
Intuitively, this noise model requires that the density $\rho$ concentrates around the true graph $G$ in the sense that the density is significantly higher inside $G^\omega$ than outside it; and the density fluctuation inside or outside $G^\omega$ is small compared to the density value in $G^\omega$ (condition C-2). Condition C-1 says that the neighborhood has the same topology of the hidden graph. Such a density field could for example be generated as follows: Imagine that there is an ideal density field $f_G : \Omega \rightarrow \mathbb{R}$ where $f_G(x) = 1$ for $x \in G^\omega$ and 0 otherwise. There is a noisy perturbation $g : \Omega \rightarrow \mathbb{R}$ whose size is always bounded by $g(x) \in [0, \nu]$ for any $x \in \Omega$. The observed density field $\rho = f_G + g$ is an $(1, \nu, \omega)$-approximation of $G$.

In the discrete setting when we have a triangulation $K$ of $\Omega$, we define a $\omega$-neighborhood $G^\omega$ to be a subcomplex of $K$, i.e, $G^\omega \subseteq K$, such that (i) $G$ is contained in the underlying space of $G^\omega$ and (ii) for any vertex $v \in V(G^\omega)$, $d(v, G) \leq \omega$. The outside-region $\text{cl}(\overline{G^\omega}) \subseteq K$ is simply the smallest subcomplex of $K$ that contains all simplices from $K \setminus G^\omega$ (i.e, all simplices not in $G^\omega$ and their faces). A PL-function $\rho : K \rightarrow \mathbb{R} (\beta, \nu, \omega)$-approximation of $G$ can be extended to this setting by requiring the underlying space of $G^\omega$ deformation retracts to $G$ as in (C-1), and having those density conditions in (C-2) only at vertices of $K$.

We remark that the noise model is still limited – In particular, it does not allow significant non-uniform density distribution. However, this is the first time that theoretical guarantees are provided for a discrete Morse based reconstruction framework, despite that such a framework has been used for different applications before. We also give experiments and discussions in Appendix B of the full version [9] that the algorithm works beyond this noise model empirical, where thresholding type approaches do not work.

5 Theoretical guarantee

In this section, we prove results that are applicable to any dimension. Recall that $M_\delta$ is the discrete gradient field after the $\delta$-Morse cancellation process, where we perform Morse-cancellation for all vertex-edge persistence pairs from $P(K)$. (While our algorithm does not maintain $M_\delta$ explicitly, we use it for theoretical analysis.) At this point, all positive edges (i.e, those paired with triangles or unpaired in $P(K)$) remain critical in $M_\delta$. Some negative edges (i.e, those paired with vertices in $P(K)$) are also critical in $M_\delta$ – these are exactly the negative edges with persistence bigger than $\delta$. Treebased-OutputG() only takes the 1-unstable manifolds of those critical edges (positive or negative) with persistence bigger than $\delta$; so those positive edges whose persistence is $\leq \delta$ (if there is any) are ignored.

From now on, we use "under our noise model" to refer to (1) the input is a $(\beta, \nu, \omega)$-approximated density field w.r.t. $G$, and (2) $\delta \in [\nu, \beta - \nu]$. Let $\hat{G}$ be the output of algorithm MorseReconSimp$(K, \rho, \delta)$. The proof of the following result is in the full version [9].

► Proposition 5. Under our noise model, we have:

(i) There is a single critical vertex left after PerSimpVF() which is in $G^\omega$.

(ii) Every critical edge considered by Treebased-OutputG() forms a persistence pair with a triangle.

(iii) Every critical edge considered by Treebased-OutputG() is in $G^\omega$.

► Theorem 6. Under our noise model, the output graph satisfies $\hat{G} \subseteq G^\omega$.

Proof. Recall that the output graph $\hat{G}$ consists of the union of 1-unstable manifolds of all the edges $e^*_1, \ldots, e^*_s$ with persistence larger than $\delta$ – By Propositions 5 (ii) and (iii), they are all positive (paired with triangles), and contained inside $G^\omega$.

Take any $i \in \{1, \ldots, s\}$ and consider $e^*_i = (u, v)$. Without loss of generality, consider the gradient path starting from $u$: $\pi : u = u_1, e_1, u_2, e_2, \ldots, u_s, e_s, u_{s+1}$. By Lemma 2 and
Proposition 5, \( u_{s+1} \) must be a critical vertex (a sink) and is necessarily the global minimum \( v_0 \), which is also contained inside \( G^\omega \). We now argue that the entire path \( \pi \) (i.e., all simplices in it) is contained inside \( G^\omega \). In fact, we argue a stronger statement: First, we say that a gradient vector \((v,e)\) is crossing if \( v \in G^\omega \) and \( e \notin G^\omega \) (i.e., \( e \in \text{cl}(G^\omega) \)) – Since \( v \) is an endpoint of \( e \), this means that the other endpoint of \( e \) must lie in \( K \setminus G^\omega \).

\textbf{Claim 1.} During the \( \delta \)-Morse cancellation, no crossing gradient vector is ever produced.

\textbf{Proof.} Suppose the lemma is not true: Then let \((v,e)\) be the first crossing gradient vector ever produced during the \( \delta \)-Morse cancellation process. Since we start with a trivial discrete gradient vector field, the creation of \((v,e)\) can only be caused by reversing of some gradient path \( \pi' \) connecting two critical simplices \( v' \) and \( e' \) while we are performing Morse-cancellation for the persistence pair \((v',e')\). Obviously, \( \text{pers}(v',e') \leq \delta \). On the other hand, due to our \((\beta,v,\omega)\)-noise model and the choice of \( \delta \), it must be that either both \( v',e' \in G^\omega \) or both \( v',e' \in K \setminus G^\omega \) – as otherwise, the persistence of this pair will be larger than \( \beta - \nu > \delta \).

Now consider this gradient path \( \pi' \) connecting \( v' \) and \( e' \) in the current discrete gradient vector field \( M' \). Since the pair \((v,e)\) becomes a gradient vector after the inversion of this path, it must be that \((w,e)\) currently is a gradient vector where \( e = (v,w) \). Furthermore, since the path \( \pi' \) begins and ends with simplices either both in \( G^\omega \) or both outside it, the path \( \pi'' \) must contain a gradient vector \((v'',e'')\) going in the opposite direction crossing inside/outside, that is, \( v'' \in G^\omega \) and \( e'' \notin G^\omega \). In other words, it must contain a crossing gradient vector. This however contradicts to our assumption that \((v,e)\) would be the first crossing gradient vector. Hence the assumption is wrong and no crossing gradient vector can ever be created.  

As there is no crossing gradient vector during and after \( \delta \)-Morse cancellation, it follows that \( \pi \), which is one piece of the 1-unstable manifold of the critical edge \( e^*_i \), has to be contained inside \( G^\omega \). The same argument works for the other piece of 1-unstable manifold of \( e^*_i \) (starting from the other endpoint of \( e^*_i \)). Since this is for any \( i \in [1,g] \), the theorem holds.

The previous theorem shows that \( \hat{G} \) is close to \( G \) in geometry. Next we will show that they are also close in topology.

\textbf{Proposition 7.} Under our noise model, \( \hat{G} \) is homotopy equivalent to \( G \).

\textbf{Proof.} We show that \( \hat{G} \) has the same first Betti number as that of \( G \) which implies the claim as any two graphs in \( \mathbb{R}^d \) with the same first Betti number are homotopy equivalent.

The underlying space of \( \omega \)-neighborhood \( G^\omega \) of \( G \) deformation retracts to \( G \) by definition. Observe that, by our noise model, \( G^\omega \) is a sublevel set in the filtration that determines the persistence pairs. This sublevel set being homotopy equivalent to \( G \) must contain exactly \( g \) positive edges where \( g \) is the first Betti number of \( G \). Each of these positive edges pairs with a triangle in \( \overline{G^\omega} \). Therefore, \( \text{pers}(e,t) > \delta \) for each of the \( g \) positive edges in \( G^\omega \). By our earlier results, these are exactly the edges that will be considered by procedure Treebased-OutputG(). Our algorithm constructs \( \hat{G} \) by adding these \( g \) positive edges to the spanning tree each of which adds a new cycle. Thus, \( \hat{G} \) has first Betti number \( g \).

We have already proved that \( \hat{G} \) is contained in \( G^\omega \). This fact along with Proposition 7 can be used to argue that any deformation retraction taking (underlying space) \( G^\omega \) to \( G \) also takes \( \hat{G} \) to a subset \( G' \subseteq G \) where \( G' \) and \( G \) have the same first Betti number. In what follows, we use \( G^\omega \) to denote also its underlying space.
Theorem 8. Let $F : G^\omega \times [0, 1] \to G^\omega$ be any deformation retraction. Then, the restriction $F|_{G^\omega} : \hat{G} \times [0, 1] \to G^\omega$ is a homotopy from the embedding $\hat{G}$ to $G^\omega$ where $G^\omega$ is the minimal subset so that $G$ and $G'$ have the same first Betti number.

Proof. The fact that $F|_{G^\omega} (\cdot, t)$ is continuous for any $t \in [0, 1]$ is obvious from the continuity of $F$. Only thing that needs to be shown is that $F|_{G^\omega}(\hat{G}, 1) = G'$. Suppose not. Then, $G'' = F|_{G^\omega}(\hat{G}, 1)$ is a proper subset of $G$ which has a first Betti number less than that of $G$. We observe that the cycle in $\hat{G}$ created by a positive edge $e$ along with the paths to the root of the spanning tree is also non-trivial in $G^\omega$ because this is a cycle created by adding the edge $e$ during persistence filtration and the edge $e$ is not killed in $G^\omega$. Therefore, a cycle basis for $\hat{G}$ is also a homology basis for $G^\omega$. Since the map $F(\cdot, 1) : G^\omega \to G$ is a homotopy equivalence, it induces an isomorphism in the respective homology groups; in particular, a homology basis in $G^\omega$ is mapped to a homology basis in $G$. Therefore, the image $G'' = F(G, 1)$ must have a basis of cardinality $g$ if $\hat{G}$ has first Betti number $g$. But, $G''$ cannot have a cycle basis of cardinality $g$ if it is a proper subset of $G'$ reaching a contradiction. ▶

6 Additional guarantee for 2D

For $\mathbb{R}^2$, we now show that $G^\omega$ actually deformation retracts to $\hat{G}$, which is stronger than saying $G$ and $\hat{G}$ are homotopy equivalent. We are unable to prove this result for dimensions higher than 2, as our current proof needs that the edge-triangle persistence pairs can always be canceled (even though our algorithm does not depend on edge-triangle cancellations at all). It would be interesting, as a future work, to see whether a different approach can be developed to avoid this obstruction for the special case under our noise model. The main result of this section is as follows.

Theorem 9. Under our noise model, $G^\omega$ deformation retracts to $G$ and $\hat{G}$.

This main result follows from Proposition 10 and Theorem 11 below. To prove them, we will show that there exists a partition $\mathcal{R} := \{R_i\}$ of the set of triangles in $K$ for which Theorem 11 holds. (This theorem is our main tool in establishing the deformation retract.) We first state the results below before giving their proofs. Let $B_i = \partial R_i$ where $\partial$ is the boundary operator operating on the 2-chain $R_i$. We also abuse the notations $R_i$ and $B_i$ to denote the geometric space that is the point-wise union of simplices in the respective chains. Let $t_i$ be a triangle in $R_i$ whose choice will be explained later. In the following, let $H$ be the maximal set of edges in $\hat{G}$ whose deletions do not eliminate a cycle (assume that a vertex is deleted only if all of its edges are deleted). Observe that $H$ necessarily consists of negative edges forming “hairs” attached to the loops of $\hat{G}$ and hence to $\cup B_i$ because of the following proposition.

Proposition 10. Under our noise model, $\hat{G} = \cup B_i \cup H$.

Theorem 11. Under our noise model, there exists a partition $\{R_i\}$ of triangles in $K$ such that, there is a deformation retraction of $\cup_i (R_i \setminus t_i)$ to $\hat{G}$ that comprises of two deformation retractions, one from $\cup_i (R_i \setminus t_i)$ to $G^\omega$ and another one from $G^\omega$ to $\cup B_i \cup H$ which is $\hat{G}$.

Now we describe the construction of a partition $\mathcal{R}$ of the triangles in $K$ to prove Proposition 10 and Theorem 11. For technicality we assume that $K$ is augmented to a triangulation of a sphere by putting a vertex $v$ at infinity and joining it to the boundary of $K$ with edges and triangles all of whom have function value $\infty$. Let $P(K)$ be the collection of persistence pairs of the form either $(\sigma, \tau)$ or $(\sigma, \infty)$ generated from the lower-star filtration $F(K)$ as described before. Since $K$ is 2-dimensional, each pair $(\sigma, \tau)$ is either a vertex-edge pair or an
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edge-triangle pair. We order persistence pairs in $P(K)$ by their persistence, where ties are broken via the nested order in the filtration $F(K)$, and obtain:

$$P(K) = \{(\sigma_1, \tau_1), \ldots, (\sigma_n, \tau_n), (\alpha_1, \infty), \ldots, (\alpha_s, \infty)\}.$$  

(1)

Starting with a trivial discrete gradient vector field $M_0$ where all simplices in $K$ are critical, the algorithm $\text{PerSimpVF}()$ performs Morse cancellations for the first $m \leq n$ persistence pairs $(\sigma_1, \tau_1), \ldots, (\sigma_m, \tau_m)$ in order where $\text{pers}(\sigma_m, \tau_m) \leq \delta$ but $(\sigma_{m+1}, \tau_{m+1}) > \delta$. Let $M_i$ denote the gradient vector field after canceling $(\sigma_i, \tau_i)$. Recall that in the implementation of the algorithm we do not need to perform Morse cancellation for any edge-triangle pairs. However in this section, for the theoretical analysis, we will cancel edge-triangle pairs as well. Recall that a positive edge is one that creates a 1-cycle, namely, it is either paired with a triangle or unpaired; while a negative edge is one that destroys a 0-cycle (i.e., paired with a vertex).

Consider the ordered sequence of edge-triangle persistence pairs, $(e_1, t_1), \ldots, (e_n, t_n)$, which is a subsequence of the one in (1). Consider the sequence $t_1, \ldots, t_n$ of triangles in $K$ ordered by the above sequence. Recall the standard persistence algorithm [11]. It implicitly associates a 2-chain with a triangle $t$ when searching for the edge it is about to pair with. This 2-chain is non-empty if $t$ is a destructor, and is empty otherwise. Let $D_i$ denote this 2-chain associated with $t_i$ for $i \in [1, n]$. Initially, the algorithm asserts $D_i = t_i$. At any stage, if $D_i$ is not empty, the persistence algorithm identifies the edge $e$ in the boundary $\partial D_i$ that has been inserted into the filtration $F(K)$ most recently. If $e$ has not been paired with anyone, the algorithm creates the persistence pair $(e, t_i)$. Otherwise, if $e$ has already been paired with a triangle, say $t'_e$, then $D_i$ is updated with $D_i = D_i + D'_e$ and the search continues. Given an index $j \in [1, n]$, we define a modified set of chains $C_i^j$ inductively as follows. For $j = 1$, $C_1 = t_i$. Assume that $C_i^{j-1}$ has already been defined. To define $C_i^j$, similar to the persistence algorithm, check if the edge $e_{j-1}$ is on the boundary $\partial C_i^{j-1}$. If so, define $C_i^j := C_i^{j-1} + C_{j-1}^i$ and $C_i^j := C_{j-1}^i$ otherwise. The following result is proved in [9].

**Proposition 12.** For $i \in [1, n]$, $e_i$ is in $\partial C_i^1$. Furthermore, $e_i$ is the most recent edge in $\partial C_i^1$ according to the filtration order $F(K)$.

Procedure $\text{PerSimpVF}()$ also implicitly maintains a 2-chain $R_i^e$ with each triangle $t_i$. Initially, $R_i^e = t_i$ as in the case of $D_i$. Then, inductively assume that $R_i^e$ is the 2-chain implicitly associated with $t_i$ when a persistence pair $(e'_e, t'_e)$ is about to be considered by $\text{PerSimpVF}()$ and the boundary $\partial R_i^e$ contains $e'_e$. By reversing a gradient path between $t_e$ and $e'_e$, it implicitly updates the 2-chain $R_i^e$ as $R_i^e := R_i^e + R'_e$. We observe that $R_i^e$ is identical with $C_i^1$. Proposition 13 below establishes this fact along with some other inductive properties useful to prove Theorem 11. The proof can be found in the full version [9].

**Proposition 13.** Let $(e_j, t_j)$ be the edge-triangle persistence pair $\text{PerSimpVF}()$ is about to consider and let $C_i^j$ be the 2-chains defined as above. Then, the following statements hold:

(a) For each triangle $t_i$, $i = 1, \ldots, n$, in the persistence order, the 2-chain $R_i^e$ satisfies the following conditions: (a.i) $R_i^e = C_i^j$, (a.ii) interpreting $R_i^e$ as a set of triangles, one has that the sets $R_i^e$, $i = j, \ldots, n$, partition the set of all triangles in $K$.

(b) There is a gradient path from $t_i$ to all edges of the triangles in $R_i^e$, and (b.i) the path is unique if the edge is in the boundary $\partial R_i^e$ for every $i = j, \ldots, n$; (b.ii) if there is more than one gradient path from $t_i$ to an edge $e$, then $e$ must be a negative edge.

We are now ready to setup the regions $R_\delta$s needed for Theorem 11 and Proposition 10. Suppose the first $m$ edge-triangle pairs have persistence less than or equal to $\delta$, the parameter
supplied to PerSimpVF(). Then, we set \( R_i = R_i^* \) as in Proposition 13 for \( i \geq m + 1, \ldots, n \). The proof for Proposition 10 is in the full version [9].

Finally, similar to the vertex-edge gradient vectors, we say that a gradient vector \((e, t)\) is crossing if \( e \in G^w \) and \( t \notin G^w \). The following claim can be proved similarly as Claim 1.

\begin{itemize}
  \item [\textbf{Claim 2.}] During the \( \delta \)-Morse cancellation of edge-triangle pairs, no crossing gradient vector is ever produced.
\end{itemize}

\textbf{Proof of Theorem 11.} Set \( \hat{R}_i = R_i \setminus t_i \). Let \( T \) be the spanning tree formed by all negative edges and their vertices. Let \( L_i \) be the set of edges in \( R_i \) that has more than one gradient path from \( t_i \) to them; \( L_i \subseteq T \) by Proposition 13 (b.ii). First, we want to establish a deformation retraction from \( \cup (\hat{R}_i \setminus t_i) \) to \( G^w \). To do this, for \( k = 1, \ldots, s \), we will define \( \hat{R}_i^k \) inductively where \( \hat{R}_i^{k-1} \) deformation retracts to \( \hat{R}_i^k \) and \( \hat{R}_i^k \subseteq G^w \cup L_i \). Let \( \hat{R}_i^0 = \hat{R}_i \). For \( k = 1, \ldots, s \), consider a positive edge \( e \) in \( \hat{R}_i^{k-1} \) where (a) \( e \) is not in \( G^w \) and (b) there is a unique gradient path in \( \hat{R}_i \) from \( t_i \) to \( e \) that passes through triangles all of which are in \( R_i \setminus \hat{R}_i^{k-1} \). If such an edge \( e \) exists, then \( e \) is necessarily incident to a single triangle, say \( t \), in \( \hat{R}_i^{k-1} \). We collapse the pair \((e, t)\), which is necessarily an edge-triangle gradient vector pair because \( e \) is positive.

We take \( \hat{R}_i^k \) to be \( \hat{R}_i^{k-1} \setminus \{e, t\} \). If no such \( e \) exists, then either (A) there is no positive edge in \( \hat{R}_i^{k-1} \setminus G^w \) any more; or (B) for each positive edge \( e' \in \hat{R}_i^{k-1} \setminus G^w \), (B-1) there is a unique gradient path from \( t_i \) to \( e' \) but this path passes through some triangle in \( \hat{R}_i^{k-1} \); or (B-2) there are two gradient paths from \( t_i \) to \( e' \).

If there is no positive edge in \( \hat{R}_i^{k-1} \setminus G^w \) any more, then \( \hat{R}_i^{k-1} \subseteq G^w \cup L_i \), as otherwise, there will be at least some triangle from \( \hat{R}_i^{k-1} \setminus G^w \cup L_i \) with at least one boundary edge of it being positive. The induction then terminates; we set \( s = k - 1 \) and reach our goal.

We now show that case (B-1) is not possible. Suppose it happens, that is, \( e' \in \hat{R}_i^{k-1} \setminus L_i \) is an edge not in \( G^w \) for which the unique gradient path from \( t_i \) passes through triangles in \( \hat{R}_i^{k-1} \). Let \( e'' \) be the first edge in this path that is in \( \hat{R}_i^{k-1} \setminus L_i \). Then, if \( e'' \notin G^w \), it qualifies for the conditions (a) and (b) required for \( e \) reaching a contradiction. So, assume \( e'' \in G^w \). But, in that case, we have a gradient path that goes into \( G^w \) and then comes out to reach \( e' \notin G^w \). There has to be a gradient pair in this path where the edge is in \( G^w \) and the triangle is not in \( G^w \). This contradicts Claim 2. Thus, case (B-1) is not possible. Now consider (B-2): \( e' \) must be negative by Proposition 13 (b.ii). So, it is not possible either.

To summarize, the induction terminates in case (A), at which time we would have that \( \hat{R}_i^s \subseteq G^w \cup L_i \). Furthermore, this process also establishes a deformation retraction from \( R_i \) to \( \hat{R}_i^s \) realized by successive collapses of edge-triangle pairs. Furthermore, by construction, each collapsed pair \((e, t)\) must be from \( \cl(G^w) \), hence \( \cup \hat{R}_i^s \) contains all simplices in \( G^w \). Combined with that \( \hat{R}_i^s \subseteq G^w \cup L_i \), we have that \( \cup \hat{R}_i^s = G^w \cup L_i \) where \( L = \cup_i L_i \) is a subset of the spanning tree \( T \). The edges in \( L \) being part of a spanning tree cannot form a cycle and thus can be retracted along the tree to \( G^w \), which gives rise to a deformation retraction from \( \cup_i (R_i \setminus t_i) \) to \( G^w \cup L \) and then to \( G^w \), establishing the first part of Theorem 11.

We now show that \( (\cup_i \hat{R}_i^s) \cap G^w = G^w \) deformation retracts to \( B_i \cup H \). Let \( \hat{L}_i \) be the edges in \( \hat{R}_i^s \cap G^w \) with more than one gradient path from \( t_i \) to them. These edges are negative by Proposition 13 (b.ii). Replacing \( \hat{R}_i \) with \( \hat{R}_i^s \cap G^w \) and edges in \( B_i \cup \hat{L}_i \) playing the role of edges in \( G^w \cup L_i \) in the above induction, we can obtain that \( \hat{R}_i^s \cap G^w \) deformation retracts to \( B_i \cup \hat{L}_i \). Observe that now instead of Claim 2, we use the fact that no edge-triangle gradient path crosses \( B_i \) that consists of only negative and critical edges. To this end, we also observe that \( \cup \hat{L}_i = T \cap G^w \) where \( T \) is the spanning tree formed by all negative edges, as we only collapse edge-triangle pairs that are gradient pairs (hence the participating edges are always positive). This implies that \( H \subset \cup \hat{L}_i \). Again, edges in \( \hat{L}_i \) (being part of a spanning tree) can
be retracted along the spanning tree till one reaches $B_i$ or edges in $H$. Performing this for each $i$, we thus obtain a deformation retraction from $(\bigcup_{i} \hat{R}_i) \cap G^\omega = G^\omega$ to $\bigcup B_i \bigcup \hat{L}_i$, and further to $\bigcup B_i \bigcup H = \hat{G}$. This finishes the proof of Theorem 11.

In the full version of this paper [9], we also provide some experiments demonstrating the efficiency of the simplified algorithm, as well as discussion on thresholding strategies.
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1 Introduction
Persistence modules have become an important object of study in topological data analysis in that they serve as an intermediate between the raw input data and the output summarization with persistence diagrams. The classical persistence theory [19] for $\mathbb{R}$-valued functions produces one dimensional (1-D) persistence modules, which is a sequence of vector spaces (homology groups with a field coefficient) with linear maps over $\mathbb{R}$ seen as a poset. It is known that [16, 26], this sequence can be decomposed uniquely into a set of intervals called bars which is also represented as points in $\mathbb{R}^2$ called the persistence diagrams [15]. The space of these diagrams can be equipped with a metric $d_B$ called the bottleneck distance. Cohen-Steiner et al. [15] showed that $d_B$ is bounded from above by the input function
persistence measured in infinity norm. Chazal et al. [12] generalized the result by showing that the bottleneck distance is bounded from above by a distance $d_I$ called the \textit{interleaving distance} between two persistence modules; see also [6, 8, 17] for further generalizations. Lesnick [22] (see also [2, 13]) established the isometry theorem which showed that indeed $d_I = d_B$. Consequently, $d_I$ for 1-D persistence modules can be computed exactly by efficient algorithms known for computing $d_B$; see e.g. [19, 20]. The status however is not so well settled for multidimensional ($n$-D) persistence modules [9] arising from $\mathbb{R}^n$-valued functions.

Extending the concept from 1-D modules, Lesnick defined the interleaving distance for multidimensional ($n$-D) persistence modules, and proved its stability and universality [22]. The definition of the bottleneck distance, however, is not readily extensible mainly because the bars for finitely presented $n$-D modules called \textit{indecomposables} are far more complicated though are guaranteed to be essentially unique by Krull-Schmidt theorem [1]. Nonetheless, one can define $d_B$ as the supremum of the pairwise interleaving distances between indecomposables, which in some sense generalizes the concept in 1-D due to the isometry theorem. Then, straightforwardly, $d_I \leq d_B$ as observed in [7], but the converse is not necessarily true. For some special cases, results in the converse direction have started to appear. Botnan and Lesnick [7] proved that, in 2-D, $d_B \leq \frac{5}{2}d_I$ for what they called block decomposable modules. Bjerkevic [4] improved this result to $d_B \leq d_I$. Furthermore, he extended it by proving that $d_B \leq (2n - 1)d_I$ for rectangle decomposable $n$-D modules and $d_B \leq (n - 1)d_I$ for free $n$-D modules. He gave an example for exactness of this bound when $n = 2$.

Unlike 1-D modules, the question of estimating $d_I$ for $n$-D modules through efficient algorithms is largely open [5]. Multi-dimensional matching distance introduced in [10] provides a lower bound to interleaving distance [21] and can be approximated within any error threshold by algorithms proposed in [3, 11]. But, it cannot provide an upper bound like $d_B$. For free, block, rectangle, and triangular decomposable modules, one can compute $d_B$ by computing pairwise interleaving distances between indecomposables in constant time because they have a description of constant complexity. Due to the results mentioned earlier, $d_I$ can be estimated within a constant or dimension-dependent factors by computing $d_B$ for these modules. It is not obvious how to do the same for the larger class of interval decomposable modules mentioned in the literature [4, 7] where indecomposables may not have constant complexity. These are modules whose indecomposables are bounded by “stair-cases”. Our main contribution is a polynomial time algorithm that, given indecomposables, computes $d_B$ exactly for 2-D interval decomposable modules. The algorithm draws upon various geometric and algebraic analysis of the interval decomposable modules that may be of independent interest. It is known that no lower bound in terms of $d_B$ for $d_I$ may exist for these modules [7]. To this end, we complement our result by proposing a distance $d_0$ called \textit{dimension distance} that is efficiently computable and satisfies the condition $d_0 \leq d_I$.

All missing proofs of this article appear in the full version [18].

## 2 Persistence modules

Our goal is to compute the bottleneck distance between two 2-D interval decomposable modules. The bottleneck distance, originally defined for 1-D persistence modules [15] (also see [2]), and later extended to multi-dimensional persistence modules [7] is known to bound the interleaving distance between two persistence modules from above.

Let $\mathcal{F}$ be a field, $\text{Vec}$ be the category of vector spaces over $\mathcal{F}$, and $\text{vec}$ be the subcategory of finite dimensional vector spaces. In what follows, for simplicity, we assume $\mathcal{F} = \mathbb{Z}/2\mathbb{Z}$. 

Definition 1 (Persistence module). Let \( \mathbb{P} \) be a poset category. A \( \mathbb{P} \)-indexed persistence module is a functor \( M : \mathbb{P} \to \text{Vec} \). If \( M \) takes values in \( \text{vec} \), we say \( M \) is pointwise finite dimensional (p.f.d.). The \( \mathbb{P} \)-indexed persistence modules themselves form another category where the natural transformations between functors constitute the morphisms.

Here we consider the poset category to be \( \mathbb{R}^n \) with the standard partial order and all modules to be p.f.d. We call \( \mathbb{R}^n \)-indexed persistence modules as \( n \)-dimensional persistence modules, \( n \)-D modules in short. The category of \( n \)-D modules is denoted as \( \mathbb{R}^n\text{-mod} \). For an \( n \)-D module \( M \in \mathbb{R}^n\text{-mod} \), we use notation \( M_x := M(x) \) and \( \rho_{x \to y}^M := M(x \leq y) \).

Definition 2 (Shift). For any \( \delta \in \mathbb{R} \), we denote \( \vec{\delta} = \delta \cdot \sum e_i \), where \( \{ e_i \}_{i=1}^n \) is the standard basis of \( \mathbb{R}^n \). We define a shift functor \( (\cdot)_\Delta : \mathbb{R}^n\text{-mod} \to \mathbb{R}^n\text{-mod} \) where \( M_{\cdot \Delta} := (\cdot)_\Delta(M) \) is given by \( M_{x \to y}(x) = M(x + \vec{\delta}) \) and \( M_{x \to y}(x \leq y) = M(x + \vec{\delta} \leq y + \vec{\delta}) \). In words, \( M_{\cdot \Delta} \) is the module \( M \) shifted diagonally by \( \vec{\delta} \).

The following definition of interleaving taken from [7] adapts the original definition designed for 1-D modules in [13] to \( n \)-D modules.

Definition 3 (Interleaving). For two persistence modules \( M \) and \( N \), and \( \delta \geq 0 \), a \( \delta \)-interleaving between \( M \) and \( N \) are two families of linear maps \( \{ \phi_x : M_x \to N_{\gamma x+\vec{\delta}} \}_{x \in \mathbb{R}^n} \) and \( \{ \psi_x : N_{x \to M_{x+\vec{\delta}}} \}_{x \in \mathbb{R}^n} \) satisfying the following two conditions (see full version [18] for the details.

\[
\forall x \in \mathbb{R}^n, \rho_{x \to x+2\vec{\delta}}^M = \psi_{x+\vec{\delta}} \circ \phi_x \quad \text{and} \quad \rho_{x \to x+2\vec{\delta}}^N = \phi_{x+\vec{\delta}} \circ \psi_x
\]

\[
\forall x \leq y \in \mathbb{R}^n, \phi_y \circ \rho_{x \to y}^M = \rho_{x+\vec{\delta} \to y}^N \circ \phi_x \quad \text{and} \quad \psi_y \circ \rho_{x \to y}^N = \rho_{x+\vec{\delta} \to y}^M \circ \psi_x \text{ symmetrically}
\]

If such a \( \delta \)-interleaving exists, we say \( M \) and \( N \) are \( \delta \)-interleaved. We call the first condition triangular commutativity and the second condition square commutativity.

Definition 4 (Interleaving distance). Define the interleaving distance between modules \( M \) and \( N \) as \( d_I(M, N) = \inf \{ \delta | M \text{ and } N \text{ are } \delta \text{-interleaved} \} \). We say \( M \) and \( N \) are \( \infty \)-interleaved if they are not \( \delta \)-interleaved for any \( \delta \in \mathbb{R}^+ \), and assign \( d_I(M, N) = \infty \).

Definition 5 (Matching). A matching \( \mu : A \to B \) between two multisets \( A \) and \( B \) is a partial bijection, that is, \( \mu : A' \to B' \) for some \( A' \subseteq A \) and \( B' \subseteq B \). We say \( \text{im} \mu = B' \), \( \text{coim} \mu = A' \).

For the next definition [7], we call a module \( \delta \)-trivial if \( \rho_{x \to x+\delta}^M = 0 \) for all \( x \in \mathbb{R}^n \).

Definition 6 (Bottleneck distance). Let \( M \cong \bigoplus_{i=1}^m M_i \) and \( N \cong \bigoplus_{j=1}^n N_j \) be two persistence modules, where \( M_i \) and \( N_j \) are indecomposable submodules of \( M \) and \( N \) respectively. Let \( I = \{ 1, \ldots, m \} \) and \( J = \{ 1, \ldots, n \} \). We say \( M \) and \( N \) are \( \delta \)-matched for \( \delta \geq 0 \) if there exists a matching \( \mu : I \to J \) so that, (i) \( i \in I \setminus \text{coim} \mu \implies M_i \) is \( 2\delta \)-trivial, (ii) \( j \in J \setminus \text{im} \mu \implies N_j \) is \( 2\delta \)-trivial, and (iii) \( i \in \text{coim} \mu \implies M_i \) and \( N_{\mu(i)} \) are \( \delta \)-interleaved.

The bottleneck distance is defined as

\[
d_B(M, N) = \inf \{ \delta | M \text{ and } N \text{ are } \delta \text{-matched} \}.
\]

The following fact observed in [7] is straightforward from the definition.

Fact 7. \( d_I \leq d_B \).
2.1 Interval decomposable modules

Persistence modules whose indecomposables are interval modules (Definition 9) are called *interval decomposable modules*, see for example [7]. To account for the boundaries of free modules, we enrich the poset \( \mathbb{R}^n \) by adding points at \( \pm \infty \) and consider the poset \( \overline{\mathbb{R}}^n = \mathbb{R} \times \ldots \times \mathbb{R} \) where \( \overline{\mathbb{R}} = \mathbb{R} \cup \{ \pm \infty \} \) with the usual additional rule \( a \pm \infty = \pm \infty \).

**Definition 8.** An interval is a subset \( \emptyset \neq I \subset \overline{\mathbb{R}}^n \) that satisfies the following:

1. If \( p,q \in I \) and \( p \leq r \leq q \), then \( r \in I \);  
2. If \( p,q \in I \), then there exists a sequence \( (p_1,p_2,\ldots,p_m) \in I \) for some \( m \in \mathbb{N} \) such that \( p \leq p_1 \leq p_2 \leq \ldots \leq p_m \leq q \). We call the sequence \((p_0,p_1,p_2,\ldots,p_m,p_{m+1} = q)\) a path from \( p \) to \( q \) (in \( I \)).

In what follows, we fix the dimension \( n = 2 \). Let \( \overline{I} \) denote the closure of an interval \( I \) in the standard topology of \( \overline{\mathbb{R}}^2 \). The lower and upper boundaries of \( I \) are defined as

\[
L(I) = \{ x = (x_1,x_2) \in \overline{I} \mid \forall y = (y_1,y_2) \text{ with } y_1 < x_1 \text{ and } y_2 < x_2 \implies y \notin I \} \\
U(I) = \{ x = (x_1,x_2) \in \overline{I} \mid \forall y = (y_1,y_2) \text{ with } y_1 > x_1 \text{ and } y_2 > x_2 \implies y \notin I \}.
\]

See the figure below. Let \( B(I) = L(I) \cup U(I) \).

We say an interval \( I \) is discretely presented if its boundary consists of a finite set of horizontal and vertical line segments called edges, with end points called vertices, which satisfy the following conditions: (i) every vertex is incident to either a single edge or to a horizontal and a vertical edge, (ii) no vertex appears in the interior of an edge. We denote the set of edges and vertices with \( E(I) \) and \( V(I) \) respectively.

According to this definition, \( \overline{\mathbb{R}}^2 \) is an interval with boundary \( B(\overline{\mathbb{R}}^2) \) that consists of all the points with at least one coordinate \( \infty \). The vertex set \( V(\overline{\mathbb{R}}^2) \) consists of four corners of the infinitely large square \( \overline{\mathbb{R}}^2 \) with coordinates \((\pm \infty, \pm \infty)\).

**Definition 9 (Interval module).** A 2-D **interval persistence module**, or **interval module** in short, is a persistence module \( M \) that satisfies the following condition: for some intervall \( IM \subseteq \overline{\mathbb{R}}^2 \), called the interval of \( M \),

\[
M_x = \begin{cases} 
\top & \text{if } x \in IM \\
0 & \text{otherwise}
\end{cases} \\
p_{x \rightarrow y}^M = \begin{cases} 
1 & \text{if } x,y \in IM \\
0 & \text{otherwise}
\end{cases}
\]

It is known that an interval module is indecomposable [22].

**Definition 10 (Interval decomposable module).** A 2-D **interval decomposable module** is a persistence module that can be decomposed into interval modules. We say a 2-D interval decomposable module is finitely presented if it can be decomposed into finitely many interval modules whose intervals are discretely presented.

### 3 Algorithm to compute \( d_B \)

Given the intervals of the indecomposables (interval modules) as input, an approach based on bipartite-graph matching is well known for computing the bottleneck distance \( d_B(M,N) \) between two 1-D persistence modules \( M \) and \( N \) [19]. This approach constructs a bi-partite
graph $G$ out of the intervals of $M$ and $N$ and their pairwise interleaving distances including the distances to zero modules. If these distance computations take $O(C)$ time in total, the algorithm for computing $d_B$ takes time $O(m^2 \log m + C)$ if $M$ and $N$ together have $m$ indecomposables altogether. Given indecomposables (say computed by Meat-Axe [23]), this approach is readily extensible to the n-D modules if one can compute the interleaving distance between any pair of indecomposables including the zero modules. To this end, we present an algorithm to compute the interleaving distance between two interval modules $M_i$ and $N_j$ with $t_i$ and $t_j$ vertices respectively on their intervals in $O((t_i + t_j) \log(t_i + t_j))$ time. This gives a total time of $O(m^2 \log m + \sum_{i,j} (t_i + t_j) \log(t_i + t_j)) = O(m^2 \log m + t^2 \log t)$ where $t$ is the number of vertices over all input intervals.

Now we focus on computing the interleaving distance between two given intervals. Given two intervals $I_M$ and $I_N$ with $t$ vertices, this algorithm searches a value $\delta$ so that there exists two families of linear maps from $M$ to $N_{-\delta}$ and from $N$ to $M_{-\delta}$ respectively which satisfy both triangular and square commutativity. This search is done with a binary probing. For a chosen $\delta$ from a candidate set of $O(t)$ values, the algorithm determines the direction of the search by checking two conditions called \textit{trivializability} and \textit{validity} on the intersections of modules $M$ and $N$.

\textbf{Definition 11} (Intersection module). For two interval modules $M$ and $N$ with intervals $I_M$ and $I_N$ respectively let $I_Q = I_M \cap I_N$, which is a disjoint union of intervals, $\coprod I_{Q_i}$. The intersection module $Q$ of $M$ and $N$ is $Q = \bigoplus Q_i$, where $Q_i$ is the interval module with interval $I_{Q_i}$. That is, 

$$Q_x = \begin{cases} \top & \text{if } x \in I_M \cap I_N \\ 0 & \text{otherwise} \end{cases}$$

and for $x \leq y$, $p^{Q_i}_{x \to y} = \begin{cases} \top & \text{if } x, y \in I_M \cap I_N \\ 0 & \text{otherwise} \end{cases}$

From the definition we can see that the support of $Q$, $\text{supp}(Q)$, is $I_M \cap I_N$. We call each $Q_i$ an intersection component of $M$ and $N$. Write $I := I_{Q_i}$ and consider $\phi : M \to N$ to be any morphism in the following proposition which says that $\phi$ is constant on $I$.

\textbf{Proposition 12}. \(\phi|_I \equiv a \cdot \top\) for some $a \in \mathbb{Z}/2$.

\textbf{Proof}.

\[
\begin{array}{ccc}
M_{p_i} & \xrightarrow{\top} & M_{p_{i+1}} \\
\phi_{p_i} & \downarrow & \phi_{p_{i+1}} \\
N_{p_i} & \xleftarrow{\top} & N_{p_{i+1}}
\end{array}
\]

For any $x, y \in I$, consider a path $(x = p_0, p_1, p_2, ..., p_{2m-1}, p_{2m+1} = y)$ in $I$ from $x$ to $y$ and the commutative diagrams above for $p_i \leq p_{i+1}$ (left) and $p_i \geq p_{i+1}$ (right) respectively. Observe that $\phi_{p_i} = \phi_{p_{i+1}}$ in both cases due to the commutativity. Inducting on $i$, we get that $\phi(x) = \phi(y)$.

\textbf{Definition 13} (Valid intersection). An intersection component $Q_i$ is $(M, N)$-\textit{valid} if for each $x \in I_{Q_i}$, the following two conditions hold (see figure below):

(i) $y \leq x$ and $y \in I_M \implies y \in I_N$, and (ii) $z \geq x$ and $z \in I_N \implies z \in I_M$

\textbf{Proposition 14}. Let \(\{Q_i\}\) be a set of intersection components of $M$ and $N$ with intervals \(\{I_{Q_i}\}\). Let \(\phi_x : M \to N\) be the family of linear maps defined as $\phi_x = \top$ for all $x \in I_{Q_i}$, and $\phi_x = 0$ otherwise. Then $\phi$ is a morphism if and only if every $Q_i$ is $(M, N)$-valid.

For proof see the full version [18].
We focus on the interval modules with discretely presented intervals (figure on right). They belong to finitely presented persistence modules studied previously in [22]. For an interval module $M$, let $\overline{M}$ be the interval module defined on the closure $\overline{T_M}$. To avoid complication in this exposition, we assume that the upper and lower boundaries of every interval module meet exactly at two points. We also assume that every interval module has closed intervals which is justified by the following proposition (proof in the full version [18]).

**Proposition 15.** $d_l(M, N) = d_l(\overline{M}, \overline{N})$.

From the definition of boundaries of intervals, the following proposition is immediate.

**Proposition 16.** Given an interval $I$ and any point $x = (x_1, x_2) \in I \setminus (I \cap B(\mathbb{R}^2))$, we have $x \in L(I) \iff \forall \epsilon > 0, x - \epsilon \not\in I$. Similarly, we have $x \in U(I) \iff \forall \epsilon > 0, x + \epsilon \not\in I$.

**Definition 17** (Diagonal projection and distance). Let $I$ be an interval and $x \in \mathbb{R}^2$. For $x \in \mathbb{R}^2 \subseteq \mathbb{R}^2$, let $\Delta_x$ denote the line called diagonal with slope 1 that passes through $x$. We define (see Figure 1)

$$
\text{dl}(x, I) = \begin{cases} 
\min_{y \in \Delta_x \cap I} \{d_\infty(x, y) := |x - y|_\infty\} & \text{if } \Delta_x \cap I \neq \emptyset \\
\infty & \text{otherwise.}
\end{cases}
$$

In case $\Delta_x \cap I \neq \emptyset$, define $\pi_I(x)$, called the projection point of $x$ on $I$, to be the point $y \in \Delta_x \cap I$ where $\text{dl}(x, I) = d_\infty(x, y)$. For $x \in B(\mathbb{R}^2) \setminus V(\mathbb{R}^2)$, $\Delta_x$ is defined to be the edge in $E(\mathbb{R}^2)$ containing $x$. Define $\text{dl}(x, I)$ and $\pi_I(x)$ accordingly. For $x \in V(\mathbb{R}^2)$, we set $\pi_I(x) = x$ if and only if $x \in I$. Then, $\text{dl}(x, I) = 0$ if $x \in I$ and $\text{dl}(x, I) = +\infty$ otherwise.

Notice that upper and lower boundaries of an interval are also intervals by definition. With this understanding, following properties of dl are obvious from the above definition.

**Fact 18.**

(i) For any $x \in I_M$,

$$
\text{dl}(x, U(I_M)) = \sup_{\delta \in \mathbb{R}} \{x + \delta \in I_M\} \text{ and } \text{dl}(x, L(I_M)) = \sup_{\delta \in \mathbb{R}} \{x - \delta \in I_M\}.
$$

(ii) Let $L = L(I_M)$ or $U(I_M)$ and let $x, x'$ be two points such that $\pi_L(x), \pi_L(x')$ both exist.

If $x$ and $x'$ are on some same horizontal, vertical, or diagonal line, then $|\text{dl}(x, L) - \text{dl}(x', L)| \leq d_\infty(x, x')$. 

\[\text{Figure 1} \ d = \text{dl}(x, I), \ y = \pi_I(x), \ d' = \text{dl}(x', L(I)) \ (\text{left}); \ d = \text{dl}(x, I) \text{ and } d' = \text{dl}(x', U(I)) \text{ are defined on the left edge of } B(\mathbb{R}^2) \ (\text{middle}); \ Q \text{ is } d_{(M,N)}-\text{valid} \text{ and } d_{(N,M)}-\text{trivializable} \ (\text{right}).\]
Set $VL(I) := V(I) \cap L(I)$, $EL(I) := E(I) \cap L(I)$, $VU(I) := V(I) \cap U(I)$, and $EU(I) := E(I) \cap U(I)$. Following proposition is proved in the full version [18].

**Proposition 19.** For an intersection component $Q$ of $M$ and $N$ with interval $I$, the following conditions are equivalent:

1. $Q$ is $(M, N)$-valid.
2. $L(I) \subseteq L(I_M)$ and $U(I) \subseteq U(I_N)$.
3. $VL(I) \subseteq L(I_M)$ and $VU(I) \subseteq U(I_N)$.

**Definition 20** (Trivializable intersection). Let $Q$ be a connected component of the intersection of two modules $M$ and $N$. For each point $x \in I_Q$, define

$$d_{\text{triv}}^{(M,N)}(x) = \max\{|dl(x, U(I_M))/2, dl(x, L(I_N))/2\}.$$\

For $\delta \geq 0$, we say a point $x$ is $\delta_{(M,N)}$-trivializable if $d_{\text{triv}}^{(M,N)}(x) < \delta$. We say an intersection component $Q$ is $\delta_{(M,N)}$-trivializable if each point in $I_Q$ is $\delta_{(M,N)}$-trivializable (Figure 1).

Following proposition discretizes the search for trivializability (see the full version [18] for a proof).

**Proposition 21.** An intersection component $Q$ is $\delta_{(M,N)}$-trivializable if and only if every vertex of $Q$ is $\delta_{(M,N)}$-trivializable.

Recall that for two modules to be $\delta$-interleaved, we need two families of linear maps satisfying both triangular commutativity and square commutativity. For a given $\delta$, Theorem 23 below provides criteria that ensure that such linear maps exist. In our algorithm, we make sure that these criteria are verified.

Given an interval module $M$ and the diagonal line $\Delta_x$ for any $x \in \mathbb{R}^2$, there is a 1-dimensional persistence module $M|_{\Delta_x}$ which is the functor restricted on the poset $\Delta_x$ as a subcategory of $\mathbb{R}^2$. We call it a 1-dimensional slice of $M$ along $\Delta_x$. Define

$$\delta^* = \inf_{\delta \in \mathbb{R}^2} \{\forall x \in \mathbb{R}^2, M|_{\Delta_x} \text{ and } N|_{\Delta_x} \text{ are } \delta\text{-interleaved}\}.$$\

Proposition 22 follows from the observation that $\delta^* = \sup_{\delta \in \mathbb{R}^2} \{d_I(M|_{\Delta_x}, N|_{\Delta_x})\}$.

**Proposition 22.** For two interval modules $M, N$ and $\delta \in \mathbb{R}^+$, we have $\delta > \delta^*$ if and only if there exist two families of linear maps $\phi = \{\phi_x : M_x \to N_{x+\delta}\}$ and $\psi = \{\psi_x : N_x \to M_{x+\delta}\}$ such that for each $x \in \mathbb{R}^2$, the 1-dimensional slices $M|_{\Delta_x}$ and $N|_{\Delta_x}$ are $\delta$-interleaved by the linear maps $\phi|_{\Delta_x}$ and $\psi|_{\Delta_x}$.

**Theorem 23.** Two interval modules $M$ and $N$ are $\delta$-interleaved if and only if

- $\delta > \delta^*$, and
- each component of $I_M \cap I_N$ is either $(M, N_{\delta})$-valid or $\delta_{(M,N_{\delta})}$-trivializable, and each component of $I_M \cap N$ is either $(N, M_{\delta})$-valid or $\delta_{(N,M_{\delta})}$-trivializable.

**Proof.** $\Longrightarrow$ direction: Suppose $M$ and $N$ are $\delta$-interleaved. By definition, we have two families of linear maps $\{\phi_x\}$ and $\{\psi_x\}$ which satisfy both triangular and square commutativities. Let the morphisms between the two persistence modules constitute by these two families of linear maps be $\phi = \{\phi_x\}$ and $\psi = \{\psi_x\}$ respectively. By Proposition 22, we get the first part of the claim that $\delta > \delta^*$. For each intersection component $Q$ of $M$ and $N_{\delta}$ with interval $I := I_Q$, consider the restriction $\phi|_I$. By Proposition 12, $\phi|_I$ is constant, that is, $\phi|_I \equiv 0$ or $\psi|_I$. If $\phi|_I \equiv \psi|_I$, by Proposition 14, $Q$ is $(M, N_{\delta})$-valid. If $\phi|_I \equiv 0$, by the triangular commutativity of $\phi$, we have that $p_{x+\delta}^{M} = \psi_{x+\delta} \circ \phi_x = 0$ for
each point \( x \in I \). That means \( x + 2\delta \notin I_M \). By Fact 18(i), \( \text{dl}(x, U(I_M))/2 < \delta \). Similarly, \( \rho^N_{x+\delta, x+\delta} = \phi_x \circ \psi_{x, x} = 0 \Rightarrow x - \delta \notin I_N \), which is the same as to say \( x - 2\delta \notin I_{N, \delta} \).

By Fact 18(i), \( \text{dl}(x, L(I_{N, \delta}))/2 < \delta \). So \( \forall x \in I \), we have \( d^\text{triv}_{(M, N, \delta)}(x) < \delta \). This means \( Q \) is \( \delta_{(M, N, \delta)} \)-trivializable. Similar statement holds for intersection components of \( M \rightarrow \delta \) and \( N \).

\[ \leq \] direction: We construct two families of linear maps \( \{ \phi_x \}, \{ \psi_x \} \) as follows: On the interval \( I := I_Q \), of each intersection component \( Q_i \) of \( M \) and \( N \rightarrow \delta \), set \( \phi|I \equiv \psi \) if \( Q_i \) is \((M, N, \delta)\)-valid and \( \phi|I \equiv 0 \) otherwise. Set \( \phi_x \equiv 0 \) for all \( x \) not in the interval of any intersection component. Similarly, construct \( \{ \psi_x \} \). Note that, by Proposition 14, \( \phi := \{ \phi_x \} \) is a morphism between \( M \) and \( N \rightarrow \delta \), and \( \psi := \{ \psi_x \} \) is a morphism between \( M \) and \( N \rightarrow \delta \).

Hence, they satisfy the square commutativity. We show that they also satisfy the triangular commutativity. We claim that \( \forall x \in I_M, \rho^M_{x \rightarrow x + 2\delta} = \psi \Rightarrow x + \delta \in I_N \) and similar statement holds for \( I_N \). From condition that \( \delta > \delta^* \) and by Proposition 22, we know that there exist two families of linear maps satisfying triangular commutativity everywhere, especially on the pair of \( 1 \)-dimensional persistence modules \( M|\Delta_x \) and \( N|\Delta_x \). From triangular commutativity we know that \( x + \delta \in I_N \) since otherwise one cannot construct a \( \delta \)-interleaving between \( M|\Delta_x \) and \( N|\Delta_x \). Now for each \( x \in I_M \) with \( \rho^M_{x \rightarrow x + 2\delta} = \psi \), we have \( \text{dl}(x, U(I_M))/2 \geq \delta \) by Fact 18, and \( x + \delta \in I_N \) by our claim. This implies that \( x \in I_M \cap I_{N, \delta} \) is a point in an interval of an intersection component \( Q \) of \( M, N \rightarrow \delta \) which is not \( \delta_{(M, N, \delta)} \)-trivializable. Hence, it is \((M, N, \delta)\)-valid by the assumption. So, by our construction of \( \phi \) on valid intersection components, \( \phi_x = \psi \). Symmetrically, we have that \( x + \delta \in I_N \cap I_{M, \delta} \) is a point in an interval of an intersection component of \( N \) and \( M \rightarrow \delta \) which is not \( \delta_{(N, M, \delta)} \)-trivializable since \( \text{dl}(x + \delta, L(I_M))/2 \geq \delta \). So by our construction of \( \psi \) on valid intersection components, \( \psi_{x+\delta} = \psi \). Then, we have \( \rho^M_{x \rightarrow x + 2\delta} = \psi \circ \phi_x \) for every nonzero linear map \( \rho^M_{x \rightarrow x + 2\delta} \). The statement also holds for any nonzero linear map \( \rho^N_{x \rightarrow x + 2\delta} \). Therefore, the triangular commutativity holds.

Note that the above proof provides a construction of the interleaving maps for a specific \( \delta \) if it exists. Furthermore, the interleaving distance \( d_\delta(I_M, N) \) is the infimum of all \( \delta \) satisfying the two conditions in the theorem, which means \( d_\delta(I_M, N) \) is the infimum of all \( \delta > \delta^* \) satisfying condition 2 in Theorem 23. Based on this observation, we propose a search algorithm for computing the interleaving distance \( d_\delta(I_M, N) \) for interval modules \( M \) and \( N \).

**Definition 24 (Candidate set).** For two interval modules \( M \) and \( N \), and for each point \( x \) in \( I_M \cup I_N \), let

\[
D(x) = \{ \text{dl}(x, L(I_M)), \text{dl}(x, L(I_N)), \text{dl}(x, U(I_M)), \text{dl}(x, U(I_N)) \} \text{ and } S = \{ d \mid d \in D(x) \text{ or } 2d \in D(x) \text{ for some vertex } x \in V(I_M) \cup V(I_N) \} \text{ and } S_{\geq \delta} := \{ d \mid d \geq \delta, d \in S \}.
\]

**Algorithm Interleaving** (output: \( d_\delta(I_M, N) \), input: \( I_M \) and \( I_N \) with \( t \) vertices in total)

1. Compute the candidate set \( S \) and let \( \epsilon \) be the smallest difference between any two numbers in \( S \). /* \( O(t) \) time */
2. Compute \( \delta^* \); Let \( \delta = \delta^* \). /* \( O(t) \) time */
3. Output \( \delta \) after a binary search in \( S_{\geq \delta^*} \) by following steps /* \( O(\log t) \) probes */
   
   let \( \delta' = \delta + \epsilon 
   
   Compute intersections \( I_M \cap I_{N, \delta'} \) and \( I_N \cap I_{M, \delta'} \). /* \( O(t) \) time */
   
   For each intersection component, check if it is valid or trivializable according to Theorem 23. /* \( O(t) \) time */
In the above algorithm, the following generic task of computing diagonal span is performed for several steps. Let $L$ and $U$ be any two chains of vertical and horizontal edges that are both $x$- and $y$-monotone. Assume that $L$ and $U$ have at most $t$ vertices. Then, for a set $X$ of $O(t)$ points in $L$, one can compute the intersection of $\Delta_x$ with $U$ for every $x \in X$ in $O(t)$ total time. The idea is to first compute by a binary search a point $x$ in $X$ so that $\Delta_x$ intersects $U$ if at all. Then, for other points in $X$, traverse from $x$ in both directions while searching for the intersections of the diagonal line with $U$ in lock steps.

Now we analyze the complexity of the algorithm Interleaving. The candidate set, by definition, has only $2t$ values which can be computed in $O(t)$ time by the diagonal span procedure. Proposition 25 shows that $\delta^*$ is in $S$ and can be determined by computing the one dimensional interleaving distances $d_I(M|\Delta_x,N|\Delta_x)$ for diagonal lines passing through $O(t)$ vertices of $I_M$ and $I_N$. This can be done in $O(t)$ time by diagonal span procedure. Once we determine $\delta^*$, we search for $\delta = d_I(M,N)$ in the truncated set $S_{\delta \geq \delta^*}$ to satisfy the first condition of Theorem 23. Intersections between two polygons $I_M$ and $I_N$ bounded by $x$- and $y$-monotone chains can be computed in $O(t)$ time by a simple traversal of the boundaries.

The validity and trivializability of each intersection component can be determined in time linear in the number of its vertices due to Proposition 19 and Proposition 21 respectively. Since the total number of intersection points is $O(t)$, validity check takes $O(t)$ time in total. The check for trivializability also takes $O(t)$ time if one uses the diagonal span procedure.

Proposition 25 below says that $\delta^*$ is determined by a vertex in $I_M$ or $I_N$ and $\delta^* \in S$. Its proof appears in the full version [18].

**Proposition 25.** (i) $\delta^* = \max_{x \in V(I_M) \cup V(I_N)} \{d_M(M|\Delta_x,N|\Delta_x)\}$; (ii) $\delta^* \in S$.

The correctness of the algorithm Interleaving already follows from Theorem 23 as long as the candidate set contains the distance $d_I(M,N)$. The following concept of stable intersections helps us to establish this result.

**Definition 26 (Stable intersection).** Let $Q$ be an intersection component of $M$ and $N$. We say $Q$ is stable if every intersection point $x \in I_Q \cap B(I_M) \cap B(I_N)$ is non-degenerate, that is, $x$ is in the interior of two edges $e_1 \in E(I_M)$ and $e_2 \in E(I_N)$, and $e_1 \perp e_2$ at $x$.

From Proposition 42 and Corollary 43 in Appendix A of the full version [18], we have the following claim.

**Proposition 27.** $d \notin S$ if and only if each intersection component of $M$, $N \rightarrow_d$, and $N \rightarrow_d$, $M$ is stable.

The main property of a stable intersection component $Q$ of $M$ and $N$ is that if we shift one of the interval module, say $N$, to $N \rightarrow_\epsilon$ continuously for some small value $\epsilon \in \mathbb{R}^+$, the interval $I_{Q'}$ of the intersection component $Q'$ of $M$ and $N \rightarrow_\epsilon$ changes continuously. Next proposition follows directly from the stability of intersection components.

**Proposition 28.** For a stable intersection component $Q$ of $M$ and $N$, there exists a positive real $\delta \in \mathbb{R}^+$ such that the following holds:

For each $\epsilon \in (-\delta, +\delta)$, there exists a unique intersection component $Q'$ of $M$ and $N \rightarrow_\epsilon$ so that it is still stable and $I_{Q'} \cap I_Q \neq \emptyset$. Furthermore, there is a bijection $\mu_\epsilon : V(I_Q) \rightarrow V(I_{Q'})$ so that $\forall x \in V(I_Q)$, $x$ and $\mu_\epsilon(x)$ are on the same horizontal, vertical, or diagonal line, and $d^{\infty}(\mu_\epsilon(x),x) = \epsilon$. We call the set $\{Q' \mid \epsilon \in (-\delta, +\delta)\}$ a stable neighborhood of $Q$.

**Corollary 29.** For a stable intersection component $Q$, we have:

(i) $Q$ is $(M,N)$-valid iff each $Q'$ in the stable neighborhood is $(M,N \rightarrow_\epsilon)$-valid.

(ii) If $Q$ is $d_{(M,N)}$-trivializable, then $Q'$ is $(d + 2\epsilon)_{(M,N \rightarrow_\epsilon)}$-trivializable.
Proof. (i): Let $Q'$ be any intersection component in a stable neighborhood of $Q$. We know that if $Q$ is $(M,N)$-valid, then $VL(I_Q) \subseteq L(I_M)$ and $VL(I_Q) \subseteq L(I_N)$. By Proposition 28, $\mu_r(VL(I_Q)) = VL(I_Q) \subseteq L(I_M)$ and $\mu_s(U(I_Q)) = UL(I_Q) \subseteq L(I_N)$. So $Q'$ is $(M,N,\epsilon)$-valid. Other direction of the implication can be proved by switching the roles of $Q$ and $Q'$ in the above argument.

(ii): From Proposition 28, we have that $\forall x' \in V(I_Q)$, there exists a point $x \in V(I_Q)$ so that $x$ and $x'$ are on some horizontal, vertical, or diagonal line (\Delta x), and $d_{\infty}(x,x') \leq \epsilon$. Then, by Fact 18(ii), one observes

$$d_{triv}^{(M,N,\epsilon)}(x) \leq d_{triv}^{(M,N,\epsilon)}(x') + \epsilon \leq d_{triv}^{(M,N)}(x) + 2\epsilon < d + 2\epsilon.$$ 

Therefore, $Q'$ is $(d + 2\epsilon)_{(M,N,\epsilon)}$-trivializable.

\[\blacktriangleup\]

\[\blacktriangledown\] Theorem 30. $d_I(M,N) \in S$.

Proof. Suppose that $d = d_I(M,N) \notin S$. Let $d^*$ be the largest value in $S$ satisfying $d^* \leq d$. Note that $d \in S$ if and only if $d = d^*$. Then, $d^* < d$ by our assumption that $d \notin S$.

By definition of interleaving distance, we have $\forall d'' > d$, there is a $d''$-interleaving between $M$ and $N$, and $\forall d'' < d$, there is no $d''$-interleaving between $M$ and $N$. By Proposition 25(ii), one can see that $d^* \leq d^* < d$. So, to get a contradiction, we just need to show that there exists $d''$, $d^* < d'' < d$, satisfying the condition 2 in Theorem 23.

Let $Q$ be any intersection component of $M,N \rightarrow d$ or $N,M \rightarrow d$. Without loss of generality, assume $Q$ is an intersection component of $M$ and $N \rightarrow d$. By Proposition 27, $Q$ is stable. We claim that there exists some $\epsilon > 0$ such that $Q''$ is an intersection component of $M$ and $N \rightarrow d$ in a stable neighborhood of $Q$, and $Q''$ is either $(M,N \rightarrow d,\epsilon)$-valid or $(d - \epsilon)_{(M,N,d,\epsilon)}$-trivializable.

Let $\epsilon > 0$ be small enough so that $Q''$ is a stable intersection component of $M$ and $N \rightarrow d + \epsilon$ in a stable neighborhood of $Q$. By Theorem 23, $Q''$ is either $(M,N \rightarrow (d + \epsilon))$-valid or $(d + \epsilon)_{(M,N,d,\epsilon)}$-trivializable. If $Q''$ is $(M,N \rightarrow (d + \epsilon))$-valid, then by Corollary 29(i), any intersection component in a stable neighborhood of $Q$ is valid, which means there exists $Q''$ such that $(M,N \rightarrow d,\epsilon)$-valid for some $\epsilon > 0$. Now assume $Q''$ is not $(M,N \rightarrow (d + \epsilon))$-valid. Then, $\forall \epsilon > 0$, $Q''$ is $(M,N \rightarrow (d + \epsilon))$-trivializable, By Proposition 21 and 29(ii), we have $\forall x \in V(I_Q)$, $d_{triv}^{(M,N,d,\epsilon)}(x) < d + 3\epsilon$, $\forall \epsilon > 0$. Taking $\epsilon \to 0$, we get $\forall x \in V(I_Q)$, $d_{triv}^{(M,N,d,\epsilon)}(x) < d$. If the claim were not true, some point $x \in V(I_Q)$ would exist so that $d_{triv}^{(M,N,d,\epsilon)}(x) = d$. There are two cases. If $x \in V(I_M) \cup V(I_N)$, then obviously $d = d_{triv}^{(M,N,d)}(x) \in S$ contradicting $d \neq d^*$. The other case is that $x$ is the intersection point of two perpendicular edges $e_1 \in E(I_M)$ and $e_2 \in E(I_N)$ since $Q$ is a stable intersection component. But, then $x$ and $\pi_L(x)$ are always on two parallel edges where $L$ is either $U(I_M)$ or $L(I_N)$. By Proposition 41(ii) in [18], we have $d = d^*$, reaching a contradiction. Now by our claim and Proposition 21, $Q$ is $d_{(M,N,d,\epsilon)}$-trivializable where $d > d^* \geq \max_{x \in V(I_Q)}\{d_{triv}^{(M,N,d,\epsilon)}(x)\}$. Let $\delta = d - d^*$ and $\epsilon = \delta/4$. Since $d - \epsilon = d - \delta/4 > d - \delta/2 = d - \delta + 2 \delta/4 = d^* + 2\epsilon$ and $d^* \geq \max_{x \in V(I_Q)}\{d_{triv}^{(M,N,d,\epsilon)}(x)\}$, we have $d > d^*$ and $d - \epsilon > \max_{x \in V(I_Q)}\{d_{triv}^{(M,N,d,\epsilon)}(x)\} + 2\epsilon$. Therefore, by Corollary 21, $Q''$ is $(d - \epsilon)_{(M,N,d,\epsilon)}$-trivializable.

The above argument shows that there exists a $d''$-interleaving where $d'' = d - \epsilon < d$, reaching a contradiction. \[\blacktriangledown\]
4 A lower bound on $d_I$

In this section we propose a distance between two persistence modules that bounds the interleaving distance from below. This distance is defined for n-D modules and not necessarily only for 2-D modules. It is based on dimensions of the vectors involved with the two modules and is efficiently computable.

Let $[n] = \{1, 2, \ldots, n\}$ be the set of all the integers from 1 to $n$. Let $\binom{[n]}{k} = \{s \subseteq [n]: |s| = k\}$ be the set of all subset in $[n]$ with cardinality $k$.

**Definition 31.** For a right continuous function $f : \mathbb{R}^n \to \mathbb{Z}$, define the **differential** of $f$ to be $\Delta f : \mathbb{R}^n \to \mathbb{Z}$ where

$$\Delta f(x) = \sum_{k=0}^{n} (-1)^k \sum_{s \in \binom{[n]}{k}} \lim_{\epsilon \to 0_+} f(x - \epsilon \cdot \sum_{i \in s} e_i)$$

Note that for $k = 0$, $\sum_{s \in \binom{[n]}{0}} \lim_{\epsilon \to 0_+} f(x - \epsilon \cdot \sum_{i \in s} e_i) = f(x)$. We say $f$ is **nice** if the support $\text{supp}(\Delta f)$ is finite and $\text{supp}(f) \subseteq \{x | x \geq a\}$ for some $a \in \mathbb{R}$.

The differential $\Delta f$ is a function recording the change of function values of $f$ at each point, especially at 'jump points'. For $n = 1$, $\Delta f(x) = f(x) - \lim_{\epsilon \to 0_+} f(x - \epsilon)$. For $n = 2$, which is the case we deal with, we have

$$\Delta f(x) = f(x) - \lim_{\epsilon \to 0_+} f(x - (\epsilon, 0)) - \lim_{\epsilon \to 0_+} f(x - (0, \epsilon)) + \lim_{\epsilon \to 0_+} f(x - (\epsilon, \epsilon)).$$

See Figure 2 and 3 for illustrations in 1- and 2-D cases respectively.

**Proposition 32.** For a nice function $f$, $f(x) = \sum_{y \leq x} \Delta f(y)$.

For a proof see the full version [18].

We also define $f_{\Sigma^+} = \max\{\Delta f, 0\}$, $f_{\Sigma^-} = \min\{\Delta f, 0\}$ and $f_{\Sigma^+(x)} = \sum_{y \leq x} \Delta f^+(y)$, $f_{\Sigma^-(x)} = \sum_{y \leq x} \Delta f^-(y)$. Note that $f_{\Sigma^+} \geq 0$, $f_{\Sigma^-} \leq 0$, and are both monotonic functions. By definition and property of $\Delta f$, we have $f = f_{\Sigma^+} + f_{\Sigma^-}$.

**Definition 33.** For any $\delta > 0$, we define the $\delta$-extension of $f$ as $f^{+\delta} = f_{\Sigma^+(x + \delta)} + f_{\Sigma^-}(x - \delta)$. Similarly we define the $\delta$-shrinking of $f$ as $f^{-\delta} = f_{\Sigma^-}(x + \delta) + f_{\Sigma^+}(x - \delta)$ (see Figure 2).

**Proposition 34.** For any $\delta > 0 \in \mathbb{R}$, we have $f^{+\delta}(x) = f(x + \delta) + \sum_{y \leq x + \delta, y \leq x + \delta} \Delta f_{\pm}(y)$. That is to say, for any $\delta \in \mathbb{R}$, the extended (shrunk) function $f_{\delta}$, can be computed by adding to $f(x - |\delta|)$ the positive (negative) difference values of $\Delta f$ in $(x - |\delta|, x + |\delta|]$. From this, it follows:

**Corollary 35.** Given $0 \leq \delta \leq \delta' \in \mathbb{R}$, we have $f^{+\delta} \leq f^{+\delta'}$ and $f^{-\delta} \geq f^{-\delta'}$.

- Figure 2  A nice function and its differential (left), its $\delta$-extension (middle), $\delta$-shrinking (right).
32:12 Computing Bottleneck Distance for 2-D Interval Decomposable Modules

**Figure 3** Dimension function (left), its differential is non-zero only at vertices (right).

**Definition 36.** For any two nice functions $f, g : \mathbb{R}^n \to \mathbb{Z}$ and $\delta \geq 0$, we say $f, g$ are within $\delta$-extension, denoted as $f_{\to \delta} g$, if $f \leq g + \delta$ and $g \leq f + \delta$. Similarly, we say $f, g$ are within $\delta$-shrinking, denoted as $f_{\to \delta} g$, if $f \geq g - \delta$ and $g \geq f - \delta$.

Let $d_+, d_-, d_0$ be defined as follows on the space of all nice real-valued functions on $\mathbb{R}^n$:

$$d_-(f, g) = \inf_{\delta} \{\delta \mid f_{\to \delta} g\}, \quad d_+(f, g) = \inf_{\delta} \{\delta \mid f_{\to \delta} g\}, \quad d_0(f, g) = \min(d_-, d_+).$$

One can verify that $d_0$ is indeed a distance function. Also, note that when $f, g \geq 0$ (for example, $f, g$ are dimension functions as defined below), we have $d_- \leq d_+$, hence $d_0 = d_-$. It seems that the definition of $d_-$ has a similar connotation as the erosion distance defined by Patel [25] in 1-D case.

### 4.1 Dimension distance

Given a persistence module $M$, let the *dimension function* $\text{dim} M : \mathbb{R}^n \to \mathbb{Z}$ be defined as $\text{dim} M(x) = \dim(M_x)$. The distance $d_0(\text{dim} M, \text{dim} N)$ for two modules $M$ and $N$ is called the *dimension distance*. Our main result in theorem 38 is that this distance is stable with respect to the interleaving distance and thus provides a lower bound for it.

**Definition 37.** A persistence module $M$ is nice if there exists a value $\epsilon_0 \in \mathbb{R}^+$ so that for every $\epsilon < \epsilon_0$, each linear map $\rho_x^M : M_x \to M_{x+\epsilon}$ is either injective or surjective (or both).

For example, a finitely presented persistence module generated by a simplicial filtration defined on a grid with at most one additional simplex being introduced between two adjacent grid points satisfies this nice condition above.

**Theorem 38.** For nice persistence modules $M$ and $N$, $d_0(\text{dim} M, \text{dim} N) \leq d_1(M, N)$.

**Proof.** Let $d_1(M, N) = \delta$. There exists $\delta$-interleaving, $\phi = \{\phi_x\}, \psi = \{\psi_x\}$ which satisfy both triangular and square commutativity. We claim $(\text{dim} M)^{-\delta} \leq \text{dim} N$ and $(\text{dim} N)^{-\delta} \leq \text{dim} M$.

Let $x \in \mathbb{R}^n$ be any point. By Proposition 34, we know that $(\text{dim} M)^{-\delta}(x) = \text{dim} M(x - \delta) + \sum_{y \leq x + \delta} g_{x - \delta}((\Delta \text{dim} N_\bullet)(y))$. If $\text{dim} M(x - \delta) \leq \text{dim} N(x)$, then we get $(\text{dim} M)^{-\delta}(x) \leq \text{dim} M(x - \delta) \leq \text{dim} N(x)$, because $\sum_{y \leq x + \delta} g_{x - \delta}((\Delta \text{dim} N_\bullet)(y)) \leq 0$.

Now assume $\text{dim} M(x - \delta) > \text{dim} N(x)$. From triangular commutativity, we have $\text{rank}(\psi_x \circ \phi_{x - \delta}) = \text{rank}(\rho_x^M \circ \phi_{x - \delta} \circ \rho_{x + \delta})$, which gives $\text{dim}(\text{im}(\rho_x^M \circ \phi_{x - \delta})) \leq \text{dim}(\text{im}(\phi_{x - \delta})) \leq \text{dim}(\text{im}(\psi_x)) \leq \text{dim}(\text{im}(\phi_x))$.

There exists a collection of linear maps $\{\rho_i : M_{x_i} \to M_{x_i+1}\}_{i=0}^k$ such that $\rho_x^M \circ \phi_{x - \delta} \circ \rho_{x + \delta} \circ \rho_{x - \delta} \circ \rho_{x + \delta} \circ \ldots \circ \rho_{x - \delta} \circ \rho_0$ and each $\rho_i$ is either injective or surjective. Let $\text{im}_i = \text{im}(\rho_i \circ \ldots \circ \rho_0)$. Note that $\text{im}_k = \text{im}(\rho_0 \circ \ldots \circ \rho_0)$.

Let $\epsilon_i = \text{dim}(\text{im}_i) - \text{dim}(\text{im}_{i+1})$. Then note that $\epsilon_i = 0$ if $\rho_i$ is injective and $\text{dim}(\text{im}_k) - \text{dim}(M_{x_0}) = \sum_{i=1}^k \epsilon_i$. Since $\dim(\text{im}_k) - \dim(M_{x_0}) < 0$, there exists a collection of $\rho_i$’s such that $\epsilon_i < 0$. This means these $\rho_i$’s are non-isomorphic.
Then we can apply the binary search to find the minimal value which gives \(2\) distance. However, it is not obvious that we can incorporate more information so that it remains bounded from above by the interleaving modules is dropped. Of course, one can adjust the definition of dimension distance to incorporate meaningful information without ambiguity. There are cases where the dimension distance provides meaningful information without ambiguity. There are cases where dimension functions, which is a weaker invariant compared to the rank invariants or barcodes in one dimensional case. But, further work is necessary to establish the correctness of the algorithm for this general case.

No such algorithm for such case is known. Making the algorithm more efficient will be one of our future goals. Extending the algorithm or its modification to larger classes of modules such as the \(-D\) modules or exact pfk bi-modules considered in [14] will be interesting. The definition of valid and trivializable intersection component and Theorem 21 can be extended such as the \(n\)-D modules.

In this paper, we presented an efficient algorithm to compute the bottleneck distance of two \(2\)-D persistence modules given by indecomposables that may have non-constant complexity. No such algorithm for such case is known. Making the algorithm more efficient will be one of our future goals. Extending the algorithm or its modification to larger classes of modules such as the \(n\)-D modules that, for each pair \((x_{i-1}, x_i)\), there exists a collection \(y_1, y_2, \ldots\) such that \(y_i \leq x_i\), \(y_i \nless x_{i-1}\) and \(\sum_i (\Delta dm) (y) \leq \epsilon_i\). All these \(y\)'s also satisfy that \(y \leq x + \delta\), \(y \nleq x - \delta\). So,\[
\sum_{y \leq x + \delta, y \nleq x - \delta} (\Delta dm (y)) \leq \sum_j \epsilon_j = \dim (\text{im} k) - \dim (M_{x_0}) \leq \dim (N_x) - \dim (M_{x-\delta}),
\]
which gives \((\text{dm} M)^{-\delta} (x) \leq \text{dm} N (x)\). Similarly, we can show \((\text{dm} N)^{-\delta} (x) \leq \text{dm} M (x)\). \(\blacktriangleleft\)

Notice that for dimension functions which are always non-negative, we have \(d_0 = d_-\). It may seem that we could have avoided introducing \(d_0\) altogether. But, since nice functions also include negative valued functions, one can verify that \(d_+\) plays the same role for such functions as \(d_-\) does for non-negative ones. Then to make \(d_0\) a distance on the space of all nice functions, one needs to define it as the minimum of both \(d_+\) and \(d_-\). For dimension functions, \(d_+\) is not necessarily bounded above by \(d_I\).

### 4.2 Computation of \(d_0\)

For computational purpose, assume that two input persistence modules \(M\) and \(N\) are finite in that they are functors on the subcategory \({1, \ldots, k}\) \(\subset \mathbb{R}^n\) and the dimension functions \(f := \text{dm} M, g := \text{dm} N\) have been given as input on an \(n\)-dimensional \(k\)-ary grid.

First, for the dimension functions \(f, g\), we compute \(\Delta f, \Delta g, \Delta f_\pm, \Delta g_\pm, f_\pm, g_\pm\) in \(O(k^2)\) time. By Proposition 34, for any \(\delta \in \mathbb{Z}^+\), we can also compute \(f^{k\delta}, g^{k\delta}\) in \(O(k^2)\) time. Then we can apply the binary search to find the minimal value \(\delta\) within a bounded region such that \(f, g\) are within \(\delta\)-extension or \(\delta\)-shrinking. This takes \(O(\log k)\) time. So the entire computation takes \(O(k^2 \log k)\) time.

### 5 Conclusions

In this paper, we presented an efficient algorithm to compute the bottleneck distance of two \(2\)-D persistence modules given by indecomposables that may have non-constant complexity. No such algorithm for such case is known. Making the algorithm more efficient will be one of our future goals. Extending the algorithm or its modification to larger classes of modules such as the \(n\)-D modules or exact pfk bi-modules considered in [14] will be interesting. The definition of valid and trivializable intersection component and Theorem 21 can be extended easily to \(n\)-D modules. So is the algorithm—possibly with sacrificing some of the efficiencies. But, further work is necessary to establish the correctness of the algorithm for this general case.

The assumption of nice modules for dimension distance \(d_0\) is needed so that the dimension function, which is a weaker invariant compared to the rank invariants or barcodes in one dimensional case, provides meaningful information without ambiguity. There are cases where the dimension distance can be larger than interleaving distance if the assumption of nice modules is dropped. Of course, one can adjust the definition of dimension distance to incorporate more information so that it remains bounded from above by the interleaving distance.
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Figure 1 A schematic illustration of two basic methods of constructing crossing-critical graphs.

1 Introduction

Minimizing the number of edge-crossings in a graph drawing in the plane (the crossing number of the graph, cf. Definition 2.1) is considered one of the most important attributes of a “nice drawing” of a graph, and this question has found numerous other applications (for example, in VLSI design [12] and in discrete geometry [18]). Consequently, a great deal of research work has been invested into understanding what forces the graph crossing number to be high. There exist strong quantitative lower bounds, such as the famous Crossing Lemma [1, 12]. However, the quantitative bounds show their strength typically in dense graphs, and hence they do not shed much light on the structural properties of graphs of high crossing number.

The reasons for sparse graphs to have many crossings in any drawing are structural – there is a lot of “nonplanarity” in them. These reasons can be understood via corresponding minimal obstructions, the so called c-crossing-critical graphs (cf. Section 2 and Definition 2.2), which are the subgraph-minimal graphs that require at least c crossings. There are only two 1-crossing-critical graphs without degree-2 vertices, the Kuratowski graphs $K_5$ and $K_{3,3}$, but it has been known already since Širáň’s [19] and Kochol’s [11] constructions that the structure of c-crossing-critical graphs is quite rich and non-trivial for any $c \geq 2$. Already the first nontrivial case of $c = 2$ shows a dramatic increase in complexity of the problem. Yet, Bokal, Oporowski, Richter, and Salazar recently succeeded in obtaining a full description [3] of all the 2-crossing-critical graphs up to finitely many “small” exceptions.

To our current knowledge, there is no hope of extending the explicit description from [3] to any value $c > 2$. We, instead, give for any fixed positive integer $c$ an asymptotic structural description of all sufficiently large $c$-crossing-critical graphs.

Contribution outline. We refer to subsequent sections for the necessary formal concepts. On a high level of abstraction, our contribution can be summarized as follows:

1. There exist three kinds of local arrangements – a crossed band of uniform width, a twisted band, or a twisted fan – such that any optimal drawing of a sufficiently large $c$-crossing-critical graph contains at least one of them.

2. There are well-defined local operations (replacements) performed on such bands or fans that can reduce any sufficiently large $c$-crossing-critical graph to one of finitely many base $c$-crossing-critical graphs.

3. A converse – a well-defined bounded-size expansion operation – can be used to iteratively construct each $c$-crossing-critical graph from a $c$-crossing-critical graph of bounded size. This yields a way to enumerate all the $c$-crossing-critical graphs of at most given order $n$ in polynomial time per each generated graph. More precisely, the total runtime is $O(n)$ times the output size.
To give a closer (but still informal) explanation of these points, we should review some of the key prior results. First, the infinite 2-crossing-critical family of Kochol [11] explicitly showed one basic method of constructing crossing-critical graphs – take a sequence of suitable small planar graphs (called tiles, cf. Section 3), concatenate them naturally into a plane strip and join the ends of this strip with the Möbius twist. See Figure 1. Further constructions of this kind can be found, e.g., in [2, 14, 16]. In fact, [3] essentially claims that such a Möbius twist construction is the only possibility for \( c = 2 \); there, the authors give an explicit list of 42 tiles which build in this way all the 2-crossing-critical graphs up to finitely many exceptions.

The second basic method of building crossing-critical graphs was invented later by Hliněný [9]; it can be roughly described as constructing a suitable planar strip whose ends are now joined without a twist (i.e., making a cylinder), and adding to it a few edges which then have to cross the strip. See again Figure 1 for an illustration. Furthermore, diverse crossing-critical constructions can easily be combined together using so called zip product operation of Bokal [2] which preserves criticality. To complete the whole picture, there exists a third, somehow mysterious method of building \( c \)-crossing-critical graphs (for sufficiently high values of \( c \)), discovered by Dvořák and Mohar in [5]. The latter can be seen as a degenerate case of the Möbius twist construction, such that the whole strip shares a central high-degree vertex, and we skip more details till the technical parts of this paper.

As we will see, the three above sketched construction methods roughly represent the three kinds of local arrangements mentioned in point (1). In a sense, we can thus claim that no other method (than the previous three) of constructing infinite families of \( c \)-crossing-critical graphs is possible, for any fixed \( c \). Moving on to point (2), we note that all three mentioned construction methods involve long (and also “thin”) planar strips, or bands as subgraphs (which degenerate into fans in the third kind of local arrangements; cf. Definition 3.1). We will prove, see Corollary 3.6, that such a long and “thin” planar band or fan must exist in any sufficiently large \( c \)-crossing-critical graph, and we analyse its structure to identify elementary connected tiles of bounded size forming the band. We then argue that we can reduce repeated sections of the band while preserving \( c \)-crossing-criticality. Regarding point (3), the converse procedure giving a generic bounded-size expansion operation on \( c \)-crossing-critical graphs is described in Theorem 4.9 (for a quick illustration, the easiest case of such an expansion operation is edge subdivision, that is replacing an edge with a path, which clearly preserves \( c \)-crossing-criticality).

**Paper organization.** After giving the definitions and preliminary results about crossing-critical graphs in Section 2, we show a new structural characterisation of plane graphs of bounded path-width which forms the cornerstone of our paper in Section 3. Then, in Section 4, we deal with the structure and reductions/expansions of crossing-critical graphs, presenting our main results. In Section 5 we outline the technical steps leading to our cornerstone characterisation from Section 3. Some final remarks are presented in Section 6.

Due to restrictions on the length of the paper, some technical details and proofs of our statements are left for the full paper. Statements whose proofs are in the full paper are marked with (*)

## 2 Graph drawing and the crossing number

In this paper, we consider multigraphs by default, even though we could always subdivide parallel edges (with a slight adjustment of definitions) in order to make our graphs simple. We follow basic terminology of topological graph theory, see e.g. [13].
A *drawing* of a graph $G$ in the plane is such that the vertices of $G$ are distinct points and the edges are simple curves joining their end vertices. It is required that no edge passes through a vertex, and no three edges cross in a common point. A *crossing* is then an intersection point of two edges other than their common end. A drawing without crossings in the plane is called a *plane drawing* of a graph, or shortly a *plane graph*. A graph having a plane drawing is *planar*.

The following are the core definitions of our research.

- **Definition 2.1 (crossing number).** The *crossing number* $\text{cr}(G)$ of a graph $G$ is the minimum number of crossings of edges in a drawing of $G$ in the plane.

- **Definition 2.2 (crossing-critical).** Let $c$ be a positive integer. A graph $G$ is *$c$-crossing-critical* if $\text{cr}(G) \geq c$, but every proper subgraph $G'$ of $G$ has $\text{cr}(G') < c$.

Furthermore, suppose $G$ is a graph drawn in the plane with crossings. Let $G'$ be the plane graph obtained from this drawing by replacing the crossings with new vertices of degree 4. We say that $G'$ is the plane graph associated with the drawing, shortly the *planarization* of $G$, and the new vertices are the *crossing vertices* of $G'$.

**Preliminaries.** Structural properties of crossing-critical graphs have been studied for more than two decades, and we now briefly review some of the previous important results which we shall use. First, we remark that a $c$-crossing-critical graph may have no drawing with only $c$ crossings (examples exist already for $c = 2$). Richter and Thomassen [15] proved the following upper bound:

- **Theorem 2.3 ([15]).** Every $c$-crossing-critical graph has a drawing with at most $\lceil \frac{5c}{2} + 16 \rceil$ crossings.

Interestingly, although the bound of Theorem 2.3 sounds rather weak and we do not know any concrete examples requiring more than $c + O(\sqrt{c})$ crossings, the upper bound has not been improved for more than two decades. We not only use this important upper bound, but also hope to be able to improve it in the future using our results.

Our approach to dealing with “long and thin” subgraphs in crossing-critical graphs relies on the folklore structural notion of *path-width* of a graph, which we recall in Definition 3.4. Hliněný [7] proved that $c$-crossing-critical graphs have path-width bounded in terms of $c$, and he and Salazar [8] showed that $c$-crossing-critical graphs can contain only a bounded number of internally disjoint paths between any two vertices.

- **Theorem 2.4 ([7]).** Every $c$-crossing-critical graph has path-width (cf. Definition 3.4) at most $\lceil 2^{6(72 \log_2 c + 248)c^3 + 1} \rceil$.

Another useful concept for this work is that of *nests* in a drawing of a graph (cf. Definition 3.3), implicitly considered already in previous works [7, 8], and explicitly defined by Hernandez-Velez et al. [6] who concluded that no optimal drawing of a $c$-crossing-critical graph can contain a 0-, 1-, or 2-nest of large depth compared to $c$.

Lastly, we remark that by trivial additivity of the crossing number over blocks, we may (and will) restrict our attention only to 2-connected crossing-critical graphs. We formally argue as follows. For $c, \delta > 0$, let us say a graph is $(c, \delta)$-crossing-critical if it has crossing number exactly $c$ and all proper subgraphs have crossing number at most $c - \delta$.

- **Proposition 2.5 (folklore).** A graph $H$ is $c$-crossing-critical if and only if there exist positive integers $c_1, \ldots, c_9$ and $\delta$ such that $c \geq c_1 + \cdots + c_9 \leq c + \delta - 1$, $H$ has exactly $b$ 2-connected blocks $H_1, \ldots, H_b$, and the block $H_i$ is $(c_i, \delta)$-crossing-critical for $i = 1, \ldots, b$. 
The subgraphs of the fan (and the tile of the plane minus $\theta$). Let $i$ be the closed curve consisting of $P_1$, $\alpha_1$, $P_{i+1}$, and $\alpha'_{m-i}$. Let $\lambda_i$ be the connected part of the plane minus $\theta_i$ that contains none of the paths $P_j$ ($1 \leq j \leq m$) in its interior. The subgraphs of $G$ drawn in the closures of $\lambda_1$, ..., $\lambda_{m-1}$ are called tiles of the band or fan (and the tile of $\lambda_i$ includes $P_i \cup P_{i+1}$ by this definition). The union of these tiles is the support of the band or fan.

Hence, strictly respecting Proposition 2.5, we should actually study 2-connected $(c, \delta)$-crossing-critical graphs. To keep the presentation simpler, we stick with $c$-crossing-critical graphs, but we remark that our results also hold in the more refined setting.

3 Structure of plane tiles

The proof of our structural characterisation of crossing-critical graphs can be roughly divided into two main parts. The first one, presented in this section (leaving technical prerequisites for later Section 5), establishes the existence of specific plane bands (resp. fans) and their tiles in crossing-critical graphs. The second part will then, in Section 4, closely analyse these bands and tiles. Unlike a more traditional “bottom-up” approach to tiles in crossing number research (e.g., [3]), we define tiles and deal with them “top-down”, i.e., describing first plane bands and tiles. The second part will then, in Section 4, closely analyse these bands and tiles.

Definition 3.1 (band and fan). Let $G$ be a 2-connected plane graph. Let $F_1$ and $F_2$ be distinct faces of $G$ and let $v_1, v_2, \ldots, v_m$ and $u_1, u_2, \ldots, u_m$ be some of the vertices incident with $F_1$ and $F_2$, respectively, listed in the cyclic order along the faces. If $P_1, \ldots, P_m$ are pairwise vertex-disjoint paths in $G$ such that $P_i$ joins $v_i$ with $u_{m+1-i}$, for $1 \leq i \leq m$, then we say that $(P_1, \ldots, P_m)$ forms an $(F_1, F_2)$-band of length $m$. Note that $P_i$ may consist of only one vertex $v_i = u_{m+1-i}$.

Let $F_1$ and $v_1, v_2, \ldots, v_m$ be as above. If $u$ is a vertex of $G$ and $P_1, \ldots, P_m$ are paths in $G$ such that $P_i$ joins $v_i$ with $u$, for $1 \leq i \leq m$, and the paths are pairwise vertex-disjoint except for their common end $u$, then we say that $(P_1, \ldots, P_m)$ forms an $(F_1, u)$-fan of length $m$. The $(F_1, u)$-fan is proper if $u$ is not incident with $F_1$.

Definition 3.2 (tiles and support). Let $(P_1, \ldots, P_m)$ be either an $(F_1, F_2)$-band or an $(F_1, u)$-fan of length $m \geq 3$. For $1 \leq i \leq m - 1$, let $\alpha_i$ be an arc between $v_i$ and $v_{i+1}$ drawn inside $F_1$, and let $\alpha'_i$ be an arc drawn between $u_i$ and $u_{i+1}$ in $F_2$ in the case of the band; $\alpha'_i$ are null when we are considering a fan. Furthermore, choose the arcs to be internally disjoint. Let $\theta_i$ be the closed curve consisting of $P_1$, $\alpha_i$, $P_{i+1}$, and $\alpha'_{m-i}$. Let $\lambda_i$ be the connected part of the plane minus $\theta_i$ that contains none of the paths $P_j$ ($1 \leq j \leq m$) in its interior. The subgraphs of $G$ drawn in the closures of $\lambda_1$, ..., $\lambda_{m-1}$ are called tiles of the band or fan (and the tile of $\lambda_i$ includes $P_i \cup P_{i+1}$ by this definition). The union of these tiles is the support of the band or fan.
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Definition 3.3 (nests). Let $G$ be a 2-connected plane graph. For an integer $k \geq 0$, a $k$-nest in $G$ of depth $m$ is a sequence $(C_1, C_2, \ldots, C_m)$ of pairwise edge-disjoint cycles such that for some set $K$ of $k$ vertices and for every $i < j$, the cycle $C_i$ is drawn in the closed disk bounded by $C_j$ and $V(C_i) \cap V(C_j) = K$.

Let $F$ be a face of $G$ and let $v_1, v_2, \ldots, v_{2m}$ be some of the vertices incident with $F$ listed in the cyclic order along the face. Let $P_1, \ldots, P_m$ be pairwise vertex-disjoint paths in $G$ such that $P_i$ joins $v_i$ with $v_{2m+1-i}$, for $1 \leq i \leq m$. Then, we say that $(P_1, \ldots, P_m)$ forms an $F$-nest of depth $m$. Similarly, let $v_1, v_2, \ldots, v_m, u$ be some of the vertices incident with $F$, let $P_1, \ldots, P_m$ be paths in $G$ such that $P_i$ joins $v_i$ with $u$, for $1 \leq i \leq m$, and the paths intersect only in $u$. Then, we say that $(P_1, \ldots, P_m)$ form a degenerate $F$-nest of depth $m$.

See Figure 3. Note that degenerate $F$-nests are the same as non-proper $(F, u)$-fans.

Our cornerstone claim, interesting on its own, is a structure theorem for plane graphs of bounded path-width. Before stating it, we recall the definition of path-width.

Definition 3.4. A path decomposition of a graph $G$ is a pair $(P, \beta)$, where $P$ is a path and $\beta$ is a function that assigns subsets of $V(G)$, called bags, to nodes of $P$ such that

- for each edge $uv \in E(G)$, there exists $x \in V(P)$ such that $\{u, v\} \subseteq \beta(x)$, and
- for every $v \in V(G)$, the set $\{x \in V(P) : v \in \beta(x)\}$ induces a non-empty connected subpath of $P$.

The width of the decomposition is the maximum of $|\beta(x)| - 1$ over all vertices $x$ of $P$, and the path-width of $G$ is the minimum width over all path decompositions of $G$.

Theorem 3.5 (*). Let $w$, $m$, and $k_0$ be non-negative integers, and $g : \mathbb{N} \to \mathbb{N}$ be an arbitrary non-decreasing function. There exist integers $w_0$ and $n_0$ such that the following holds. Let $G$ be a 2-connected plane graph and let $Y$ be a set of at most $k_0$ vertices of $G$ of degree at most 4. If $G$ has path-width at most $w$ and $|V(G)| \geq n_0$, then one of the following holds:

- $G$ contains a 0-nest, a 1-nest, a 2-nest, an $F$-nest, or a degenerate $F$-nest for some face $F$ of $G$, of depth $m$, and with all its cycles or paths disjoint from $Y$, or
- for some $w' \leq w_0$, $G$ contains an $(F_1, F_2)$-band or a proper $(F_1, u)$-fan (where $F_1$ and $F_2$ are distinct faces and $u$ is a vertex) of length at least $g(w')$ and with support disjoint from $Y$, such that each of its tiles has size at most $w'$.

We pay close attention to explaining Theorem 3.5, because of its great importance in this paper. Comparing it to Definition 3.4, one may think that there is not much difference – the bags $\beta(x)$ of a path decomposition of $G$ of width at most $w'$ might perhaps play the role of tiles of the band or fan in the second conclusion. Unfortunately, this simple idea is quite far from the truth. The subgraphs induced by the bags may not be “drawn locally”, that is, its edges may be geometrically far apart in the plane graph $G$. As an example, consider the width 2 path decomposition of a cycle where one of the vertices of the cycle appears in all the bags.
The main message of Theorem 3.5 thus is that in a plane graph of bounded path-width we can find a long band which is “drawn locally” and decomposes into well-defined small and connected tiles (cf. Definition 3.2). Otherwise, such a graph must contain some kind of a deep nest or fan. However, as we will see soon in Corollary 3.6, the latter structures are impossible in the planarizations of optimal drawings of crossing-critical graphs.

The proof of Theorem 3.5 requires some preparatory work, and it uses tools of structural graph theory and of semigroup theory in algebra. Since these tools are quite far from the main topic of this paper, we defer their presentation and an outline of their application towards Theorem 3.5 till Section 5. Instead, we now continue with an application of the theorem in the study of crossing-critical graph structure, as a strengthening of Theorem 2.4.

**Corollary 3.6.** Let \( c \) be a positive integer, and let \( g : \mathbb{N} \to \mathbb{N} \) be an arbitrary non-decreasing function. There exist integers \( w_0 \) and \( n_0 \) such that the following holds. Let \( G \) be a 2-connected \( c \)-crossing-critical graph, and let \( G' \) be the plane graph associated with a drawing of \( G \) with the minimum number of crossings. Let \( Y \) denote the set of crossing vertices of \( G' \). If \( |V(G)| \geq n_0 \), then for some \( w' \leq w_0 \), \( G' \) contains an \((F_1, F_2)\)-band or a proper \((F_1, u)\)-fan (where \( F_1 \) and \( F_2 \) are distinct faces and \( u \) is a vertex) of length at least \( g(w') \) and with support disjoint from \( Y \), such that each of its tiles has size at most \( w' \).

**Proof.** Let \( k_0 = \lceil 5c/2 + 16 \rceil \), \( w = \lceil 2^{6(72 \log_2 c + 248)c^3 + 1} \rceil \) and \( m = 15c^2 + 105c + 16 \). Let \( w_0 \) and \( n_0 \) be the corresponding integers from Theorem 3.5.

By Theorem 2.3, each \( c \)-crossing-critical graph has a drawing with at most \( k_0 \) crossings, and thus \( |Y| \leq k_0 \). By Theorem 2.4, \( G \) has path-width at most \( w - k_0 \), and thus \( G' \) has path-width at most \( w \). Hliněný and Salazar [8] and Hernandez-Velez et al. [6] proved that the graph \( G' \) obtained from a \( c \)-crossing-critical graph \( G \) as described does not contain a 0-, 1- and 2-nests of depth \( m \) with cycles disjoint from \( Y \). Furthermore, arguments analogous to (some of) those used in [7] can prove that no face \( F \) of \( G' \) has an \( F \)-nest or a degenerate \( F \)-nest of depth \( m \) with paths disjoint from \( Y \). Further details are left for the full paper. ▶

4 Removing and inserting tiles

In the second part of the paper, we study an arrangement of bounded tiles in a long enough plane band or fan (as described by Corollary 3.6), focusing on finding repeated subsequences which could be shortened. Importantly, this shortening preserves \( c \)-crossing-criticality. In the opposite direction we then manage to define the converse operation of “expansion” of a plane band which also preserves \( c \)-crossing-criticality. These findings will imply the final outcome – a construction of all \( c \)-crossing-critical graphs from an implicit list of base graphs of bounded size. The formal statement can be found in Theorem 4.9.

Again, we start with a few relevant technical terms. Recall Definition 3.1.

**Definition 4.1** (subband, necklace and shelled band). Let \( P = (P_1, \ldots, P_n) \) be an \((F_1, F_2)\)-band or an \((F_1, u)\)-fan in a 2-connected plane graph. A subband or subfan consists of a contiguous subinterval \((P_i, P_{i+1}, \ldots, P_j)\) of the band or fan (and its support is a subset of the support of the original band or fan).

We say that the band \( P \) is a necklace if each of its paths consists of exactly one vertex. A tile (cf. Definition 3.2) of the band or fan \( P \) is shelled if it is bounded by a cycle, consisting of two consecutive paths \( P_i \) and \( P_{i+1} \) of \( P \) and parts of the boundary of \( F_1 \) and \( F_2 \) (respectively, \( u \)), and the two paths \( P_i, P_{i+1} \) delimiting the tile have at least two vertices each. The band or fan \( P \) is shelled if each of its tiles is shelled. See Figure 4.
One can easily show that, regarding the outcome of Corollary 3.6, there are only the following two refined subcases that have to be considered in further analysis:

**Lemma 4.2 (').** Let \( w \) be a positive integer and \( f : \mathbb{N} \to \mathbb{N} \) be an arbitrary non-decreasing function. There exist integers \( n_0 \) and \( w' \) such that the following holds. Let \( G \) be a 2-connected plane graph, and let \( P = (P_1, \ldots, P_m) \) be an \((F_1, F_2)\)-band or a proper \((F_1, w)\)-fan in \( G \) of length \( m \geq n_0 \), with all tiles of size at most \( w \). Then either \( G \) contains a shelled subband or subfan of \( P \) of length \( f(w) \), or \( G \) contains a necklace of length \( f(w') \) with tiles of size at most \( w' \) whose support is contained in the support of \( P \).

**Reducing a necklace.** Among the two subcases left by Lemma 4.2, the easier one is that of a necklace which can be reduced simply to a bunch of parallel edges; see also Figure 5.

**Lemma 4.3.** Let \( c \) be a non-negative integer. Let \( G \) be a 2-connected \( c \)-crossing-critical graph, and let \( G' \) be the planarization of a drawing of \( G \) with the smallest number of crossings. Let \( Y \) denote the set of crossing vertices of \( G' \). Suppose that \( P = (v_1, \ldots, v_m) \), where \( m \geq 2 \), is a necklace in \( G' \) whose support is disjoint from \( Y \). Then for some \( p \leq c \), the support of \( P \) consists of \( p \) pairwise edge-disjoint paths from \( v_1 \) to \( v_m \). Furthermore, the graph \( G_0 \) obtained from \( G \) by removing the support of \( P \) except for \( v_1 \) and \( v_m \) and by adding \( p \) parallel edges between \( v_1 \) and \( v_m \) is \( c \)-crossing-critical.

**Proof.** Let \( G_1 \) denote the subgraph of \( G \) obtained by removing the support of \( P \) except for \( v_1 \) and \( v_m \). Let \( p \) be the maximum number of pairwise edge-disjoint paths from \( v_1 \) to \( v_m \) in the support \( S \) of \( P \). Suppose for a contradiction that either \( p \geq c + 1 \) or some edge \( e \) of \( S \) is not contained in an edge-cut of size \( p \) separating \( v_1 \) from \( v_m \). In the former case, let \( e \) be an arbitrary edge of \( S \). Let \( q = c \) if \( p \geq c + 1 \) and \( q = p \) otherwise.

By criticality of \( G \), the graph \( G - e \) can be drawn in the plane with at most \( c - 1 \) crossings. Consider the drawing of \( G_1 \) induced by this drawing, and let \( a \) be the minimum number of edges that have to be crossed by any curve in the plane from \( v_1 \) to \( v_m \) and otherwise disjoint from \( V(G_1) \). Note that \( a \geq 1 \), since otherwise we could draw \( S \) without crossings between \( v_1 \) and \( v_m \), obtaining a drawing of \( G \) with fewer than \( c \) crossings. Since \( G - e \) contains \( q \) pairwise edge-disjoint paths from \( v_1 \) to \( v_m \), which are not contained in \( G_1 \), we conclude that \( cr(G - e) \geq cr(G_1) + aq \geq q \). Since \( cr(G - e) < c \), we have \( q < c \). It follows that \( q = p \) and \( cr(G_1) < c - ap \). However, \( S \) contains an edge-cut \( C \) of order \( p \) separating \( v_1 \) from \( v_m \) by Menger’s theorem, and we can add \( S \) to the drawing \( G_1 \) so that exactly the edges of \( C \) are crossed, and each of them exactly \( a \) times (by drawing the part of \( S \) between \( v_1 \) and \( C \) close to \( v_1 \), and the part of \( S \) between \( v_m \) and \( C \) close to \( v_m \)). This way, we obtain a drawing of \( G \) with \( cr(G_1) + ap < c \) crossings. This is a contradiction, which shows that \( p \leq c \) and that \( S \) is the union of \( p \) edge-disjoint paths from \( v_1 \) to \( v_m \).
Any drawing of $G_0$ can be transformed into a drawing of $G$ with at most as many crossings in the same way as described in the previous paragraph. Thus $\text{cr}(G_0) \geq c$. Consider now any edge $e_0$ of $G_0$. If $e_0$ is one of the parallel edges between $v_1$ and $v_m$, then let $e'$ be any edge of $S$ and $p' = p - 1$, otherwise let $e' = e_0$ and $p' = p$. By the $c$-crossing-criticality of $G$, there exists a drawing of $G - e'$ with less than $c$ crossings. Consider the induced drawing of $G_1 - e'$, and let $a'$ denote the minimum number of edges in this drawing that have to be crossed by any curve in the plane from $v_1$ to $v_m$ and otherwise disjoint from $V(G_1)$. Since $S - e'$ contains $p'$ edge-disjoint paths from $v_1$ to $v_m$, we conclude that $\text{cr}(G - e') \geq \text{cr}(G_1 - e') + a'p'$. We can add $p'$ edges between $v_1$ and $v_m$ to the drawing of $G_1 - e'$ to form a drawing of $G_0 - e_0$ with at most $\text{cr}(G_1 - e') + a'p' \leq \text{cr}(G - e') < c$ crossings. Consequently, $G_0$ is $c$-crossing-critical.  

Observe that replacing a parallel edge of multiplicity $p$ between vertices $u$ and $v$ in a $c$-crossing-critical graph with any set of $p$ edge-disjoint plane paths from $u$ to $v$ gives another $c$-crossing-critical graph. So, the reduction of Lemma 4.3 works in the other direction as well. This two-way process is exhibited by an example with $p = m = 4$ in Figure 5.

**Reducing a shelled band or fan.** If we could follow the same proof scheme as with necklaces also in the remaining cases of shelled bands and fans, then we would already reach the final goal. Unfortunately, the latter cases are more involved, and require some preparatory work. Compared to the easier case of a necklace, the important difference in the case of a shelled band comes from the fact that the band may be drawn not only in the “straight way” but also in the “twisted way” (recall Figure 1). An indication that this is troublesome comes from the result of Hliněný and Derňár [10], who showed that determining the crossing number of a twisted planar tile is NP-complete (and thus it is not determined by a simple parameter such as the number of edge-disjoint paths between its sides). Consequently, the analysis of shelled bands is significantly more complicated than the relatively straightforward proof of Lemma 4.3. The same remark applies to the shelled fans.

That is why we leave the full details and proofs of the remaining cases for the full paper. Before we dive into technical details needed to at least formulate the final result, Theorem 4.9, we present an informal outline of our approach:

1. Having a very long shelled band $\mathcal{P}$ in our graph $G$, it is easy to see that the isomorphism types of bounded-size tiles in $\mathcal{P}$ must repeat. Moreover, even bounded-length subbands must have isomorphic repetitions. The first idea is to shorten the band between such repeated isomorphic subbands $\mathcal{P}_1$ and $\mathcal{P}_2$ – by identifying the repeated pieces and discarding what was between (cf. Definition 4.5). If the repeated subband is long enough, we can use some rather easy connectivity properties of $\mathcal{P}$ to show that this yields a smaller graph $G_1$ of crossing number at least $c$.  

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure5}
\caption{Inserting or removing a necklace (cf. Lemma 4.3 with $p = m = 4$).}
\end{figure}
2. Though, it is not clear that the reduced graph $G_1$ is $c$-crossing-critical. Analogously to Lemma 4.3, for any edge $e \in E(G_1)$, we would like to transform a drawing of $G - e$ with less than $c$ crossings to a drawing of $G_1 - e$ with less than $c$ crossings. However, if the drawing of $G - e$ uses some unique properties of the part $P_{12}$ of the band between $P_1$ and $P_2$, we have no way how to mimic this in the drawing of $G_1 - e$ (this is especially troublesome if this part of $G - e$ is drawn in a twisted way, since there is no easy description of what these “unique properties” might be by the NP-completeness result [10]).

We overcome this difficulty by performing the described reduction only inside longer pieces which repeat elsewhere in the band (cf. Definition 4.6). Hence, in $G_1 - e$ we have many copies of $P_{12}$, and by appropriate surgery, we can use one of them to mimic the drawing of $P_{12}$ in $G - e$.

3. A further advantage of reducing within parts that repeat elsewhere is that we can more explicitly describe the converse expansion operation, as duplicating subbands which already exist elsewhere in the (reduced) band.

Let us remark that considering a shelled $(F, u)$-fan instead of a band is not different, all the arguments simply carry over. The following additional definitions are needed to formalize the outlined claims.

Let $\mathcal{P} = (P_1, \ldots, P_m)$ be an $(F_1, F_2)$-band or an $(F_1, u)$-fan in a 2-connected plane graph $G$, and let $T_i$ be the tile of $\mathcal{P}$ delimited by $P_i$ and $P_{i+1}$. We say that the band $\mathcal{P}$ is $k$-edge-linked if $k \in \mathbb{N}$ and there exist $k$ pairwise edge-disjoint paths from $V(P_1)$ to $V(P_m)$ contained in the support of $\mathcal{P}$, and for each $i = 1, \ldots, m - 1$, the tile $T_i$ contains an edge-cut of size $k$ separating $V(P_i)$ from $V(P_{i+1})$.

Similarly, the fan $\mathcal{P}$ is $k$-edge-linked if there exist $k$ pairwise edge-disjoint paths from $V(P_1) \setminus \{u\}$ to $V(P_m) \setminus \{u\}$ contained in the support of $\mathcal{P}$ minus $u$, and for each $i = 1, \ldots, m - 1$, the sub-tile $T_i - u$ contains an edge-cut of size $k$ separating $V(P_i) \setminus \{u\}$ from $V(P_{i+1}) \setminus \{u\}$.

For a closer explanation, one may say that, modulo a trivial adjustment, the fan $\mathcal{P}$ is $k$-edge-linked iff the corresponding band in $G - u$ is $k$-edge-linked.

**Definition 4.4** (isomorphic tiles). Two $(F_1, F_2)$-bands or $(F_1, u)$-fans $\mathcal{P}_1 = (P_1, \ldots, P_m)$ and $\mathcal{P}_2 = (P'_1, \ldots, P'_m)$ are isomorphic if there exists a homeomorphism mapping the support of $\mathcal{P}_1$ to the support of $\mathcal{P}_2$ and mapping the path $P_i$ to $P'_i$ for $i = 1, \ldots, m$, where the paths are taken as directed away from $F_1$ (i.e., the homeomorphism must map the vertex of $P_i$ incident with $F_1$ to the vertex of $P'_i$ incident with $F_1$).

**Definition 4.5** (band or fan reduction). Let $G$ be a graph drawn in the plane with crossings. Let $G'$ be the planarization of $G$ and let $Y$ denote the set of crossing vertices of $G'$. Let $\mathcal{P}$ be an $(F_1, F_2)$-band or an $(F_1, u)$-fan in $G'$ whose support is disjoint from $Y$. Suppose $\mathcal{P}_1$ and $\mathcal{P}_2$ are isomorphic subbands or subfans of $\mathcal{P}$, with disjoint supports, except for the
vertex \( u \) when \( \mathcal{P} \) is a fan, and not containing the first and the last path of \( \mathcal{P} \). Let \( \mathcal{P}' \) be the minimal subband or subfan of \( \mathcal{P} \) containing both \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \). We then say that \( \mathcal{P}' \) is a \textit{reducible subband or subfan with repetition} \((\mathcal{P}_1, \mathcal{P}_2)\). See Figure 6. The order of this repetition \((\mathcal{P}_1, \mathcal{P}_2)\) equals the length of \( \mathcal{P}_1 \) (which is the same as the length of \( \mathcal{P}_2 \)).

Let \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \) be the last paths of \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \), respectively. Denote by \( S \) the support of the subband or subfan between \( \mathcal{P}_1 \) and \( \mathcal{P}_2 \), excluding these two paths. Let \( G' \) be obtained from \( G' \) by removing \( S \) and by identifying \( \mathcal{P}_1 \) with \( \mathcal{P}_2 \) (stretching the drawing of the support of \( \mathcal{P}_1 \) within the area originally occupied by \( S \)). Let \( G_1 \) be obtained from \( G' \) by turning the vertices of \( Y \) back into crossings. For clarity, note that the support of \( \mathcal{P}' \) is disjoint from \( Y \), and so \( \mathcal{P}' \) is also a band or fan in a plane subgraph of \( G \). We then say that \( G_1 \) is the \textit{reduction of} \( G \) on \( \mathcal{P}' \).

\begin{definition} \textit{(t-typical subband or subfan).} \end{definition} We say that, in an \((F_1,F_2)\)-band or an \((F_1,u)\)-fan \( \mathcal{P} \), a subband \( \mathcal{Q} \) is \textit{t-typical} if the following holds: there exist subbands or subfans \( \mathcal{P}_1, \ldots, \mathcal{P}_{2t+1} \) of \( \mathcal{P} \) appearing in this order, such that they are pairwise isomorphic, with pairwise disjoint supports except for the vertex \( u \) when \( \mathcal{P} \) is a fan, and \( \mathcal{Q} = \mathcal{P}_{t+1} \).

\begin{lemma} \textit{(*)}. \end{lemma} Let \( G \) be a 2-connected \( c \)-crossing-critical graph drawn in the plane with the minimum number of crossings. Let \( G' \) be the planarization of \( G \) and let \( Y \) denote the set of crossing vertices of \( G' \). Let \( c_0 = \lceil \frac{5c}{2} + 16 \rceil \) and \( k \in \mathbb{N} \). Let \( \mathcal{P} \) be a \( k \)-edge-linked shelled \((F_1,F_2)\)-band or proper \((F_1,u)\)-fan in \( G' \) whose support is disjoint from \( Y \). Let \( \mathcal{Q} \) be a subband or subfan of \( \mathcal{P} \) which is reducible with repetition of order at least \( 12c_0 + 2k \). If \( \mathcal{Q} \) is \( c \)-typical in \( \mathcal{P} \), then the reduction \( G_1 \) of \( G \) on \( \mathcal{Q} \) is a \( c \)-crossing-critical graph again.

\begin{definition} \textit{(n-bounded expansion).} \end{definition} Let \( G \) be a 2-connected \( c \)-crossing-critical graph drawn in the plane with the minimum number of crossings. Let \( G' \) be the planarization of \( G \) and let \( Y \) denote the set of crossing vertices of \( G' \). Let \( c_0 = \lceil \frac{5c}{2} + 16 \rceil \). Assume \( \mathcal{P} \) is a \( k \)-edge-linked shelled \((F_1,F_2)\)-band or proper \((F_1,u)\)-fan in \( G' \) whose support is disjoint from \( Y \). Let \( \mathcal{Q} \) be a \( c \)-typical subband or subfan of \( \mathcal{P} \) which is reducible with repetition of order at least \( 12c_0 + 2k \). Let the number of vertices of the support of \( \mathcal{Q} \) be at most \( n \), and let \( G_1 \) denote the reduction of \( G \) on \( \mathcal{Q} \). In these circumstances, we say that \( G \) is an \textit{n-bounded expansion} of \( G_1 \).

Assume \( \mathcal{P}' \) is a necklace in \( G' \) whose support is disjoint from \( Y \), and let \( \mathcal{Q}' = (v_1, v_2) \) be a 1-typical subband of \( \mathcal{P}' \) of length 2. Let \( G_2 \) be obtained from \( G \) by replacing the support \( S \) of \( \mathcal{Q}' \) by a parallel edge of multiplicity equal to the maximum number of pairwise edge-disjoint paths between \( v_1 \) and \( v_2 \) in \( S \). Let the number of vertices of the support of \( \mathcal{Q}' \) be at most \( n \). In these circumstances, we also say that \( G \) is an \textit{n-bounded expansion} of \( G_1 \).

\begin{theorem} \textit{(*)}. \end{theorem} For every integer \( c \geq 1 \), there exists a positive integer \( n_0 \) such that the following holds. If \( G \) is a 2-connected \( c \)-crossing-critical graph, then there exists a sequence \( G_0, G_1, \ldots, G_m \) of 2-connected \( c \)-crossing-critical graphs such that \( |V(G_0)| \leq n_0 \), \( G_m = G \), and for \( i = 1, \ldots, m \), \( G_i \) is an \( n_0 \)-bounded expansion of \( G_{i-1} \).

Moreover, the generating sequences claimed by Theorem 4.9 can be turned into an efficient enumeration procedure to generate all 2-connected \( c \)-crossing-critical graphs of at most given order \( n \), for each fixed \( c \). The output-sensitive complexity of this procedure has polynomial delay in \( n \). We leave further details for the full paper.
5 Deconstructing plane graphs of bounded path-width

We now return to the topic of Section 3, supplementing the technical prerequisites of Theorem 3.5. We need to add a few terms related to Definition 3.4.

Let \((P, \beta)\) be a path decomposition of a graph \(G\). Let \(s\) denote the first node and \(t\) the last node of \(P\). For \(x \in V(P) \setminus \{s\}\), let \(l(x)\) be the node of \(P\) preceding \(x\), and let \(L(x) = \beta(l(x)) \cap \beta(x)\). For \(x \in V(P) \setminus \{t\}\), let \(r(x)\) be the node of \(P\) following \(x\), and let \(R(x) = \beta(r(x)) \cap \beta(x)\). The path decomposition is proper if \(\beta(x) \nsubseteq \beta(y)\) for all distinct \(x, y \in V(P)\). The interior width of the decomposition is the maximum over \(|\beta(x)| - 1\) over all nodes \(x\) of \(P\) distinct from \(s\) and \(t\). The path decomposition is \(p\)-linked if \(|L(x)| = p\) for all \(x \in V(P) \setminus \{s\}\) and \(G\) contains \(p\) vertex-disjoint paths from \(R(s)\) to \(L(t)\). The order of the decomposition is \(|V(P)|\).

A crucial technical step in the proof of Theorem 3.5 is to analyse a topological structure of the bags of a path decomposition \((P, \beta)\) of a plane graph \(G\), and to find many consecutive subpaths of \(P\) on which the decomposition repeats the same “topological behavior”. For this we are going to model the bags of the decomposition \((P, \beta)\) as letters of a string over a suitable finite semigroup (these letters present an abstraction of the bags), and to apply the following algebraic tool, Lemma 5.1.

Let \(T\) be a rooted ordered tree (i.e., the order of children of each vertex is fixed). Let \(f\) be a function that to each leaf of \(T\) assigns a string of length 1, such that for each non-leaf vertex \(v\) of \(T\), \(f(v)\) is the concatenation of the strings assigned by \(f\) to the children of \(v\) in order. We say that \((T, f)\) yields the string assigned to the root of \(T\) by \(f\). If the letters of the string are elements of a semigroup \(A\), then for each \(v \in V(T)\), let \(f_A(v)\) denote the product of the letters of \(f(v)\) in \(A\). Recall that an element \(e\) of \(A\) is idempotent if \(e^2 = e\). A tree \((T, f)\) is an \(A\)-factorization tree if for every vertex \(v\) of \(T\) with more than two children, there exists an idempotent element \(e \in A\) such that \(f_A(x) = e\) for each child \(x\) of \(v\) (and hence also \(f_A(v) = e\)). Simon [17] showed existence of bounded-depth \(A\)-factorization trees for every string; the improved bound in the following lemma was proved by Colcombet [4]:

\[\text{Lemma 5.1 ([4])}.\] For every finite semigroup \(A\) and each string of elements of \(A\), there exists an \(A\)-factorization tree of depth at most \(3|A|\) yielding this string.

We further need to formally define what we mean by a “topological behavior” of bags and subpaths of a path decomposition of our \(G\). This will be achieved by the following term of a \(q\)-type.

In this context we consider multigraphs (i.e., with parallel edges and loops allowed – each loop contributes 2 to degree of the incident vertex, and not necessarily connected) with some of its vertices labelled by distinct unique labels. A plane multigraph \(G\) is irreducible if \(G\) has no faces of size 1 or 2, and every unlabelled vertex of degree at most 2 is an isolated vertex incident with one loop (this loop, hence, cannot bound a 1-face). Two plane multigraphs \(G_1\) and \(G_2\) with some of the vertices labelled are homeomorphic if there exists a homeomorphism \(\varphi\) of the plane mapping \(G_1\) onto \(G_2\) so that for each vertex \(v \in V(G_1)\), the vertex \(\varphi(v)\) is labelled iff \(v\) is, and then \(v\) and \(\varphi(v)\) have the same label. For \(G\) with some of its vertices labelled using the labels from a finite set \(\mathcal{L}\), the \(q\)-type of \(G\) is the set of all non-homeomorphic irreducible plane multigraphs labelled from \(\mathcal{L}\) and with at most \(q\) unlabelled vertices, and whose subdivisions are homeomorphic to subgraphs of \(G\).

Let \(G\) be a plane graph and let \((P, \beta)\) be its \(p\)-linked path decomposition. Let \(s\) and \(t\) be the endpoints of \(P\). Fix pairwise vertex-disjoint paths \(Q_1, \ldots, Q_p\) between \(R(s)\) and \(L(t)\). Consider a subpath \(P'\) of \(P - \{s, t\}\), and let \(G_{P'}\) the subgraph of \(G\) induced by \(\bigcup_{x \in V(P')} \beta(x)\). If \(s'\) and \(t'\) are the (left and right) endpoints of \(P'\), we define \(L(P') = L(s')\)
and $R(P') = R(t')$. Let us label the vertices of $G_{P'}$ using (some of) the labels \{\(l_1, \ldots, l_p, r_1, \ldots, r_p, c_1, \ldots, c_q\}\) as follows: For $i = 1, \ldots, p$, let $u$ and $v$ be the vertices in which $Q_i$ intersects $L(P')$ and $R(P')$, respectively. If $u \neq v$, we give $u$ the label $l_i$, and $v$ the label $r_i$. Otherwise, we give $u = v$ the label $c_i$. For an integer $q$, the $q$-type of $P'$ is the $q$-type of $G_{P'}$ with this labelling. If $P'$ contains just one node $x$, then we speak of the $q$-type of $x$.

The $q$-types of subpaths of a linked path decomposition naturally form a semigroup with concatenation of the subpaths, as detailed in the full paper. From Lemma 5.1, specialised to our case, we derive the following structural description which is crucial in the proof of Theorem 3.5. Further technical details are again left for the full paper.

\begin{itemize}
  \item \textbf{Theorem 5.2 (\textasteriskcentered).} Let \(w\) and \(q\) be non-negative integers, and let \(f : \mathbb{N} \rightarrow \mathbb{N}\) be an arbitrary non-decreasing function. There exist integers $w_0$ and $n_0$ such that, for any plane graph $G$ that has a proper path decomposition of interior width at most $w$ and order at least $n_0$, the following holds. For some $w' \leq w_0$ and $p \leq w$, $G$ also has a $p$-linked proper path decomposition $(P, \beta)$ of interior width at most $w'$ and order at least $f(w')$, such that for each node $x$ of $P$ distinct from its endpoints, the $q$-type of $x$ is the same idempotent element.
\end{itemize}

In other words, we can find a decomposition in which all topological properties of the drawing that hold in one bag repeat in all the bags. So, for example, if for some node $x$, the vertices of $L(x)$ are separated in the drawing from vertices of $R(x)$ by a cycle contained in the bag of $x$, then this holds in every bag, and we conclude that the drawing contains a large 0-nest. Other outcomes of Theorem 3.5 naturally correspond to other possible local properties of the drawings of the bags.

6 Conclusion

To summarize, we have shown a structural characterisation and an enumeration procedure for all 2-connected $c$-crossing-critical graphs, using bounded-size replication steps over an implicit finite set of base $c$-crossing-critical graphs. The characterisation can be reused to describe all $c$-crossing-critical graphs (without the connectivity assumption) since all their proper blocks must be $c_i$-crossing-critical for some $c_i < c$.

With this characterisation at hand, one can expect significant progress in the crossing number research, both from mathematical and algorithmic perspectives. For example, one can quite easily derive from Theorem 4.9 that, for no $c$ there is an infinite family of 3-regular $c$-crossing-critical graphs, a claim that has been so far proved only via the Graph minors theorem of Robertson and Seymour. One can similarly expect a progress in some long-time open questions in the area of crossing-critical graphs, such as to improve the bound of Theorem 2.3 or to decide possible existence of an infinite family of 5-regular $c$-crossing-critical graphs for some $c$.
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1 Introduction
The work in this paper is motivated by density fluctuations in point configurations. These fluctuations can be large – and the task may be the identification of regions with a prescribed density profile – or they can be small – and the goal may be to pick up subtle variations. For example, we may want to quantify local defects in lattice configurations or describe long-range differences between similar configurations, such as the face-centered cubic (FCC) lattice and the hexagonal close-packed (HCP) configuration in \( \mathbb{R}^3 \). While both give densest sphere packings in \( \mathbb{R}^3 \), physical particle systems prefer to settle in the FCC configuration. The reason for this preference is not well understood. Our quantification of the long-range effects of density differences discriminates between the two configurations and this way sheds light on this phenomenon.

Using standard methods from computational geometry and topology, we describe mathematical and computational tools to quantify density fluctuations. Our work is closely related to the distance to a measure introduced in \([6]\). As demonstrated in a follow-up paper \([14]\), this distance can be approximated using the order-\( k \) Voronoi tessellation of the configuration,
a concept introduced in the early days of computational geometry [20], but see also [11, 16]. Order-$k$ Voronoi tessellations are also at the core of our work:

1. Given a locally finite set $X \subseteq \mathbb{R}^d$, we introduce a rhomboid tiling in $\mathbb{R}^{d+1}$ whose horizontal slices at integer depths are the geometric duals of the order-$k$ Voronoi tessellations.

We call these duals the order-$k$ Delaunay mosaics of $X$. The tiling clarifies the structure of individual mosaics and the relationship between them. Restricting the order-$k$ Voronoi tessellation to the $k$-fold cover of the balls with radius $r \geq 0$ centered at the points in $X$, we get a subcomplex of the order-$k$ Delaunay mosaic; see [15] for the introduction of this concept for statistical purposes in two dimensions. Our second result makes use of the family of such subcomplexes obtained by varying the scale:

2. Fixing $k$ and varying $r$, we compute the persistence diagram of the density fluctuations from the filtration of order-$k$ Delaunay mosaics of $X$.

The ingredients for our second result are standard, but to get the actual results, we needed an implementation of the order-$k$ Delaunay mosaic algorithm, which we developed based on the rhomboid tiling. In contrast to [2, 19], this gives a simple implementation, which we will describe elsewhere. Using this software in $\mathbb{R}^3$, we find that the FCC and the HCP configurations have the same persistence diagram for $k = 1, 2, 3$ but different persistence diagrams for $k = 4, 5$. Our third result is an algorithm for the persistence of the multi-covers obtained by varying the depth:

3. Fixing $r$ and varying $k$, we compute the persistence diagram of the filtration of multi-covers from the rhomboid tiling of $X$.

Several innovative adaptations of the standard approach to persistence are needed to get our third result. The main challenge is the combinatorial difference of the Delaunay mosaics from one value of $k$ to the next. Here we use the rhomboid tiling to establish a zigzag module whose persistence diagram is the same as that of the filtration of multi-covers. We get the persistence diagram using the algorithm in [4, 5]. Our work is also related to the study of multi-covers based on Čech complexes in [21]. While the relation between the different Čech complexes is simpler than that between the Delaunay mosaics, their explosive growth for increasing radius leads to algorithms with prohibitively long running time.

Outline. Section 2 describes the rhomboid tiling in $\mathbb{R}^{d+1}$ that encodes the Delaunay mosaics of all orders of a locally finite set in $\mathbb{R}^d$. Section 3 relates the $k$-fold covers with the order-$k$ Delaunay mosaics and introduces radius functions on the rhomboid tiling and the mosaics. Section 4 introduces slices of a tiling at half-integer depths and explains how they are used to compute the persistence diagram in depth. Section 5 concludes the paper.

2 Rhomboid tiling

Given a locally finite set in $\mathbb{R}^d$, we are interested in the collection of Delaunay mosaics of all orders. Assuming the set is in general position, there exists a rhomboid tiling in $\mathbb{R}^{d+1}$ such that the Delaunay mosaics are horizontal slices of the tiling. This section introduces the tiling and proves the relation to Delaunay mosaics.

Rhomboid tiling. Let $X \subseteq \mathbb{R}^d$ be locally finite and in general position. Every $(d-1)$-dimensional sphere, $S$, in $\mathbb{R}^d$ partitions $X$ into the points inside, on, and outside $S$. We call this the ordered three-partition of $X$ defined by $S$, and denote it as $X = \text{In}(S) \cup \text{On}(S) \cup \text{Out}(S)$. 
By assumption of general position, we have $0 \leq |\text{On}(S)| \leq d + 1$, but there are no a priori upper bounds on the sizes of the other two sets.

We map each ordered three-partition defined by a $(d - 1)$-sphere, $S$, to a parallelepiped in $\mathbb{R}^{d+1}$, which we call the rhomboid of $S$, denoted $\text{rho}(S)$. To define it, we write $y_x = (x, -1) \in \mathbb{R}^{d+1}$, for every $x \in X$, and $y_Q = \sum_{x \in Q} y_x$ for every $Q \subseteq X$. The $(d + 1)$-st coordinate of $y_Q$ is therefore $-|Q|$, and we call $|Q|$ the depth of the point. With this notation, $\text{rho}(S) = \text{conv} \{y_Q \mid \text{In}(S) \subseteq Q \subseteq \text{In}(S) \cup \text{On}(S)\}$. Equivalently, $\text{rho}(S)$ is the rhomboid spanned by the vectors $y_x$, with $x \in \text{On}(S)$, and translated along $y_{\text{in}(S)}$. Its dimension is the number of spanning vectors, $|\text{On}(S)|$. Observe that every face of $\text{rho}(S)$ is again the rhomboid defined by a sphere. To see this, we note that for every ordered partition of the points on $S$ into three sets, $\text{On}(S) = O_{in} \cup O_{on} \cup O_{out}$, there is a sphere $S'$ with $\text{In}(S') = \text{In}(S) \cup O_{in}$, $\text{On}(S') = O_{on}$, and $\text{Out}(S') = \text{Out}(S) \cup O_{out}$. There are $3^{|\text{On}(S)|}$ such ordered partitions, and each corresponds to a face of $\text{rho}(S)$. By definition, the rhomboid tiling of $X$, denoted $\text{Rho}(X)$, is the collection of all rhomboids defined by spheres; see Figure 1. As suggested by the figure, the ordered three partition $(\emptyset, \emptyset, X)$ is mapped to the origin of $\mathbb{R}^{d+1}$. We claim the following properties.

**Theorem 1 (Rhomboid Tiling).** Let $X \subseteq \mathbb{R}^d$ be locally finite and in general position. Then

1. $\text{Rho}(X)$ is dual to an arrangement of hyperplanes in $\mathbb{R}^{d+1}$;
2. $\text{Rho}(X)$ is the projection of the boundary of a zonotope in $\mathbb{R}^{d+2}$;
3. the horizontal slice of $\text{Rho}(X)$ at depth $k$ is the order-$k$ Delaunay mosaic of $X$.

Note that Claim 2 in Theorem 1 implies that the rhomboid tiling is a geometric realization of the dual of the arrangement in $\mathbb{R}^{d+1}$, that is: its rhomboids intersect in common faces but not otherwise. The remainder of this section proves the three claims. To keep the proofs self-contained, we will define hyperplane arrangements and order-$k$ Delaunay mosaics before we use them. We refer to [7] for additional information on their relation to point configurations.

**Proof of Claim 1: hyperplane arrangement.** For each point $x \in X$, write $f_x : \mathbb{R}^d \to \mathbb{R}$ for the affine map defined by $f_x(p) = \langle p, x \rangle - \|x\|^2/2 = (\|p\|^2 - \|p - x\|^2)/2$. The graph of $f_x$ is a hyperplane in $\mathbb{R}^{d+1}$ that is tangent to the paraboloid consisting of the points $(p, z) \in \mathbb{R}^d \times \mathbb{R}$ that satisfy $z = \|p\|^2/2$. The collection of such hyperplanes decomposes $\mathbb{R}^{d+1}$ into convex cells, which we call the hyperplane arrangement of $X$, denoted $\text{Arr}(X)$; see Figure 2. The cells
in the arrangement are intersections of hyperplanes and closed half-spaces. More formally, for each cell there is an ordered three-partition \( X = X_{in} \cup X_{on} \cup X_{out} \) such that the cell consists of all points \((p, z) \in \mathbb{R}^d \times \mathbb{R}\) that satisfy
\[
\begin{align*}
    z & \leq f_x(p) \quad \text{if } x \in X_{in}, \quad (1) \\
    z & = f_x(p) \quad \text{if } x \in X_{on}, \quad (2) \\
    z & \geq f_x(p) \quad \text{if } x \in X_{out}. \quad (3)
\end{align*}
\]
Since \( X \) is assumed to be in general position, the dimension of the cell is \( i = d + 1 - |X_{on}| \). Turning the non-strict into strict inequalities, we get the interiors of the cells, which partition \( \mathbb{R}^{d+1} \). We refer to the \( i \)-dimensional cells as \( i \)-cells and to the \((d + 1)\)-cells as chambers.

Importantly, there is a bijection between the cells of \( \text{Arr}(X) \) and the rhomboids in \( \text{Rho}(X) \). To see this, map a point \((p, z)\) in the interior of a cell to the sphere \( S \) with center \( p \) and squared radius \( r^2 = \max\{0, ||p||^2 - 2z\} \). Using the definition of \( f_x \), we observe that \( \text{In}(S) = X_{in}, \text{On}(S) = X_{on}, \) and \( \text{Out}(S) = X_{out} \). We can reverse the map, and while this will not reach the points with \( ||p||^2 - 2z < 0 \), these points all belong to the chamber of the ordered three-partition \((0, 0, X)\). This establishes the bijection between the cells and the rhomboids. This bijection reverses dimensions and preserves incidences, which justifies that we call it a duality between the rhomboid tiling and the hyperplane arrangement. This completes the proof of Claim 1 in Theorem 1.

**Proof of Claim 2: zonotope.** We recall that a zonotope is a special convex polyhedron, namely one obtained by taking the Minkowski sum of finitely many line segments. The zonotope of interest is constructed from the line segments that connect the origin to the points \( v_x = (x, -1, ||x||^2/2) \in \mathbb{R}^{d+2} \), with \( x \in X \). Note that these line segments project to the vectors \( y_x = (x, -1) \) used to build the rhomboid tiling. By construction, \( y_x \) is normal to the graph of \( f_x \), which is the zero set of \( F_x : \mathbb{R}^{d+1} \to \mathbb{R} \) defined by \( F_x(q) = \langle q, y_x \rangle - ||x||^2/2 \); see Figure 2. Adding a \((d + 2)\)-nd coordinate, \( w \), we introduce \( G_x : \mathbb{R}^{d+2} \to \mathbb{R} \) defined by \( G_x(q, w) = \langle q, y_x \rangle + w||x||^2/2 \). Its zero-set is normal to \( v_x \), the restriction of \( G_x^{-1}(0) \) to \( w = -1 \) is the zero-set of \( F_x \), and \( G_x(0) = 0 \). In other words, if we identify \( \mathbb{R}^{d+1} \) with the hyperplane \( w = -1 \) in \( \mathbb{R}^{d+2} \), then the zero-sets of the \( G_x \) intersect \( \mathbb{R}^{d+1} \) in \( \text{Arr}(X) \) and they all pass through the origin in \( \mathbb{R}^{d+2} \).

By construction, the thus defined zonotope is dual to the arrangement of hyperplanes \( G_x^{-1}(0) \) for \( x \in X \). Therefore, the antipodal face pairs of the zonotope correspond dually to the cells of \( \text{Arr}(X) \), provided we interpret the arrangement projectively, which means we combine antipodal pairs of unbounded cells; see also [7, Section 1.7]. We get a more direct dual correspondence by projecting the bottom side of the boundary of the zonotope to \( \mathbb{R}^{d+1} \). By choice of the line segments, the vertices on this side project vertically to the vertices of \( \text{Rho}(X) \), and since both are dual to \( \text{Arr}(X) \), we conclude that \( \text{Rho}(X) \) is the projection of this side of the zonotope. This completes the proof of Claim 2 in Theorem 1.

**Proof of Claim 3: Delaunay mosaics.** We begin with some definitions. The Voronoi domain of \( Q \subseteq X \) is \( \text{dom}(Q) = \{p \in \mathbb{R}^d \mid ||p - x|| \leq ||p - y||, \forall x \in Q, \forall y \in X \setminus Q\} \). Its order is \( |Q| \). For each Voronoi domain, there is a chamber in \( \text{Arr}(X) \) that projects vertically to the domain. Indeed, the chamber is defined by the ordered three-partition \( X = X_{in} \cup X_{on} \cup X_{out} \) with \( X_{in} = Q, X_{on} = \emptyset, \) and \( X_{out} = X \setminus Q \). For each positive integer \( k \), the order-\( k \) Voronoi tessellation is \( \text{Vor}_k(X) = \{\text{dom}(Q) \mid |Q| = k\} \). We can construct it by projecting all chambers whose ordered three-partitions satisfy \( |X_{in}| = k \) and \( |X_{on}| = 0 \); see [7, Chapter 13] or [10]. These chambers correspond to the vertices of the rhomboid tiling at depth \( k \).
Figure 2 A portion of the arrangement formed by the lines (hyperplanes) that are the graphs of the $f_x$, with $x \in X$. These lines are tangent to the paraboloid and normal to the vectors $y_x = (x, -1)$. The topmost chamber contains the paraboloid.

Since $\text{Rho}(X)$ is dual to $\text{Arr}(X)$, we get the dual of the Voronoi tessellation by taking the slice $z = -k$ of $\text{Rho}(X)$. However the dual of the order-$k$ Voronoi tessellation is precisely the order-$k$ Delaunay mosaic [2]. This completes the proof of Claim 3 in Theorem 1.

We see that the cells of $\text{Del}_k(X)$ are special slices of the rhomboids. Combinatorially, they are equivalent to slices of the unit cube that are orthogonal to the main diagonal and pass through non-empty subsets of the vertices. For the $(d+1)$-cube, there are $d+2$ such slices, which we index from 0 to $d+1$. The $j$-th slice passes through $\binom{d+1}{j}$ vertices, so we have a vertex for $j = 0, d+1$ and a $d$-simplex for $j = 1, d$. To describe these slices in general, let $U_{d+1}$ be the $d+1$ unit coordinate vectors. The $j$-th slice is the convex hull of the points $\sum_{u \in Q} u$ with $Q \in \binom{U_{d+1}}{j}$, in which the empty sum is $(0, 0) \in \mathbb{R}^d \times \mathbb{R}$, by convention. To get an intuition, it might be easier to divide the sums by $j$, in which case the $j$-th slice is the convex hull of the barycenters of the $(j-1)$-faces of the standard $d$-simplex; see Figure 3.
Figure 4 Left panel: six points in the plane and a pink ball of radius $r$ centered at each. The black order-2 Voronoi tessellation decomposes the 2-fold cover into convex domains. The corresponding subcomplex of the dual order-2 Delaunay mosaic is superimposed in blue. Middle panel: the barycentric subdivision of the order-2 Delaunay mosaic and its geometric realization inside the 2-fold cover. Right panel: the black order-2.5 Voronoi tessellation decomposes the 2- and 3-fold covers into convex domains each. The dual complexes are $D_{2.5}$, whose cells are blue, and $E_{2.5}$, whose additional cells are green.

3 Multi-covers

In this section, we exploit the rhomboid tiling to shed light on the filtration of multi-covers we get by varying the radius. The main new insight is that the discrete function on the Delaunay mosaic that encodes this filtration is a relaxation of a standard discrete Morse function. We begin with a formal introduction of the multi-covers.

**k-fold cover.** Let $X \subseteq \mathbb{R}^d$ be locally finite. Given a radius $r \geq 0$, the $k$-fold cover of $X$ and $r$ consists of all points $p \in \mathbb{R}^d$ for which there are $k$ or more points $x \in X$ with $|x - p| \leq r$, or in other words, the points $p \in \mathbb{R}^d$ that are covered by at least $k$ of the balls of radius $r$ around the points $x \in X$. Denoting this set by $\text{Cover}_k(X, r)$, we have

$$\text{Cover}_k(X, r) \subseteq \text{Cover}_k(X, s),$$

$$\text{Cover}_\ell(X, r) \subseteq \text{Cover}_k(X, r),$$

whenever $r \leq s$ and $\ell \leq k$. We are interested in computing the persistent homology of the multi-covers, both in the direction of increasing radius and in the direction of decreasing order. To do so, we represent the covers by complexes, namely by subcomplexes of the Delaunay mosaics. Varying the radius, we get a nested sequence of subcomplexes of the order-$k$ Delaunay mosaic, and the persistent homology can be computed with standard methods; see e.g. [8, Chapter VII]. Varying the order, on the other hand, we get subcomplexes of different Delaunay mosaics, and we need a novel algorithm to compute persistent homology.

Before we discuss this algorithm in Section 4, we note that the order-$k$ Voronoi tessellation decomposes the $k$-fold cover into convex sets. To see this, let $|Q| = k$ and define $\text{dom}(Q, r) =$
Then \( R \) (the implied partition have a vertex as a lower bound, and there is only one singular interval, generalized discrete Morse function

With this notation, we define the radius function by mapping \( \rho \) when \( \rho \) is a proper face of \( \rho^* \) as a face. The radius function is a proper face of \( \rho^* \) when touched. It follows that the sublevel sets of the radius function are subcomplexes of the rhomboid tiling. For \( X \) in general position, the radius function satisfies the stronger requirement of a generalized discrete Morse function; see [12, 13]. To explain what this means, let \( f \colon \Rho(X) \to \R \) and for each \( r \in \R \) consider the Hasse diagram, defined as the graph whose nodes are the rhomboids in \( f^{-1}(r) \), with an arc connecting two nodes if one rhomboid is a face of the other. The steps of \( f \) are the components of the graphs representing the level sets of \( f \). Note that the steps partition \( \Rho(X) \). We call \( f \) a generalized discrete Morse function if each step is an interval, meaning there are rhomboids \( \rho \subseteq \varrho \) such that the step consists of all rhomboids that are faces of \( \varrho \) and contain \( \rho \) as a face. It is useful to distinguish between singular intervals, when \( \rho = \varrho \), and non-singular intervals, when \( \rho \) is a proper face of \( \varrho \). Indeed, consider two contiguous sublevel sets that differ by a level set: \( f^{-1}(-\infty, r] \setminus f^{-1}(-\infty, \varrho) = f^{-1}(r) \). If this difference is a non-singular interval, then the two sublevel sets have the same homotopy type, while if the difference is a singular interval, then they have different homotopy types. We prove that the radius function is a generalized discrete Morse function with the additional property that every sublevel set is contractible.

**Lemma 2 (Almost Nerve).** Let \( X \subseteq \R^d \) be locally finite and in general position. For every integer \( k \geq 1 \) and real \( r \geq 0 \), \( \Del_k(X, r) \) and \( \Cover_k(X, r) \) have the same homotopy type.

The radius function on the rhomboid tiling. To shed additional light on the subcomplexes of the Delaunay mosaics, we introduce a discrete function on the collection of rhomboids discussed in Section 2. Calling it the radius function, \( \Rho \colon \Rho(X) \to \R \), we define it by remembering that each \( j \)-dimensional rhomboid, \( \rho \in \Rho(X) \), corresponds to a \( (d + 1 - j) \)-dimensional cell, \( \rho^* \in \Arr(X) \). Decomposing a point of the cell into its first \( d \) coordinates and its \( (d + 1) \)-st coordinate, we write \( q = (p, z) \in \R^d \times \R \), and we define \( r(q) = \|p\|^2 - 2z \). With this notation, we define the radius function by mapping \( \rho \) to the minimum value of any point in its dual cell:

\[
\Rho(\rho) = \min_{q \in \rho^*} r(q). 
\]

By convention, the value of the vertex that corresponds to the ordered three-partition \( X = (\emptyset, \emptyset, X) \) is \( \Rho(0) = -\infty \). To obtain a geometric interpretation of this construction, consider the paraboloid defined by the equation \( z = \frac{1}{2\|p\|^2} \) in \( \R^{d+1} \) and introduce \( \pi_t(p) : \R^d \to \R \) defined by \( \pi_t(p) = \frac{1}{2}(\|p\|^2 - t) \). The image of \( \pi_t \) is the original paraboloid dropped vertically down by a distance \( \frac{t}{2} \). With this notation, \( \Rho(\rho) \) is the minimum \( t \) such that the image of \( \pi_t \) has a non-empty intersection with \( \rho^* \).

Clearly, \( \Rho \) is monotonic, that is: \( \Rho(\rho) \leq \Rho(\varrho) \) if \( \rho \) is a face of \( \varrho \). Indeed, if \( \rho \) is a face of \( \varrho \), then \( \rho^* \) is a face of \( \rho^* \), which implies that the paraboloid touches \( \rho^* \) at the same time or before it touches \( \rho^* \) when dropped. It follows that the sublevel sets of the radius function are subcomplexes of the rhomboid tiling. For \( X \) in general position, the radius function satisfies the stronger requirement of a generalized discrete Morse function; see [12, 13]. To explain what this means, let \( f \colon \Rho(X) \to \R \) and for each \( r \in \R \) consider the Hasse diagram, defined as the graph whose nodes are the rhomboids in \( f^{-1}(r) \), with an arc connecting two nodes if one rhomboid is a face of the other. The steps of \( f \) are the components of the graphs representing the level sets of \( f \). Note that the steps partition \( \Rho(X) \). We call \( f \) a generalized discrete Morse function if each step is an interval, meaning there are rhomboids \( \rho \subseteq \varrho \) such that the step consists of all rhomboids that are faces of \( \varrho \) and contain \( \rho \) as a face. It is useful to distinguish between singular intervals, when \( \rho = \varrho \), and non-singular intervals, when \( \rho \) is a proper face of \( \varrho \). Indeed, consider two contiguous sublevel sets that differ by a level set: \( f^{-1}(-\infty, r] \setminus f^{-1}(-\infty, \varrho) = f^{-1}(r) \). If this difference is a non-singular interval, then the two sublevel sets have the same homotopy type, while if the difference is a singular interval, then they have different homotopy types. We prove that the radius function is a generalized discrete Morse function with the additional property that every sublevel set is contractible.

**Lemma 3 (Generalized Discrete Morse).** Let \( X \subseteq \R^d \) be locally finite and in general position. Then \( \Rho \colon \Rho(X) \to \R \) is a generalized discrete Morse function. Furthermore, all intervals in the implied partition have a vertex as a lower bound, and there is only one singular interval, which contains the vertex at the origin.
Proof. The vertex at the origin corresponds to the three-partition \((\emptyset, \emptyset, X)\), has radius \(R(0) = -\infty\), and forms a singular interval. Every other interval is defined by a point \(q \in \mathbb{R}^{d+1}\) at which the dropping paraboloid first touches a cell of the arrangement. There is one such point on every plane that is the common intersection of hyperplanes forming the arrangement. By general position, all these points are different. Let \(q\) belong to an \(i\)-plane, which is common to \(j = d + 1 - i\) hyperplanes. It belongs to the interior of an \(i\)-cell, which is common to \(2^i\) chambers. Exactly one of these chambers has not already been touched before the \(i\)-cell. The paraboloid touches this chamber at the same point \(q\) and similarly every cell that is a face of this chamber and contains the \(i\)-cell as a face. The corresponding rhomboids form an interval of the radius function, with an upper bound of dimension \(j\) and a lower bound of dimension \(0\). We have \(1 \leq j \leq d + 1\), which implies that the interval is not singular.

To show that \(R\) is a generalized discrete Morse function, we still need to make sure that intervals in the same level set are separated, by which we mean that no simplex of one interval is face of a simplex in the other interval. By assumption of general position, there is only one level set that contains more than one interval, namely \(R^{-1}(0)\). All its intervals are of the form \([y_x, 0]y_x\), in which \(x\) is a point in \(X\), the origin \(0 \in \mathbb{R}^{d+1}\) corresponds to the three-partition \((\emptyset, \emptyset, X)\), and \(0y_x\) is the edge that connects \(0\) with \(y_x\). While these edges all share \(0\), no two also share the other endpoint. It follows that these intervals are components of the Hasse diagram of the level set, as required.

The radius function on a Delaunay mosaic. Recall that the order-\(k\) Delaunay mosaic of \(X\) is the horizontal slice of the rhomboid tiling at depth \(k\). In other words, every cell of \(\text{Del}_k(X)\) is the horizontal slice of a rhomboid. More formally, for every \(\sigma \in \text{Del}_k(X)\) there is a unique lowest-dimensional rhomboid \(\rho \in \text{Rho}(X)\) such that \(\sigma = \rho \cap P_k\), in which \(P_k\) is the horizontal \(d\)-plane defined by \(z = -k\). For vertices we have \(\dim \sigma = \dim \rho = 0\), and for all higher-dimensional cells we have \(\dim \sigma = \dim \rho - 1 \geq 1\). The radius function on the order-\(k\) Delaunay mosaic, \(R_k : \text{Del}_k(X) \to \mathbb{R}\), is simply the restriction of \(R\) to the horizontal slice: \(R_k(\sigma) = R(\rho)\). Importantly, this definition is consistent with the subcomplexes \(\text{Del}_k(X, r) \subseteq \text{Del}_k(X)\) used to represent the \(k\)-fold cover of \(X\) and \(r\), but this needs a proof.

Lemma 4 (Delaunay Radius Function). Let \(X \subseteq \mathbb{R}^d\) be locally finite and in general position. For every integer \(k \geq 1\) and every real \(r\), we have \(\text{Del}_k(X, r) = \text{Rho}_k^{-1}[-\infty, r]\).

Proof. Recall that \(\pi_t : \mathbb{R}^d \to \mathbb{R}\) is defined by \(\pi_t(p) = \frac{1}{2}(\|p\|^2 - t)\). The graph of \(\pi_t\) is a paraboloid that intersects \(\mathbb{R}^d\) in the sphere with squared radius \(t\). More generally, the paraboloid intersects every \(d\)-plane tangent to the graph of \(\pi_0\) in an ellipsoid whose vertical projection to \(\mathbb{R}^d\) is a sphere with squared radius \(t\). Dropping the paraboloid vertically thus translates into growing balls simultaneously and uniformly centered at the points in \(X\). By definition, \(R(\rho)\) is the value \(t_0\) of \(t\) for which the paraboloid touches the dual cell, \(\rho^* \in \text{Arr}(X)\), for the first time. More formally, the set of points \(q \in \rho^*\) that lie on or above the graph of \(\pi_t\) is empty for all \(t < t_0\) and non-empty for all \(t \geq t_0\).

Let \(\sigma^*\) be the vertical projection of \(\rho^*\) to \(\mathbb{R}^d\), and assume it is a polyhedron in some Voronoi tessellation of \(X\). It belongs to \(\text{Vor}_k(X)\) iff its dual cell, \(\sigma\), belongs to \(\text{Del}_k(X)\) or, equivalently, if \(R_k(\sigma)\) is defined. Assuming the latter, \(\sigma^* \cap \text{Cover}_k(X, r)\) is empty for all \(r < r_0\) and non-empty for all \(r \geq r_0\), in which \(r_0^2 = t_0 = R(\rho) = R_k(\sigma)\). By definition, \(\sigma\) belongs to \(\text{Del}_k(X, r)\) iff this intersection is non-empty, which implies \(\text{Del}_k(X, r) = \text{Rho}_k^{-1}[-\infty, r]\) for all \(r \in \mathbb{R}\), as required.

These results facilitate the computation of the persistence of the \(k\)-fold covers for varying radii. Lemma 2 asserts that we can use \(\text{Del}_k(X, r)\) as a proxy for \(\text{Cover}_k(X, r)\). Lemma 4
provides the recipe for computing the radii of the cells of Del_\(k\)(X), and thus the sublevel set filtration of Del_\(k\)(X), whose persistence module is isomorphic to the persistence of Cover_\(k\)(X, \(r\)) for varying radius \(r\). Finally, the persistence diagram is obtained from the filtration via the boundary matrix reduction algorithm [8, Chapter VII].

Assuming \(X \subseteq \mathbb{R}^d\) is locally finite and in general position, the radius function of the order-1 Delaunay mosaic is known to be a generalized discrete Morse function [3]. This property does not generalize to higher order. Nevertheless, we can still classify the steps of \(\mathcal{R}_k\) into critical and non-critical types such that each critical step changes the homotopy type of the sublevel set in a predictable manner, and every non-critical step maintains the homotopy type of the sublevel set. The proof of this claim together with an enumeration of the types of steps can be found in [9].

4 Persistence in depth

In this section, we develop an algorithm that computes the persistence of the nested sequence of multi-covers (5). We follow the usual strategy of substituting a complex for each cover, but there are complications. Specifically, we represent Cover_\(k\)(X, \(r\)) by Del_\(k\)(X, \(r\)) and we introduce additional complexes between contiguous Delaunay mosaics to realize the inclusion between the covers.

Half-integer slices. There are generally no convenient maps connecting Del_\(k\)(X) with Del_\(k-1\)(X). To finesse this difficulty, we use the horizontal half-integer slice of the rhomboid tiling at depth \(\ell = k - \frac{1}{2}\):

\[
\text{Del}_\ell(X) = \text{Rho}(X) \cap P_\ell,
\]

for \(k \geq 1\). Similar to the Delaunay mosaic, the half-integer slice is a regular complex in \(\mathbb{R}^d\). Not surprisingly, there is a well-known dual, namely the degree-\(k\) Voronoi tessellation [10], which we denote Vor_\(k\)(X). It refines the order-\(k\) Voronoi tessellation by decomposing its domains into maximal regions in which every point has the same \(\ell\)-th nearest point in \(X\). Similarly, the degree-\(k\) tessellation refines the order-(\(k - 1\)) tessellation, and indeed Vor_\(k\)(X) is the superposition of Vor_\(k\)(X) and Vor_\(k-1\)(X). It can be constructed by projecting the \(k\)-th level in Arr(X) to \(\mathbb{R}^d\). Without going into further details, we observe that this level contains every cell of the arrangement whose corresponding ordered three-partition, \(X = X_{in} \cup X_{on} \cup X_{out}\), satisfies \(|X_{in}| \leq k - 1\) and \(|X_{in}| + |X_{on}| \geq k\). We refer to the decomposition of Cover_\(k\)(X, \(r\)) by Vor_\(k\)(X) as Vor_\(k\)(X, \(r\)).

Returning to the mosaics, there are natural piecewise linear maps from Del_\(k\)(X) to Del_\(k\)(X) and to Del_\(k-1\)(X). Specifically, we get Del_\(k\)(X) → Del_\(k\)(X) by mapping the vertices dual to the regions decomposing \(\text{dom}(Q) \in \text{Vor}_k(X)\) to the vertex dual to \(\text{dom}(Q)\). Symmetrically, we get Del_\(k\)(X) → Del_\(k-1\)(X). However, because such maps lead to complications in the persistence algorithm, we use the horizontal slabs of the rhomboid tiling to connect the mosaics via inclusions. To formally define them, write \(P_\ell^k\) for the points in \(\mathbb{R}^{d+1}\) that lie on or between \(P_\ell\) and \(P_k\). We define slab mosaics as intersections of such slabs with the rhomboid tiling. Analogous to Del_\(k\)(X, \(r\)), we also define radius-dependent subcomplexes of these slab mosaics, as well as of half-integer mosaics:

\[
\text{Del}_k^\ell(X, r) = \{\rho \cap P_k^\ell \mid \mathcal{R}(\rho) \leq r\}, \quad \text{(8)}
\]
\[
\text{Del}_k(X, r) = \{\rho \cap P_k \mid \mathcal{R}(\rho) \leq r\}, \quad \text{(9)}
\]
\[
\text{Del}_{k-1}(X, r) = \{\rho \cap P_{k-1}^k \mid \mathcal{R}(\rho) \leq r\}. \quad \text{(10)}
\]
To simplify the notation, we fix $r$ and write $D_k = \text{Del}_k(X, r)$, $C_k = \text{Cover}_k(X, r)$, etc. The half-integer Delaunay mosaic includes in both slab mosaics, $D_k$ includes in the first, and $D_{k-1}$ includes in the second; see Figure 5. We note an important difference between the two slabs: $\text{Vor}_\ell(X, r)$ and $\text{Vor}_k(X, r)$ are different convex subdivisions of the same space, $C_k$, which implies that $D_\ell$ and $D_k$ have the same homotopy type. Indeed, this is also the homotopy type of $D_k^\ell$, and there are natural deformation retractions to $D_\ell$ and $D_k$. In contrast, $D_{k-1}$ and $D_\ell$ have generally different homotopy types, and there is a deformation retraction from $D_{k-1}^\ell$ to $D_{k-1}$ but not necessarily to $D_\ell$; see again Figure 5. To remedy this deficiency, we introduce mosaics that contain $D_\ell$ and $D_{k-1}^\ell$ as subcomplexes. To construct them, we recall that $\text{Vor}_\ell(X)$ is a refinement of $\text{Vor}_{k-1}(X)$, which implies that the polyhedra of $\text{Vor}_\ell(X)$ intersect $C_{k-1}$ in convex sets. We let $E_\ell$ be the dual of this convex decomposition of the $(k-1)$-fold cover. Since $C_k \subseteq C_{k-1}$, we indeed have $D_\ell \subseteq E_\ell$; see the right panel in Figure 4. Furthermore, we let $E_{k-1}^\ell$ be the maximal subcomplex of $\text{Rho}(X) \cap P_{k-1}^\ell$ whose boundary complexes at depths $k-1$ and $\ell$ are $D_{k-1}$ and $E_\ell$. Clearly, $E_{k-1}^\ell$ is a subcomplex of $E_{k-1}^\ell$, and because $D_{k-1}$ and $E_\ell$ are deformation retracts of $E_{k-1}^\ell$, these three mosaics have the same homotopy type. We will use these relations shortly in the computation of the persistence diagram of the filtration of multi-covers (5).

**Connecting the spaces.** To prepare the construction of the persistence and zigzag modules, we connect the multi-covers and the corresponding Delaunay mosaics with maps. Fixing $r \geq 0$ and setting $\ell = k - \frac{1}{2}$, as before, we consider the following diagram in which identities and homotopy equivalences are marked as such:

$$
\begin{array}{cccccccc}
\rightarrow & C_k & \text{id} & C_k & \text{id} & C_k & \text{id} & C_k & \text{id} & C_k & \rightarrow & C_{k-1} & \text{id} \\
\downarrow & \frac{2}{3} & \downarrow & \frac{2}{3} & \downarrow & \frac{2}{3} & \downarrow & \frac{2}{3} & \downarrow & \frac{2}{3} & \rightarrow & \frac{2}{3} \\
\rightarrow & E_{\ell+1} & \text{he} & E_{k+1}^\ell & \text{he} & D_k & \text{he} & D_{\ell}^k & \text{he} & D_\ell & \rightarrow & E_\ell & \text{he}
\end{array}
$$

The top row stretches out the filtration by writing each multi-cover five times and connecting the copies with the identity. The remaining maps in this row are inclusions. The bottom row contains the slice mosaics at integer and half-integer depths, and connects them with inclusions, using slab mosaics as intermediaries. As argued above, the first five mosaics all have the same homotopy type, and the inclusion maps between them are homotopy equivalences.
To get the vertical map from $D_k$ to $C_k$, we first construct the barycentric subdivision, $S_d D_k$, which is a simplicial complex. Each vertex $u \in S_d D_k$ represents a $j$-cell in $D_k$, which is dual to a $(d - j)$-dimensional Voronoi polyhedron, and we map $u$ to the center of mass of the intersection of this polyhedron with the $k$-fold cover. By construction, this intersection is non-empty and convex, so it contains the center of mass in its interior. After mapping all vertices, we map the other simplices of $S_d D_k$ by piecewise linear interpolation; see the middle panel in Figure 4. The resulting map is injective, and since $D_k$ and $C_k$ have the same homotopy type, the map is a homotopy equivalence. Recall that $D_k$ is dual to $Vor(X)$, which is another convex decomposition of the $k$-fold cover. We therefore get the vertical map from $D_k$ to $C_k$ the same way, first constructing $S_d D_k$ and second mapping the vertices to centers of mass. This is again a homotopy equivalence. Similarly, $E_k$ is dual to the convex decomposition of $C_{k-1}$ with $Vor(X)$. As before, we get the vertical map by sending the vertices of $E_k$ to centers of mass, but we distinguish between two cases. If a polyhedron of $Vor(X)$ has a non-empty intersection with $C_k$, we send the corresponding vertex of $S_d E_k$ to the center of mass of this intersection. If, however, the intersection with $C_k$ is empty but the intersection with $C_{k-1}$ is non-empty, then we send the vertex to the center of mass of the latter. This ensures that the geometric embedding of $S_d D_k$ is contained in the geometric embedding of $S_d E_k$.

To finally map the slab mosaics, we first deformation retract them to slice mosaics and then map them the barycentric subdivisions. Here we make arbitrary choices, mapping $E_{k+1}$ to $D_{k+1}$ to $C_k$ and mapping $D^k_{C}$ to $D_k$ to $C_k$. Note that all vertical maps are homotopy equivalences, as marked in the above diagram.

**Modules.** Applying the homology functor for a fixed coefficient field, we map all multi-covers and mosaics to vector spaces and all maps to homomorphisms (linear maps) between them. The top row of vector spaces with homomorphisms from left to right is referred to as a persistence module, and we denote it $MC(r)$. The bottom row of vector spaces are connected by homomorphisms going from left to right or from right to left. This kind of structure is referred to as a zigzag module, and we denote it $ZZ(r)$. The advantage of the zigzag over the persistence module is that its maps are induced by inclusions between complexes, which lend themselves to computations. Our goal, however, is to compute the persistence diagram of $MC(r)$, and we do this by using $ZZ(r)$ as a proxy. The following result is therefore essential.

**Lemma 5 (Isomorphism of Modules).** Let $X \subseteq \mathbb{R}^d$ be locally finite and in general position. Then the persistence diagrams of $MC(r)$ and of $ZZ(r)$ are the same for every $r \geq 0$.

**Proof.** Write $C_k, D_k, E_k$ for the vector spaces obtained by applying the homology functor to $C_k, D_k, E_k$, etc. The goal is to show that the diagram of multi-covers and mosaics maps to a diagram of vector spaces in which all squares commute and most maps are isomorphisms:

$$
\begin{array}{cccccccc}
\rightarrow & C_k & \rightarrow & C_k & \rightarrow & C_k & \rightarrow & C_{k-1} \\
\downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \downarrow & \\
E_{k+1} & \rightarrow & E_{k+1} & \rightarrow & D_k & \rightarrow & D_k & \rightarrow E_k \\
\end{array}
$$

To prove commutativity, we consider the five squares shown in the above diagram. The first square commutes already before applying the homology functor, and so does the third square. Similarly, the fifth square commutes because the image of $S_d D_k$ in $C_k$ includes in the image of $S_d E_k$ in $C_{k-1}$.
The second and fourth squares do not commute before applying the homology functor, but we argue they do after applying the functor. The two cases are similar, so we focus on the fourth square. Recall that \( \text{Vor}_k(X, r) \) and \( \text{Vor}_i(X, r) \) are two convex decompositions of the same space, which is \( C_k \), and that \( \text{Vor}_i(X, r) \) is a refinement of \( \text{Vor}_k(X, r) \). \( D_k \) and \( D_i \) are dual to these decompositions, with one or more vertices of \( D_i \) corresponding to every one vertex of \( D_k \). When we map \( D_i \) to \( D_k^b \) to \( C_k \), the full subcomplex with these vertices is first contracted to the single vertex by the deformation retraction from \( D_k^b \) to \( D_k \), and second it is mapped to the center of mass of the corresponding domain in \( \text{Vor}_k(X, r) \). In contrast, when we map \( D_i \) to \( C_k \) directly, all these vertices map to different points in \( C_k \), but all these points lie in the interior of the same domain in \( \text{Vor}_k(X, r) \). Indeed, the full subcomplex with these vertices is dual to a convex decomposition of this domain and therefore contractible. It follows that the fourth square of homomorphisms commutes. Similarly, the second square commutes, and therefore all squares commute.

Isomorphisms are reversible, so we can draw them from left to right in the bottom row of the diagram. The result are two parallel persistence modules whose vector spaces are connected by isomorphisms. The Persistence Equivalence Theorem of persistent homology [8, page 159] implies that the two modules have the same persistence diagram. \( \blacktriangleleft \)

**Algorithm and running time.** We compute the persistence diagram of the filtration of multi-covers (5) using the zigzag algorithm generically described in [4] and explained in detail for inclusion maps in [5]. Its worst-case running time is cubic in the input size, which is the total number of cells in the mosaics. To count the cells, we assume a finite number of points in \( \mathbb{R}^d \), \( n = |X| \). All cells are horizontal slices or horizontal slabs of rhomboids in \( \mathbb{R}^{d+1} \). We therefore begin by counting the rhomboids or, equivalently, the cells in the dual hyperplane arrangement. These numbers are maximized when the \( n \) hyperplanes are in general position, and then they depend only on \( n \) and \( d \). Observe first that for every \( 0 \leq i \leq d + 1 \), there are \( \binom{n}{d+1-i} \) \( i \)-planes, each the common intersection of \( d + 1 - i \) hyperplanes. There is one chamber for each plane, which implies that the number of chambers in the arrangement is

\[
\Gamma_{d+1}^d(n) = \binom{n}{d+1} + \binom{n}{d} + \ldots + \binom{n}{0} \leq \frac{(n+1)^{d+1}}{(d+1)!}. \tag{11}
\]

Indeed, the paraboloid used in the proof of Lemma 3 sweeps out the arrangement and encounters a new chamber whenever it first intersects one of the \( i \)-planes, for \( 0 \leq i \leq d + 1 \). The inequality on the right-hand side in (11) is easy to prove, by induction or otherwise. To count the \( i \)-cells in the arrangement, we observe that each \( i \)-plane carries an arrangement of \( n - (d + 1 - i) \) \((i-1)\)-planes. We get the number of \((i\text{-dimensional})\) chambers in this arrangement from (11), and multiplying with the number of \( i \)-planes, we get the number of \( i \)-cells:

\[
\Gamma_{i+1}^d(n) = \binom{n}{d+1-i} \Gamma_i^d(n-d-1+i) \leq \frac{n^{d+1-i}}{(d+1-i)!} \frac{(n+1)^i}{i!} \leq \frac{(n+1)^{d+1}}{(d+1-i)! i!}. \tag{12}
\]

Writing \( j = d - i \), we get a \((j+1)\)-rhomboids in \( \text{Rho}(X) \) for every \( i \)-cell in the arrangement. In other words, (12) counts the \((j+1)\)-rhomboids in the rhomboid tiling. In particular, we have \( \Gamma_{d+1}^d(n) \) vertices in the tiling. For \( 0 \leq j \leq d \), the interior of every \((j+1)\)-rhomboid has a non-empty intersection with \( 2j + 1 \) hyperplanes \( P_j \), in which \( 2\ell \) is an integer. The \((j+1)\)-rhomboid thus contributes \( 2j + 1 \) \( j \)-cells to the Delaunay mosaics and \( 2j + 2 \) \((j+1)\)-prisms to the slab mosaics. Taking the sum over all dimensions, we get the total number of cells in
the mosaics used in the construction of the zigzag module:

\[
\#\text{cells} = 1^{d+1}(n) + \sum_{j=0}^{d} (4j + 3)1^{d+1}(n) \leq \frac{(n + 1)^{d+1}}{(d + 1)!} \sum_{i=0}^{d} 4(d+1-i) (\frac{n + 1)^{d+1}}{(d+1-i)!} \sum_{j=0}^{d} (4j + 3) \leq (n + 1)^{d+1}.
\]

Taking the third power, we get an upper bound for the worst-case running time of the algorithm and thus the main result of this section.

▶ **Theorem 6 (Multi-cover Persistence).** Let \( X \) be a set of \( n \) points in general position in \( \mathbb{R}^d \). For every radius \( r \geq 0 \), the persistence diagram of the filtration of multi-covers with radius \( r \) can be computed in worst-case time \( O(n^{3d+3}) \).

### 5 Discussion

The main contribution of this paper is the introduction of the \((d+1)\)-dimensional rhomboid tiling of a locally finite set of points in \( \mathbb{R}^d \). It is the underlying framework that facilitates the study of multi-covers with Euclidean balls and the computation of the persistence as we increase the radius or we decrease the depth of the coverage. The latter requires novel adaptations of the standard approach to persistence, which for \( n \) points in \( \mathbb{R}^d \) lead to an algorithm with worst-case running time \( O(n^{3d+3}) \). This compares favorably to naive solutions and the approach using \( \check{\text{C}} \)ech complexes [21], but it is not practical unless \( n \) and \( d \) are small. While the time-complexity is too high for the density analysis of large data sets, we see applications in the study of regular or semi-regular configurations that arise in the design and investigation of materials. With some modifications, our results extend to balls with different radii (points with weights); see [9], but the implied loss of intuitive appeal prevents us from discussing this generalization. In particular, Theorem 1 extends, and Theorem 6 holds without change in this more general setting. There are a number of challenging questions raised by the work reported in this paper.

- Instead of computing the persistence in scale and depth separately, it might be interesting to combine both to a concrete setting for 2-parameter persistence [18].
- A set of \( n \) points in \( \mathbb{R}^d \) has some constant times \( n^{d+1} \) ordered three-partitions defined by spheres. We cannot improve the worst-case time of our persistence in depth algorithm unless we avoid the enumeration of these partitions. Can this be done?

As proved in [1], for every locally finite \( X \subseteq \mathbb{R}^d \), there is a locally finite \( Y \subseteq \mathbb{R}^d \) with real weights such that the (order-1) weighted Voronoi tessellation of \( Y \) is the order-\( k \) Voronoi tessellation of \( X \). However, growing balls uniformly with centers in \( X \) and growing them according to the weights with centers in \( Y \) gives different filtrations of the dual Delaunay mosaic. It would be interesting to quantify this difference by bounding the distance between the two persistence diagrams.
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Abstract

Smallest enclosing spheres of finite point sets are central to methods in topological data analysis. Focusing on Bregman divergences to measure dissimilarity, we prove bounds on the location of the center of a smallest enclosing sphere. These bounds depend on the range of radii for which Bregman balls are convex.

Introduction

Interpreting non-geometric data geometrically is a standard step in data analysis. Examples are abundant, including images [8], medical records [17], text documents [9], and speech samples [4]. The motivating reason for this reinterpretation of data is the availability of standard mathematical tools for multi-dimensional point sets, such as cluster analysis, nearest neighbor search, dimension reduction, data visualization etc. These tools rely on a notion of dissimilarity between data points, and the Euclidean distance is often not ideal. Keeping in mind that a point often represents a histogram describing the corresponding non-geometric object, this is not surprising. A popular alternative to the Euclidean distance is the Kullback–Leibler divergence, also known as the relative entropy [12], which is built on information theoretic foundations and meaningfully compares probability distributions.
There is experimental evidence for its efficacy, and this in spite of violating two of the three axioms we require from a metric; see [9] for a comparison of measures used to cluster text documents. The relative entropy belongs to the family of Bregman divergences [3]. Another member of this family is the Itakura-Saito divergence, which is classically used to compare power spectra of speech patterns [10]. The extension of topological data analysis methods from the Euclidean metric to Bregman divergences needs smallest enclosing spheres to turn data into Bregman–Čech complexes, and smallest circumspheres to turn data into Bregman–Delaunay complexes. We are therefore motivated to study these spheres in detail.

**Notation and terminology.** We introduce the most important concepts studied in this paper before reviewing prior work and presenting our results. A function $F : \Omega \to \mathbb{R}$ on an open convex subset $\Omega \subseteq \mathbb{R}^d$ is of Legendre type if

- $F$ is strictly convex,
- $F$ is differentiable,
- the length of the gradient goes to infinity when we approach the boundary of $\Omega$.

The combination of convexity and differentiability implies continuous differentiability; see [5, Theorem 2.86]. The somewhat technical third condition guarantees that the conjugate of $F$ is also of Legendre type; see [18, page 259]. There will be no appearance of the conjugate in this paper, but we will make use of a consequence of the conjugate being of Legendre type proved in [7]. The Bregman divergence from $x$ to $y$ associated with $F$ is the difference between $F$ and the best linear approximation of $F$ at $y$, both evaluated at $x$:

$$D_F(x\|y) = F(x) - [F(y) + \langle \nabla F(y), x - y \rangle].$$

(1)

The divergence is not necessarily symmetric. We therefore define two balls with given center and radius, one by measuring the divergence from the center and the other to the center. Specifically, the primal and dual Bregman balls with center $x \in \Omega$ and radius $r \geq 0$ are

$$B_F(x;r) = \{ y \in \Omega \mid D_F(x\|y) \leq r \},$$

(2)

$$B^*_F(x;r) = \{ y \in \Omega \mid D_F(y\|x) \leq r \}.$$  

(3)

While the dual ball is necessarily convex, this is not true for the primal ball. Since we use $F$ throughout this paper, we will feel free to drop it from the notation. An enclosing sphere of a set $X \subseteq \Omega$ is the boundary of a dual Bregman ball that contains all points of $X$. A circumsphere of $X$ is an enclosing sphere that passes through all points of $X$.

**Prior work and results.** The family of Bregman divergences is named after Lev Bregman who studied convex programming problems in [3]. Each such divergence is based on a Legendre type function; see Rockafellar [18]. A prominent member of the family is the relative entropy, which is based on the Shannon entropy. Its introduction by Kullback and Leibler [12] predates the work of Bregman. Boissonnat, Nielsen, and Nock pioneered the study of Bregman divergences within the fields of computational and information geometry. In [15, 16] they studied algorithms for fitting Bregman balls enclosing a set of points, and in [1] they introduced Bregman–Voronoi diagrams. To get a useful dual structure, we need the non-empty common intersections of primal Bregman balls with the corresponding Voronoi domains be contractible, a property proved in [7]. This opened the door to constructing filtrations of Bregman–Čech and Bregman–Delaunay complexes and to analyzing the data with persistent homology, which is one of the key tools in topological data analysis.

The bridge to the work in this paper is the observation that a collection of primal Bregman balls of radius $r$ have a non-empty common intersection iff their centers are contained in a
dual Bregman ball of the same radius $r$. In this paper, we study the location of the center of the smallest enclosing sphere of a finite set of points, and we follow [14] in calling this center the Chernoff point of the set. It is easy to show that the Chernoff point belongs to the convex hull of the finite set, which was first proven in [16]. For completeness, we present a proof of this observation based on the widely used Bregman–Pythagoras Theorem; see e.g. [1]. To improve on this insight, we distinguish between Bregman divergences with convex and with nonconvex balls. The original contributions presented in this paper are:

- for convex balls, we show that the Chernoff point of a simplex is contained in the convex hull of the Chernoff points of its facets, which is generally a much smaller space of possible locations;
- for nonconvex balls, we prove a weaker result with heavier machinery.

To provide context for these results, we mention that this paper follows [6, 7] as third in a series. The broader goal is to lay the theoretical foundations needed to expand the range of applications in which topological tools can be meaningfully used. This line of research established that Bregman divergences and the balls they induce are compatible with methods from computational topology, and in particular with persistent homology. The initial steps in this direction left however many important questions unanswered. In this undertaking, the location of the Chernoff point of a set plays a crucial role. A limiting factor was the general paucity of nontrivial bounds on its location.

The new bounds are useful, for example, in pruning redundant computations when Chernoff points of many small and possibly overlapping point sets have to be computed—a scenario that is typical for topological constructions. This contrasts the usual setting in which the computation of the Chernoff point for a single and possibly large point set is considered.

In summary, we believe that a deeper understanding of the often counterintuitive behavior of Bregman divergences is needed to reach the full potential of the topological tools. This paper contributes by demonstrating that ideas from combinatorial topology are useful in the study of Chernoff points in particular and of Bregman divergences in general.

Outline. Section 2 proves basic properties of smallest enclosing spheres and smallest circumspheres. Section 3 introduces barycenter polytopes. Section 4 proves our main result in the easier convex case. Section 5 extends the main result to the more difficult nonconvex case. Section 6 shows that the nesting hierarchy proved in the nonconvex case is best possible. Section 7 concludes this paper.

2 Smallest spheres

Growing primal Bregman balls from given points in $\Omega$, we study the point at which these balls meet first. Equivalently, we study the Chernoff point, which is the center of the smallest enclosing sphere of the given points. In particular, we prove that the Chernoff point of a simplex lies in the simplex, and that the center of the smallest circumsphere lies in the affine hull of the simplex.

Bregman–Pythagoras. We use the following notation throughout this paper: letting $A \subseteq \Omega$ be a closed convex subset and $y \in \Omega$ a point, we write $y_A$ for the point in $A$ that minimizes the Bregman divergence to $y$: $y_A = \arg \min_{a \in A} D(a\|y)$. We will make use of an extension of Pythagoras’ Theorem to Bregman divergences; see e.g. [1]. We give a proof for completeness.
Smallest Enclosing Spheres and Chernoff Points in Bregman Geometry

Figure 1 The gradient at a point of a level set of $F$ forms a right angle with the level set.

Proposition 1 (Bregman–Pythagoras). All points $a$ of a closed convex set $A \subseteq \Omega$ satisfy $D(a\|y) \geq D(a\|y_A) + D(y_A\|y)$, with equality if $A$ is an affine subspace.

Proof. We first assume that $F(y) = 0$ and $F$ has its minimum at $y \in \Omega$. It follows that $\nabla F(y) = 0$ and $D(x\|y) = F(x) \geq 0$ for every $x \in \Omega$. The sets of constant distance $r$ to $y$ are therefore the level sets, $F^{-1}(r)$; see Figure 1. The point $y_A$ is where the lowest level set touches $A$. The gradient of $F$ at $y_A$ is normal to this level set. Hence,

$$F(a) \geq F(a) - \langle \nabla F(y_A), a - y_A \rangle = D(a\|y_A) + F(y_A) \tag{4}$$

because the scalar product is necessarily non-negative. Substituting $F(a) = D(a\|y)$ and $F(y_A) = D(y_A\|y)$, we get $D(a\|y) \geq D(a\|y_A) + D(y_A\|y)$, as claimed. If $A$ is an affine subspace of $\mathbb{R}^d$, then the scalar product in (4) vanishes for all $a \in A$, which implies equality, again as claimed.

If $F$ does not satisfy the simplifying assumption, then we construct $G: \Omega \to \mathbb{R}$ defined by $G(x) = F(x) - [F(y) + \langle \nabla F(y), x - y \rangle]$. It is clear that $G(y) = \nabla G(y) = 0$. For any two points $u, v \in \Omega$, we have $D_G(u\|v) = D_F(u\|v)$, so we get the claimed inequality from $D_G(a\|y) \geq D_G(a\|y_A) + D_G(y_A\|y)$, which is implied by the above argument.

Smallest enclosing sphere. Recall that an enclosing sphere of a set $X \subseteq \Omega$ is the boundary of a dual Bregman ball that contains $X$. We are interested in the smallest such sphere in the case in which $X$ is a set of $k + 1 \leq d + 1$ points. We refer to such a set $X$ as an (abstract) $k$-simplex, and we write conv($X$) for the corresponding geometric $k$-simplex.

Lemma 2 (Smallest Enclosing Sphere). The Chernoff point of any $k$-simplex $X \subseteq \Omega$ is unique and contained in conv($X$), for every $0 \leq k \leq d$.

Proof. Let $B^*(y; r)$ be a dual Bregman ball with smallest radius that contains all points of $X$. Writing $x_0, x_1, \ldots, x_k$ for the points in $X$, this implies $D(x_i\|y) \leq r$ for all $i$, with equality for at least one index $i$. To get a contradiction, we set $A = \text{conv}(X)$ and assume $y \not\in A$. Using Proposition 1, we get $D(x_i\|y) \geq D(x_i\|y_A) + D(y_A\|y)$ for all $0 \leq i \leq k$. Since $D(x_i\|y) \leq r$ and $D(y_A\|y) > 0$, by assumption of $y$ not being in $A$, this implies $D(x_i\|y_A) < r$ for all $0 \leq i \leq k$. But this contradicts the minimality of $B^*(y; r)$, and we get $y \in A$ as desired. The uniqueness of $y$ follows from the strict convexity of $F$. 

Smallest circumsphere. Recall that a circumsphere of $X$ is the boundary of a dual Bregman ball that passes through all points of $X$. There may or may not be any such ball whose center is contained in $\Omega$. To simplify the discussion, we restrict ourselves to a case in which such centers are guaranteed to exist, namely when $\Omega = \mathbb{R}^d$ and $X$ is a set of $k + 1 \leq d + 1$ points in general position in $\mathbb{R}^d$. Note that for $k + 1 < d + 1$, the circumsphere is not unique, and often the smallest one is of interest. Using Proposition 1, it is not difficult to prove that the center of the smallest circumsphere of $X$ is contained in the affine hull of $X$.

Lemma 3 (Smallest Circumsphere). The center of the smallest circumsphere of any $k$-simplex $X \subseteq \mathbb{R}^d$ is unique and contained in aff $X$, for every $0 \leq k \leq d$.

Proof. Let $B_0(y; r)$ be the ball bounded by a smallest circumsphere of $X$. Writing $x_0, x_1, \ldots, x_k$ for the points in $X$, this implies $D(x_0||y) = D(x_1||y) = \ldots = D(x_k||y) = r$, and that $r$ is the smallest real number for which there is a point $y \in \mathbb{R}^d$ such that these equalities are satisfied; see Figure 2. To get a contradiction, we set $A = \text{aff} X$ and assume $y \not\in A$. Using Proposition 1 for affine subspaces, we get $D(x_i||y) = D(x_i||y_A) + D(y_A||y)$ for all $0 \leq i \leq k$. Because $D(y_A||y) > 0$, by assumption of $y$ not being in $A$, this implies $D(x_0||y_A) = D(x_1||y_A) = \ldots = D(x_k||y_A) < r$, which contradicts the minimality of $B_0(y; r)$. We get uniqueness because there is only one point in $A = \text{aff} X$ equally far from all the $x_i$.

3 Barycenter polytopes

Given a simplex, we introduce the family of convex hulls of the face barycenters. The motivation for the study of these polytopes is the sharpening of Lemma 2.

Nested sequence of polytopes. Let $X = \{x_0, x_1, \ldots, x_k\}$ be a $k$-simplex in $\mathbb{R}^d$. For every subset $J \subseteq \{0, 1, \ldots, k\}$, we write $X_J \subseteq X$ for the corresponding face, $j = |J| - 1$ for the dimension of $X_J$, and $b_J = \frac{1}{j+1} \sum_{i \in J} x_i$ for the barycenter of $X_J$. For $0 \leq j \leq k$, the $j$-th barycenter polytope of $X$ is

\[ \Delta^k_j(X) = \text{conv} \{b_J \mid |J| = j + 1\}. \] (5)

Note that $\Delta^k_0 = \Delta^k_1(X) = \text{conv}(X)$. In three dimensions, $\Delta^3_0$ is a tetrahedron, $\Delta^3_1$ is an octahedron, $\Delta^3_2$ is again a tetrahedron, and $\Delta^3_3$ is a point. It is not difficult to see that the barycenter polytopes are nested.

Lemma 4 (Nesting). The barycenter polytopes of any $k$-simplex satisfy $\Delta^k_0 \supseteq \Delta^k_1 \supseteq \ldots \supseteq \Delta^k_k$.

Figure 2 Assuming the center of the smallest circumsphere, $y$, does not lie in $A = \text{aff} X$ leads to a contradiction.
Proof. Let $J \subseteq \{0, 1, \ldots, k\}$ and assume its cardinality satisfies $j + 1 \geq 2$. We take the average of the barycenters that correspond to $J$ with one index removed:

$$\frac{1}{j+1} \sum_{\ell \in J} b_{J\setminus\{\ell\}} = \frac{1}{j+1} \sum_{\ell \in J} \left[ \frac{1}{j} \sum_{i \in J \setminus \{\ell\}} x_i \right] = \frac{1}{j(j+1)} \sum_{\ell \in J} \sum_{i \in J \setminus \{\ell\}} x_i. \quad (6)$$

Each point $x_i \in X_j$ appears $j$ times in the double-sum, which implies that the above average is equal to $b_J$. We thus proved that every vertex of the $j$-th barycenter polytope is a convex combination of the vertices of the $(j - 1)$-th barycenter polytope. Hence, $\Delta_j^k \subseteq \Delta_{j-1}^k$ for $1 \leq j \leq k$, as claimed.

**Face structure.** It is instructive to take a closer look at $\Delta_j^1$, which is the first barycenter polytope that is not a simplex. Being an octahedron, it has 8 faces of co-dimension one, which we refer to as facets. Four of the facets are the 1-st barycenter polytopes of the triangles bounding the tetrahedron, and the other four facets are homothetic copies of the original four triangle. More generally, most barycenter polytopes have twice as many facets as the defining simplex. Write $\#\text{facets}(\Delta_j^k)$ for the number of facets of $\Delta_j^k$.

**Lemma 5 (Number of Facets).** Let $k \geq 1$. The number of facets of the $j$-th barycenter polytope of a $k$-simplex is

$$\#\text{facets}(\Delta_j^k) = \begin{cases} k + 1 & \text{if } j = 0, k - 1, \\ 2k + 2 & \text{if } 1 \leq j \leq k - 2. \end{cases} \quad (7)$$

**Proof.** Index the coordinates of points in $\mathbb{R}^{k+1}$ from 0 to $k$, and let $e_i$ be the unit vector in the $i$-th coordinate direction. Identifying the $k$-simplex with the endpoints of these vectors, we consider the $(k + 1)$-dimensional cube spanned by $e_0$ to $e_k$ and note that this cube has $2k + 2$ facets. For $0 \leq j \leq k - 1$, we define the $j$-th slice of this cube as the intersection with the $k$-plane of points $\sum_{i=0}^k \gamma_i e_i$ satisfying $\sum_{i=0}^k \gamma_i = j + 1$. It is the convex hull of the $(j + 1)$-fold sums of the unit vectors. Scaling the $j$-th slice by a factor $\frac{1}{j+1}$, we get the $j$-th barycenter polytope of the $k$-simplex.

For $j = 0, k - 1$, the $k$-plane intersects half the facets of the cube, and for $1 \leq j \leq k - 2$, it intersects all facets of the cube. Each facet of the $j$-th slice, and after scaling of $\Delta_j^k$, is the intersection of the $k$-plane with a facet of the cube, which implies the claimed number of facets of the barycenter polytope.

Observe that half the facets of the $(k + 1)$-cube share the origin, and the other half share the point $(1, 1, \ldots, 1)$ as a vertex. After scaling, we call the slice of a facet that shares the origin a far facet of the corresponding barycenter polytope, noting that it is a barycenter polytope of a facet of the given $k$-simplex. Similarly after scaling, we call the slice of a facet that shares $(1, 1, \ldots, 1)$ a near facet of the barycenter polytope, noting that it is the homothetic copy of a barycenter polytope of a facet of the given $k$-simplex.

**Central projection.** For the purpose of the proof of Theorem 8, we subdivide the boundary of $\Delta_j^k$ and re-associate the pieces to get the boundary complex of the $k$-simplex, at least topologically. Write $b(X)$ for the barycenter of the $k$-simplex, and introduce the central projection,

$$\pi_j^k : \partial \text{conv}(X) \to \partial \Delta_j^k, \quad (8)$$
Left: the map $\pi_0$ is the identity on the boundary of the triangle. Right: the map $\pi_1$ projects the vertices of $\text{conv}(X)$ to the midpoints of the edges of $\Delta^2$. The structure of $\partial \text{conv}(X)$ is recovered by gluing the half-edges in pairs at the shared endpoints.

which we define by mapping $x \in \partial \text{conv}(X)$ to the unique convex combination of $x$ and $b(X)$ that belongs to the boundary of $\Delta^j$. Figure 3 shows the picture of the two maps in the plane.

In the general case, we subdivide $\partial \Delta^k_j$ along the image of the $(k-2)$-skeleton of $\partial \text{conv}(X)$. To convince ourselves that this is well defined, we note that $\partial \Delta^k_j$ is a $(k-1)$-sphere for every $0 \leq j \leq k-1$. Similarly, $\partial \text{conv}(X)$ is a $(k-1)$-sphere. The center of the projection, $b(X)$, lies in the interior of $\Delta^k_j$ and also in the interior of $\text{conv}(X)$, which implies that $\pi^k_j$ is a homeomorphism. We therefore reach our goal by first glueing the facets of $\Delta^k_j$ along their shared faces – which amounts to forgetting the decomposition of the $(k-1)$-sphere these facets imply – and second cutting the $(k-1)$-sphere along the image of the $(k-2)$-skeleton of $\partial \text{conv}(X)$ – which effectively triangulates the $(k-1)$-sphere with $k+1$ $(k-1)$-simplices.

4 Theorem in convex case

This section sharpens Lemma 2 by further limiting the region in which the center of the smallest enclosing sphere can lie. Here we discuss the case in which all primal Bregman balls are convex.

Chernoff polytopes. As before, let $X$ be a $k$-simplex in $\Omega$. For each subset $J \subseteq \{0, 1, \ldots, k\}$, we recall that $X_J$ is the corresponding face of $X$, and we let $B^\ast(d_J; R_J)$ be the smallest dual Bregman ball that contains $X_J$. Equivalently, $R_J = R(X_J)$ is the smallest radius $r$ such that $\bigcap_{i \in J} B(x_i; r) \neq \emptyset$, and this intersection consists of a single point, namely the Chernoff point $d_J$ of $X_J$. In analogy with the barycenter polytope of the previous section, we define the $j$-th Chernoff polytope of $X$ as the convex hull of the Chernoff points of faces of dimension $j = |J| - 1$:

$$\Delta_j(X) = \text{conv}\{d_J \mid |J| = j+1\}$$

for $0 \leq j \leq k$; see Figure 4 for an illustration. Note that $\Delta_0(X) = \text{conv}(X)$, but for positive indices $j$, $\Delta_j = \Delta_j(X)$ is not necessarily the $j$-th barycenter polytope because the vertices are not necessarily the barycenters of the faces.

Nesting. The Chernoff polytopes drawn in Figure 4 are nested, but that they retain this property of the barycenter polytopes in general needs a proof.

Theorem 6 (Nesting for Convex Balls). Let $F : \Omega \to \mathbb{R}$ be of Legendre type such that all primal Bregman balls are convex, and let $\Delta_0, \Delta_1, \ldots, \Delta_k$ be the Chernoff polytopes of a $k$-simplex $X \subseteq \Omega$. Then $\Delta_0 \supseteq \Delta_1 \supseteq \ldots \supseteq \Delta_k$. 
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To formalize this idea, let whose vertices lie on four of the triangles bounding the octahedron. and therefore the center of the smallest enclosing sphere of all implies that the nerve also contains the of \( \Sigma \). Therefore contractible. The convex. It implies that the nerve of the sets \( X_j \) is isomorphic, but it is possible that two or more barycenters map to the same Chernoff point, corresponding Chernoff point. If all Chernoff points are different, the two subdivisions are obtain it from the barycentric subdivision by moving each barycenter to the location of the corresponding Chernoff point. If all Chernoff points are different, the two subdivisions are isomorphic, but it is possible that two or more barycenters map to the same Chernoff point, in which case some of the simplices in the barycentric subdivision collapse to simplices of smaller dimension. Since \( B(x_0; R_J) \) contains the point \( d_J \), it also contains all points \( d_{J'} \) with \( 0 \in J' \subseteq J \). Indeed, if the balls \( B(x_i; R_J) \) with \( i \in J \) have a point in common, then so do the balls with \( i \in J' \). By convexity, \( B(x_0; R_J) \) contains all simplices in \( \text{Sd}(X_J) \) that share \( x_0 \). Similarly, \( B(x_\ell; R_J) \) contains all simplices in \( \text{Sd}(X_J) \) that share \( x_\ell \), for each \( \ell \in J \). It follows that the \( j + 1 \) balls cover the entire Chernoff subdivision of \( \text{conv}(X) \) and thus the entire \( j \)-face:

\[
\text{conv}(X_J) \subseteq \bigcup_{\ell=0}^{j} B(x_\ell; R_J). \tag{10}
\]

For the second step, we write \( \Sigma_J \) for the convex hull of the points \( d_{J \setminus \{\ell\}} \), \( \ell \in J \). It is the \((j - 1)\)-st Chernoff polytope of \( X_J \) and necessarily contractible. Define \( C_\ell = B(x_\ell; R_J) \cap \Sigma_J \), for each \( 0 \leq \ell \leq j \). By Lemma 2, the points \( d_{J \setminus \{\ell\}} \) belong to \( \text{conv}(X_J) \), so \( \Sigma_J \subseteq \text{conv}(X_J) \), and (10) implies that the sets \( C_\ell \) cover \( \Sigma_J \). But this does not yet imply that the \((j + 1)\)-fold intersection of the balls, which is the point \( d_J \), belongs to the \( C_\ell \) and therefore to \( \Sigma_J \). To prove this, we need the Nerve Theorem [2, 13], which applies to the sets \( C_\ell \) because they are convex. It implies that the nerve of the sets \( C_\ell \) has the same homotopy type as \( \Sigma_J \) and is therefore contractible. The \( j \)-fold intersections are all non-empty, as witnessed by the vertices of \( \Sigma_J \). Hence, the nerve contains the boundary complex of a \( j \)-simplex. Contractibility thus implies that the nerve also contains the \( j \)-simplex. In other words, \( d_J \in C_\ell \) for \( 0 \leq \ell \leq j \) and therefore \( d_J \in \Sigma_J \). □

We note that Theorem 6 tightens Lemma 2 in the case of convex Bregman balls: the center of the smallest enclosing sphere of a \( k \)-simplex is contained in the convex hull of the centers of the smallest enclosing spheres of all \((k - 1)\)-faces.
5 Theorem in nonconvex case

We will see shortly that the assumption of convex Bregman balls can be relaxed. The proof of the inclusions in the nonconvex case is the same as in the convex case, except that the individual steps are more complicated. We begin with an auxiliary result.

A fixed point lemma. To generalize Theorem 6 to the nonconvex case, we employ a classic result in topology proved in 1929 by Knaster, Kuratowski, and Mazurkiewicz [11]. It can be used to prove the Brouwer Fixed Point Theorem, which states that every continuous function from the n-dimensional closed ball to itself has a fixed point.

Proposition 7 (Fixed Point). Let $X$ be a k-simplex with vertices $x_0$ to $x_k$, and let $C_0$ to $C_k$ be closed sets such that the union of any subcollection of the sets contains the face spanned the corresponding subcollection of vertices. Then $\bigcap_{i=0}^k C_i \neq \emptyset$.

Take for example $C_i$ equal to the closed star of vertex $x_i$ in the barycentric subdivision of $\text{conv}(X)$. The conditions in the proposition are satisfied, and the stars have indeed a non-empty common intersection, namely the barycenter of $X$. It is important to note that the lemma is topological and therefore also holds for homeomorphically deformed k-simplices.

Interrupted hierarchy. Now suppose that there is a threshold such that all primal Bregman balls with radius at most this threshold are convex, but this is not guaranteed for balls with radius larger than the threshold. An example is the Itakura–Saito divergence [10]. How does this weaken the hierarchy in Theorem 6? To state our claim, we define $R_j = \max_{|J|=j+1} R_J$, noting that $r \geq R_j$ iff all $(j+1)$-fold intersections of the $B(x_i;r)$ are non-empty.

Theorem 8 (Nesting for Nonconvex Balls). Let $F: \Omega \to \mathbb{R}$ be of Legendre type such that all primal Bregman balls of radius $r \leq R_j$ are convex, and let $\Delta_0, \Delta_1, \ldots, \Delta_k$ be the Chernoff polytopes of a k-simplex $X \subseteq \Omega$. Then $\Delta_0 \supseteq \Delta_1 \supseteq \ldots \supseteq \Delta_j \supseteq \Delta_{j+1}, \Delta_{j+2}, \ldots, \Delta_k$.

Proof. To prove the inclusions $\Delta_0 \supseteq \Delta_1 \supseteq \ldots \supseteq \Delta_j$, it suffices to consider balls of radius $R_j$ or smaller. These are convex, by assumption, so the inclusions are implied by Theorem 6. To prove $\Delta_j \supseteq \Delta_i$, for $j < i \leq k$, we show that for every $i$-face, the Chernoff point is contained in the $j$-th Chernoff polytope. It suffices to consider $i = k$. In the first step of the proof, we generalize (10) to

$$\text{conv}(X_J) \subseteq \bigcup_{t \in J} B(x_t; R_j)$$

(11)

for every $J \subseteq \{0,1,\ldots,k\}$ also in the nonconvex case. We use induction over the dimension. To simplify the notation, assume $J = \{0,1,\ldots,j\}$ and let $H = H_J$ be the $j$-dimensional plane spanned by $X_J$. By induction assumption, we have (11) for all $J \setminus \{t\}$, $0 \leq t < j$. By definition of $R_j$, the $j + 1$ balls $B(x_t; R_j)$ have a non-empty common intersection, namely the point $d_j$. By Lemma 2, also the $j$-dimensional slices of the balls defined by $H$ have the point $d_j$ in common. It follows that the nerve of the sliced balls is a $j$-simplex, which is contractible. Since $F$ is of Legendre type, so is its restriction to the $j$-plane, $F|_H$. As proved in [7], this implies that all intersections of the sliced balls are contractible. By the Nerve Theorem [2, 13], the union of the sliced balls is contractible as well. But this union covers the $(j - 1)$-dimensional boundary of $\text{conv}(X_J)$, so it must also cover $\text{conv}(X_J)$ to be contractible. Hence (11) follows, and in particular $\text{conv}(X) \subseteq \bigcup_{t=0}^k B(x_t; R_k)$. 
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For the second step, recall that $\Delta_j = \Delta_j(X)$ is the $j$-th Chernoff polytope of $X$. Define $C_\ell = B(x_\ell; R_\ell) \cap \Delta_j$, for $0 \leq \ell \leq k$. Since $\Delta_j \subseteq \text{conv}(X)$, the balls $B(x_\ell; R_\ell)$ cover $\Delta_j$. By the Nerve Theorem, the nerve of the sets $C_\ell$ has the same homotopy type as $\Delta_j$ and is therefore contractible. To apply Proposition 7 to $\Delta_j$, we first interpret $\Delta_j$ as the homeomorphic image of a $k$-simplex. Assuming $\Delta_j$ is $k$-dimensional, we decompose its boundary by central projection of the boundary of $\text{conv}(X)$, in which we use any point in the interior of $\Delta_j$ as center; see Figures 3 and 4 for illustrations. It is possible that the dimension of $\Delta_j$ is less than $k$, namely when some $j$-faces of $\text{conv}(X)$ have coincident Chernoff points. We can perturb the coincident Chernoff points slightly and continue the proof with the perturbed $\Delta_j$, which is now $k$-dimensional. In either case, we denote the topological $k$-simplex by $\tilde{\Delta}_j$.

Recall that the facets of $\Delta_j$ are classified as near and far facets of the $k+1$ points in $X$. Each facet of $\tilde{\Delta}_j$ consists of a far facet and pieces of $k$ near facets of $\Delta_j$. To describe this in the necessary amount of detail, we denote the facets of $\tilde{\Delta}_j$ by $\Phi_0, \Phi_1, \ldots, \Phi_k$ and the facets of $X$ by $X_\ell = X \setminus \{\ell\}$ for $0 \leq \ell \leq k$. The indexing is chosen so that $\Phi_\ell$ consists of the far facet of $x_\ell$ which is contained in $\text{conv}(X_\ell)$ together with pieces of the near facets of the vertices $x_i \in X_\ell$. The far facet of $x_\ell$ is covered by the balls $B(x_i; R_k)$, for $i \neq \ell$, as a consequence of (11). Furthermore, the near facet of $x_\ell$ is covered by $B(x_\ell; R_k)$ simply because $B(x_\ell; R_\ell) \subseteq B(x_e; R_k)$, and the former ball is convex and contains the relevant vertices of $\Delta_j$. It follows that $\Phi_\ell$ is covered by the balls $B(x_i; R_k)$, for $i \neq \ell$. Hence, $\tilde{\Delta}_j$ and the sets $C_\ell$ satisfy the assumptions of Proposition 7. The proposition thus implies that the common intersection of the $C_\ell$ is non-empty. This intersection can only be the Chernoff point of $X$, which we therefore conclude lies inside $\Delta_j$, as required.

In particular, if the balls remain convex until radius $R_{k-1}$, then Theorem 6 still holds. Without any assumption on convexity, we do not claim anything beyond $\Delta_0$ containing all points $d_j$, $J \subseteq \{0, 1, \ldots, k\}$, which is Lemma 2.

6 No improvement

We finally show that Theorem 8 is best possible, in the sense that the hierarchy of inclusions cannot be extended beyond $\Delta_{j+1}$. To this end, we construct a function of Legendre type, $F: \mathbb{R}^d \to \mathbb{R}$, and a $d$-simplex, $X \subseteq \mathbb{R}^d$, such that

- for radius $r \leq R_j$, the primal Bregman balls centered at the points of $X$ are convex,
- there is at least one $(j + 2)$-face of $X$ whose Chernoff point is not contained in $\Delta_{j+1}$.

It will suffice to consider the case $j + 2 = d$. We begin with the construction in $d = 2$ dimensions, when $j = 0$ and $R_j = 0$, so the first condition is automatically satisfied. With an eye on the generalization to higher dimensions, we will nevertheless make sure that the balls with small but positive radius are convex. We first simplify the task by requiring that $F$ be convex but not necessarily differentiable and not necessarily strictly convex. Appropriate small bump functions are used to eventually turn the convex function into a Legendre type function.

Two-dimensional construction. Let $\Delta_0^2 = \text{conv}(X)$ with $X = \{x_0, x_1, x_2\}$ be an equilateral triangle with edges of length $\sqrt{2}$ and center at the origin in $\mathbb{R}^2$. The first barycenter polytope is $\Delta_1^2 = \text{conv}(Y)$ with $Y = \{y_0, y_1, y_2\}$ and $y_i = \frac{1}{2}(x_{i+1} + x_{i+2})$, where we take indices modulo 3. Calculating the Euclidean inradii of $\Delta_1^2$ and $\Delta_0^2$, we choose a radius strictly between them, $1/\sqrt{24} < q < 1/\sqrt{6}$, and we let $D(q)$ be the (Euclidean) disk with this radius and center at the origin. As illustrated in Figure 5, $D(q)$ is neither contained in $\Delta_1^2$ nor
In the nonconvex case, we can arrange that the Chernoff point of $X$ lies outside the triangle spanned by the Chernoff points of the edges of $X$.

We finally construct $F: \mathbb{R}^2 \to \mathbb{R}$ by mapping $a \in \mathbb{R}^2$ to $F(a) = \|a\|^2$ if $a \in \mathbb{R}^2 \setminus D(\varrho)$, and to $F(a) = \varrho^2$ if $a \in D(\varrho)$. The graph of $F$ is a paraboloid with a flattened bottom. Recall that $B_F(x_i; r)$ can be constructed by vertically projecting all points of the graph that are visible from the point $(x_i, \|x_i\|^2 - r) \in \mathbb{R}^2 \times \mathbb{R}$. Writing $D_i(\sqrt{\varrho})$ for the disk with center $x_i$ and squared radius $\varrho$, the primal Bregman ball satisfies

$$B_F(x_i; r) = \begin{cases} D_i(\sqrt{\varrho}) & \text{if } r \leq (\sqrt{2/3} - \varrho)^2, \\ D_i(\sqrt{\varrho}) \setminus D(\varrho) & \text{if } (\sqrt{2/3} - \varrho)^2 \leq r \leq 2/3 - \varrho^2, \\ D_i(\sqrt{\varrho}) \cup D(\varrho) & \text{if } 2/3 - \varrho^2 < r. \end{cases} \tag{12}$$

The Bregman ball is convex in the first case, and it is nonconvex in the second case. To give the final touch, we observe that the gradient of $F$ is bounded away from zero everywhere outside $D(\varrho)$. We can therefore change $F$ so its graph over $D(\varrho)$ is an upside-down cone with apex $z_0 \in \text{int} D(\varrho) \setminus \Delta^2_1$, and we can do this without violating convexity and without changing $F$ outside this disk. We can turn $F$ into a differentiable and strictly convex function by substituting slightly curved arcs for the generating lines of the cone and by rounding off the sharp corners at the apex and the circle at which the cone meets the paraboloid. With these modifications, we get $z_0$ as the Chernoff point of $X$, which by construction lies outside $\Delta^2_1$.

**Higher dimensions.** The 2-dimensional construction generalizes in a straightforward way to $d \geq 2$ dimensions. The only nontrivial step is to prove that $\varrho > 0$ can be chosen so that the Euclidean ball $D(\varrho)$ neither contains $\Delta^d_{d-1}$ nor is contained in it, and that a ball centered at $x_i$ and touching $D(\varrho)$ in a single point contains the near facet of $\Delta^d_{d-2}$. With such a $\varrho$, we can generalize the 2-dimensional construction so that the Chernoff point of $X$ lies outside $\Delta^d_{d-1}$. We now prove that such a $\varrho$ exists. Let $\Delta^d_d = \text{conv}(X)$ be a regular $d$-simplex with edges of length $\sqrt{2}$ and center at the origin in $\mathbb{R}^d$. We need formulas for the Euclidean circumradius and height of $\Delta^d_d$, and the Euclidean inradius of $\Delta^d_{d-1}$. It is convenient to derive them for the standard $d$-simplex, which is the convex hull of the endpoints of the $d + 1$
unit coordinate vectors of \( \mathbb{R}^{d+1} \). We get the circumradius as the Euclidean distance between the vertices and the center at \( (\frac{1}{\pi^{d+1}}, \frac{1}{\pi^{d+1}}, \ldots, \frac{1}{\pi^{d+1}}) \):

\[
R_d = \sqrt{\left(\frac{d}{\pi^{d+1}}\right)^2 + d \left(\frac{1}{\pi^{d+1}}\right)^2} = \sqrt{\frac{d}{\pi^2}}. \tag{13}
\]

This radius is \( d/(d+1) \) times the height of the standard simplex, which implies that the height is \( H_d = (d+1)R_d/d = \sqrt{(d+1)/d} \). To compute the inradius of \( \Delta_{d-1}^d \), we observe that the Euclidean distance of the center of \( \Delta_{d-1}^d \) from a facet is \( H_d / (d+1) \). Similarly, the Euclidean distance between parallel facets of \( \Delta_{d-1}^d \) and \( \Delta_0^d \) is \( H_d / d \). It follows that the inradius is

\[
I_d = \left[ \frac{1}{d} - \frac{1}{d+1} \right] H_d = \frac{1}{d(d+1)} H_d. \tag{14}
\]

Consider the Euclidean ball with center \( x_i \) and radius \( R_d - I_d \). By construction, it touches the \( (d - 1) \)-st barycenter polytope of \( X \) at the center of one of its facets, which implies that it does not contain any of its vertices. Nevertheless, the ball contains the barycenters of the \( (d - 2) \)-faces of \( \Delta_{d-1}^d \) incident to \( x_i \) and therefore the entire near facet of \( \Delta_{d-2}^d \), as we now prove. Since \( \Delta_{d-2}^d \) is a regular simplex, the distance between its barycenter and its vertices is \( R_{d-2} \).

\[\textbf{Lemma 9.} \quad R_d - I_d > R_{d-2}.\]

\[\textbf{Proof.} \quad \text{Using (13) and (14), we simplify the expression for the difference on the left-hand side of the claimed inequality:}
\]

\[
R_d - I_d = \sqrt{\frac{d}{\pi^2}} - \frac{1}{d(d+1)} \sqrt{\frac{d+1}{d}} = \sqrt{\frac{d+1}{d+2}}. \tag{15}
\]

Dividing the claimed inequality by \( R_{d-2} = \sqrt{(d-2)/(d-1)} \) and squaring, we get

\[
\left[ \frac{R_d - I_d}{R_{d-2}} \right]^2 = \left[ \sqrt{\frac{d+1}{d+2}} \sqrt{\frac{d-1}{d}} \right]^2 = \frac{d^4 - 2d^3 + 2d - 1}{d^4 - 2d^3} > 1. \tag{16}
\]

The claimed inequality follows. \[\Box\]

Finally note that the inradius of \( \Delta_{d-1}^d \) is less than that of \( \Delta_0^d \): \( I_d < J_d \). We can therefore choose \( I_d < \rho < \min\{J_d, R_d - R_{d-2}\} \), which is large enough so that \( D(\rho) \) is not contained in \( \Delta_{d-1}^d \), and it is small enough so that \( D(\rho) \) does not contain \( \Delta_{d-2}^d \) and a touching Euclidean ball with center \( x_i \) contains the near facet of \( \Delta_{d-2}^d \).

\[\textbf{7 Discussion}\]

The contributions of this paper are geometric constraints on the location of the centers of smallest enclosing spheres for data in which dissimilarities are measured with Bregman divergences. The main tools used in their proofs are topological: the Nerve Theorem of Borsuk [2] and Leray [13] and the Fixed Point Lemma of Knaster, Kuratowski, and Mazurkiewicz [11]. Besides being of independent interest, the results are relevant to topological data analysis.
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Abstract

Given a metric space \((X,d)\), a set of terminals \(K \subseteq X\), and a parameter \(t \geq 1\), we consider metric structures (e.g., spanners, distance oracles, embedding into normed spaces) that preserve distances for all pairs in \(K \times X\) up to a factor of \(t\), and have small size (e.g. number of edges for spanners, dimension for embeddings). While such terminal (aka source-wise) metric structures are known to exist in several settings, no terminal spanner or embedding with distortion close to 1, i.e., \(t = 1 + \epsilon\) for some small \(0 < \epsilon < 1\), is currently known.

Here we devise such terminal metric structures for doubling metrics, and show that essentially any metric structure with distortion \(1 + \epsilon\) and size \(s(|X|)\) has its terminal counterpart, with distortion \(1 + O(\epsilon)\) and size \(s(|K|) + 1\). In particular, for any doubling metric on \(n\) points, a set of \(k = o(n)\) terminals, and constant \(0 < \epsilon < 1\), there exists

- A spanner with stretch \(1 + \epsilon\) for pairs in \(K \times X\), with \(n + o(n)\) edges.
- A labeling scheme with stretch \(1 + \epsilon\) for pairs in \(K \times X\), with label size \(\approx \log k\).
- An embedding into \(\ell^\infty\) with distortion \(1 + \epsilon\) for pairs in \(K \times X\), where \(d = O(\log k)\).

Moreover, surprisingly, the last two results apply if only \(K\) is a doubling metric, while \(X\) can be arbitrary.
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1 Introduction

The area of low-distortion embeddings studies how well different metric spaces can be approximated by simpler, or more structured, metric spaces. Fundamental results in this realm include Bourgain’s and Matousek’s embeddings of general metrics into high-dimensional Euclidean and \(\ell^\infty\) spaces \([5, 24]\), respectively, Gupta et al.’s \([19]\) embeddings of doubling metrics into normed spaces, and constructions of distance oracles and spanners for doubling
metrics [20, 16]. Linial et al. [23] and Bartal [4] demonstrated that low-distortion embeddings have numerous applications in Theoretical Computer Science.

All these embeddings [5, 24, 19] have inherent unavoidable dependencies in the total number of points \( n \) in both the distortion and in the dimension of the target space. In scenarios in which we have a metric space \((X, d)\), and a subset \( K \subseteq X \) of important points, aka terminals, the current authors and Filtser [14] demonstrated that one can devise terminal embeddings, i.e., embeddings that provide guarantees on the distortion of all pairs that involve a terminal in \( K \), and whose guarantees on the distortion and the dimension depend on \( k = |K| \), as opposed to the dependencies on \( n \) in the classical embeddings. Specifically, it is shown in [14] that essentially any known metric embedding into a normed space can be transformed via a general transformation into a terminal embedding, while incurring only a constant overhead in distortion.

This constant overhead does not constitute a problem when the distortion of the original embedding is \( O(\log n) \), as is the case for Bourgain’s embedding. However, for the important family of embeddings of doubling metrics [3, 19] the distortion in some cases is just \( 1 + \epsilon \), for an arbitrarily small \( \epsilon > 0 \). (The dimension grows with \( 1/\epsilon \).) This is also the case in the constructions of spanners and distance oracles for these metrics, due to [32, 16, 20]. Using the general transformation of [14] on them results in stretch \( c \), for some constant \( c \geq 1 + \sqrt{2} \), making the resulting embeddings and spanners far less appealing.

A metric \((X, d)\) has doubling constant \( \lambda \) if any ball of radius \( 2R \) in the metric (for any \( R > 0 \)) can be covered by at most \( \lambda \) radius-\( R \) balls. The parameter \( \log_2 \lambda \) is called also the doubling dimension of the metric \((X, d)\). A family of metrics is called doubling if the doubling dimension of each family member is constant.

Doubling metrics constitute a useful far-reaching generalization of Euclidean low-dimensional metrics. They have been extensively studied, see [3, 19, 6, 20, 16, 7, 18, 8, 15, 17, 28] and the references therein. Interestingly, these studies of doubling metrics have often produced improved bounds for low-dimensional Euclidean metrics as well. This was the case, e.g., for dynamic spanners for doubling and low-dimensional Euclidean metrics [18], spanners with low diameter, degree and weight [15], and fault-tolerant spanners [8].

In the current paper we devise a suit of terminal embeddings and metric structures, such as spanners, distance oracles and distance labeling schemes (see Section 2 for definitions), for doubling metrics with distortion \( 1 + \epsilon \), for an arbitrarily small \( \epsilon > 0 \). In particular, Gupta et al. [19] devised an embedding of metrics with doubling constant \( \lambda \) into \( \ell_\infty \) with distortion \( 1 + \epsilon \) and dimension \( \log n \cdot \lambda^{1/\epsilon + O(1)} \). Our terminal embedding of doubling metrics into \( \ell_\infty \) has the same distortion, but the dimension is \( \log k \cdot \lambda^{1/\epsilon + O(1)} \), i.e., the dependency on \( n \) is replaced by (essentially) the same dependency on \( k \).

Johnson and Lindenstrauss [21] showed that any Euclidean metric can be embedded into an \( O(\log n) \)-dimensional Euclidean one, with distortion \( 1 + \epsilon \). While we are not able to provide a general terminal counterpart of this fundamental result, we do so in the important special case of doubling metrics. Specifically, we show that an Euclidean (possibly high-dimensional\(^3\)) point set with doubling constant \( \lambda \) admits a terminal embedding with distortion \( 1 + \epsilon \) into an Euclidean space with dimension \( O((\log k + \log \lambda \cdot \log 1/\epsilon)/\epsilon^2) \).

Har-Peled and Mendel [20], following [32], and extending previous classical results about low-dimensional Euclidean spanners (see, e.g., [2, 9, 12, 27]), showed that for any \( n \)-point metric with doubling constant \( \lambda \) and \( \epsilon > 0 \), there exists a \((1 + \epsilon)\)-spanner with \( n \cdot \lambda^{O(\log 1/\epsilon)} \) edges. Note that when \( \epsilon \) is very small, the coefficient of \( n \) may be pretty large even in

\(^3\) By “high-dimensional” we mean here typically dimension \( \log n \) or greater.
Euclidean two-dimensional space. We devise a terminal \((1 + \epsilon)-\)spanner for doubling metrics with \(n + k \cdot X^{O(\log 1/\epsilon)}\) edges. In other words, when the number of terminals \(k\) is much smaller than \(n\), the number of edges is just \(n + o(n)\), as opposed to \(n\) multiplied by a large constant. (Note, however, that the distortion that our spanner provides is for pairs in \(K \times X\), as opposed to \(X \times X\).) To the best of our knowledge, no such terminal spanners are known even for two-dimensional Euclidean point sets. We also provide analogous terminal counterparts of Har-Peled and Mendel’s distance oracles [20], and Slivkins’ distance labeling schemes [31].

In addition, we study the setting in which the set of terminals \(K\) induces a doubling metric, while the entire point set \(X\) is a general (as opposed to doubling) metric. Surprisingly, we show that our terminal distance labeling and also embedding of doubling metrics into \(\ell_\infty\) apply in this far more general scenario as well, with the same stretch \(1 + \epsilon\), and the same size/dimension as when \(X\) is a doubling metric. We also devise terminal spanners and terminal distance oracles for this more general scenario that \(K\) is doubling, while \(X\) is a general metric.

Related work. There has been several works which devised metric structures for partial subsets. Already [10] considered distance preservers for a designated set of pairs. In [11, 29, 22] pairwise spanners for general metrics were studied, and in particular terminal spanners. Recently [1] introduced reachability preservers from a given set of sources. Interestingly, lately we realized that the general transformation from [14] can also be easily extended to produce terminal embeddings that apply to this general scenario (that points of \(X \setminus K\) lie in a general metric, while points of \(K\) lie in a special metric). However, as was mentioned above, that transformation increases the stretch by at least a constant factor, and is thus incapable of producing terminal embeddings with stretch \(1 + \epsilon\).

The only known to us terminal metric structure with distortion \(1 + \epsilon\) is a prioritized distance labeling scheme for graphs that exclude a fixed minor, due to the current authors and Filtser [13]. In the current paper we provide the first near-isometric (i.e., having stretch \(1 + \epsilon\)) terminal spanners and embeddings.

1.1 Technical overview

The naive approach for building a terminal spanner for a given metric space \((X, d)\), is to apply a known construction on the set of terminals \(K\), and extend the spanner to \(X \setminus K\) by adding an edge from each point in \(X \setminus K\) to its nearest terminal. (The same approach can be used for distance oracles/labeling and embeddings.) This is essentially the approach taken by [14] (albeit in a much more general setting). Unfortunately, such a construction cannot provide small \(1 + \epsilon\) stretch (it can be easily checked that it may give stretch at least 3). We need several ideas in order to provide small stretch.

First, we use the well known property of doubling metrics, that balls contain bounded size nets (see Section 2 for definitions). We construct nets in all relevant distance scales, and enrich \(K\) by a set \(Y \supseteq K\) of net points. The points of \(Y\) are those net points that are, to a certain extent, close to \(K\), depending on their distance scale. Then we apply a black-box construction of a spanner on the set \(Y\). Finally, we extend the spanner to every \(x \in X \setminus Y\), by adding a single edge from \(x\) : either to the nearest terminal, or to a single net point \(y \in Y\). The set \(Y\) is carefully chosen so that each non-terminal \(x \in X \setminus K\), either has a close-by terminal that “takes care” of it, and otherwise there is a net point \(y \in Y\) sufficiently close to \(x\) so that \(x\) will have good stretch going via \(y\).

One issue to notice is that even though \(Y\) is larger than \(K\), it is still \(|Y| = O(|K|)\) (at least for constant \(\epsilon, \lambda\)). So we can have many points in \(X \setminus Y\) that do not have a representative
y ∈ Y. The main technical part of the paper is devoted to proving that the particular choice of Y guarantees low stretch for any pair (x, v) ∈ X × K, even when x has no representative y ∈ Y, by using the path through the nearest terminal to x.

It is instrumental to think of the set Y as an 'enriched' terminal set. This idea of enriching the terminal set K with additional points may be useful in other settings as well.

In the setting when only K is doubling, our construction of terminal spanners (and also distance oracles/labeling schemes) is done by adding multiple edges from each x ∈ X \ K to nearby terminals that constitute a net. This approach can not work, however, for embeddings into normed spaces. A certain type of embedding (such as the embedding of doubling metrics into ℓ∞) can be used in a non-black-box manner, and we show how to incorporate the points of X \ K into the embedding for K, without increasing the dimension.

2 Preliminaries

2.1 Embeddings, spanners and distance oracles/labeling scheme

Let (X, d) be a finite metric space. For a target metric (Z, dZ), an embedding is a map f : X → Z, and the distortion of f is the minimal α (in fact, it is the infimum), such that there exists a constant c that for all x, y ∈ X

\[ d(x, y) \leq c \cdot d_Z(x, y) \leq \alpha \cdot d(x, y). \]  

When Z is the shortest path metric of a graph H and c = 1, we say that H is an α-spanner of (X, d). Given a set of terminals K ⊆ X, a terminal embedding guarantees (1) only for pairs in K × X.

An approximate distance oracle is a data structure that can report a multiplicative approximation of d(x, y), for all x, y ∈ X. For K ⊆ X, it is a terminal distance oracle if it can report only pairs in K × X. The relevant parameters of an oracle are: its size (we measure the size in machine words), query time, and stretch factor (and to some extent, also the preprocessing time required to compute it). If one can distribute the data structure by storing a short label L(x) at each vertex x ∈ X, and compute the approximation to d(x, y) from L(x) and L(y) alone, this is called a distance labeling scheme.

For x ∈ X and r > 0, let B(x, r) = {y ∈ X : d(x, y) ≤ r} be a closed ball. The doubling constant of X, denoted λ, is the minimal integer such that for every r > 0, every ball of radius 2r can be covered by λ balls of radius r.

2.2 Terminal nets

For r > 0, an r-net is a set N ⊆ X satisfying the following:
1. For all u, v ∈ N, d(u, v) > r, and
2. for each x ∈ X, there exists u ∈ N with d(x, u) ≤ r.

The following claim is obtained by iteratively applying the definition of doubling constant.

▲ Claim 1 ([19]). Fix any q, r > 0, and let N be an r-net. For any x ∈ X we have that

\[ |B(x, q) \cap N| \leq \lambda \log [2q/r]. \]

It is well-known that a greedy algorithm that iteratively picks an arbitrary point u ∈ X to be in N, and removes every point within distance r of u, will create an r-net. Given a set of terminals K ⊆ X, we say that the greedy algorithm constructs a terminal r-net, if it prefers to take points from K until it is exhausted, and only then picks other points to N. We also
observe that given a terminal 2r-net $N$, one may choose a terminal $r$-net $N'$ that contains every terminal of $N$ (by greedily picking to $N'$ the terminals of $N$ first – note that $N'$ is not guaranteed to contain all points of $N$, just the terminals).

### 2.3 Extendable metric structure

Given a metric $(X,d)$, we denote by $\hat{d}$ the distance function of some metric structure on it. We say that a family of structures is extendable, if the structure on a subset $Y \subseteq X$ can be extended to the entire $X$ (so that $\hat{d}$ remains the same for pairs in $Y$), by hanging each $x \in X \setminus Y$ on some $u = u(x) \in Y$ and having that:

1. $\hat{d}(x,u) = d(x,u)$.
2. For any $v \in Y$, $\max\{d(x,u),\hat{d}(u,v)\} \leq \hat{d}(x,v) \leq d(x,u) + \hat{d}(u,v)$.

We argue that essentially all known structures are extendable. For each $x \in X \setminus Y$, let $u = u(x) \in Y$ be the point onto which $x$ is hanged.

- **Spanners.** If the structure is a spanner on $Y$, then the extension for each $x$ is done by adding the edge $\{x,u\}$ with weight $d(x,u)$. For any $v \in Y$, we indeed have that $\hat{d}(x,v) = d(x,u) + \hat{d}(u,v)$, satisfying both requirements.

- **Distance labeling.** For a distance labeling (or oracle), $x$ stores the label of $u$ and also $d(x,u)$. For a query on $(x,v)$ where $v \in Y$, return $\hat{d}(x,v) = d(x,u) + \hat{d}(u,v)$.

- **Embeddings.** If the structure is an embedding $f : Y \to \ell_p^s$, then the extension $\hat{f}$ can be done by adding a new coordinate, and defining $\hat{f} : X \to \ell_p^{s+1}$ by setting for $v \in Y$, $\hat{f}(v) = (f(v),0)$ and $f(x) = (f(u),d(x,u))$. Then we get that for all $v \in Y$, $\hat{d}(x,v) = \left(\hat{d}(u,v)^p + d(x,u)^p\right)^{1/p}$, which satisfies both requirements for every $1 \leq p \leq \infty$.

### 3 Terminal metric structures for doubling metrics

In this section we present our main result. For ease of notation, we measure the size of the structure as the size per point (e.g. for a spanner with $m$ edges over $n$ points we say the size is $m/n$). Our main result is:

> **Theorem 2.** Let $(X,d)$ be a metric space with $|X| = n$ that has doubling constant $\lambda$, and fix any set $K \subseteq X$ of size $|K| = k$. For $0 < \epsilon < 1$, assume that there exists an extendable metric structure for any $Y \subseteq X$ that has stretch $1 + \epsilon$ and size $s(|Y|)$, then there exists a structure for $X$ with $1 + O(\epsilon)$ stretch for pairs in $K \times X$ and size $s(k \cdot \lambda^{O(\log(1/\epsilon))}) + 1$.

The following corollary follows by applying this theorem with known embeddings/distance oracles/spanners constructions.

> **Corollary 3.** Let $(X,d)$ be a metric space with $|X| = n$ that has doubling constant $\lambda$, and fix any set $K \subseteq X$ of size $|K| = k$. Then for any $0 < \epsilon < 1$, the following metric structures exist:

1. If $(X,d)$ is Euclidean, then there exists a terminal embedding into $\ell_2$ with distortion $1 + \epsilon$ and dimension $O((\log k + \log \lambda \cdot \log(1/\epsilon))/\epsilon^2)$.
2. A terminal embedding into $\ell_\infty$ with distortion $1 + \epsilon$ and dimension $\log k \cdot \lambda^{O(1/\epsilon)} + O(1)$.
3. A terminal spanner for $(X,d)$ with stretch $1 + \epsilon$ and $k \cdot \lambda^{O(1/\epsilon)} + n$ edges.
4. A terminal distance oracle with stretch $1 + \epsilon$, with size $k \cdot \lambda^{O(1/\epsilon)} + O(n)$ and query time $\lambda^{O(1)}$. 
5. A terminal distance labeling scheme with stretch \(1 + \epsilon\), with label size \(\lambda^{O(\log(1/\epsilon))} \cdot \log k \cdot \log \log \Delta_k\) (where \(\Delta_k\) is the aspect ratio of \(K\)).

6. A terminal embedding into a distribution of tree-width \(t\) graphs\(^4\) with expected distortion 
\(1 + \epsilon\) for \(t \leq \lambda^{O(\log \log \lambda + \log(1/\epsilon) + \log \log \Delta_K)}\).

**Proof.** The first item follows from [21], the second using [19, 28], the third and fourth items use [20] results, the fifth applies a result of [31], and the sixth from [32].

In what follows we prove Theorem 2. Let \((X,d)\) be a metric space with \(|X| = n\) and doubling constant \(\lambda\), and let \(K \subseteq X\) be a set of terminals. Fix any \(0 < \epsilon < 1/20\), set \(b = \lceil \log(1/\epsilon) \rceil\), and let \(\Delta = \max_{u,v \in K} \{d(u,v)\}, \delta = \min_{u \neq v \in K} \{d(u,v)\}\) and \(s = \lceil \log(\Delta/(\epsilon^2\delta)) \rceil\). Let \(S = \{0,1,\ldots,s\}\), and for each \(i \in S\) define \(r_i = 2^i \cdot \epsilon^2 \delta\). Observe that \(r_0 = \epsilon^2 \delta\) and \(r_s \geq \Delta\).

### 3.1 Construction

#### 3.1.1 Multi-scale partial partitions

We begin by constructing partial partitions, based on terminal nets, in various scales. The clusters of the partition at level \(i\) are created by iteratively taking balls of radius \(r_i\) centered at the points of a terminal \(r_i\)-net. Some of these balls may be sufficiently far away from \(K\), we call such clusters *final*, and do not partition them in lower levels. See Algorithm 1 for the full details.

**Algorithm 1 Partial-Partitions \(((X,d),K)\)**

1: \(R_s = X\);
2: for \(i = s, s-1, \ldots, 0\) do
3: \(\text{Let } N_i = \{x_{i,j}, \ldots, x_{i,b_i}\} \text{ be a terminal } r_i\)-net of } R_i; \,(\text{For } i < s, \text{ each } u \in K \cap N_{i+1} \text{ will be in } N_i \text{ as well});
4: for \(j = 1, \ldots, b_i\) do
5: \(C_{i,j} \leftarrow B(x_{i,j}, r_i) \cap R_i;\)
6: \(R_i \leftarrow R_i \setminus C_{i,j};\)
7: if \(d(x_{i,j}, K) \geq r_i/\epsilon\) then
8: \(\text{Let } \text{final}(C_{i,j}) = \text{true};\)
9: else
10: \(\text{Let } \text{final}(C_{i,j}) = \text{false}\)
11: end if
12: end for
13: \(R_{i-1} = \bigcup_j : \text{final}(C_{i,j}) = \text{false} \ C_{i,j};\)
14: end for

For every scale \(i \in S\) this indeed forms a partition of \(R_i \subseteq X\), because \(N_i\) is an \(r_i\)-net. Also, every cluster \(C_{i,j}\) in the partition of \(R_i\) has a center \(x_{i,j}\). Observe that every cluster containing a terminal is not final, and that each point in \(X\) has at most one final cluster containing it. In addition, the definition of terminal net guarantees that the prefix of \(N_i\) consists of terminals, so each terminal \(u \in K\) must be assigned to a cluster centered at a terminal. Finally, notice that at level 0, every terminal is a center of its own cluster (since \(r_0 < \delta\)).


\(^5\) For the last two results, we note that our proof provides \(Y \supseteq K\) satisfying \(\Delta_Y \leq O(\Delta_K/\epsilon^4)\), on which we apply the labeling scheme of [31], or the embedding of [32].
3.1.2 Marking stage

We now mark some of the clusters, these marked clusters are the "important" clusters whose center will participate in the black-box construction. For every terminal \( u \in K \), let \( i_u \in S \) be the maximal index such that \( u \in N_{i_u} \), and mark every cluster \( C_{i,j} \) with center \( x_{i,j} \) satisfying both conditions (recall that \( b = \lceil \log(1/\epsilon) \rceil \)).

1. \( i_u - 2b \leq i \leq i_u \), and
2. \( d(u, x_{i,j}) \leq 2r_{i_u}/\epsilon^2 \).

3.1.3 Constructing the metric structure

Claim 4.

Proof. First we show that each \( u \in K \) marks at most \( \lambda^b \) clusters. By Claim 1, the ball \( B(u, r_{i_u} + 2b + 1) \) contains at most \( \lambda^{b \log(r_{i_u} + 2b + 1/r_{i_u} - 2b)} \) net points of \( N_{i_u - 2b} \) (and only less net points from the other nets \( N_{i_u - 2b+1}, \ldots, N_{i_u} \)). The second condition for marking implies that only centers in this ball can be marked by \( u \). Since there are \( 2b + 1 \) possible levels \( i \in [i_u - 2b, i_u] \), at most \( (2b + 1) \cdot \lambda^{4b+2} \leq \lambda^{5b} \) clusters may be marked by \( u \).

The bound on the size follows from Claim 4, and from the fact that each point in \( X \setminus Y \) is hanged from a single \( y \in Y \), so it requires a single edge/memory word/coordinate. It remains to bound the stretch by \( 1 + O(\epsilon) \) for pairs in \( K \times X \). By the assumption, the metric structure for \( Y \) induces a distance function \( \hat{d} \) which is a \( 1 + \epsilon \) approximation of \( d \), w.l.o.g we assume that distances cannot contract, and expand by a factor of at most \( 1 + \epsilon \). Fix some \( x \in X \) and \( v \in K \). Recall that by definition, if \( x \) was hanged on \( u \in Y \), then \( d(x, u) \) must satisfy

\[
\max \{ d(x, u), \hat{d}(u, v) \} \leq \hat{d}(x, u) \leq d(x, u) + \hat{d}(u, v) .
\]

Consider the following cases.

Case 1: \( x \) does not have a final cluster containing it. In this case \( x \) lies very close to its nearest terminal \( u \in K \), and all other terminals are at least \( 1/\epsilon \) times farther away, so the stretch guaranteed for \( u \) will suffice for \( x \). More formally: the cluster \( C \) containing \( x \) at level 0 centered at \( y \) is not final, that is, \( d(y, K) < r_0/\epsilon \). Since \( C \) has radius \( r_0 = \epsilon^2 \delta \), we have that

\[
d(x, u) = d(x, K) \leq d(x, y) + d(y, K) \leq \epsilon^2 \delta + \epsilon \delta = (1 + \epsilon)\epsilon \delta .
\]

We have that \( d(u, v) \leq d(u, x) + d(x, v) \leq (1 + \epsilon)\epsilon \delta + d(x, v) \leq 2\epsilon \cdot d(u, v) + d(x, v) \), so that

\[
d(u, v) \leq d(x, v)/(1 - 2\epsilon) .
\]
Since \( \hat{d} \) approximates \( d \) with stretch \( 1 + \epsilon \) on \( K \),
\[
\hat{d}(x, v) \leq d(x, u) + \hat{d}(u, v) \\
\leq d(x, u) + (1 + \epsilon)\hat{d}(u, v) \\
\overset{(2)}{\leq} (1 + \epsilon)e\delta + (1 + \epsilon)d(u, v) \leq (1 + 3\epsilon)d(u, v) \\
\overset{(3)}{\leq} (1 + 6\epsilon)d(x, v),
\]
where the last two inequalities use that \( \epsilon < 1/12 \). On the other hand,
\[
\hat{d}(x, v) \geq \hat{d}(u, v) \\
\geq d(u, v) \\
= (1 - \epsilon) \cdot d(u, v) + \epsilon \cdot d(u, v) \\
\geq (1 - \epsilon) \cdot (d(x, v) - d(x, u)) + \epsilon \delta \\
\overset{(2)}{\geq} (1 - \epsilon) \cdot d(x, v) - (1 - \epsilon)(1 + \epsilon)e\delta + \epsilon \delta \\
\geq (1 - \epsilon) \cdot d(x, v).
\]

**Case 2:** \( x \) lies in a final marked cluster. Let \( C \) be the final marked cluster at level \( i \in S \) with center \( y \) that contains \( x \). In this case we show that \( d(x, y) \) is smaller by roughly \( 1/\epsilon \) than \( d(x, K) \), so that the stretch guaranteed for \( y \in Y \) will also be sufficient for \( x \). Since \( C \) is final, \( d(y, v) \geq d(y, K) > r_i/\epsilon \), therefore
\[
d(x, v) \geq d(y, v) - d(x, y) \geq r_i/\epsilon - r_i > r_i/(2\epsilon).
\]

Using that the structure built for \( Y \) has stretch at most \( 1 + \epsilon \), we have that
\[
\hat{d}(x, v) \leq d(x, y) + \hat{d}(y, v) \\
\leq d(x, y) + (1 + \epsilon)\hat{d}(y, v) \\
\leq d(x, y) + (1 + \epsilon)(d(x, y) + d(x, v)) \\
= (2 + \epsilon)d(x, y) + (1 + \epsilon)d(x, v) \\
\leq (2 + \epsilon)r_i + (1 + \epsilon)d(x, v) \\
\overset{(4)}{\leq} 2\epsilon(2 + \epsilon)d(x, v) + (1 + \epsilon)d(x, v) \\
\leq (1 + 6\epsilon)d(x, v).
\]

And also,
\[
\hat{d}(x, v) \geq \hat{d}(y, v) \\
\geq d(y, v) \\
\geq d(x, v) - d(x, y) \\
\geq d(x, v) - r_i \\
\overset{(4)}{\geq} (1 - 2\epsilon)d(x, v).
\]

**Case 3:** \( x \) lies in a final non-marked cluster \( C \). Let \( u \) be the nearest terminal to \( x \). Intuitively, since \( x \) is in a final cluster, all terminals are \( 1/\epsilon \) farther away than the radius of \( C \). However, since \( C \) is not marked, its center does not participate in the black-box construction for \( Y \). Fortunately, the marking of clusters guarantees that \( u \), the closest terminal to \( x \), must be in a terminal net of very high scale (otherwise it would have marked \( C \)), and it follows that every other terminal is either very far away from \( u \) (and thus from \( x \) as well), or very close to \( u \). Surprisingly, in both cases we can use the stretch bound guaranteed for \( K \). We prove this observation formally in the following lemma.
Lemma 5. For any point \( x \) contained in a final non-marked cluster \( C \) of level \( i \) with \( i < s \), there exists a terminal \( u' \in K \) such that \( d(x, u') \in [r_i / (2\epsilon), 3r_i / \epsilon] \) and for any other terminal \( w \in K \) it holds that \( d(u', w) \leq r_i \) or \( d(u', w) \geq r_i / \epsilon^2 \).

Proof. Since \( C \) with center \( y \) is the only final cluster containing \( x \), the cluster \( C' \) with center \( y' \) containing \( x \) at level \( i + 1 \) is not final (recall we assume \( i < s \)). Thus there exists a terminal \( z \in K \) with \( d(y', z) \leq r_{i+1} / \epsilon \). Consider the terminal \( u' \in N_{i+1} \) which is the center of the cluster containing \( z \) at level \( i + 1 \) (we noted above that clusters containing a terminal must have a terminal as a center). By the triangle inequality

\[
d(x, u') \leq d(x, y') + d(y', z) + d(z, u') \leq r_{i+1} + r_{i+1} / \epsilon + r_{i+1} < 3r_i / \epsilon \quad (\text{note that the same bound holds for } d(y, u')).
\]

On the other hand, since \( C \) is final we have that \( d(y, u') \geq r_i / \epsilon \), and thus \( d(x, u') \geq d(y, x) - d(y, u') \geq r_i / \epsilon - r_i \geq r_i / (2\epsilon) \).

Next we show that \( u' \in N_{i+2b+1} \). Seeking contradiction, assume \( u' \not\in N_{i+2b+1} \) (or that \( i \geq s - 2b \) so such a net does not exist), and consider the largest \( j \) such that \( u' \in N_j \). Since the nets are hierarchical and \( u' \in N_{i+1} \), it must be that \( i + 1 \leq j \leq i + 2b \), which implies that \( r_j / \epsilon < r_{i+2b+2} < 2r_j / \epsilon^2 \). By the marking procedure, the cluster \( C \) would have been marked by \( u' \). Contradiction. We conclude that \( u' \in N_{i+2b+1} \).

Fix any terminal \( w \in K \), and we know show that \( d(u', w) \leq r_i \) or \( d(u', w) \geq r_i / \epsilon^2 \). Seeking contradiction, assume that \( r_i < d(u', w) < r_i / \epsilon^2 \). Let \( v' \in K \) be the center of the cluster containing \( w \) at level \( i \), that is \( v' \in N_i \). Note that \( d(v', w) \leq r_i \), and thus \( v' \neq u' \). Since \( N_{i+2b+1} \) is an \( r_{i+2b+1} = 2r_i / \epsilon^2 \) net, and as \( d(u', v') \leq r_i + r_{i+2b} \), it must be that \( v' \not\in N_{i+2b+1} \). The contradiction will follow once we establish that \( v' \) will mark \( C \). Indeed, the largest \( j \) such that \( v' \in N_j \) satisfies \( i \leq j \leq i + 2b \), and also \( d(v', y) \leq d(v', w) + d(w, u') + d(u', y) \leq r_i + r_{i+2b} + 3r_i / \epsilon^2 \leq 2r_j / \epsilon^2 \), so \( C \) should have been marked.

Next, we prove the stretch bound for the pair \((x, v)\). Observe that if the final cluster \( C \) containing \( x \) and centered at \( y \) is of level \( s \), then \( d(y, K) \geq r_s / \epsilon \), and thus

\[
d(x, K) \geq d(y, K) - d(y, x) \geq r_s / (2\epsilon) \quad (5)
\]

This implies that

\[
\begin{align*}
\tilde{d}(x, v) & \leq \tilde{d}(x, u) + \tilde{d}(u, v) \\
& \leq \tilde{d}(x, v) + (1 + \epsilon)\tilde{d}(u, v) \\
& \leq \tilde{d}(x, v) + (1 + \epsilon)r_s \\
& \leq \tilde{d}(x, v) + 2\epsilon(1 + \epsilon)\tilde{d}(x, v) \\
& \leq (1 + 3\epsilon)\tilde{d}(x, v).
\end{align*}
\]

Since \( d(u, v) \leq \Delta \leq r_s \), we get that

\[
\begin{align*}
\tilde{d}(x, v) & \geq \tilde{d}(x, u) \\
& \geq (1 - 2\epsilon) \cdot (\tilde{d}(x, v) - d(u, v)) + 2\epsilon \cdot d(x, u) \\
& \geq (1 - 2\epsilon) \cdot (\tilde{d}(x, v) - r_s + r_s) \\
& \geq (1 - 2\epsilon) \cdot \tilde{d}(x, v).
\end{align*}
\]

From now on we may assume that \( C \) is of level \( i \) with \( i < s \). By Lemma 5 there exists \( u' \in K \) such that \( d(x, u') \in [r_i / (2\epsilon), 3r_i / \epsilon] \) and for any terminal \( w \in K \), it holds that \( d(u', w) \leq r_i \) or \( d(u', w) \geq r_i / \epsilon^2 \). Note that since \( u \) is the nearest terminal to \( x \), it must be that \( d(u, u') \leq r_i \), so we have that \( d(x, u) \in [r_i / (3\epsilon), 4r_i / \epsilon] \). Finally, we consider the
two cases for $v$: close or far from $u$.

**Sub-case a:** $d(u', v) \leq r_i$. In this case $d(u, v) \leq 2r_i$, and thus $d(x, v) \geq d(x, u) - d(u, v) \geq r_i/(3\epsilon) - 2r_i \geq r_i/(4\epsilon)$. It follows that
\[
\tilde{d}(x, v) \leq d(x, u) + \tilde{d}(u, v) \\
\leq d(x, u) + (1 + \epsilon)d(u, v) \\
\leq d(x, v) + (1 + \epsilon)2r_i \\
\leq d(x, v) + 5r_i \\
\leq (1 + 9\epsilon)d(x, v).
\]
Since $d(u, v) \leq 2r_i \leq 8\epsilon \cdot d(x, v)$, we also have
\[
\tilde{d}(x, v) \geq d(x, v) - d(u, v) \\
\geq (1 - 8\epsilon) \cdot d(x, v).
\]

**Sub-case b:** $d(u', v) \geq r_i/\epsilon^2$. Now we have that $d(u', v) \leq d(u', x) + d(x, v) \leq 3r_i/\epsilon + d(x, v) \leq 3d(u', v) + d(x, v)$, and so $d(u', v) \leq d(x, v)/(1 - 3\epsilon)$. It follows that
\[
\tilde{d}(x, v) \leq d(x, u) + \tilde{d}(u, v) \\
\leq d(x, u) + (1 + \epsilon)d(u, v) \\
\leq (2 + \epsilon)d(x, u) + (1 + \epsilon)d(x, v) \\
\leq (2 + \epsilon)4r_i/\epsilon + (1 + \epsilon)d(x, v) \\
\leq 9\epsilon \cdot d(u', v) + (1 + \epsilon)d(x, v) \\
\leq (1 + 12\epsilon)d(x, v).
\]
Using that $d(u, u') \leq r_i$ and that $d(x, v) \geq (1 - 3\epsilon)d(u', v) \geq (1 - 3\epsilon)r_i/\epsilon^2 \geq r_i/(2\epsilon^2)$, we conclude that
\[
\tilde{d}(x, v) \geq \tilde{d}(u, v) \\
\geq d(u, v) \geq d(v, x) - d(x, u') - d(u', u) \\
\geq d(v, x) - 3r_i/\epsilon - r_i \\
\geq (1 - 8\epsilon) \cdot d(v, x) + 8\epsilon \cdot r_i/(2\epsilon^2) - 3r_i/\epsilon - r_i \\
\geq (1 - 8\epsilon) \cdot d(v, x).
\]

### 4 The case where only $K$ is doubling

So far we assumed that the entire metric $(X, d)$ is doubling. It is quite intriguing to understand what results can be obtained where only the terminal set $K$ is doubling, while $X$ is arbitrary. We show that in such a case one can obtain terminal metric structures with guarantees similar to the standard results (non-terminal) that apply when the entire metric $(X, d)$ is doubling.

For spanners and distance labeling this follow by a simple extension of the black-box result, but unlike [26, 14], we use multiple points of $K$ for extending each $x \in X \setminus K$.

**Theorem 6.** Let $(X, d)$ be a metric space on $n$ points, and let $K \subseteq X$ so that $(K, d)$ has doubling constant $\lambda$. Then for any $0 < \epsilon < 1$ there exist:

- A terminal spanner with stretch $1 + \epsilon$ and $O(n \cdot \lambda^{O(\log(1/\epsilon))})$ edges.
- A terminal distance oracle with stretch $1 + \epsilon$, size $n \cdot \lambda^{O(\log(1/\epsilon))}$, and query time $\lambda^{O(1)}$.
- A terminal labeling scheme with stretch $1 + \epsilon$, with label size $\lambda^{O(1)} \log k \cdot \log \log \Delta_k$ (where $\Delta_k$ is the aspect ratio of $K$).

Observe that the result for the labeling scheme seems to improves Corollary 3, which requires that the whole metric is doubling. (In fact, the label size in Theorem 6 is slightly larger, this fact is hidden by the constant in the $O(\cdot)$ notation.)
For embeddings, it is unclear how to use this extension approach, since it involves multiple points. We thus need to adjust the embedding itself. As an example to this adjustment, we have the following result, which strictly improves the corresponding item in Corollary 3. Its proof is in Section 4.2.

Theorem 7. Let \((X, d)\) be a metric space, and let \(K \subseteq X\) of size \(|K| = k\) so that \((K, d)\) has doubling constant \(\lambda\). Then for any \(0 < \epsilon < 1\) there exists a terminal embedding of \(X\) into \(\ell_\infty\) with distortion \(1 + \epsilon\), and dimension \(\log k \cdot \lambda^{O(\log(1/\epsilon))}\).

We remark that any embedding of \((X, d)\) into \(\ell_\infty\) with distortion less than 3 for all pairs, requires in general dimension \(\Omega(n)\) [25]. We also note that a terminal version of the JL lemma is impossible whenever only \(K\) is Euclidean, and \(X \setminus K\) is not. To see this, note that any three vertices of \(K_{2,2}\) admit an isometric embedding to \(\ell_2\), but embedding all four requires distortion \(\sqrt{2}\). When only one vertex is non-terminal, all pairwise distances must be preserved up to \(1 + \epsilon\), which is impossible for \(\epsilon < 1/3\), say.

### 4.1 Proof of Theorem 6

We prove the spanner result first. Let \(H\) be a spanner for \((K, d)\) with stretch \(1 + \epsilon\) and \(k \cdot \lambda^{O(\log(1/\epsilon))}\) edges given by [20], say. For any \(x \in X\), let \(u = u(x) \in K\) be the closest terminal to \(x\), and denote \(R = d(x, u)\). Take \(N(x)\) to be an \(\epsilon R\)-net of \(B(x, 2R/\epsilon) \cap K\), by Claim 1, \(|N(x)| \leq \lambda^{O(\log(1/\epsilon))}\). Add the edges \(\{(x, v)\}_{v \in N(x)}\), each with weight \(d(x, v)\) to the spanner. Since we added \(\lambda^{O(\log(1/\epsilon))}\) edges for each point, the bound on the number of edges follows, and it remains to bound the stretch by \(1 + O(\epsilon)\). Clearly no distances can contract, and we bound the expansion. Fix \(x \in X\) and \(v \in K\), and denote \(u = u(x)\) with \(R = d(x, u)\). In the case \(v \notin B(x, 2R/\epsilon)\) we have that \(R \leq \epsilon \cdot d(x, v)/2\), so that

\[
\begin{align*}
d_H(x, v) &\leq d_H(x, u) + d_H(u, v) \leq d(x, u) + (1 + \epsilon)d(u, v) \\
&\leq (2 + \epsilon)d(x, u) + (1 + \epsilon)d(x, v) = (2 + \epsilon)R + (1 + \epsilon)d(x, v) \\
&\leq (1 + 3\epsilon)d(x, v).
\end{align*}
\]

Otherwise, \(v \in B(x, 2R/\epsilon)\). Let \(v' \in N(x)\) be the nearest net point to \(v\), with \(d(v, v') \leq \epsilon R \leq \epsilon \cdot d(x, v)\) (recall \(u\) is the nearest terminal to \(x\)). Then

\[
\begin{align*}
d_H(x, v) &\leq d_H(x, v') + d_H(v', v) \\
&\leq d(x, v') + (1 + \epsilon)d(v', v) \\
&\leq d(x, v) + (2 + \epsilon)d(v', v) \\
&\leq d(x, v) + (2 + \epsilon)\epsilon \cdot d(x, v) \\
&\leq (1 + 3\epsilon)d(x, v).
\end{align*}
\]

The proof for the labeling scheme (and also distance oracle) is similar. Apply the blackbox scheme on \((K, d)\), and for each \(x \in X \setminus K\) define \(N(x)\) as above, and \(x\) stores all labels for \(v' \in N(x)\) along with \(d(x, v')\). Given a query \((x, v)\), return \(\min_{v' \in N(x)} \{d(x, v') + \hat{d}(v, v')\}\), where \(\hat{d}\) is the distance function of the labeling scheme.

#### 4.1.1 Lower bound

We now show that when only \(K\) is doubling, one cannot achieve a result as strong as Theorem 2 (there the number of edges in a spanner with stretch \(1 + \epsilon\) can be as low as \(n + o(n)\)). In fact, Theorem 6 is tight up to a constant factor in the exponent of \(\lambda\).
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Claim 8. There exists a constant $c > 0$, so that for any (sufficiently large) integer $n$ and any integer $\lambda > 1$, there is a metric $(X, d)$ on $n$ points with a subset $K \subseteq X$, so that $(K, d)$ has doubling constant $O(\lambda)$, but for any $0 < \epsilon < 1$, any terminal spanner of $X$ with stretch $1 + \epsilon$ must have at least $n \cdot \lambda^{\log(c/\epsilon)}$ edges.

Proof. Let $t = \lceil \log \lambda \rceil$, and let $K$ be an $\epsilon$-net of the unit sphere of $\mathbb{R}^t$. It is well known that $|K| = \Theta(1/\epsilon)^{t-1} = \lambda^{\log(c/\epsilon)}$ for some constant $c$.

Define $(X, d)$ by setting for each $x, y \in X$, $d(x, y) = \begin{cases} \|x - y\|_2 & x, y \in K \\ 1 & x \in X \setminus K, y \in K \\ 2 & x, y \in X \setminus K \end{cases}$. Note that distances between points in $K$ correspond to the Euclidean distance, and are at most 2, so that $K$ has doubling constant $O(\lambda)$. Observe that any spanner with stretch $1 + \epsilon$ must contain all the edges in $K \times X$, because the distance between any two points in $K$ is larger than $\epsilon$, so any path from $x \in X \setminus K$ to $y \in K$ that does not contain the edge $(x, y)$, will be of length greater than $1 + \epsilon$.

4.2 Proof of Theorem 7

We follow the embedding technique of [28], but with different edge contractions defined below. Assume w.l.o.g that the minimal distance in $(X, d)$ is 1. Let $\Delta = \text{diam}(X)$, and for all $0 \leq i \leq \log \Delta$ let $(X, d_i)$ be the metric defined as follows: consider the complete graph on vertex set $X$, with edge $\{u, v\}$ having weight $d(u, v)$. For every $x \in X$ and $v \in K$ with $d(x, v) < 2^{-i} \cdot \epsilon/k$, replace the weight of this edge by 0, and let $d_i$ be the shortest path metric on this graph. Since any shortest path in this graph has at most $2k$ edges that contain a vertex in $K$, we have that $d(x, y) - \epsilon \cdot 2^i \leq d_i(x, y) \leq d(x, y)$ for all $x, y \in X$.

For each $0 \leq i \leq \log \Delta$ take a $r_i$-net $N_i$ with respect to $(K, d_i)$ (i.e., take only terminals to the net), where $r_i = \epsilon \cdot 2^{i-2}$. Partition each $N_i$ into $t = \lambda^{O(\log(1/\epsilon))}$ sets $N_{ij}$, such that for each $u, v \in N_{ij}$, $d_i(u, v) \geq 5 \cdot 2^i$. (To obtain $N_{ij}$, one can greedily choose points from $N_i \setminus (\bigcup_{j'=j}^{t} N_{ij'})$ until no more can be chosen. See [28] for details.) Next we define the embedding, fix $D = \lceil 2t \log(2k/\epsilon) \rceil$, and let $\{e_0, \ldots, e_{D-1}\}$ be the standard orthonormal basis for $\mathbb{R}^D$, extended to an infinite sequence $\{e_j\}_{j \in \mathbb{N}}$ (that is, $e_j = e_{j \text{ (mod } D)}$ for all $j \in \mathbb{N}$). For any $0 \leq i \leq \log \Delta$ and $0 \leq j \leq t - 1$, for $x \in X$ let

$$g_{ij}(x) = \min \{2^i + 1, d_i(x, N_{ij})\}.$$

Define the embedding $f : X \to \mathbb{R}^D$ by

$$f(x) = \sum_{i=0}^{\log \Delta} \sum_{j=0}^{t-1} g_{ij}(x) \cdot e_{it+j}.$$

Expansion Bound. Now we show that the embedding $f$ under the $\ell_\infty$ norm does not expand distances for pairs in $X \times K$ by more than a factor of $1 + \epsilon$. Fix a pair $x \in X$ and $v \in K$, and consider the $h$-th coordinate of the embedding $f_h$, with $0 \leq h \leq D - 1$. We have that $f_h(x) - f_h(v) = \sum_{i,j \in I : h = it + j (\text{mod } D)} g_{ij}(x) - g_{ij}(v)$. Let $0 \leq i' \leq \log \Delta$ be such that $2^{i'-1} \leq d(x, v) < 2^{i'}$, then for all $i > i' + \log(2k/\epsilon)$ it holds that $d(x, v) < 2^{i'-1} \cdot \epsilon/k$ and thus $d_i(x, v) = 0$, in particular, $g_{ij}(x) = g_{ij}(v)$ and there is no contribution at all from such scales. By the triangle inequality we also have that $g_{ij}(x) - g_{ij}(v) \leq d_i(x, v)$ and

$$f_h(x) - f_h(v) = \sum_{i,j \in I : h = it + j (\text{mod } D)} g_{ij}(x) - g_{ij}(v) \leq 2 \cdot 2^{i'-1}.$$
The third inequality holds, since by the choice of $i, j$ with $i' - \log(2k/\epsilon) < i < i' + \log(2k/\epsilon)$ such that $h = it + j(\text{mod } D)$, and the last inequality uses that $k \geq 4$. By symmetry it follows that $|f_h(x) - f_h(v)| \leq d(x,v)(1+\epsilon)$, and thus $|f(x) - f(v)| \leq d(x,v)(1+\epsilon)$.

**Contraction Bound.** Now we bound the contraction of the embedding for pairs containing a terminal. Fix $x \in X$ and $v \in K$. We will show that there exists a single coordinate $0 \leq h \leq D-1$ such that $|f_h(x) - f_h(v)| \geq (1-\epsilon)d(x,v)$. Let $0 \leq i \leq \log \Delta$ such that $2^i \leq d(x,v) < 2^{i+1}$, and let $0 \leq j \leq t - 1$ be such that $d_i(v, N_{ij}) \leq r_i$ (such a $j$ must exist because $N_i$ is an $r_i$-net of $K$). Denote by $u \in N_{ij}$ the point satisfying $d_i(v, N_{ij}) = d_i(v, u)$. Since $r_i = \epsilon \cdot 2^{i-2}$ also $g_{ij}(v) \leq r_i$.

We claim that $d_i(x, N_{ij}) = d_i(x, u)$. To see this, first observe that $d_i(x, u) \leq d_i(x,v) + d_i(v, u) \leq 2^{i+1} + r_i < (5/4) \cdot 2^{i+1}$. Consider any other $y \in N_{ij}$, by the construction of $N_{ij}$, $d_i(y, u) = \frac{5}{4} \cdot 2^i$, so $d_i(y, x) \geq d_i(y, u) - d_i(x, u) > (5/2) \cdot 2^{i+1} - (5/4) \cdot 2^{i+1} = (5/4) \cdot 2^{i+1} > d_i(x,u)$. Thus it follows that either $g_{ij}(x) = 2^{i+1} \geq d_i(x,y)$, or $g_{ij}(x) = d_i(x,u) \geq d_i(x,v) - d_i(v, u) \geq d_i(x,v) - r_i$. Using that $d_i(x,v) \geq d(x,v) - \epsilon \cdot 2^{i}$, we conclude that

$$g_{ij}(x) - g_{ij}(v) \geq (d_i(x,v) - r_i) - r_i = d_i(x,v) - \epsilon \cdot 2^{i-1} \geq d(x,v) - 2\epsilon \cdot 2^i \geq (1-2\epsilon) \cdot d(x,v).$$

Let $0 \leq h \leq D-1$ be such that $h = it + j(\text{mod } D)$, for the values of $i, j$ fixed above. Then we claim that any other pair $i', j$ such that $h = i'k + j(\text{mod } D)$ has either 0 or very small contribution to the $h$ coordinate. If $i' > i$ then it must be that $i' \geq \log(2k/\epsilon) + i + 1$ so that $d(x,v) \leq 2^{i+1} < 2^{i+1} \cdot \epsilon/k$, thus as before $g_{i'j}(x) = g_{ij}(v)$. For values of $i'$ such that $i' < i$, then $i' \leq i - \log(2k/\epsilon)$, thus

$$\sum_{i' < i, j : h = i't + j(\text{mod } D)} |g_{i'j}(x) - g_{ij}(v)| \leq \sum_{i' \leq i - \log(2k/\epsilon)} 2^{i'+1} \leq 2^i \cdot 2\epsilon/k \leq \epsilon \cdot d(x,v).$$

Finally,

$$\|f(x) - f(v)\|_\infty \geq |f_h(x) - f_h(v)| \geq |g_{ij}(v) - g_{ij}(x)| - \sum_{i' < i, j : h = i't + j(\text{mod } D)} |g_{i'j}(x) - g_{ij}(v)| \geq d(x,v)(1-3\epsilon).$$
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1 Introduction
The problem of Approximate Nearest Neighbor (ANN) search is fundamental in computer science: one has to preprocess a dataset so as to answer proximity queries efficiently, for a given query object. ANN has been enjoying a lot of attention and significant progress has been achieved in the past couple of decades. However, most work has been devoted to vector spaces, and complex objects have not been sufficiently treated. Here, we focus on
distance functions for polygonal curves which lie in the Euclidean space. Polygonal curves are essentially point sequences of varying length and have a wide range of applications ranging from road segments in low dimensions to time-series in arbitrary dimension and protein backbone structures. In general, the problem we aim to solve is as follows.

**Definition 1 (ANN).** Input are \(n\) polygonal curves \(V_1, \ldots, V_n\), where each \(V_i\) is a sequence \(v_{i1}, \ldots, v_{im_i}\) with each \(v_{ij} \in \mathbb{R}^d\), and each \(m_i \leq m\) for some pre-specified \(m\). Given distance function \(d(\cdot, \cdot)\), \(\epsilon > 0\), preprocess \(V_1, \ldots, V_n\) into a data structure s.t. for any query polygonal curve \(Q\), the data structure reports \(V_j\) for which the following holds

\[
\forall i : d(Q, V_j) \leq (1 + \epsilon) \cdot d(Q, V_i).
\]

There are various ways to define dissimilarity or distance between two curves. Two popular dissimilarity measures are the Discrete Fréchet Distance (DFD) and the Dynamic Time Warping (DTW) distance which are both widely studied and applied to classification and retrieval problems for various types of data. DFD satisfies the triangular inequality, unlike DTW.

It is common, in distance functions of curves, to involve the notion of a traversal for two curves. Intuitively, a traversal corresponds to a time plan for traversing the two curves simultaneously, starting from the first point of each curve and finishing at the last point of each curve. With time advancing, the traversal advances in at least one of the two curves. DFD is the minimum over traversals, maximum distance of points while traversing. DTW is the minimum over traversals, sum of distances while traversing.

We denote by \(\ell_p^d\) the normed space \((\mathbb{R}^d, \|\cdot\|_p)\), where for any \(x = (x_1, \ldots, x_d) \in \mathbb{R}^d\), \(\|x\|_p = (\sum_i |x_i|^p)^{1/p}\). We also use the notation \(\tilde{O}(f(d, m, n))\), which hides polylogarithmic factors in \(f(d, m, n)\) or polynomial factors in \(1/\epsilon\).

### 1.1 Previous work

The ANN problem has been mainly addressed for datasets consisting of points. Efficient deterministic solutions exist when the dimension is constant, e.g. [5], while for high-dimensional data the state-of-the-art solutions are mainly based on the notion of Locality Sensitive Hashing, e.g. [8, 4], or on random projections, e.g. [1, 2]. Another line of work focuses on subsets of general metrics which satisfy some sort of low intrinsic dimension assumption, e.g. [9]. This is only a small fraction of the body of work on pointsets; however, very little is known about distances between curves.

Let us start with point sequences, which are closely related to curves. For metrics \(M_1, \ldots, M_k\), we define the \(\ell_p\)-product of \(M_1, \ldots, M_k\) as the metric with domain \(M_1 \times \cdots \times M_k\) and distance function

\[
d((x_1, \ldots, x_k), (y_1, \ldots, y_k)) = \left( \sum_{i=1}^k d_{M_i}^p(x_i, y_i) \right)^{1/p}.
\]

If there exists an ANN data structure with approximation factor \(c\) for each \(M_1, \ldots, M_k\), then one can build a data structure for the \(\ell_p\)-product with approximation factor \(O(c \log \log n)\) [3, 10].

Let us now focus on curves: the two existing approaches both solve the approximate near neighbor problem, instead of the optimization ANN. It is known that a data structure for the approximate near neighbor problem can be used as a building block for solving the ANN problem. This procedure has provable guarantees on metrics [8], but it is not clear whether it can be extended to non-metric distances such as the DTW.
The first result for DFD by Indyk [10], defined by any metric \((X, d(\cdot, \cdot))\), achieved approximation factor \(O((\log m + \log \log n)^{1-t})\), where \(m\) is the maximum length of a curve, and \(t > 1\) is a trade-off parameter. The solution is based on an efficient data structure for \(\ell_\infty\)-products of arbitrary metrics, and achieves space and preprocessing time in \(O(m^2|X|)^{t^{-1}}\cdot n^{2t}\), and query time in \((m \log n)^{O(t)}\). Table 1 states these bounds for appropriate \(t = 1 + o(1)\), hence a constant approximation factor. It is not clear whether the approach may achieve a \(1 + \epsilon\) approximation factor by employing more space.

Quite recently, a new data structure was devised for the DFD of curves defined by the Euclidean metric [7]. The approximation factor is \(O(d^{3/2})\). The space required is \(O(2^{4md} \log n + mn)\) and each query costs \(O(2^{4md}m \log n)\). They also provide a trade-off between space/query time, and the approximation factor. At the other extreme of this trade-off, they achieve space in \(O(n \log n + mn)\), query time in \(O(m \log n)\) and approximation factor \(O(m)\). Our methods can achieve any user-desired approximation factor at the expense of a reasonable increase in the space and time complexities.

Furthermore, they show in [7] that the result establishing an \(O(m)\) approximation extends to DTW, whereas the other extreme of the trade-off has remained open.

Table 1 summarizes space and query time complexities, and approximation factors of the main methods for searching among discrete curves under the two main dissimilarity measures.

### 1.2 Our contribution

Our first contribution is a simple data structure for the ANN problem in \(\ell_p\)-products of finite subsets of \(\ell_2\), for any \(p\). The key ingredient is a random projection from points in \(\ell_2\) to points in \(\ell_p\). Although this has proven a relevant approach for ANN of pointsets, it is quite unusual to employ randomized embeddings from \(\ell_2\) to \(\ell_p, p > 2\), because such norms are considered “harder” than \(\ell_2\) in the context of proximity searching. After the random projection, the algorithm “vectorizes” all point sequences. The original problem is then translated to the ANN problem for points in \(\ell_p\), for \(d' \approx d \cdot m\) to be specified later, and can be solved by simple bucketing methods in space \(\tilde{O}(d'n \cdot (1/\epsilon)^{d'})\) and query time \(\tilde{O}(d' \log n)\), which is very efficient when \(d \cdot m\) is low.

Then, we present a notion of distance between two polygonal curves, which generalizes both DFD and DTW (for a formal definition see Definition 13). The \(\ell_p\)-distance of two curves minimizes, over all traversals, the \(\ell_p\) norm of the vector of all Euclidean distances between paired points. Hence, DFD corresponds to \(\ell_\infty\)-distance of polygonal curves, and DTW corresponds to \(\ell_1\)-distance of polygonal curves.

Our main contribution is an ANN structure for the \(\ell_p\)-distance of curves, when \(1 \leq p < \infty\). This easily extends to \(\ell_\infty\)-distance of curves by solving for the \(\ell_p\)-distance, where \(p\) is sufficiently large. Our target are methods with approximation factor \(1 + \epsilon\). Such approximation factors are obtained for the first time, at the expense of larger space or time complexity. Moreover, a further advantage is that our methods solve ANN directly instead of requiring to reduce it to near neighbor search. While a reduction to the near neighbor problem has provable guarantees on metrics [8], we are not aware of an analogous result for non-metric distances such as the DTW.

Specifically, when \(p > 2\), there exists a data structure with space and preprocessing time in

\[
\tilde{O}\left(n \cdot \left(\frac{d}{\epsilon} + 2\right)^{O(dm \cdot \alpha_p, \epsilon)}\right),
\]

where \(\alpha_p\) is a trade-off parameter.
Table 1 Summary of previous results compared to this paper’s: $X$ denotes the domain set of the input metric. The first method is deterministic while the rest are randomized. All previous results are tuned to optimize the approximation factor. The parameters $\rho_u$, $\rho_q$ satisfy $(1 + \epsilon)\sqrt{\rho_u} + \epsilon\sqrt{\rho_q} \geq \sqrt{1 + 2\epsilon}$.

<table>
<thead>
<tr>
<th>Space</th>
<th>Query</th>
<th>Approx.</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFD</td>
<td>$O(m^2</td>
<td>X</td>
<td>)^{1-o(1)} \times O(n^2-n(1))$</td>
</tr>
<tr>
<td>$\tilde{O}(2^{md}n)$</td>
<td>$\tilde{O}(2^{4md} \log n)$</td>
<td>$O(d^{3/2})$</td>
<td>$\epsilon^2_2, [7]$</td>
</tr>
<tr>
<td>$\tilde{O}(n) \times (\frac{d}{\log m} + 2)^{O(m \cdot d \log(1/s))}$</td>
<td>$\tilde{O}(d \cdot 2^{2m} \log n)$</td>
<td>$1 + \epsilon$</td>
<td>$\epsilon^2_2$, Thm 16</td>
</tr>
<tr>
<td>DTW</td>
<td>$O(mn)$</td>
<td>$O(m \log n)$</td>
<td>$O(m)$</td>
</tr>
<tr>
<td>$\tilde{O}(n) \times 2^{O(m \cdot d \log(1/s))}$</td>
<td>$\tilde{O}(d \cdot 2^{2m} \log n)$</td>
<td>$1 + \epsilon$</td>
<td>$\epsilon^2_2$, Thm 17</td>
</tr>
<tr>
<td>$\tilde{O}(2^{2m}n^{1+\rho_u})$</td>
<td>$\tilde{O}(2^{2m}n^{\rho_q})$</td>
<td>$1 + \epsilon$</td>
<td>$\epsilon^2_2$, Thm 18</td>
</tr>
</tbody>
</table>

where $\alpha_{p,\epsilon}$ depends only on $p, \epsilon$, and query time in $\tilde{O}(2^{2m} \log n)$. When specialized to DFD and compared to [7], our space and preprocessing time complexity is higher by the exponent $\log(1/\epsilon)$ but our query time is linear instead of being exponential in $d$.

When $p \in [1, 2]$, there exists a data structure with space and preprocessing time in

$$\tilde{O}\left(n \cdot 2^{O(dm \cdot \alpha_{p,\epsilon})}\right),$$

where $\alpha_{p,\epsilon}$ depends only on $p, \epsilon$, and query time in $\tilde{O}\left(2^{2m} \log n\right)$. This leads to the first approach that achieves $1 + \epsilon$ approximation for DTW at the expense of space, preprocessing and query time complexities being exponential in $m$. Hence our method is best suited when the curve size is small.

Our results for DTW and DFD are summarized in Table 1 and juxtaposed to existing approaches in [7, 10].

The rest of the paper is structured as follows. In Section 2, we present a data structure for ANN in $\ell_p$-products of $\ell_2$, which is of independent interest. In Section 3, we employ this result to address the $\ell_p$-distance of curves. We conclude with future work.

## 2 $\ell_p$-products of $\ell_2$

In this section, we present a simple data structure for ANN in $\ell_p$-products of finite subsets of $\ell_2$. Recall that the $\ell_p$-product of $X_1, \ldots, X_m$, which are finite subsets of $\ell_2$, is a metric space with ground set $X_1 \times X_2 \times \cdots \times X_m$ and distance function:

$$d((x_1, \ldots, x_m), (y_1, \ldots, y_m)) = |||x_1 - y_1||_2^2, \ldots, ||x_m - y_m||_2^2\|^1/p = \left(\sum_{i=1}^m ||x_i - y_i||_2^2\right)^{1/p}.$$  

For ANN, the algorithm first randomly embeds points from $\ell_2$ to $\ell_p$. Then, it is easy to translate the original problem to ANN in $\ell_p$ for large vectors corresponding to point sequences.

### 2.1 Concentration inequalities

In this subsection, we prove concentration inequalities for central absolute moments of the normal distribution. Most of these results are probably folklore and the reasoning is quite similar to the one followed by proofs of the Johnson-Lindenstrauss lemma, e.g. [11].

The $2$-stability property of standard normal variables, along with standard facts about their absolute moments imply the following claim.
Claim 2. Let \( v \in \mathbb{R}^d \) and let \( G \) be \( k \times d \) matrix with i.i.d random variables following \( N(0,1) \). Then,
\[
\mathbb{E} [\|Gv\|_p^p] = c_p \cdot k \cdot \|v\|_2^p,
\]
where \( c_p = \frac{2^{p/2} \Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}} \) is a constant depending only on \( p > 1 \).

Proof. Let \( g = (X_1, \ldots, X_d) \) be a vector of random variables which follow \( N(0,1) \) and any vector \( v \in \mathbb{R}^d \). The 2-stability property of gaussian random variables implies that \( (g, v) \sim N(0, \|v\|_2^2) \). Recall the following standard fact for central absolute moments of \( Z \sim N(0, \sigma^2) \):
\[
\mathbb{E} [\|Z\|^p] = \sigma^p \cdot \frac{2^{p/2} \cdot \Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}}.
\]

Hence,
\[
\mathbb{E} [\|Gv\|_p^p] = \mathbb{E} \left[ \sum_{i=1}^k (g_i, v)^p \right] = k \cdot \|v\|_2^p \cdot \frac{2^{p/2} \cdot \Gamma\left(\frac{p+1}{2}\right)}{\sqrt{\pi}}.
\]

In the following lemma, we give a simple upper bound on the moment generating function of \( \|X\|^p \), where \( X \sim N(0,1) \).

Lemma 3. Let \( X \sim N(0, \sigma^2) \), \( p \geq 1 \), and \( t > 0 \), then \( \mathbb{E}[\exp(-t\|X\|^p)] \leq \exp(-t\mathbb{E}[\|X\|^p] + t^2\mathbb{E}[\|X\|^{2p}]) \).

Proof. We use the easily verified fact that for any \( x \leq 1 \), \( \exp(x) \leq 1 + x + x^2 \) and the standard inequality \( 1 + x \leq e^x \), for all \( x \in \mathbb{R} \).
\[
\mathbb{E} \left[ \exp(-t\|X\|^p) \right] \leq 1 - t \cdot \mathbb{E}[\|X\|^p] + t^2 \cdot \mathbb{E}[\|X\|^{2p}] \leq \exp(-t\mathbb{E}[\|X\|^p] + t^2\mathbb{E}[\|X\|^{2p}]).
\]

Claim 4. Let \( X \sim N(0,1) \). Then, there exists constant \( C > 0 \) s.t. for any \( p \geq 1 \), \( \mathbb{E}[\|X\|^{2p}] \leq C \cdot \mathbb{E}[\|X\|^2]^p \).

Proof. In the following, we denote by \( f(p) \equiv g(p) \) the fact that there exist constants \( 0 < \epsilon < C \) s.t. for any \( p > 1 \), \( f(p) \leq C \cdot g(p) \) and \( f(p) \geq c \cdot g(p) \). In addition, \( f(p) \gtrsim g(p) \) means that \( 3C > 0 \) s.t. \( \forall p > 1 \), \( C \cdot f(p) \geq g(p) \). In other words, \( g(p) \approx f(p) \iff g(p) = \Theta(f(p)) \) and \( f(p) \gtrsim g(p) \iff f(p) = \Omega(g(p)) \). In the following we make use of the Stirling approximation and standard facts about moments of normal variables.
\[
\mathbb{E}[\|X\|^{2p}] = \frac{2^p \cdot \Gamma\left(\frac{2p+1}{2}\right)}{\sqrt{\pi}} \approx (2p-1)!! \cdot \left(\frac{2^{2p}}{e}\right)^{1/2p} \cdot \left(\frac{1}{2p-1}\right)^{1/2p} \approx 2^p \cdot p^p \cdot \sqrt{\pi} \approx 2^p \cdot p!.
\]
\[
\mathbb{E}[\|X\|^2] = (p+1)/2 \approx \left(2^{p+1/2} \cdot \left(\frac{p+1}{e}\right)^{(p+1/2)}\right)^2 \approx 2^p \cdot \left(\frac{2p+1}{e}\right)^{(p+1)/2} \approx 2^p \cdot \delta^p \cdot \frac{2p}{1!}.
\]

The following lemma is the main ingredient of our embedding, since it provides us with a lower tail inequality for one projected vector.

Lemma 5. Let \( G \) be a \( k \times d \) matrix with i.i.d random variables following \( N(0,1) \) and consider vector \( v \in \mathbb{R}^d \), s.t. \( \|v\|_2 = 1 \). For appropriate constant \( c' > 1 \), for \( p \geq 1 \) and \( \delta \in (0, 1) \),
\[
\Pr[\|Gv\|_p^p \leq (1 - \delta) \cdot \mathbb{E}[\|Gv\|_p^p]] \leq e^{-c' \cdot k \cdot \delta^2}.
\]
Proof. For $X \sim N(0,1)$ and any $t > 0$,
\[
\Pr \left[ \| Gv \|_p^p \leq (1 - \delta) \cdot E \left[ \| Gv \|_p^p \right] \right] \leq E \left[ e^{-t \| X \|_p^3} \right] \cdot e^{(t(1 - \delta) \cdot E \| X \|_p)} \leq e^{k(1 - \delta) \cdot E \| X \|_p^3 + t(1 - \delta) \cdot E \| X \|_p^3)}.
\]
The last inequality derives from Claim 4. Now, we set $t = \frac{4}{C^2 \cdot E \| X \|_p^3}$, and we assume wlog $C > 4$. Hence,
\[
\Pr[\| Gv \|_p^p \leq (1 - \delta) \cdot E[\| Gv \|_p^p]] \leq e^{-c' \cdot k \cdot \delta^2},
\]
for some constant $c' > 1$.

Finally, we make use of the following one-sided Johnson-Lindenstrauss lemma (see e.g. [11]).

**Theorem 6.** Let $G$ be a $k \times d$ matrix with i.i.d. random variables following $N(0,1)$ and consider vector $v \in \mathbb{R}^d$. Then, for constant $C > 0$,
\[
\Pr \left[ \| Gv \|_2 \geq (1 + \epsilon) \| v \|_2 \sqrt{K} \right] \leq e^{-C \cdot \epsilon^2}.
\]

Standard properties of $\ell_2$ norms imply a loose upper tail inequality.

**Corollary 7.** Let $G$ be a $k \times d$ matrix with i.i.d. random variables following $N(0,1)$ and consider vector $v \in \mathbb{R}^d$. Let $p \geq 2$. Then, for constant $C > 0$,
\[
\Pr \left[ \| Gv \|_p \geq (1 + \epsilon) \| v \|_p \sqrt{K} \right] \leq e^{-C \cdot \epsilon^2}.
\]

Proof. Since $p \geq 2$, we have that $\forall x \in \mathbb{R}^d \| x \|_p \leq \| x \|_2$. Hence, by Theorem 6,
\[
\Pr[\| Gv \|_p \geq (1 + \epsilon) \| v \|_2 \sqrt{K}] \leq \Pr[\| Gv \|_2 \geq (1 + \epsilon) \| v \|_2 \sqrt{K}] \leq e^{-C \cdot \epsilon^2}.
\]
However, an improved upper tail inequality can be derived when $p \in [1,2]$.

**Lemma 8.** Let $G$ be a $k \times d$ matrix with i.i.d. random variables following $N(0,1)$ and consider vector $v \in \mathbb{R}^d$. Let $p \in [1,2]$. Then, for constant $C > 0$,
\[
\Pr \left[ \| Gv \|_p \geq (3 \cdot c_p \cdot k)^{1/p} \| v \|_2 \right] \leq e^{-C \cdot \epsilon^3}.
\]

Proof. Let $X \sim N(0,1)$.
\[
E \left[ e^{X^p/3} \right] = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{x^p/3 - x^2/2} dx \leq \frac{\sqrt{3}}{\sqrt{\pi}} \int_{0}^{+\infty} e^{x^2/3 - x^2/2} dx = \sqrt{3}.
\]
Now, assume wlog $\| v \|_2 = 1$,
\[
\Pr \left[ \| Gv \|_p^p \geq 3 \cdot E \left[ \| Gv \|_p^p \right] \right] \leq E \left[ e^{X^p/3} \right] \cdot e^{-k \cdot E \| X \|_p} \leq e^{-k(c_p - 2/3)} \leq e^{-k/10},
\]
where $c_p = \frac{2^{p/2} \Gamma(\frac{p+1}{2})}{\sqrt{p}}$.
2.2 Embedding \( \ell_2 \) into \( \ell_p \)

In this subsection, we present our main results concerning ANN for \( \ell_p \)-products of \( \ell_2 \). First, we show that a simple random projection maps points from \( \ell_2^k \) to \( \ell_p^k \), where \( k = \tilde{O}(d) \), without arbitrarily contracting norms. The probability of failure decays exponentially with \( k \). For our purposes, there is no need for an almost isometry between norms. Hence, our efforts focus on proving lower tail inequalities which imply that, with good probability, no far neighbor corresponds to an approximate nearest neighbor in the projected space.

We now prove bounds concerning the contraction of distances of the embedded points. Our proof builds upon the inequalities developed in Subsection 2.1.

**Theorem 9.** Let \( G \) be a \( k \times d \) matrix with i.i.d. random variables following \( N(0, 1) \). Then,

- if \( 2 < p < \infty \) then,
  \[
  \Pr \left[ \exists v \in \mathbb{R}^d : \|Gv\|_p \leq \frac{(c_p \cdot k)^{1/p}}{1 + \epsilon} \cdot \|v\|_2 \right] \leq O \left( \frac{k^{\frac{1}{p} - \frac{1}{2}}}{p} + 2 \right)^d \cdot e^{-c' \cdot k \cdot (p\epsilon/(2+p\epsilon))^2},
  \]
- if \( p \in [1, 2] \) then,
  \[
  \Pr \left[ \exists v \in \mathbb{R}^d : \|Gv\|_p \leq \frac{(c_p \cdot k)^{1/p}}{1 + \epsilon} \cdot \|v\|_2 \right] \leq O \left( \frac{1}{\epsilon} \right)^d \cdot e^{-c' \cdot k \cdot (p\epsilon/(2+p\epsilon))^2},
  \]

where \( c' > 1 \) is a constant, \( \epsilon \in (0, 1/2) \).

**Proof.** By Lemma 5:

\[
\Pr \left[ \|Gv\|_p \leq \frac{c_p \cdot k}{(1 + \epsilon)^p} \cdot \|v\|_2 \right] \leq \Pr \left[ \|Gv\|_p \leq \frac{c_p \cdot k}{1 + p\epsilon/2} \cdot \|v\|_2 \right] \leq e^{-c' \cdot k \cdot (p\epsilon/(2+p\epsilon))^2}.
\]

In order to bound the probability of contraction among all distances, we argue that it suffices to use the strong bound on distance contraction, which is derived in Lemma 5, and the weak bound on distance expansion from Corollary 7 or Lemma 8, for a \( \delta \)-dense set \( N \subset S^{d-1} \) for \( \delta \) to be specified later. First, a simple volumetric argument [8] shows that there exists \( N \subset S^{d-1} \) s.t. \( \forall x \in S^{d-1} \exists y \in N \|x - y\|_2 \leq \delta \), and \( |N| = O(1/\delta)^d \).

We first consider the case \( p > 2 \). From now on, we assume that for any \( u \in N \), \( \|Gu\|_p \geq (c_p \cdot k)^{1/p}/(1 + \epsilon) \) and \( \|Gu\|_p \leq 2\sqrt{k} \) which is achieved with probability

\[
\geq 1 - O \left( \frac{1}{\delta} \right)^d \cdot e^{-c' \cdot k \cdot (p\epsilon/(2+p\epsilon))^2}.
\]

Now let \( x \) be an arbitrary vector in \( \mathbb{R}^d \) s.t. \( \|x\|_2 = 1 \). Then, there exists \( u \in N \) s.t. \( \|x - u\|_2 \leq \delta \). Also, by the triangular inequality we obtain the following,

\[
\|Gx\|_p \leq \|Gu\|_p + \|G(x - u)\|_p = \|Gu\|_p + \|x - u\|_2 \left\| G \frac{(x - u)}{\|x - u\|_2} \right\|_p \implies
\]

\[
\implies \|Gx\|_p \leq \|Gu\|_p + \delta \left\| G \frac{(x - u)}{\|x - u\|_2} \right\|_p.
\]

Let \( M = \max_{x \in S^{d-1}} \|Gx\|_p \). The existence of \( M \) is implied by the fact that \( S^{d-1} \) is compact and \( x \mapsto \|x\|_p \), \( x \mapsto Gx \) are continuous functions. Then, by plugging \( M \) into (1),

\[
M \leq \|Gu\|_p + \delta M \implies M \leq \frac{\|Gu\|_p}{1 - \delta} \leq \frac{2\sqrt{k}}{1 - \delta},
\]
where the last inequality is implied by Corollary 7. Again, by the triangular inequality,

\[ |Gx|_p \geq |Gu|_p - |G(x - u)|_p \geq (c_p \cdot k)^{1/p} \left( \frac{2\sqrt{k}}{1 - \delta} \right)^{1 - \delta} \geq \frac{1 - \delta}{1 + \epsilon} \cdot (c_p \cdot k)^{1/p}, \]

for \( \delta \leq \frac{\epsilon (c_p \cdot k)^{1/p}}{2\sqrt{k} + (c_p \cdot k)^{1/p}}. \)

Notice now that

\[ \frac{1}{\delta} = O \left( \frac{k^{1/2 - 1/p}}{pe} \right) + 1. \]

In the case \( p \in [1, 2] \), we are able to use a better bound on the distance expansion; namely Lemma 8. We now assume that for any \( u \in \mathbb{N} \), \( |Gu|_p \geq (c_p \cdot k)^{1/p}/(1 + \epsilon) \) and \( |Gu|_p \leq (3 \cdot c_p \cdot k)^{1/p} \) which is achieved with probability

\[ \geq 1 - O \left( \frac{1}{\delta} \right)^d \cdot e^{-c \cdot k \cdot (pe/(2+pe))^2}. \]

Once again, we use inequality (1) to obtain:

\[ M \leq \frac{|Gu|_p}{1 - \delta} \leq \frac{(3 \cdot c_p \cdot k)^{1/p}}{1 - \delta} \implies \]

\[ |Gx|_p \geq |Gu|_p - |Gx - Gu|_p \geq (c_p \cdot k)^{1/p} \left( \frac{1}{1 + \epsilon} - \frac{3^{1/p} \cdot \delta}{1 - \delta} \right) \implies \]

\[ |Gx|_p \geq (c_p \cdot k)^{1/p} \cdot \frac{1 - \epsilon/2}{1 + \epsilon}, \]

for \( \delta \leq \epsilon/(6(1 + \epsilon) + \epsilon) = \Omega(\epsilon). \)

Theorem 9 implies that the ANN problem for \( \ell_p \) products of \( \ell_2 \) translates to the ANN problem for \( \ell_p \) products of \( \ell_p \). The latter easily translates to the ANN problem in \( \ell^d_p \). One can then solve the approximate near neighbor problem in \( \ell^d_p \), by approximating \( \ell^d_p \) balls of radius 1 with a regular grid with side length \( \epsilon/(d')^{1/p} \). Each approximate ball is essentially a set of \( O(1/\epsilon)^{d'} \) cells [8]. Building not-so-many approximate near neighbor data structures for various radii leads to an efficient solution for the ANN problem [8].

**Theorem 10.** There exists a data structure which solves the ANN problem for point sequences in \( \ell_p \)-products of \( \ell_2 \), and satisfies the following bounds on performance:

- If \( p \in [1, 2] \), then space usage and preprocessing time is in

\[ \tilde{O}(dmn) \times \left( \frac{1}{\epsilon} \right)^{O(m \cdot d \cdot \alpha_{p, \epsilon})}, \]

query time is in \( \tilde{O}(dnm \log n) \), and \( \alpha_{p, \epsilon} = \log(1/\epsilon) \cdot (2 + pe)^2 \cdot (pe)^{-2} \).

- If \( 2 < p < \infty \), then space usage and preprocessing time is in

\[ \tilde{O}(dmn) \times \left( \frac{d}{pe} + 2 \right)^{O(m \cdot d \cdot \alpha_{p, \epsilon})}, \]

query time is in \( \tilde{O}(dnm \log n) \), and \( \alpha_{p, \epsilon} = \log(1/\epsilon) \cdot (2 + pe)^2 \cdot (pe)^{-2} \).

We assume \( \epsilon \in (0, 1/2] \). The probability of success is \( \Omega(\epsilon) \) and can be amplified to \( 1 - \delta \), by building \( \Omega(\log(1/\delta)/\epsilon) \) independent copies of the data-structure.
Proof. Let \( \delta_{p,\epsilon} = \epsilon/(2 + \epsilon) \). We first consider the case \( p > 2 \). We employ Theorem 9 and we map point sequences to point sequences in \( \ell^k_p \), for

\[
k = \Theta\left( \frac{d \log \frac{d}{p\epsilon}}{\delta_{p,\epsilon}^2} \right).
\]

Hence, Theorem 9 implies that,

\[
\Pr\left[ \exists v \in \mathbb{R}^d : \|Gv\|_p \leq \frac{(c_{p,k})^{1/p}}{1 + \epsilon} \cdot \|v\|_2 \right] \leq \epsilon/10.
\]

Then, by concatenating vectors, we map point sequences to points in \( \ell^{k_m}_p \).

Now, fix query point sequence \( Q = q_1, \ldots, q_m \in (\mathbb{R}^d)^m \) and its nearest neighbor \( U_* = u_1, \ldots, u_m \in (\mathbb{R}^d)^m \). By a union bound, the probability of failure for the embedding is at most

\[
\epsilon/2 + \Pr\left[ \sum_{i=1}^m \|G_{u_i} - G_{q_i}\|_p \leq (1 + \epsilon)^p \cdot c_{p,k} \sum_{i=1}^m \|u_i - q_i\|_2 \right],
\]

since we already know that

\[
\Pr\left[ \exists v \in \mathbb{R}^d : \|Gv\|_p \leq \frac{(c_{p,k})^{1/p}}{1 + \epsilon} \cdot \|v\|_2 \right] \leq \epsilon/2.
\]

Hence, we now bound the second probability. Notice that

\[
\mathbb{E}\left[ \sum_{i=1}^m \|G_{u_i} - G_{q_i}\|_p \right] = \sum_{i=1}^m \mathbb{E}\left[ \|G(u_i - q_i)\|_p \right] = c_{p,k} \sum_{i=1}^m \|u_i - q_i\|_2.
\]

By Markov’s inequality, we obtain,

\[
\Pr\left[ \sum_{i=1}^m \|G_{u_i} - G_{q_i}\|_p \leq (1 + \epsilon)^p \cdot c_{p,k} \sum_{i=1}^m \|u_i - q_i\|_2 \right] \leq (1 + \epsilon)^{-p}.
\]

Hence, the total probability of failure is \( \frac{\epsilon/2}{1 + \epsilon/10} \). In the projected space, we build AVDs[8]. The total space usage, and the preprocessing time is

\[
\tilde{O}(d m n) \times O(1/\epsilon)^{k_m} = \tilde{O}(d m n) \times \left( \frac{d}{p\epsilon} + 2 \right)^{O(m \cdot d \log(1/\epsilon)/\delta_{p,\epsilon}^2)}.
\]

The query time is \( \tilde{O}(d m n \log n) \). The probability of success can be amplified by repetition. By building \( \Theta\left( \log(1/\delta) \right) \) data structures as above, the probability of failure becomes \( \delta \).

The same reasoning is valid in the case \( p \in [1,2] \), but it suffices to set

\[
k = \Theta\left( \frac{d \log \frac{1}{\delta}}{\delta_{p,\epsilon}^2} \right).
\]

When \( p \in [1,2] \), we can also utilize ‘high-dimensional’ solutions for \( \ell_p \) and obtain data structures with complexities polynomial in \( d \cdot m \). Combining Theorem 9 with the data structure of [4], we obtain the following result.
Theorem 11. There exists a data structure which solves the ANN problem for point sequences in $\ell_p$-products of $\ell_2$, $p \in [1, 2]$, and satisfies the following bounds on performance: space usage and preprocessing time is in $O(n^{1+o_p})$, and the query time is in $O(n^{o_p})$, where $\rho_q, \rho_u$ satisfy:

$$(1 + \epsilon)^p \sqrt{\rho_q} + ((1 + \epsilon)^p - 1)\sqrt{\rho_u} \geq \sqrt{2(1 + \epsilon)^p - 1}$$

We assume $\epsilon \in (0, 1/2)$. The probability of success is $\Omega(\epsilon)$ and can be amplified to $1 - \delta$, by building $\Omega(\log(1/\delta)/\epsilon)$ independent copies of the data-structure.

Proof. We proceed as in the proof of Theorem 10. We employ Theorem 9 and by Markov’s inequality, we obtain,

$$Pr \left[ \sum_{i=1}^{m} \| G_{v_i} - G_{u_i} \|_p^p \leq (1 + \epsilon)^p \cdot c_p \cdot k \sum_{i=1}^{m} \| v_i - u_i \|_2^2 \right] \leq (1 + \epsilon)^{-p}.$$  

Then, by concatenating vectors, we map point sequences to points in $\ell_{km}^p$, where $k = \tilde{O}(d)$. For the mapped points in $\ell_{km}^p$, we build the LSH-based data structure from [4] which succeeds with high probability $1 - o(1)$. By independence, both the random projection and the LSH-based structure succeed with probability $\Omega(\epsilon) \times (1 - o(1)) = \Omega(\epsilon)$.

3 Polygonal curves

In this section, we show that one can solve the ANN problem for a certain class of distance functions defined on polygonal curves. Since this class is related to $\ell_p$-products of $\ell_2$, we invoke results of Section 2, and we show an efficient data structure for the case of short curves, i.e. when $m$ is relatively small compared to the other complexity parameters.

First, we need to introduce a formal definition of the traversal of two curves.

Definition 12. Given polygonal curves $V = v_1, \ldots, v_{m_1}$, $U = u_1, \ldots, u_{m_2}$, a traversal $T = (i_1, j_1), \ldots, (i_t, j_t)$ is a sequence of pairs of indices referring to a pairing of vertices from the two curves such that:

1. $i_1, j_1 = 1$, $i_t = m_1$, $j_t = m_2$.
2. $\forall (i, j) \in T : i_{k+1} - i_k \in \{0, 1\}$ and $j_{k+1} - j_k \in \{0, 1\}$.
3. $\forall (i, j) \in T : (i_{k+1} - i_k) + (j_{k+1} - j_k) \geq 1$.

Now, we define a class of distance functions for polygonal curves. In this definition, it is implied that we use the Euclidean distance to measure distance between any two points. However, the definition could be easily generalized to arbitrary metrics.

Definition 13 ($\ell_p$-distance of polygonal curves). Given polygonal curves $V = v_1, \ldots, v_{m_1}$, $U = u_1, \ldots, u_{m_2}$, we define the $\ell_p$-distance between $V$ and $U$ as the following function:

$$d_p(V, U) = \min_{T \in \mathcal{T}} \left( \sum_{(i_k, j_k) \in T} \| v_{i_k} - u_{j_k} \|_2^2 \right)^{1/p},$$

where $\mathcal{T}$ denotes the set of all possible traversals for $V$ and $U$.

The above class of distances for curves includes some widely known distance functions. For instance, $d_\infty(V, U)$ coincides with the DFD of $V$ and $U$ (defined for the Euclidean distance). Moreover $d_1(V, U)$ coincides with DTW for curves $V$, $U$. 


Then for any traversal of length of a polygonal curve, and the probability of failure is less than $2^{-2m-1}m^{-1}$. Then, there exists a data structure for the ANN problem for the $\ell_p$-distance of polygonal curves, $1 \leq p < \infty$, with space in $m \cdot 2^{2m} \cdot T(n)$, preprocessing time $m \cdot 2^{2m} \cdot T(n)$ and query time $m \cdot 2^{2m} \cdot Q(n)$, where $m$ denotes the maximum length of a polygonal curve, and the probability of failure is less than $1/2$.

**Proof.** We denote by $X$ the input dataset. Given polygonal curves $V = v_1, \ldots, v_{m_1}$, $Q = q_1, \ldots, q_{m_2}$, and traversal $T$, one can define $V_T = v_1, \ldots, v_t$, $Q_T = q_1, \ldots, q_t$, sequences of $l$ points (allowing consecutive duplicates) s.t. $\forall k, v_k = V_T[k]$ and $q_k = Q_T[k]$, if and only if $(i_k, j_k) \in T$.

One traversal of $V, Q$ is uniquely defined by its length $l \in \{\max(m_1, m_2), \ldots, m_1 + m_2\}$, the set of indices $A = \{k \in \{1, \ldots, l\} \mid i_{k+1} - i_k = 0$ and $j_{k+1} - j_k = 1\}$ for which only $Q$ is progressing and the set of indices $B = \{k \in \{1, \ldots, l\} \mid i_{k+1} - i_k = 1$ and $j_{k+1} - j_k = 1\}$ for which both $Q$ and $V$ are progressing. We can now define $V_{i,A,B}, Q_{i,A,B}$ to be the corresponding sequences of $l$ points. In other words if $l, A, B$ corresponds to traversal $T$, $V_{i,A,B} = V_T, Q_{i,A,B} = Q_T$. Observe that it is possible that curve $V$ is not compatible with some triple $l, A, B$.

We build one ANN data structure, for $\ell_p$ products of $\ell_2$, for each possible $l, A, B$. Each data structure contains at most $|X|$ point sequences which correspond to curves that are compatible to $l, A, B$. We denote by $m = \max(m_1, m_2)$. The total number of data structures is upper bounded by

$$\sum_{l=m}^{2m} \sum_{t=0}^{m} \binom{l}{t} \binom{l-t}{m-t} \leq \sum_{l=m}^{2m} \sum_{t=0}^{m} \binom{l}{t} \binom{l}{m-t} = \sum_{l=m}^{2m} \binom{2l}{m} \leq m \cdot \frac{2m}{m} \leq m \cdot 2^{2m}.$$

For any query curve $Q$, we create all possible combinations of $l, A, B$ and we perform one query per ANN data structure. We report the best answer. The probability that the building of one of the $\leq m \cdot 2^{2m}$ data structures is not successful is less than $1/2$ due to a union bound.

We now investigate applications of the above results, to the ANN problem for some popular distance functions for curves.

**Discrete Fréchet Distance**

DFD is naturally included in the distance class of Definition 13 for $p = \infty$. However, Theorem 14 is valid only when $p$ is bounded. To overcome this issue, $p$ is set to a suitable large value.

**Claim 15.** Let $V = v_1, \ldots, v_{m_1} \in \mathbb{R}^d$ and $U = u_1, \ldots, u_{m_2} \in \mathbb{R}^d$ be two polygonal curves. Then for any traversal $T$ of $V$ and $U$:

$$(1 + \epsilon)^{-1} \left( \sum_{(i_k,j_k) \in T} \|v_{i_k} - u_{j_k}\|^p \right)^{1/p} \leq \max_{(i_k,j_k) \in T} \|v_{i_k} - u_{j_k}\| \leq \left( \sum_{(i_k,j_k) \in T} \|v_{i_k} - u_{j_k}\|^p \right)^{1/p},$$

for $p \geq \log(|T|) / \log(1 + \epsilon)$.

**Proof.** For any $x \in \mathbb{R}^{|T|}$, it is known that $\|x\|_\infty \leq \|x\|_p \leq (|T|)^{1/p} \|x\|_\infty$. ▶
Theorem 16. There exists a data structure for the ANN problem for the DFD of curves, with space and preprocessing time
\[ O(dm^2n) \times \left( \frac{d}{\log m} + 2 \right)^{O(m \cdot d \cdot \log(1/\epsilon))} , \]
and query time \( O(d \cdot 2^m \log n) \), where \( m \) denotes the maximum length of a polygonal curve, and \( \epsilon \in (0, 1/2] \). The data structure succeeds with probability \( 1/2 \), which can be amplified by repetition.

Proof. We combine Theorem 14 with Theorem 10 for \( p \geq \log m / \log(1 + \epsilon) \geq \epsilon^{-1} \log m \). Notice that in order to plug the data structure of Theorem 10 into Theorem 14 we need to amplify the probability of success to \( 1 - 2^{-2m-1} \cdot m^{-1} \). Hence, the data structure for the ANN problem for \( \ell_p \)-products of \( \ell_p \) needs space and preprocessing time
\[ O(dm^2n) \times \left( \frac{d}{p \epsilon} + 2 \right)^{O(m \cdot d \cdot \alpha_{p,\epsilon})} , \]
and each query time costs \( O(dm^2) \), where \( \alpha_{p,\epsilon} = \log(1/\epsilon) \cdot (2 + p \epsilon)^2 \cdot (p \epsilon)^{-2} \). Now, substituting \( p \) and invoking Theorem 14 completes our proof.

Dynamic Time Warping

DTW corresponds to the \( \ell_1 \)-distance of polygonal curves as defined in Definition 13. Now, we combine Theorem 14 with each of the Theorems 10 and 11.

Theorem 17. There exists a data structure for the ANN problem for DTW of curves, with space and preprocessing time
\[ O(dm^2n) \times \left( \frac{d}{\epsilon} \right)^{O(m \cdot d \cdot \epsilon^{-2})} , \]
and query time \( O(d \cdot 2^m \log n) \), where \( m \) denotes the maximum length of a polygonal curve, and \( \epsilon \in (0, 1/2] \). The data structure succeeds with probability \( 1/2 \), which can be amplified by repetition.

Proof. We first amplify the probability of success for the data structure of Theorem 10 to \( 1 - 2^{-2m-1} \cdot m^{-1} \). Hence, the data structure for the ANN problem for \( \ell_1 \)-products of \( \ell_1 \) needs space and preprocessing time
\[ O(dm^2n) \times 2^{O(m \cdot d \cdot \alpha_{p,\epsilon})} , \]
and each query time costs \( O(dm^2) \), where \( \alpha_{p,\epsilon} = \log(1/\epsilon) \cdot (2 + \epsilon)^2 \cdot (\epsilon)^{-2} \). We plug this data structure into Theorem 14.

Theorem 18. There exists a data structure for the ANN problem for DTW of curves, with space and preprocessing time \( \tilde{O}(2^{2m-1+\rho_q}) \), and the query time is in \( \tilde{O}(2^{2m-1+\rho_q}) \), where \( \rho_q, \rho_u \) satisfy:
\[ (1 + \epsilon) \sqrt{\rho_q} + \epsilon \sqrt{\rho_u} \geq \sqrt{1 + 2 \epsilon} . \]
We assume \( \epsilon \in (0, 1/2] \). The data structure succeeds with probability \( 1/2 \), which can be amplified by repetition.

Proof. First amplify the probability of success for the data structure of Theorem 11 to \( 1 - 2^{-2m-1} \cdot m^{-1} \), by building independently \( \tilde{O}(m) \) such data structures. We plug the resulting data structure into Theorem 14.
4 Conclusion

Thanks to the simplicity of the approach, it should be easy to implement it and should have practical interest. We plan to apply it to real scenarios with data from road segments or time series.

The key ingredient of our approach is a randomized embedding from $\ell_2$ to $\ell_p$ which is the first step to the ANN solution for $\ell_p$-products of $\ell_2$. The embedding is essentially a gaussian projection and it exploits the 2-stability property of normal variables, along with standard properties of their tails. We expect that a similar result can be achieved for $\ell_p$-products of $\ell_q$, where $q \in [1, 2)$. One related result for ANN [6], provides with dimension reduction for $\ell_q$, $q \in [1, 2)$.
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Abstract

The flip graph of triangulations has as vertices all triangulations of a convex \( n \)-gon, and an edge between any two triangulations that differ in exactly one edge. An \( r \)-rainbow cycle in this graph is a cycle in which every inner edge of the triangulation appears exactly \( r \) times. This notion of a rainbow cycle extends in a natural way to other flip graphs. In this paper we investigate the existence of \( r \)-rainbow cycles for three different flip graphs on classes of geometric objects: the aforementioned flip graph of triangulations of a convex \( n \)-gon, the flip graph of plane spanning trees on an arbitrary set of \( n \) points, and the flip graph of non-crossing perfect matchings on a set of \( n \) points in convex position. In addition, we consider two flip graphs on classes of non-geometric objects: the flip graph of permutations of \( \{1, 2, \ldots, n\} \) and the flip graph of \( k \)-element subsets of \( \{1, 2, \ldots, n\} \). In each of the five settings, we prove the existence and non-existence of rainbow cycles for different values of \( r, n \) and \( k \).
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1 Introduction

Flip graphs are fundamental structures associated with families of geometric objects such as triangulations, plane spanning trees, non-crossing matchings, partitions or dissections. A classical example is the flip graph of triangulations. The vertices of this graph \( G^n_T \) are the triangulations of a convex \( n \)-gon, and two triangulations are adjacent whenever they differ by exactly one edge. In other words, moving along an edge of \( G^n_T \) corresponds to flipping the diagonal of a convex quadrilateral formed by two triangles. Figure 1 shows the graph \( G^6_T \).
A question that has received considerable attention is to determine the diameter of $G^n_T$, i.e., the number of flips that is necessary and sufficient to transform any triangulation into any other, see the survey [7]. In a landmark paper [33], Sleator, Tarjan and Thurston proved that the diameter of $G^n_T$ is $2n - 10$ for sufficiently large $n$. Recently, Pournin [28] gave a combinatorial proof that the diameter is $2n - 10$ for all $n > 12$. A challenging algorithmic problem in this direction is to efficiently compute a minimal sequence of flips that transforms two given triangulations into each other, see [24, 29]. These questions involving the diameter of the flip graph become even harder when the $n$ points are not in convex, but in general position, see e.g. [11, 15, 19]. Moreover, apart from the diameter, many other properties of the flip graph $G^n_T$ have been investigated, e.g., its realizability as a convex polytope [9], its automorphism group [23], the vertex-connectivity [18], and the chromatic number [12].

Another property of major interest is the existence of a Hamilton cycle in $G^n_T$. This was first established by Lucas [25] and a very nice and concise proof was given by Hurtado and Noy [18]. The reason for the interest in Hamilton cycles is that a Hamilton cycle in $G^n_T$ corresponds to a so-called Gray code, i.e., an algorithm that allows to generate each triangulation exactly once, by performing only a single flip operation when moving to the next triangulation. In general, the task of a Gray code algorithm is to generate all objects in a particular combinatorial class, each object exactly once, by applying only a small transformation in each step, such as a flip in a triangulation. Combinatorial classes of interest include geometric configurations such as triangulations, plane spanning trees or non-crossing perfect matchings, but also classes without geometric information such as permutations, combinations, bitstrings etc. This fundamental topic is covered in depth in the most recent volume of Knuth’s seminal series The Art of Computer Programming [21], and in the classical books by Nijenhuis and Wilf [27, 36]. Here are some important Gray code results in the geometric realm: Hernando, Hurtado and Noy [16] proved the existence of a Hamilton cycle in the flip graph of non-crossing perfect matchings on a set of $2m$ points in convex position for every even $m \geq 4$. Aichholzer et al. [1] described Hamilton cycles in the flip graphs of plane graphs on a general point set, for plane and connected graphs and for plane spanning trees on a general point set. Huemer et al. [17] constructed Hamilton cycles in the flip graphs of non-crossing partitions of a point set in convex position, and for the dissections of a convex polygon by a fixed number of non-crossing diagonals.

As mentioned before, a Hamilton cycle in a flip graph corresponds to a cyclic listing of all objects in some combinatorial class, such that each object is encountered exactly once, by performing a single flip in each step. In this work we consider the dual problem: we are
interested in a cyclic enumeration of some of the combinatorial objects, such that each flip operation is encountered exactly once. For instance, in the flip graph of triangulations $G^e_T$, we ask for the existence of a cycle with the property that each inner edge of the triangulation appears (and disappears) exactly once. An example of such a cycle is shown in Figure 1. This idea can be formalized as follows. Consider two triangulations $T$ and $T'$ that differ in flipping the diagonal of a convex quadrilateral, i.e., $T'$ is obtained from $T$ by removing the diagonal $e$ and inserting the other diagonal $f$. We view the edge between $T$ and $T'$ in the flip graph $G^e_T$ as two arcs in opposite directions, where the arc from $T$ to $T'$ receives the label $f$, and the arc from $T'$ to $T$ receives the label $e$, so the label corresponds to the edge of the triangulation that enters in this flip; see the right hand side of Figure 1. Interpreting the

---

**Figure 2** Examples of flip graphs with 1-rainbow cycles. In (d), two edge-disjoint rainbow Hamilton cycles in $G^e_{5,2}$ are highlighted, one with bold edges and one with dashed edges.
labels as colors, we are thus interested in a directed cycle in the flip graph in which each color appears exactly once, and we refer to such a cycle as a **rainbow cycle**. More generally, for any integer \( r \geq 1 \), an **\( r \)-rainbow cycle** in \( G^r_Tn \) is a cycle in which each edge of the triangulation appears (and disappears) exactly \( r \) times. Note that a rainbow cycle does not need to visit all vertices of the flip graph. Clearly, this notion of rainbow cycles extends in a natural way to all the other flip graphs discussed before, see Figure 2.

### 1.1 Our results

In this work we initiate the investigation of rainbow cycles in flip graphs for five popular classes of combinatorial objects. We consider three geometric classes: triangulations of a convex polygon, plane spanning trees on point sets in general position, and non-crossing perfect matchings on point sets in convex position. In addition, we consider two classes without geometric information: permutations of the set \([n] := \{1, 2, \ldots, n\}\), and \(k\)-element subsets of \([n]\). We proceed to present our results in these five settings in the order they were just mentioned. For the reader’s convenience, all results are summarized in Table 1.

Our first result is that the flip graph of triangulations \( G^r_Tn \) defined in the introduction has a 1-rainbow cycle for \( n \geq 4 \) and a 2-rainbow cycle for \( n \geq 7 \) (Theorem 1 in Section 2).

Next, we consider the flip graph \( G^r_X \) of plane spanning trees on a point set \( X \) in general position; see Figure 2 (a). We prove that \( G^r_X \) has an \( r \)-rainbow cycle for any point set \( X \) with at least three points for any \( r = 1, 2, \ldots, |X| - 2 \) (Theorem 2 in Section 3).

We then consider the flip graph \( G^r_m \) of non-crossing perfect matchings on \( 2m \) points in convex position; see Figure 2 (b). We exhibit 1-rainbow cycles for \( m = 2 \) and \( m = 4 \) matching edges, and 2-rainbow cycles for \( m = 6 \) and \( m = 8 \). We argue that there is no 1-rainbow cycle.

---

**Table 1** Overview of results.

<table>
<thead>
<tr>
<th>Flip graph</th>
<th>Existence of ( r )-rainbow cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G^r_Tn )</td>
<td>\begin{align*} 1 &amp; : n \geq 4 \ 2 &amp; : n \geq 7 \end{align*}</td>
</tr>
<tr>
<td>( G^r_X )</td>
<td>\begin{align*} 1, 2, \ldots,</td>
</tr>
<tr>
<td>( G^r_m )</td>
<td>\begin{align*} 1 &amp; : m \in {2, 4} \text{ odd } m, \text{ even } m \in {6, 8, 10} \ 2 &amp; : m \in {6, 8} \end{align*}</td>
</tr>
<tr>
<td>( G^r_n )</td>
<td>\begin{align*} 1 &amp; : \lfloor n/2 \rfloor \text{ even } \lfloor n/2 \rfloor \text{ odd} \end{align*}</td>
</tr>
<tr>
<td>( G^r_{n,k} )</td>
<td>\begin{align*} 1 &amp; : \text{odd } n \text{ and } k &lt; n/3 \ 2 &amp; : \text{two edge-disj.} \ 1 &amp; : \text{1-rainbow} \ 3 &amp; : \text{Ham. cycles} \end{align*}</td>
</tr>
</tbody>
</table>

---


for \( m \in \{6, 8, 10\} \), and none for odd \( m \). In fact, we believe that there are no 1-rainbow cycles in \( G_n^p \) for any \( m \geq 5 \). Our results for this setting are summarized in Theorem 3 in Section 4.

Next, we consider the flip graph \( G_n^p \) of permutations of \([n]\), where an edge connects any two permutations that differ in a transposition, i.e., in exchanging two elements at positions \( i \) and \( j \); see Figure 2 (c). The edges of this graph are colored with the corresponding pairs \( \{i, j\} \), and in a 1-rainbow cycle each of the \( \binom{n}{2} \) possible pairs appears exactly once. We prove that \( G_n^p \) has a 1-rainbow cycle if \( \lfloor n/2 \rfloor \) is even, and no 1-rainbow cycle if \( \lfloor n/2 \rfloor \) is odd (Theorem 5 in Section 5).

Finally, we consider the flip graph \( G_{n,k}^c \) of \( k \)-element subsets of \([n]\), also known as \((n,k)\)-combinations, where an edge connects any two subsets that differ in exchanging one element \( i \) for another element \( j \); see Figure 2 (d). The edges of this graph are colored with the corresponding pairs \( \{i, j\} \), and in a 1-rainbow cycle each of the \( \binom{n}{2} \) possible pairs appears exactly once. Since \( G_{n,k}^c \) is isomorphic to \( G_{n,n-k}^c \) including the edge-coloring, we assume without loss of generality that \( 2 \leq k \leq \lfloor n/2 \rfloor \). We prove that \( G_n^c \) has a 1-rainbow cycle for every odd \( n \) and \( k < n/3 \), and we prove that it has no 1-rainbow cycle for any even \( n \). The case \( k = 2 \) is of particular interest since a 1-rainbow cycle in the flip graph \( G_{n,2}^c \) is also a Hamilton cycle. Moreover, we show that \( G_{n,2}^c \) has in fact two edge-disjoint 1-rainbow Hamilton cycles. Our results in this setting are summarized in Theorem 6 in Section 6.

We conclude in Section 7 with some open problems.

1.2 Related work

The binary reflected Gray code is a classical algorithm to generate all \( 2^n \) bitstrings of length \( n \) by flipping a single bit in each step; see [21, 36]. Since its invention, binary Gray codes satisfying various additional constraints have been constructed; see [32]. Specifically, a Gray code with the property that the bit-flip counts in each of the \( n \) coordinates are balanced, i.e., they differ by at most 2, was first described by Tootill [34]; see also [6]. When \( n \) is a power of two, every bit appears and disappears exactly \( 1/2 \cdot 2^n/n =: r \) many times. This balanced Gray code therefore corresponds to an \( r \)-rainbow cycle in the corresponding flip graph. In this light, our results are a first step towards balanced Gray codes for other combinatorial classes. For 2-element subsets, we indeed construct perfectly balanced Gray codes.

The Steinhaus-Johnson-Trotter algorithm [20, 35], also known as ‘plain changes’, is a method to generate all permutations of \([n]\) by adjacent transpositions \( i \leftrightarrow i + 1 \). More generally, it was shown in [22] that all permutations of \([n]\) can be generated by any set of transpositions that form a spanning tree on the set of positions \([n]\); see also [31].

The generation of \((n,k)\)-combinations subject to certain restrictions on admissible exchanges \( i \leftrightarrow j \) has been studied widely. Specifically, it was shown that all \((n,k)\)-combinations can be generated with only allowing exchanges of the form \( i \leftrightarrow i + 1 \) [8, 10, 30], provided that \( n \) is even and \( k \) is odd, or \( k \in \{0, 1, n - 1, n\} \). The infamous middle levels conjecture asserts that all \((2k,k)\)-combinations can be generated with only exchanges of the form \( 1 \leftrightarrow i \), and this conjecture has recently been proved in [14, 26].

Rainbow cycles and paths have also been studied in graphs other than flip graphs. A well-known conjecture in this context due to Andersen [4] asserts that every properly edge-colored complete graph on \( n \) vertices has a rainbow path of length \( n - 2 \), i.e., a path that has distinct colors along each of its edges. Progress towards resolving this conjecture was recently made by Alon, Pokrovskiy and Sudakov [2], and Balogh and Molla [5].
1.3 Outline of this paper

In the remainder of this paper, we present our results discussed before and summarized in Table 1 in the same order. Due to space limitations, we only present particularly illuminating proofs and also provide proof sketches. Full proofs can be found in the preprint version of this paper [13].

2 Triangulations

In this section we consider a convex $n$-gon on points labeled clockwise by 1, 2, ..., $n$, and we denote by $T_n$ the set of all triangulations on these points. The graph $G^*_n$ has $T_n$ as its vertex set, and an arc $(T, T')$ between two triangulations $T$ and $T'$ that differ in exchanging the diagonal $e \in T$ of a convex quadrilateral formed by two triangles for the other diagonal $f \in T'$; see Figure 1. We refer to this operation as a flip. The set of arc labels of $G^*_n$ is clearly $E_n := \{\{i, j\} \mid j > i \} \setminus \{1, n\}$. Recall that we think of these labels as colors. An $r$-rainbow cycle in $G^*_n$ is a directed cycle along which every label from $E_n$ appears exactly $r$ times. Clearly, the length of an $r$-rainbow cycle equals $r|E_n| = r(\binom{n}{2} - n)$. Given an $r$-rainbow cycle, the cycle obtained by reversing the orientation of all arcs is also an $r$-rainbow cycle since every edge that appears $r$ times also disappears $r$ times. The following theorem summarizes the results of this setting.

Theorem 1. The flip graph of triangulations $G^*_n$ has the following properties:

(i) If $n \geq 4$, then $G^*_n$ has a 1-rainbow cycle.

(ii) If $n \geq 7$, then $G^*_n$ has a 2-rainbow cycle.

Proof. Let $S_i$ be the star triangulation with respect to the point $i$, i.e., the triangulation where the point $i$ has degree $n - 1$. To transform $S_1$ into $S_2$ we can use the flip sequence

$$F_{n,1} := (\{(1,3), (2,4)\}, (\{1,4\},\{2,5\}), (\{1,5\},\{2,6\}), \ldots, (\{1,n-1\},\{2,n\})) \quad (1)$$

For any $i = 1, 2, \ldots, n$, let $F_{n,i}$ denote the flip sequence obtained from $F_{n,1}$ by adding $i - 1$ to all points on the right-hand side of (1). Here and throughout this proof addition is to be understood modulo $n$ with $\{1, 2, \ldots, n\}$ as representatives for the residue classes. Note that $F_{n,i}$ transforms $S_i$ into $S_{i+1}$ for any $i \in [n]$, and all the edges from $E_n$ that are incident with the point $i + 1$ appear exactly once during that flip sequence. Note also that $F_{n,1}$ has length $n - 3$.

We begin by proving (ii). The concatenation $(F_{n,1}, F_{n,2}, \ldots, F_{n,n})$ is a flip sequence which applied to $S_1$ leads back to $S_1$. Along the corresponding cycle $C$ in $G^*_n$, every edge from $E_n$ appears exactly twice. Specifically, every edge $\{i, j\} \in E_n$ appears in the flip sequences $F_{n,i-1}$ and $F_{n,j-1}$. It remains to show that $C$ is indeed a cycle, i.e., every triangulation appears at most once. For this observe that when applying $F_{n,i}$ to $S_i$, then for every $j = 1, 2, \ldots, n - 4$, in the $j$-th triangulation we encounter after $S_i$, the point $i$ is incident with exactly $n - 3 - j$ diagonals, the point $i + 1$ is incident with exactly $j$ diagonals, while all other points are incident with at most two diagonals. Consequently, if $\min_{1 \leq j \leq n-4} \{n - 3 - j, j\} \geq 3$, then we can reconstruct uniquely, for any given triangulation encountered along $C$, which flip sequence $F_{n,i}$ it belongs to. This condition is satisfied if $n \geq 8$. For $n = 7$ it can be verified directly that $C$ is a 2-rainbow cycle.

It remains to prove (i). We claim that for any $n \geq 4$, applying the flip sequence $X_n := (F_{4,3}, F_{5,4}, F_{6,5}, \ldots, F_{n-1,n-2}, F_{n,n-1}, F_{n,n})$ to $S_1$ yields a 1-rainbow cycle in $G^*_n$. 


Note that $X_n$ differs from $X_{n-1}$ by removing the terminal subsequence $F_{n-1,n-1}$, and by appending $F_{n,n-1}$ and $F_{n,n}$ to the shortened sequence, yielding a sequence of length $\binom{n-1}{2} - (n - 1)) - (n - 4) + 2(n - 3) = \binom{n}{2} - n$; see Figure 3 (a). The fact that $X_n$ produces a rainbow cycle follows by induction, by observing that applying $X_{n-1}$ to $S_1$ in $G_n^2$ yields a cycle along which every edge from $E_{n-1}$ appears exactly once. Moreover, along this cycle the point $n$ is not incident with any diagonals. The modifications described before to construct $X_n$ from $X_{n-1}$ shorten this cycle in $G_n^2$ and extend it by a detour through triangulations where the point $n$ is incident with at least one diagonal. The set of edges that appear along this cycle is given by $(E_{n-1} \setminus E(F_{n-1,n-1})) \cup E(F_{n,n-1}) \cup E(F_{n,n}) = E_n$, where $E(F)$ denotes the set of edges appearing in a flip sequence $F$. This shows that applying $X_n$ to $S_1$ yields a 1-rainbow cycle in $G_n^2$.

## 3 Spanning trees

In this section we consider plane spanning trees on a set $X$ of $n$ points in general position, i.e., no three points are collinear. The graph $G_X^n$ has the vertex set $S_X$ consisting of all plane spanning trees on $X$, and an arc $(T,T')$ between two spanning trees $T$ and $T'$ that differ in replacing an edge $e \in T$ by another edge $f \in T'$; see Figure 2 (a). We denote this flip by $(e,f)$ and label the arc $(T,T')$ with the edge $f$, i.e., the edge that enters the tree in this flip. Note that the entering edge $f$ alone does not determine the flip uniquely (unlike for triangulations). Clearly, none of the two edges $e$ and $f$ can cross any of the edges in $T \cap T'$, but they may cross each other. The set of arc labels of $G_X^n$ is clearly $E_X := \binom{n}{2}$. An $r$-rainbow cycle in $G_X^n$ is a directed cycle along which every label from $E_X$ appears exactly $r$ times, so it has length $r\binom{n}{2}$. In the following theorem we summarize the results of this setting.

\[\text{Figure 3}\]
The flip graph of plane spanning trees $G^2_X$ has the following properties:

(i) For a point set $X$ with $|X| \geq 3$ in general position, $G^2_X$ has a 1-rainbow cycle.

(ii) For a point set $X$ with $|X| \geq 4$ in general position and any $r = 2, 3, \ldots, m$, where

$m := |X| - 1$ if $|X|$ is odd and $m := |X| - 2$ if $|X|$ is even, $G^r_X$ has an $r$-rainbow cycle.

Proof sketch. We first label an arbitrary point on the convex hull of $X$ as point 1, and then label the points from 2 to $n$ in counter-clockwise order around 1. Moreover, we denote by $S_i$ the spanning tree that forms a star with center point $i$. We then define specific flip sequences that transform any star $S_i$ into any other star $S_j$, yielding paths $P_{i,j}$ in the graph $G^2_X$.

For proving (i), we use a similar inductive construction as for the proof of Theorem 1 (i), based on a strengthened induction hypothesis involving the path $P_{n,1}$; see Figure 3 (b).

To prove (ii) for even $r$, we use a decomposition of $K_n$, the complete graph on $n$ vertices, into $r/2$ Hamilton cycles. Such a decomposition exists by Walecki’s theorem [3]. Orienting each of the $r/2$ Hamilton cycles cyclically, we obtain a directed graph where each vertex has in- and out-degree $r/2$. We fix an Eulerian cycle $E$ in this graph, and for each arc $(i, j) \in E$ we add the path $P_{i,j}$ from $S_i$ to $S_j$ to obtain a directed closed tour $C'$ in $G^2_X$. In this tour every edge $(i, j) \in E_X$ appears exactly $r$ times, $r/2$ times in every path towards $S_i$ and $r/2$ times in every path towards $S_j$. However, the tour $C'$ is not a cycle since every star $S_i$ occurs $r/2$ times. We therefore bypass most of the stars by taking suitable detours. Each detour tree is obtained by exchanging the flip to the star with the flip from the star. This operation transforms $C'$ into an $r$-rainbow cycle $C$.

For odd $r$, we perform the previous construction with $(r + 1)/2$ Hamilton cycles, and replace one by the $1$-rainbow cycle constructed in part (i).

4 Matchings

In this section we consider a set of $n = 2m$ points in convex position labeled clockwise by $1, 2, \ldots, n$. Without loss of generality we assume that the points are distributed equidistantly on a circle centered at the origin. $M_m$ denotes the set of all non-crossing perfect matchings with $m$ edges on these points. The graph $G^m_m$ has $M_m$ as its vertex set, and an arc $(M, M')$ between two matchings $M$ and $M'$ that differ in exchanging two edges $e = \{a, b\} \in M$ and $f = \{c, d\} \in M$ for the edges $e' = \{a, c\}$ and $f' = \{b, d\} \in M'$; see Figure 2 (b).

We refer to this operation as a flip, and label the arc $(M, M')$ of $G^m_m$ with the edges $e'$ and $f'$, i.e., the edges that enter the matching in this flip. The set of arc labels of $G^m_m$ is $E_m := \{(i, j) \mid i, j \in [n] \text{ and } j - i \text{ is odd}\}$, and every arc of $G^m_m$ carries two such labels. In this definition, the difference $j - i$ must be odd so that an even number of points lies on either side of the edge $(i, j)$. An $r$-rainbow cycle in $G^m_m$ is a directed cycle along which every label in $E_m$ appears exactly $r$ times, two labels in each step, so it has length $r|E_m|/2 = rm^2/2$. The number of vertices of $G^m_m$ is the Catalan number $\frac{1}{m+1} \binom{2m}{m}$. The following theorem summarizes the results of this setting.

Theorem 3. The flip graph of non-crossing perfect matchings $G^m_m$, $m \geq 2$, has the following properties:

(i) If $m$ is odd, then $G^m_m$ has no 1-rainbow cycle.

(ii) If $m \in \{6, 8, 10\}$, then $G^m_m$ has no 1-rainbow cycle.

(iii) If $m \in \{2, 4\}$, $G^m_m$ has a 1-rainbow cycle, and if $m \in \{6, 8\}$, $G^m_m$ has a 2-rainbow cycle.

Proof of (i). A 1-rainbow cycle has length $m^2/2$, which is not integral for odd $m$.
Figure 4 Illustration of the graph $H_6 \subseteq G_6^0$. Some components of this graph are isomorphic to each other and differ only by rotation of the matchings by multiples of $\pi/6$. Only one representative for each component is shown, together with its multiplicity. The total number of matchings is the 6th Catalan number $132$. The 2-rainbow cycle constructed in the proof of Theorem 3 (iii) is highlighted in the component $F$. 
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The length of any edge \( e \in E_m \), denoted by \( \ell(e) \), is the minimum number of points that lie on either of its two sides, divided by two. Consequently, a matching edge on the convex hull has length 0, whereas the maximum possible length is \((m - 2)/2\), so there are \( m/2 \) different edge lengths. A convex quadrilateral formed by four edges from \( E_m \) is a centered 4-gon, if the sum of the edge lengths of the quadrilateral is \( m - 2 \). Note that this is the maximum possible value. We refer to a flip involving a centered 4-gon as a centered flip. The following observation is crucial for our proof of Theorem 4 (ii).

\[\boxed{\text{Lemma 4. All flips along an } r\text{-rainbow cycle in } G_m^6 \text{ must be centered flips.}}\]

\[\text{Proof.}\; E_m \text{ contains exactly } n = 2m \text{ edges of each length } 0, 1, \ldots, (m - 2)/2. \text{ Along an } r\text{-rainbow cycle } C, \text{ exactly } rn \text{ edges of each length appear and disappear. Consequently, the average length of all edges that appear or disappear along } C \text{ is } (m - 2)/4. \text{ By definition, in a centered flip the average length of the four edges involved in the flip is exactly the same number; whereas for a non-centered flip, it is strictly smaller. Therefore, } C \text{ must not contain any non-centered flips.}\]

Lemma 4 allows to restrict our search for rainbow cycles to the subgraph \( H_m \) of \( G_m^6 \) obtained by considering arcs that represent centered flips; consider Figure 4 for an example.

\[\text{Proof sketch of (ii). To prove the case } m = 6, \text{ we analyze each of the connected components of } H_6 \text{ separately. Only one of them contains cycles of length } m^2/2 = 18. \text{ This component is denoted by } F \text{ in Figure 4. Analyzing the flip types along the arcs of this component, we show the non-existence of a 1-rainbow cycle in } F. \text{ The proof for the cases } m = 8 \text{ and } m = 10 \text{ is computer-based, and uses exhaustive search for a 1-rainbow cycle in each connected component of } H_m.\]

\[\text{Proof sketch of (iii). There are two non-crossing matchings with } m = 2 \text{ edges, connected by two arcs in } G_m^6 \text{ that form 1-rainbow cycle. For } m = 4 \text{ a 1-rainbow cycle is shown in Figure 2 (b). A 2-rainbow cycle for } m = 6 \text{ is shown in Figure 4. A 2-rainbow cycle for } m = 8 \text{ can be constructed using the path } P \text{ of length 8 between matchings } M \text{ and } M' \text{ depicted in Figure 5. Note that } M' \text{ differs from } M \text{ by a counter-clockwise rotation by an angle of } \alpha := 2\pi/8. \text{ Repeating this flip sequence eight times, rotating all flips by an angle of } \alpha \cdot i \text{ for } i = 0, 1, \ldots, 7, \text{ yields a 2-rainbow cycle in } G_m^6.\]

\[\boxed{\text{Figure 5} \; \text{Definition of path } P \text{ between matchings } M \text{ and } M' \text{ in } G_8^6.}\]

5 Permutations

In this section, we consider the set of permutations \( \Pi_n \) of \([n]\). The graph \( G_n^p \) has vertex set \( \Pi_n \), and an edge \( \{\pi, \rho\} \) between any two permutations \( \pi \) and \( \rho \) that differ in exactly one transposition between the entries at positions \( i \) and \( j \); see Figure 2 (c). We label the edge \( \{\pi, \rho\} \) of \( G_n^p \) with the transposition \( \{i, j\} \). A 1-rainbow cycle in \( G_n^p \) is a cycle of length \( \binom{n}{2} \) along which every transposition appears exactly once. The following theorem summarizes the results in this setting.
Theorem 5. The flip graph of permutations $G^P_n$, $n \geq 2$, has the following properties:

(i) If $[n/2]$ is odd, then $G^P_n$ has no 1-rainbow cycle.

(ii) If $[n/2]$ is even, then $G^P_n$ has a 1-rainbow cycle.

Proof sketch. The graph $G^P_n$ is bipartite, where the partition classes are given by the parity of the number of inversions. If follows that a cycle of length $\binom{n}{2}$ cannot exist when this number is odd, which happens exactly when $[n/2]$ is odd. This proves (i).

To prove (ii), observe that the graph $G^P_n$ is vertex-transitive, so it suffices to specify a sequence of $\binom{n}{2}$ transpositions that yields a rainbow cycle. We refer to such a sequence as a rainbow sequence for $\Pi_n$. For the induction base $n = 4$, we use the rainbow sequence $R_4 := \{(1, 2), (3, 4), (2, 3), (1, 4), (2, 4), (1, 3)\}$. Applying $R_4$ to the permutation 1234 yields the rainbow cycle depicted in Figure 2 (c).

For the induction step, we assume that $n = 4\ell$ for some integer $\ell \geq 1$. From a rainbow sequence $R_n$ for $\Pi_n$, we construct two new rainbow sequences, one for $\Pi_{n+1}$ and another one for $\Pi_{n+4}$. This covers all values for which $[n/2]$ is even. The inductive construction is based on the following trick: replacing a transposition $(i, j)$ in $R_n$ by the sequence of three transpositions $\{(i, n+1), (i, j), (j, n+1)\}$ has the same effect on the entries of the permutation, namely, swapping only the entries $i$ and $j$ and leaving the entry $n+1$ at the same position. However, in the modified sequence the transpositions $\{(i, n+1)\}$ and $\{(j, n+1)\}$ are used additionally.

6 Subsets

In this section we consider the set of all $k$-element subsets of $[n]$, denoted by $C_{n,k} := \binom{[n]}{k}$, also called $(n,k)$-combinations. The graph $G^c_{n,k}$ has vertex set $C_{n,k}$, and an edge $\{A, B\}$ between two sets $A$ and $B$ that differ in exchanging an element $x$ for another element $y$, i.e., $A \setminus B = \{x\}$ and $B \setminus A = \{y\}$; see Figure 2 (d). We label the edge $\{A, B\}$ of $G^c_{n,k}$ with the transposition $\Delta A B = \{x, y\} \in C_{n,2}$. A 1-rainbow cycle in $G^c_{n,k}$ is a cycle of length $\binom{n}{2}$ where every transposition appears exactly once. We only consider 1-rainbow cycles in this setting, and we simply refer to them as rainbow cycles. Note that the number of vertices of $G^c_{n,k}$ is $\binom{n}{k}$. Consequently, a rainbow cycle for $k = 2$ is in fact a Hamilton cycle, i.e., a Gray code in the classical sense. Since $G^c_{n,k}$ and $G^c_{n,n-k}$ are isomorphic, including the edge labels, we may assume without loss of generality that $k \leq n/2$. Moreover, observe that for $k = 1$ and $n > 3$, the length of the rainbow cycle exceeds the number of vertices of $G^c_{n,k}$, so we also assume that $k \geq 2$. The following theorem summarizes the results in this setting.

Theorem 6. Let $n \geq 4$ and $2 \leq k \leq \lfloor n/2 \rfloor$. The flip graph of subsets $G^c_{n,k}$ has the following properties:

(i) If $n$ is even, there is no rainbow cycle in $G^c_{n,k}$.

(ii) If $n$ is odd and $k = 2$, then $G^c_{n,2}$ has a rainbow Hamilton cycle.

(iii) If $n$ is odd and $k = 2$ then $G^c_{n,2}$ has two edge-disjoint rainbow Hamilton cycles.

(iv) If $n$ is odd and $3 \leq k < n/3$, then $G^c_{n,k}$ has a rainbow cycle.

Proof of Theorem 6 (i). A fixed element $x \in [n]$ is involved in $n-1$ transpositions. If such a transposition is applied to a set containing $x$, then the resulting set does not contain $x$, and vice versa. In a rainbow cycle we return to the starting set and use each of these transpositions exactly once, so $n-1$ must be even, or equivalently, $n$ must be odd.

To prove parts (ii)–(iv) of Theorem 6, we construct rainbow cycles using a rainbow block. To introduce this notion, we need some definitions. For a set $A \subseteq [n]$, $\sigma(A)$ denotes the set
obtained from \( A \) by adding 1 to all elements, modulo \( n \) with \( \{1, 2, \ldots, n\} \) as residue class representatives; for a pair \( \{x, y\} \subseteq C_{n,2} \), we define \( \text{dist}(\{x, y\}) := \min\{y - x, x - y\} \mod \ell \) where the differences are taken modulo \( n \). We call a sequence \( B = (B_1, B_2, \ldots, B_t) \) with \( B_i \in C_{n,k} \) a rainbow block if \( C(B) := \{B, \sigma^1(B), \sigma^2(B), \ldots, \sigma^{2\ell}(B)) \) is a rainbow cycle in \( G^r_{n,k} \). By definition, a rainbow cycle built from a rainbow block is highly symmetric.

**Proof sketch of Theorem 6 (ii).** Let \( n = 2\ell + 1 \) for some integer \( \ell \geq 2 \). We define a sequence \( B = (B_1, B_2, \ldots, B_t) \) of pairs \( B_i \in C_{n,2} \) such that the following conditions hold:

(a) \( B_i = \{1, b_i\} \) for \( i \in [\ell] \) with \( 3 \leq b_i \leq n \) and \( b_1 = n \),

(b) \( \{\text{dist}(B_i) \mid i \in [\ell]\} = [\ell] \), and

(c) \( \{\text{dist}(B_i \triangle B_{i+1}) \mid i \in [\ell - 1]\} \cup \{\text{dist}(B_t \triangle \sigma(B_1))\} = [\ell] \).

We claim that a sequence \( B \) satisfying these conditions yields a rainbow cycle \( C = C(B) \). Indeed, (a) ensures that any two consecutive sets in \( C \) differ in exactly one transposition, and (b) and (c) guarantee that every pair \( A \in C_{n,2} \) and every transposition \( T \in C_{n,2} \), respectively, appear exactly once along \( C \). An example of a rainbow block satisfying these conditions is shown in Figure 6.

It remains to construct a rainbow block with \( B_i = \{1, b_i\} \) and \( b_1 = n \). We define

\[
\begin{align*}
d_i := \begin{cases} 
(-1)^{i+1} \cdot (2i + 1) & \text{if } i \leq \lfloor (\ell - 1)/2 \rfloor \\
(-1)^i & \text{if } i = \lfloor (\ell + 1)/2 \rfloor \\
(-1)^{i+1} \cdot 2(\ell - i) & \text{if } i \geq \lfloor (\ell + 2)/2 \rfloor
\end{cases}
\end{align*}
\]

This definition satisfies conditions (a) and (b), and \( \text{dist}(B_i \triangle B_{i+1}) = |d_i| \) for all \( i \in [\ell - 1] \).

By definition, the set \( \{d_i \mid i \in [\ell - 1]\} \) equals \( \mathbb{Z}/\ell \) if \( \ell \) is even and it equals \( \mathbb{Z}/\ell \setminus \{\ell - 1\} \) if \( \ell \) is odd. These missing numbers are contributed by \( \text{dist}(B_t \triangle \sigma(B_1)) \), so (c) is satisfied. ▶

The sequence \( (b_1, b_2, \ldots, b_t, 2) \) can be interpreted as a path on the vertex set \([n]\); see the right part of Figure 6. The edge lengths of this path measured along the shorter of the two arcs along the cycle \( (1, 2, \ldots, n) \) correspond to the \( |d_i| \)'s. We use this path representation to prove parts (iii) and (iv) of Theorem 6.

7 Open problems

For all the combinatorial classes considered in this paper, it would be very interesting to exhibit \( r \)-rainbow cycles for larger values of \( r \), in particular for the flip graphs of permutations and subsets. Another natural next step is to investigate rainbow cycles in...
other flip graphs, e.g., for non-crossing partitions of a convex point set or for dissections of a convex polygon (see [17]).

- We believe that the flip graph of non-crossing perfect matchings $G_m^m$ has no 1-rainbow cycle for any $m \geq 5$. This is open for the even values of $m \geq 12$. Moreover, the subgraph $H_m$ of $G_m^m$ restricted to centered flips (see Figure 4) is a very natural combinatorial object with many interesting properties that deserve further investigation. What is the number of connected components of $H_m$ and what is their size? Which components are trees and which components contain cycles?

- We conjecture that the flip graph of subsets $G_{n,k}^c$ has a 1-rainbow cycle for all $2 \leq k \leq n-2$. This is open for $n/3 \leq k \leq 2n/3$. In view of Theorem 6 (iii) we ask: does $G_{n,2}^c$ have a factorization into $n-2$ edge-disjoint rainbow Hamilton cycles?
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Abstract

We resolve in the affirmative conjectures of A. Skopenkov and Repovš (1998), and M. Skopenkov (2003) generalizing the classical Hanani–Tutte theorem to the setting of approximating maps of graphs on 2-dimensional surfaces by embeddings. Our proof of this result is constructive and almost immediately implies an efficient algorithm for testing whether a given piecewise linear map of a graph in a surface is approximable by an embedding. More precisely, an instance of this problem consists of (i) a graph $G$ whose vertices are partitioned into clusters and whose inter-cluster edges are partitioned into bundles, and (ii) a region $R$ of a 2-dimensional compact surface $M$ given as the union of a set of pairwise disjoint discs corresponding to the clusters and a set of pairwise disjoint “pipes” corresponding to the bundles, connecting certain pairs of these discs. We are to decide whether $G$ can be embedded inside $M$ so that the vertices in every cluster are drawn in the corresponding disc, the edges in every bundle pass only through its corresponding pipe, and every edge crosses the boundary of each disc at most once.

1 Introduction

The Hanani–Tutte theorem is a classical result [20, 32] stating that a graph $G$ is planar if it can be drawn in the plane so that every pair of edges not sharing a vertex cross an
even number of times. According to Schaefer [29, Remark 3.6], “The planarity criterion of Hanani–Tutte brings together computational, algebraic and combinatorial aspects of the planarity problem.” Perhaps the most remarkable algorithmic aspect of this theorem is that it implies the existence of a polynomial-time algorithm for planarity testing [28, Section 1.4.2]. In particular, the Hanani–Tutte theorem reduces planarity testing to solving a system of linear equations over \( \mathbb{Z}_2 \).

Seeing a graph \( G \) as a 1-dimensional topological space, an embeddability-testing algorithm decides whether there exists an injective continuous map, also called an embedding, \( \psi : G \to M \), where \( M \) is a given triangulated compact 2-dimensional manifold without boundary. It is a classical result of Hopcroft and Tarjan that graph embeddability in the plane can be tested in linear time [22], and a linear-time algorithm is also known for testing whether \( G \) can be embedded into an arbitrary compact 2-dimensional manifold \( M \) [24], though computing the orientable genus (as well as Euler genus and non-orientable genus) of a graph is NP-hard [31]. We study a variant of this algorithmic problem in which we are given a piecewise linear continuous map \( \varphi : G \to M \), which is typically not an embedding, and we are to decide whether for every \( \varepsilon > 0 \) there exists an embedding \( \psi : G \to M \) such that \( \| \psi - \varphi \| < \varepsilon \), where \( \| \cdot \| \) is the supremum norm. Such a map \( \psi \) is called an \( \varepsilon \)-approximation of \( \varphi \), and in this case we say that \( \varphi \) is approximable by an embedding; or as in [2], a weak embedding. If \( \varphi \) is a constant map, the problem is clearly equivalent to the classical planarity testing. Obviously, an instance of our problem is negative if there exists a pair of edges \( e \) and \( g \) in \( G \) such that the curves \( \varphi(e) \) and \( \varphi(g) \) induced by \( \varphi \) properly cross. Hence, in a typical instance of our problem the map \( \varphi \) somewhat resembles an embedding except that we allow a pair of edges to overlap and an edge to be mapped onto a single point.

Building upon the work of Minc [23], M. Skopenkov [30] gave an algebraic characterization via van Kampen obstructions of maps \( \varphi \) approximable by an embedding in the plane in the case when \( G \) is a cycle or when \( G \) is subcubic and the image of \( \varphi \) is a simple closed curve. This implies a polynomial-time algorithm for the decision problem in the corresponding cases and can be seen as a variant of the characterization of planar graphs due to Hanani and Tutte. The aim of this work is to prove a conjecture of M. Skopenkov [30, Conjecture 1.6] generalizing his results along with its algorithmic consequences to arbitrary graphs. Independently of the aforementioned developments, a series of recent papers [1, 7, 9] on weakly simple embeddings shows that the problem of deciding the approximability of \( \varphi \) by an embedding is tractable and can be carried out in \( O(|\varphi| \log |\varphi|) \) time, where \( |\varphi| \) is the number of line segments specifying \( \varphi \).

In spite of the analytic definition, the algorithmic problem of deciding whether \( \varphi \) is approximable by an embedding admits a polynomially equivalent reformulation that is of combinatorial flavor and that better captures the essence of the problem. Therefore we state our results in terms of the reformulation, whose planar case is a fairly general restricted version of the c-planarity problem [10, 11] of Feng, Cohen and Eades introduced by Cortese et al. [9]. The computational complexity of c-planarity testing is a well-known notoriously difficult open problem in the area of graph visualization [8]. To illustrate this state of affairs we mention that Angelini and Da Lozzo [5] have recently studied our restricted variant (as well as its generalizations) under the name of c-planarity with embedded pipes and provided an FPT algorithm for it [5, Corollary 18].

Roughly speaking, in the clustered planarity problem, shortly c-planarity, we are given a planar graph \( G \) equipped with a hierarchical structure of subsets of its vertex set. The subsets are called clusters, and two clusters are either disjoint or one contains the other. The question is whether a planar embedding of \( G \) with the following property exists: the vertices
in each cluster are drawn inside a disc corresponding to the cluster so that the boundaries of
the discs do not intersect, the discs respect the hierarchy of the clusters, and every edge in
the embedding crosses the boundary of each disc at most once.

**Notation.** Let us introduce the notation necessary for precisely stating the problem that we
study. Let \( G = (V, E) \) be a multigraph without loops. If we treat \( G \) as a topological space,
then a drawing \( \psi \) of \( G \) is a piecewise linear map from \( G \) into a triangulated 2-dimensional
manifold \( M \) where every vertex in \( V(G) \) is mapped to a unique point and every edge \( e \in E \)
joining \( u \) and \( v \) is mapped bijectively to a simple arc joining \( \psi(u) \) and \( \psi(v) \). We understand
\( E \) as a multiset, and by a slight abuse of notation we refer to an edge \( e \) joining \( u \) and \( v \) as
\( uv \) even though there might be other edges joining the same pair of vertices. Multiple edges
are mapped to distinct arcs meeting at their endpoints. Given a map \( m \) we denote by \( m|_X \),
where \( X \) is a subset of the domain of \( m \), the function obtained from \( m \) by restricting its
domain to \( X \). If \( H \) is a graph equipped with an embedding, we denote by \( H|_X \), where \( X \) is a
subgraph of \( H \), the graph \( X \) with the embedding inherited from \( H \).

If it leads to no confusion, we do not distinguish between a vertex or an edge and its
image in the drawing and we use the words “vertex” and “edge” in both contexts. Also when
talking about a drawing we often mean its image.

We assume that drawings satisfy the following standard general position conditions. No
edge passes through a vertex, every pair of edges intersect in finitely many points, no three
edges intersect at the same inner point, and every intersection point between a pair of edges
is realized either by a proper crossing or a common endpoint. Here, by a proper crossing we
mean a transversal intersection that is a single point.

An embedding of a graph \( G \) is a drawing of \( G \) in \( M \) without crossings. The rotation
at a vertex \( v \) in a drawing of \( G \) is the clockwise cyclic order of the edges incident to \( v \) in
a small neighborhood of \( v \) in the drawing w.r.t a chosen orientation at the vertex. The rotation system of a drawing of \( G \) is the set of rotations of all the vertices in the drawing.
The embedding of \( G \) is combinatorially determined by the rotation system and consistently
chosen orientations at the vertices if \( M \) is orientable. If \( M \) is non-orientable we need to
additionally specify the signs of the edges as follows. We assume that \( M \) is constructed from
a punctured 2-sphere by turning all the holes into cross-caps, i.e., by identifying the pairs of
opposite points on every hole. A sign on an edge is positive if overall the edge passes an
even number of times through the cross-caps, and negative otherwise.

Refer to Figure 1. We refer the reader to the monograph by Mohar and Thomassen [25]
for a detailed introduction into surfaces and graph embeddings. Let \( \varphi : G \to M \) be a
piecewise linear map with finitely many linear pieces. Suppose that \( \varphi \) is free of edge crossings,
and in \( \varphi \), edges do not pass through vertices. As we will see later, the image of \( \varphi \) can be
naturally identified with a graph \( H \) embedded in \( M \). Throughout the paper we denote both
vertices and edges of \( H \) by Greek letters. Let the thickening \( \mathcal{H} \) of \( H \) be a 2-dimensional
surface with boundary obtained as a quotient space of a union of pairwise disjoint topological
discs as follows. We take a union of pairwise disjoint closed discs \( \mathcal{D}(\nu) \), called clusters, for
all \( \nu \in V(H) \) and closed rectangles \( \mathcal{P}(\rho) \), called pipes, for all \( \rho \in E(H) \). We connect every
pair of discs \( \mathcal{D}(\nu) \) and \( \mathcal{D}(\mu) \), such that \( \nu = \nu \mu \in E(H) \), by \( \mathcal{P}(\rho) \) in correspondence with the
rotations at vertices of the given embedding of \( H \) as described next. Let \( \partial X \) denote the
boundary of \( X \). We consider a subset of \( \partial \mathcal{D}(\nu) \), for every \( \nu \in V(H) \), consisting of \( \deg(\nu) \)
pairwise disjoint closed (non-trivial) arcs \( \mathcal{A}(\nu, \mu) \), one for every \( \nu \mu \in E(H) \), appearing along
\( \partial \mathcal{D}(\nu) \) in correspondence with the rotation of \( \nu \). For every \( \mathcal{D}(\nu) \), we fix an orientation of
\( \partial \mathcal{D}(\nu) \) and \( \partial \mathcal{P}(\nu \mu) \).
Figure 1 An instance \((G, H, \varphi)\) and its approximation by an embedding contained in the thickening \(\mathcal{H}\) of \(H\). The valves of the pipe of \(\rho = \nu \mu\) at \(\mathcal{D}(\nu)\) and \(\mathcal{D}(\mu)\) are highlighted by bold arcs.

If \(M\) is orientable, for every \(\mathcal{P}(\nu \mu)\), we identify by an orientation reversing homeomorphism its opposite sides with \(\mathcal{A}(\nu, \mu)\) and \(\mathcal{A}(\mu, \nu)\) w.r.t. the chosen orientations of \(\partial \mathcal{D}(\nu)\), \(\partial \mathcal{D}(\mu)\), and \(\partial \mathcal{P}(\nu \mu)\). If \(M\) is non-orientable, for every \(\mathcal{P}(\nu \mu)\) with the positive sign we proceed as in the case when \(M\) is orientable and for every \(\mathcal{P}(\nu \mu)\) with the negative sign, we identify by an orientation preserving homeomorphism its opposite sides with \(\mathcal{A}(\nu, \mu)\) and \(\mathcal{A}(\mu, \nu)\) w.r.t. the chosen orientations of \(\partial \mathcal{D}(\nu)\) and \(\partial \mathcal{P}(\nu \mu)\), and the reversed orientation of \(\partial \mathcal{D}(\mu)\).

We call the intersection of \(\partial \mathcal{D}(\nu) \cap \partial \mathcal{P}(\nu \mu)\) a valve of \(\nu \mu\).

**Instance.** An instance of the problem that we study is defined as follows. The instance is a triple \((G, H, \varphi)\) of an (abstract) graph \(G\), a graph \(H\) embedded in a closed 2-dimensional manifold \(M\), and a map \(\varphi : V(G) \to V(H)\) such that every pair of vertices joined by an edge in \(G\) are mapped to a pair of vertices joined by an edge in \(H\) or to the same vertex of \(H\). We naturally extend the definition of \(\varphi\) to each subset \(U\) of \(V(G)\) by putting \(\varphi(U) = \{\varphi(u)\mid u \in U\}\), and to each subgraph \(G_0\) of \(G\) by putting \(\varphi(G_0) = (\varphi(V(G_0)), \{\varphi(e)\mid e \in E(G_0), |\varphi(e)| = 2\})\). The map \(\varphi\) induces a partition of the vertex set of \(G\) into clusters \(V_\nu\), where \(V_\nu = \varphi^{-1}[\nu]\).

**Question.** Decide whether there exists an embedding \(\psi\) of \(G\) in the interior of a thickening \(\mathcal{H}\) of \(H\) so that the following hold.

- **(A)** Every vertex \(v \in V_\nu\) is drawn in the interior of \(\mathcal{D}(\nu)\), i.e., \(\psi(v) \in \text{int}(\mathcal{D}(\nu))\).
- **(B)** For every \(\nu \in V(H)\), every edge \(e \in E(G)\) intersecting \(\partial \mathcal{D}(\nu)\) does so in a single proper crossing, i.e., \(|\psi(e) \cap \partial \mathcal{D}(\nu)| \leq 1\).

Note that conditions (A) and (B) imply that every edge of \(G\) is allowed to pass through at most one pipe as long as \(G\) is drawn in \(\mathcal{H}\). The instance is **positive** if an embedding \(\psi\) of \(G\) satisfying (A) and (B) exists and **negative** otherwise. If \((G, H, \varphi)\) is a positive instance we say that \((G, H, \varphi)\) is approximable by the embedding \(\psi\), shortly approximable. We call \(\psi\) the approximation of \((G, H, \varphi)\). When the instance \((G, H, \varphi)\) is clear from the context, we call \(\psi\) the approximation of \(\varphi\).

The instance \((G, H, \varphi)\), or shortly \(\varphi\), is **locally injective** if for every vertex \(v \in V(G)\), the restriction of \(\varphi\) to the union of \(v\) and the set of its neighbors is injective, or equivalently, no two vertices that are adjacent or have a common neighbor in \(G\) are mapped by \(\varphi\) to the same vertex in \(H\). An edge of \(G\) is a **pipe edge** if it is mapped by \(\varphi\) to an edge of \(H\). When talking about pipe edges, we have a particular instance in mind, which is clear from the context.
The pipe degree, $pdeg(C)$, of a subgraph $C$ of $G[V_e]$ is the number of edges $\rho$ of $H$ for which there exists a pipe edge $e$ with one vertex in $C$ such that $\varphi(e) = \rho$.

1.1 The result

An edge in a drawing is even if it crosses every other edge an even number of times. A vertex in a drawing is even if every pair of its incident edges cross an even number of times. An edge in a drawing is independently even if it crosses every other non-adjacent edge an even number of times. A drawing of a graph is (independently) even if all edges are (independently) even. Note that every embedding is an even drawing.

We formulate our main theorem in terms of a relaxation of the notion of an approximable instance $(G, H, \varphi)$. An instance $(G, H, \varphi)$ is $\mathbb{Z}_2$-approximable if there exists an independently even drawing of $G$ in the interior of $H$ satisfying (A) and (B). We call such a drawing a $\mathbb{Z}_2$-approximation of $(G, H, \varphi)$. The proof of the Hanani–Tutte theorem from [26] proves that given an independently even drawing of a graph in the plane, there exists an embedding of the graph in which the rotations at even vertices are preserved, that is, they are the same as in the original independently even drawing. We refer to this statement as to the unified Hanani–Tutte theorem [14]. Our result can be thought of as a generalization of this theorem, which also motivates the following definition. A drawing $\psi$ of $G$ is compatible with a drawing $\psi_0$ of $G$ if every even vertex in $\psi_0$ is also even in $\psi$ and has the same rotation in both drawings $\psi_0$ and $\psi$.

It is known that $\mathbb{Z}_2$-approximability of $(G, H, \varphi)$ does not have to imply its approximability by an embedding [27, Figure 1(a)]. Our main result characterizes the instances $(G, H, \varphi)$ for which such implication holds. The characterization is formulated in terms of the derivative of $(G, H, \varphi)$, whose formal definition is postponed to Section 2, since its definition relies on additional concepts that we need to introduce, which would unnecessarily further delay stating of our main result.

Theorem 1. If an instance $(G, H, \varphi)$ is $\mathbb{Z}_2$-approximable by an independently even drawing $\psi_0$ then either $(G, H, \varphi)$ is approximable by an embedding $\psi$ compatible with $\psi_0$, or it is not approximable by an embedding and in the $i$th derivative $(G^{(i)}, H^{(i)}, \varphi^{(i)})$, for some $i \in \{1, 2, \ldots, 2|E(G)|\}$, there exists a connected component $C \subseteq G^{(i)}$ such that $C$ is a cycle, $\varphi^{(i)}$ is locally injective and $(C, H^{(i)})|_{\varphi^{(i)}(C)}$, $\varphi^{(i)}|_C$ is not approximable by an embedding.

The obstruction $(C, H^{(i)})|_{\varphi^{(i)}(C)}$, $\varphi^{(i)}|_C$ from the statement of the theorem has the form of the “standard winding example” [27, Figure 1(a)], in which the cycle $C$ is forced by $\varphi^{(i)}$ to wind around a point inside a face of $H$ more than once (and an odd number of times, since it has a $\mathbb{Z}_2$-approximation). Our main result implies the following.

Corollary 2. If $G$ is a forest, the $\mathbb{Z}_2$-approximability implies approximability by an embedding.

Theorem 1 confirms a conjecture of M. Skopenkov [30, Conjecture 1.6], since our definition of the derivative agrees with his definition in the case when $G$ is a cycle and since for every cycle $C$ in $G^{(i)}$ there exists a cycle $D$ in $G$ such that $(D^{(i)}, H^{(i)}|_{\varphi^{(i)}(D^{(i)})}$, $\varphi^{(i)}|_{D^{(i)}}) = (C, H^{(i)})|_{\varphi^{(i)}(C)}$, $\varphi^{(i)}|_C)$. Corollary 2 confirms a conjecture of Repovš and A. Skopenkov [27, Conjecture 1.8]. The main consequence of Theorem 1 is the following.

---

3 Since in general we work also with non-orientable surfaces the rotation is determined only up to the choice of an orientation at each vertex for non-orientable surfaces.
Theorem 3. We can test in $O(|\phi|^{2\omega})$, where $O(n^{\omega})$ is the complexity of multiplication$^4$ of square $n \times n$ matrices, whether $(G,H,\varphi)$ is approximable by an embedding.

Theorem 3 implies tractability of c-planarity with embedded pipes [9] and therefore solves a related open problem of Chang, Erickson and Xu [7, Section 8.2] and Akitaya et al. [1]. The theorem also implies that strip planarity introduced by Angelini et al. [3] is tractable, and hence, solves the main problem asked therein. The theorem generalizes results of [13] and [17], and implies that c-planarity [10, 11] for flat clustered graphs is tractable for instances with three clusters, which has been open, to the best of our knowledge. We remark that only solutions to the problem for two clusters were given so far [6, 19, 21]. Nevertheless, after the completion of this work our running time was improved to $O(|\phi|^2 \log |\phi|)$ [2]. The improvement on the running time was achieved by using a similar strategy as in the present work, while eliminating the need to solve the linear system and employing a very careful running time analysis. Previously, polynomial running time $O(|\phi|^4)$ was obtained by the first author [12] for graphs with fixed combinatorial embedding.

We mention that Theorem 1 and Theorem 3 easily generalize to the setting when clusters are homeomorphic to cylinders and $H$ is homeomorphic to a torus or a cylinder, which extends some recent work [4, 15, 16]. It is an interesting open problem to find out if the technique of [2] generalizes to this setting as well.

Our proof of Theorem 1 extends the technique of Minc [23] and M. Skopenkov [30]. In particular, we extend the definition of the derivative for maps of graphs to instances in a certain normal form which can be assumed without loss of generality. Roughly, the derivative is an operator that takes an input instance $(G,H,\varphi)$ and produces a simpler instance $(G',H',\varphi')$ that is positive if and only $(G,H,\varphi)$ is. We remark that the operations of cluster expansion and pipe contraction of Cortese et al. [9] bear many similarities with the derivative, and can be considered as local analogs of the derivative. One of the reasons for introducing the normal form is to impose on the instance conditions analogous to the properties of a contractible base [9], or a safe pipe [2], which make the derivative reversible.

Organization. In Section 2, we define the normal form of instances and the operation of the derivative for instances in the normal form. Furthermore, we state a claim (Claim 8) saying that for any instance admitting a $\mathbb{Z}_2$-approximation there exists, in some sense, an equivalent instance in the normal form. Thus, it is enough to define the derivative only for instances in the normal form. In Section 3, we prove Theorem 1.

2 Normal form and derivative

Normal form. We define the normal form of an instance $(G,H,\varphi)$ to which we can apply the derivative. In order to keep the definition more compact we define the normal form via its topologically equivalent subdivided variant; see Figure 2 for an illustration. This variant also facilitates the definition of the derivative and those are its only purposes in this work. Roughly speaking, $(G,H,\varphi)$ is in the subdivided normal form if there exists an independent set $V_{s} \subset V(G)$ without degree-1 vertices such that every connected component $C$ of $G[V \setminus V_{s}]$ is mapped by $\varphi$ to an edge $\varphi(C) = \nu \mu$ of $H$ and both its parts mapped to $\nu$ and $\mu$ are forests.

$^4$ The best current algorithms for matrix multiplication give $\omega < 2.3729$ [18, 34]. Since a linear system appearing in the solution is sparse, it is also possible to use Wiedemann’s randomized algorithm [33], with expected running time $O(|\phi|^4 \log |\phi|^2)$ in our case.
We call vertices in $V_s$ central vertices, which conveys an intuition that every vertex of $V_s$ constitutes in some sense a center of a connected component induced by a cluster.

The normal form is obtained from the subdivided normal form by suppressing in $V_s$ any vertices of degree 2, i.e., by replacing each such vertex $v_s$ and both its incident edges by a single edge, and performing the same replacement for $\varphi(v_s)$ which must be also of degree 2; see Figure 3 left for an illustration.

Definition 4. The instance $(G, H, \varphi)$ is in the subdivided normal form if there exists an independent set $V_s \subset V(G)$ with the following properties.

For every connected component $C$ of $G[V \setminus V_s]$ the image $\varphi(C)$ is an edge of $E(H)$; and $\varphi^{-1}|_\nu[\varphi(C)]$ is a forest for both vertices $\nu \in \varphi(C)$. For every connected component $C$ of $G[V_s]$, for every $\nu \in V(H)$ the following holds. If $pdeg(C) \geq 2$ then $|V(C) \cap V_s| = 1$, and $V(C) \cap V_s = \emptyset$ otherwise; for every $v_s \in V_s \cap V(C)$ we have that $\deg(v_s) = pdeg(C)$; and no two edges incident to $v_s$ join $v_s$ with connected components $C_1$ and $C_2$ of $G[V \setminus V_s]$ such that $\varphi(C_1) = \varphi(C_2)$.

The instance obtained from an instance $(G, H, \varphi)$ in the subdivided normal form by suppressing all degree-2 vertices in $V_s$ is in the normal form. Such an instance in the normal form corresponds to the original instance $(G, H, \varphi)$ in the subdivided normal form, and vice-versa.

Derivative. The rest of the section is inspired by the work of M. Skopenkov [30] and also Minc [23]. In particular, the notion of the derivative in the context of map approximations was introduced by Minc and adapted to the setting of $\mathbb{Z}_2$-approximations by M. Skopenkov for instances $(G, H, \varphi)$ where $G$ is subcubic and $H$ is a cycle. We extend his definition to instances $(G, H, \varphi)$ in the normal form. (A somewhat simplified extension was already used in [12].) Thus, by derivating $(G, H, \varphi)$ we, in fact, mean bringing the instance $(G, H, \varphi)$ into the normal form and then derivating the instance in the normal form. Given the instance $(G, H, \varphi)$ in the normal form or the subdivided normal form already, the operation of the derivative outputs an instance $(G', H', \varphi')$, where $G' = G$ and $H'$ is defined next.

In order to keep the definition more compact we formulate it first for the instances in the subdivided normal form. Thus, in the following we assume $(G, H, \varphi)$ to be in the subdivided normal form.
Let $V_s$ be the set of central vertices in $G$. Let $G$ be a bipartite graph with the vertex set $V_s \cup C$, where $C = \{ C \}$ $C$ is a connected component of $G[V \setminus V_s]$, in which $v_s \in V_s$ and $C \in C$ are joined by an edge if and only if $v_s$ is joined by an edge with a vertex of $C$ in $G$.

Let the star of $v_s$, $\text{St}(v_s)$, with $v_s \in V_s$ be the subgraph of $G$ induced by $\{ v_s \} \cup \bigcup_{C \in V(G)} \{ v_s \in E[G] \} V(C)$: see Figure 2 (right) for an illustration. The vertices of $H'$ are in the bijection with the union of $V_s$ with the set of the edges of $H$. This bijection is denoted by superscript $\ast$. The graph $H'$ is a bipartite graph with the vertex set $V(H') = \{ \rho^\ast \rho \in E(H) \} \cup \{ v_s^\ast \mid v_s \in V_s \}$. We have $\rho^*v_s^* \in E(H')$ if and only if $\rho \in E(\varphi(\text{St}(v_s)))$. We use the convention of denoting a vertex in $V(H')$ whose corresponding edge in $E(H)$ is $\rho = \nu\mu$ by both $\rho^*$ or $(\nu\mu)^\ast$. An embedding of $H'$ in $M$ and signs on the edges of $H'$, if $M$ is non-orientable, are naturally inherited from those of $H$. Figure 3 (right) illustrates the restriction of the embedding of $H'$ to its subgraph "stemming" from $\nu$.

**Definition 5.** Let $(G, H, \varphi)$ be $\mathbb{Z}_2$-approximable and in the subdivided normal form. The derivative $(G', H', \varphi')$ of $(G, H, \varphi)$ is the instance $(G', H', \varphi')$ such that $\varphi'(v_s) = v_s^\ast$, for $v_s \in V_s$, and $\varphi'(v) = \varphi(C)^\ast$, for every $v \in V(C)$, where $C$ is a connected component of $G[V \setminus V_s]$. (Hence, $\varphi(C)$ is an edge of $H$ by the definition of the subdivided normal form.)

The derivative $(G', H', \varphi')$ of $(G, H, \varphi)$, where $(G, H, \varphi)$ is $\mathbb{Z}_2$-approximable and in the normal form, is the instance obtained from the derivative of the corresponding instance in the subdivided normal form by suppressing every vertex $v_s$ of degree 2 in $V_s$ and its image $\varphi(v_s)$ in $H'$, and eliminating multiple edges in $H'$.

**Remark.** Since $(G', H', \varphi')$ is defined only for instances in the (subdivided) normal form, by deriving an instance, which is not in the normal form, we will mean an operation that, first, brings the instance into the normal form, and second, applies the derivative to the instance. We take the liberty of denoting by $G', H'$ and $\varphi'$ an object that does not depend only on $G, H$ and $\varphi$, respectively, but on the whole instance $(G, H, \varphi)$.

The proof of Theorem 1 proceeds by induction on the potential $p(G, H, \varphi)$, which is always non-negative and is defined as follows. Let $E_p(G)$ be the set of pipe edges in $G$, we put $p(G, H, \varphi) = |E_p(G)| - |E(H)|$. We will show that an application of the derivative decreases the potential unless the instance is locally injective. The latter can be thought of as the base case of the induction. In order to prove that the inductive step goes through we will need the following three claims.
We show that if \((G, H, \varphi)\) in the normal form is \(\mathbb{Z}_2\)-approximable then \((G', H', \varphi')\) is \(\mathbb{Z}_2\)-approximable as well. More precisely, we prove the following claim.

► **Claim 6.** If an instance \((G, H, \varphi)\) in the normal form is \(\mathbb{Z}_2\)-approximable by a drawing \(\psi_0\) then \((G' = G, H', \varphi')\) is \(\mathbb{Z}_2\)-approximable by a drawing \(\psi_0'\) such that \(\psi_0\) is compatible with \(\psi_0'\). Moreover, if \(\psi_0\) is crossing free so is \(\psi_0'\).

The previous claim implies that if \((G, H, \varphi)\) is approximable by an embedding the same holds for \((G', H', \varphi')\), which we use in the proof of Theorem 1 to conclude that if \((G', H', \varphi')\) is not approximable by an embedding the same holds for \((G, H, \varphi)\). However, we need also the converse of this to hold, which is indeed the case.

► **Claim 7.** If the instance \((G', H', \varphi')\) is approximable by an embedding \(\psi'\) compatible with \(\psi_0'\) from Claim 6 then \((G, H, \varphi)\) is approximable by an embedding compatible with \(\psi_0\).

We say that \((\tilde{G}, \tilde{H}, \tilde{\varphi}, \tilde{\psi}_0)\) is a clone of \((G, H, \varphi, \psi_0)\) if the following holds. If \((\tilde{G}, \tilde{H}, \tilde{\varphi})\) is approximable by an embedding compatible with \(\tilde{\psi}_0\) then \((G, H, \varphi)\) is approximable by an embedding compatible with \(\psi_0\); and if \((G, H, \varphi)\) is approximable by an embedding then \((\tilde{G}, \tilde{H}, \tilde{\varphi})\) is approximable by an embedding. Note that being a clone is a transitive relation. However, the relation is not symmetric, and thus, it is not an equivalence relation.

Due to the following claim, it is indeed enough to work with instances in the normal form in Claim 6.

► **Claim 8.** Given a \(\mathbb{Z}_2\)-approximation \(\psi_0\) of \((G, H, \varphi)\) there exist an instance \((\tilde{G}, \tilde{H}, \tilde{\varphi})\) in the normal form that is \(\mathbb{Z}_2\)-approximable, such that \(p(G, H, \varphi) = p(\tilde{G}, \tilde{H}, \tilde{\varphi})\); and (2) a \(\mathbb{Z}_2\)-approximation \(\tilde{\psi}_0\) of \((\tilde{G}, \tilde{H}, \tilde{\varphi})\) such that \((\tilde{G}, \tilde{H}, \tilde{\varphi}, \tilde{\psi}_0)\) is a clone of \((G, H, \varphi, \psi_0)\).

### 3 Proof of Theorem 1

Let \((G, H, \varphi)\) be an instance that is \(\mathbb{Z}_2\)-approximable by an independently even drawing \(\psi_0\). We start with a claim that helps us to identify instances that cannot be further simplified by derivating. We show that by successively applying the derivative we eventually obtain an instance such that \(\varphi\) is locally injective.

► **Claim 9.** If \((G, H, \varphi)\) is in the normal form then \(p(G', H', \varphi') \leq p(G, H, \varphi)\). If additionally \(\varphi\) is not locally injective after suppressing in \(G\) all degree-2 vertices incident to an edge induced by a cluster, the inequality is strict; that is, \(p(G', H', \varphi') < p(G, H, \varphi)\).

Furthermore, if \(G\) is connected and every connected component \(C\) induced by \(V_\nu\), for all \(\nu \in V(H)\), has pipe-degree at most 2, then \(|E_p(G')| \leq |E_p(G)|\).

**Proof.** We prove the first part of the claim and along the way establish the second part. Let \(\psi_0\) be a \(\mathbb{Z}_2\)-approximation of \((G, H, \varphi)\). Note that in \(G'\) the pipe edges incident to a central vertex \(v_\nu \in V_\nu\) (every such \(v_\nu\) has degree at least 3) and edges in \(H'\) incident to \(\varphi'(v_\nu)\) contribute together zero towards \(p(G', H', \varphi')\). Let \(H'_0 = H' \setminus \{v_\nu^* \mid v_\nu \in V_\nu\}\).

(*) The number of edges in \(H'_0\) is at least \(|V(H'_0)| - c = |E(H)| - c\),

where \(c\) is the number of connected components of \(H'_0\) that are trees.

We use this fact together with a simple charging scheme in terms of an injective mapping \(\zeta\) defined in the next paragraph to prove the claim.

Suppose for a while that \(H'_0\) is connected. The set of pipe edges of \(G'\) not incident to any \(v_\nu \in V_\nu\) forms a matching \(M'\) in \(G'\) by Definitions 4 and 5. Let \(D(v), v \in V(G')\), be the
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connected component of \(G' \setminus E_p(G')\) containing the vertex \(v\). By the first property of the components \(G[V \setminus V_\nu]\) in Definition 4, for every \(v \in V(M')\), the component \(D(v)\) contains at least one former pipe edge, i.e., a pipe edge in \((G, H, \varphi)\). Let \(V_p\) be the set of vertices in \(G'\) incident to these former pipe edges.

We construct an injective mapping \(\zeta\) from the set \(V(M')\) to \(V_p\). The mapping \(\zeta\) maps a vertex \(v \in V(M')\) to a closest vertex (in terms of the graph theoretical distance in \(D(v)\)) in \(V_p \cap V(D(v))\). The mapping \(\zeta\) is injective by the fact, that in the corresponding subdivided normal form, every connected component of \(G[V_\nu]\) of pipe-degree \(2\), for \(\nu \in V(H)\), contains at most one central vertex. Indeed, recall that this central vertex is suppressed in the normal form and the edge thereby created becomes a pipe edge \(e\) in \(H'\), and thus, belongs to \(M'\). Each end vertex \(v\) of \(e\) is mapped by \(\zeta\) to a vertex \(u\) such that \(\varphi(u) = \varphi(v)\). Thus, the injectivity could be violated only by the end vertices of \(e\). However, this cannot happen since every connected component of \(G[V_\nu]\) is a tree. The injectivity of \(\zeta\) implies that \(2|M'|\) is upper bounded by \(2|E_p(G)|\), and therefore \(|M'|\) is upper bounded by \(|E_p(G)|\), which proves the second part of the claim. Furthermore, \(|E_p(G)| = |M'|\) only if after suppressing all vertices of degree \(2\) incident to an edge induced by a cluster, \(\varphi\) is locally injective, and \(H'_0\) contains a cycle.

If \(H'_0\) is disconnected, then we have \(|M'| \leq |E_p(G)| - c\), where the inequality is strict if \(\varphi\) is not locally injective after suppressing all degree-2 vertices incident to an edge induced by a cluster. Indeed, if \(|M'| = |E_p(G)| - c\), then there exist exactly \(2c\) vertices \(v, v \in E_p(G)\), that are not in the image of the map \(\zeta\). However, there are at least \(2c\) vertices in \(G'\) each of which is mapped by \(\varphi\) to a vertex of degree at most 1 in \(H'_0\). This follows since a connected component of \(H'_0\), that is an isolated vertex \(\nu\), contributes at least two end vertices of an edge \(e \in E_p(G)\) such that \(\varphi'(e) = \nu\); and a connected component of \(H'_0\) that is a tree, has at least two leaves each of which contributes by at least one end vertex of an edge in \(E_p(G)\) mapped to it by \(\varphi\). Hence, if \(|M'| = |E_p(G)| - c\) then all the vertices that are not contained in the image of \(\zeta\), are accounted for by these \(2c\) vertices.

Putting it together, we have \(|M'| \leq |E_p(G)| - c\) and \((*) \ |E(H)| - c \leq |E(H'_0)|\), where the first inequality is strict if \(\varphi\) is not locally injective after suppressing all degree-2 vertices incident to an edge induced by a cluster. Since the remaining pipe edges of \(G'\) and edges of \(H'\) contribute together zero towards \(p(G', H', \varphi')\), summing up the inequalities concludes the proof.

**Claim 10.** Suppose that \(\varphi\) is locally injective after suppressing all degree-2 vertices incident to an edge induced by a cluster. Applying the derivative \(|E_p(G)|\) many times yields an instance in which no connected component of \(G\) is a path.

**Proof of Theorem 1.** We assume that every edge of \(H\) is in the image of \(\varphi\) and proceed by induction on \(p(G, H, \varphi)\). First, we discuss the inductive step. By Claim 8, we assume that \((G, H, \varphi)\) is in the normal form, which leaves \(p(G, H, \varphi)\) unchanged. Suppose that \(\varphi\) is not locally injective after suppressing degree-2 vertices incident to an edge induced by a cluster. Derivating \((G, H, \varphi)\) decreases \(p(G, H, \varphi)\) by Claim 9. By Claims 6 and 7, \((G', H', \varphi', \psi_0)\) is a clone of \((G, H, \varphi, \psi_0)\), where \(\psi_0\) is obtained by Claim 6. Hence, in this case we are done by induction. Thus, we assume that \(\varphi\) is locally injective, which includes the case when \(p(G, H, \varphi) = 0\). This means that either we reduced \(G\) to an empty graph, or every connected component \(C\) of \(G[V_\nu]\), for every \(\nu \in V(H)\), is a single vertex. We suppose that \(G\) is not a trivial graph, since otherwise we are done. The proof will split into two cases, the **acyclic** and the **cyclic** case below, but first we introduce some tools from [13] that we use extensively in the argument.
We will work with a $\mathbb{Z}_2$-approximation $\psi_0$ of $(G, H, \varphi)$ unless specified otherwise. Let $P$ be a path of length 2 in $G$. Let the internal vertex $u$ of $P$ belong to $G[V_\nu]$, for some $\nu \in V(H)$. The curve obtained by intersecting the disc $D(\nu)$ with $P$ is a $\nu$-diagonal supported by $u$. By a slight abuse of notation we denote in different drawings $\nu$-diagonals with the same supporting vertex and joining the same pair of valves by the same symbol. Let $Q$ be a $\nu$-diagonal supported by a vertex $u$ of $G[V_\nu]$. Since $\varphi$ is locally injective, $Q$ must connect a pair of distinct valves. Let $\mathbf{p}$ be a point on the boundary of the disc $D(\nu)$ of $\nu$ such that $\mathbf{p}$ is not contained in any valve.

- **Definition 11.** (See Figure 4 (left) for an illustration.) For a vertex $v \in V_\nu$, $v \neq u$, we define $v <_\mathbf{p} Q$ if in the two-coloring of the complement of $Q$ (such that connected regions sharing a non-trivial part of the boundary receive different colors) in the disc $D(\nu)$, $v$ receives the same color as the component having $\mathbf{p}$ on the boundary. Let $Q_1$ and $Q_2$ be a pair of $\nu$-diagonals connecting the same pair of valves. We define $Q_1 <_\mathbf{p} Q_2$ if for the vertex $v$ supporting $Q_1$ we have $v <_\mathbf{p} Q_2$. Analogously we define the relation $>_\mathbf{p}$.

Recall that $H$ contains no multiple edges, since we do not introduce them by derivating. Thus, the upcoming Claims 12 and 13 follow easily by the same argument as (1) and (2) in [13, Theorem 13].

- **Claim 12.** The relation $<_\mathbf{p}$ is anti-symmetric: If for a pair of $\nu$-diagonals $Q_1, Q_2$ of $G[V_\nu]$ we have $Q_1 <_\mathbf{p} Q_2$ then $Q_1 \not>_{\mathbf{p}} Q_2$.

By Claim 12, the relation $<_\mathbf{p}$ defines a tournament, that is, a complete oriented graph, on $\nu$-diagonals joining the same pair of valves. A pair of a $\nu_1$-diagonal $Q_1$ and a $\nu_2$-diagonal $Q_2$ of $G$ is neighboring if $Q_1$ and $Q_2$ have endpoints on the same (pipe) edge.

Let $Q_{1,i}$ and $Q_{2,i}$ be a neighboring pair of a $\nu_1$-diagonal and a $\nu_2$-diagonal sharing a pipe edge $e_i$, for $i = 1, 2$, such that $\varphi(e_1) = \varphi(e_2) = \rho = \nu_1 \nu_2$. Let $\mathbf{p}_1$ and $\mathbf{p}_2$ be on the boundary of $D(\nu_1)$ and $D(\nu_2)$, respectively, very close to the same side of the pipe of $\rho$.

- **Claim 13.** If $Q_{1,1} <_{\mathbf{p}_1} Q_{1,2}$ then $Q_{2,1} <_{\mathbf{p}_2} Q_{2,2}$: see Figure 4 (right) for an illustration.

Let $D_1$ and $D_2$ be a set of $\nu_1$-diagonals and $\nu_2$-diagonals, respectively, in $G$ of the same cardinality such that every $\nu_1$-diagonal in $D_1$ ends on the valve of $\rho$ and forms a neighboring pair with a $\nu_2$-diagonal in $D_2$. We require that all the diagonals in $D_1$ join the same pair of valves. Let $\overline{G(D_2)}$, for $i = 1, 2$, be the tournament with vertex set $D_i$ defined by the relation $<_\mathbf{p}$. An oriented graph $\overline{D}$ is strongly connected if there exists a directed path in $\overline{D}$ from $u$ to $v$ for every ordered pair of vertices $u$ and $v$ in $V(\overline{D})$. The following claim follows from Claim 13.

- **Claim 14.** If $\overline{G(D_1)}$ is strongly connected then all the diagonals in $\overline{G(D_2)}$ join the same pair of valves, and the oriented graph $\overline{G(D_2)}$ is strongly connected.
The part of $G$ inside $\mathcal{D}(\nu)$ is the union of all $\nu$-diagonals. The part of $G$ inside $\mathcal{D}(\nu)$ is embedded if $\psi_0$ does not contain any edge crossing in $\mathcal{D}(\nu)$.

**Acyclic case.** In this case, we assume that for every $\nu \in V(H)$ and every $p \in \partial \mathcal{D}(\nu)$ not contained in any valve, the relation $<_p$ induces an acyclic tournament on every set of pairwise vertex-disjoint $\nu$-diagonals joining the same pair of valves.

We show that we can embed the part of $G$ inside every disc $\mathcal{D}(\nu)$ while respecting the relation $<_p$ defined according to $\psi_0$. In other words, in every cluster we embed connected components (now just vertices) induced by $V_\nu$ together with parts of their incident pipe edges ending on valves so that the relations $Q_1 <_p Q_2$ are preserved for every pair of $\nu$-diagonals $Q_1$ and $Q_2$ joining the same pair of valves. Then by reconnecting the parts $G$ inside $\mathcal{D}(\nu)$’s we obtain a required embedding of $G$ which will conclude the proof.

By an easy application of the unified Hanani–Tutte theorem we obtain an embedding of the part of $G$ inside $\mathcal{D}(\nu)$. We apply the theorem to an independently even drawing of an auxiliary graph $G_{\text{aux}}(\nu)$ in $\mathcal{D}(\nu)$, where the drawing is obtained as the union of the part of $G$ inside $\mathcal{D}(\nu)$ and $\partial \mathcal{D}(\nu)$. By subdividing edges in $G_{\text{aux}}(\nu)$ we achieve that the vertices drawn in $\partial \mathcal{D}(\nu)$ are even and therefore we indeed obtain an embedding of the part of $G$ inside $\mathcal{D}(\nu)$ as required. Suppose that in the embedding of the part of $G$ inside $\mathcal{D}(\nu)$ we have $Q_1 >_p Q_2$ while in the drawing $\psi_0$ we have $Q_1 <_p Q_2$. For the sake of contradiction we consider the embedding with the smallest number of such pairs, and consider such pair $Q_1$ and $Q_2$ whose endpoints are closest to each other along the valve that contains them.

First, we assume that both $Q_1$ and $Q_2$ pass through a connected component (a single vertex) of $G[V_\nu]$ of pipe degree 2. The endpoints of $Q_1$ and $Q_2$ are consecutive along valves, since $<_p$ is acyclic. Thus, we just exchange them thereby contradicting the choice of the embedding. Second, we show that if $Q_1$ passes through a connected component $C_1$ of $G[V_\nu]$ of pipe degree at least 3 and $Q_2$ passes through a component $C_2$ of pipe degree 2, then the relation $Q_1 >_p Q_2$ in the drawing $\psi_0$ leads to contradiction as well. Let $\rho$ be an edge of $H$ such that there exists an edge incident to $C_1$ mapped to $\rho$ by $\varphi$ and there does not exist such an edge incident to $C_2$, see Figure 4 (middle) for an illustration. Let $B$ be the complement of the union of the valves containing the endpoints of $Q_1$ or $Q_2$ in the boundary of $\mathcal{D}(\nu)$. Suppose that the valve of $\rho$ and $p$ are contained in the same connected component of $B$. It must be that $Q_1 <_p Q_2$ in every $Z_2$-approximation of $(G, H, \varphi)$. If the valve of $\rho$ and $p$ are contained in the different connected components of $B$, it must be that $Q_1 >_p Q_2$ in every $Z_2$-approximation of $(G, H, \varphi)$, in particular also in an approximation.

Finally, we assume that $Q_1$ and $Q_2$ pass through a connected component $C_1$ and $C_2$, respectively, of $G[V_\nu]$ of pipe degree at least 3. Similarly as above, let $\rho_1$ and $\rho_2$ be edges of $H$ such that there exists an edge incident to $C_1$ and $C_2$, respectively, mapped to $\rho_1$ and $\rho_2$ by $\varphi$, and neither $Q_1$ nor $Q_2$ ends on its valve. By applying the unified Hanani–Tutte theorem to $G_{\text{aux}}(\nu)$ as above, we have $\rho_1 \neq \rho_2$. By the same token, the valve of $\rho_1$ and $\rho_2$ are not contained in the same connected component of $B$. Thus, by the same argument as in the previous case it must be that either in every $Z_2$-approximation of $(G, H, \varphi)$ we have $Q_1 <_p Q_2$ or in every $Z_2$-approximation of $(G, H, \varphi)$ we have $Q_1 >_p Q_2$.

In order to finish the proof in the acyclic case, we would like to reconnect neighboring pairs of diagonals by curves inside the pipes without creating a crossing. Let $Q_{1,i}$ and $Q_{2,i}$, for $i = 1, 2$, be a pair of a neighboring $\nu_1$-diagonal and $\nu_2$-diagonal sharing a pipe edge $e_i$, for $i = 1, 2$, such that $\varphi(e_1) = \varphi(e_2) = \rho$. We would like the endpoints of $Q_{1,1}$ and $Q_{1,2}$ to be ordered along the valve of $\rho$ consistently with the endpoints of $Q_{2,1}$ and $Q_{2,2}$ along the other valve of $\rho$. We are done if Claim 13 applies to $Q_{1,j}$’s. However, this does not have to be the case if, let’s say $Q_{1,1}$ and $Q_{2,1}$, does not join the same pair of valves. Nevertheless,
by treating all the valves distinct from the valve of \( \rho \) at \( D(\nu_1) \) as a single valve, we see that both Claim 12 and Claim 13, in fact, apply to \( \langle p_1 \rangle \) and \( \langle p_2 \rangle \).

**Cyclic case.** In this case, we assume that for a vertex \( \nu \in V(H) \) and \( p \in \partial D(\nu) \) not contained in any valve, the relation \( \langle p \rangle \) induces a strongly connected component on a set of pairwise vertex-disjoint \( \nu \)-diagonals joining the same pair of valves.

We consider at least three \( \nu \)-diagonals \( Q_1, \ldots, Q_l \) inducing a strongly connected component in the tournament defined by \( \langle p \rangle \). Let \( p_k \) and \( q_k \) be endpoints of \( Q_k \), for \( k = 1, \ldots, l \). We assume that \( p_k \) and \( q_k \), for \( k = 1, \ldots, l \), are contained in the same valve, and therefore the same holds for \( q_k \). By Claim 10, we assume that no connected component in \( G \) is a path. Hence, by Claim 14 every \( Q_k \) is contained in a (drawing of a) connected component of \( G \) which is a cycle. Indeed, a vertex of degree at least 3 in a connected component of \( G \), whose vertex supports \( Q_k \), would inevitably lead to a pair of independent edges crossing oddly in \( \psi_0 \), since we assume that \( \varphi \) is locally injective. Thus, by a simple inductive argument using Claim 14 and the fact that no two distinct strongly connected components in an oriented graph share a vertex we obtain the following property of \( Q_1, \ldots, Q_l \).

Every endpoint \( p_k \) is joined by a curve in the closure of \( \psi_0(G) \setminus \bigcup_{k=1}^l Q_k \) with an endpoint \( q_k \). This defines a permutation \( \pi \) of the set \( \{Q_1, \ldots, Q_l\} \), where \( \pi(Q_k) = Q_{k'} \). On the one hand, each orbit in the permutation \( \pi \) must obviously consist of \( \nu \)-diagonals supported by vertices in the same connected component of \( G \), which is a cycle as we discussed in the previous paragraph. On the other hand, every pair of diagonals belonging to different orbits is supported by vertices in different cycles in \( G \). Hence, the orbits of \( \pi \) are in a one-to-one correspondence with a subset of connected components in \( G \) all of which are cycles. Let \( C_1 \ldots C_o, o \leq l \), denote such cycles. By a simple inductive argument which uses Claim 14, we have that every \( \varphi(C_k) = W_k, \ldots, W_k \) with \( W_k \) being repeated \( o_k \)-times, where \( W_k \) is a closed walk of \( H \) and \( o_k \) is the size of the orbit corresponding to \( C_k \). By the hypothesis of Theorem 1 we assume that \( (C_k, H|_{\varphi(C_k)}, \varphi|_{C_k}), \) for \( k = 1, \ldots, o \), is a positive instance.

By the previous assumption, if the number of negative signs on the edges in \( W_k \) (counted with multiplicities) is even then \( o_k = 1 \). Indeed, a closed neighborhood of an approximation \( \psi_{C_k} \) (which is an embedding) of \( (C_k, H|_{\varphi(C_k)}, \varphi|_{C_k}) \) is the annulus, in which (the image of) \( \psi_{C_k} \) is a non-self intersecting closed piecewise linear curve. Analogously, we show that if the number of negative signs on the edges in \( W_k \) (counted with multiplicities) is odd then \( o_k \leq 2 \), and \( o_k = 1 \) for at most a single value of \( k \), i.e., if \( o_{k_1} = o_{k_2} = 1 \) then \( k_1 = k_2 \). Suppose that the previous claim holds for every \( k = 1, \ldots, o \). Since \( l \geq 3 \) and \( o_k \leq 2 \) for \( k = 1, \ldots, o \), we have that \( o \geq 2 \). We assume that \( o_2 \leq o_1 \). We remove the cycle \( C_1 \) from \( G \) and apply induction. Let \( \psi \) be an approximation of \( (G \setminus C_1, H, \varphi|_{G \setminus C_1}) \) that we obtain by the induction hypothesis. We construct the desired approximation of \( (G, H, \varphi) \) by extending \( \psi \) to \( G \) as follows. We embed \( C_1 \) alongside \( C_2 \) while satisfying (A) and (B) for \( (G, H, \varphi) \), which is possible since \( 1 \leq o_2 \leq o_1 \leq 2 \).

It remains to show the claim. For the sake of contradiction we assume that \( o_{k_1} = o_{k_2} = 1 \), for \( k_1 \neq k_2 \). The curves \( \psi_0(C_{k_1}) \) and \( \psi_0(C_{k_2}) \) are one-sided and homotopic, and therefore they must cross an odd number of times in \( \psi_0(G) \) (contradiction). Finally, for the sake of contradiction suppose that for some \( k \), we have \( o_k \geq 3 \) and that there exists an approximation \( \psi_{C_k} \) of \( (C_k, H|_{\varphi(C_k)}, \varphi|_{C_k}) \) (which is an embedding). If \( o_k \) is odd we replace (the image of) \( \psi_{C_k} \) by the boundary of its small closed neighborhood, which is connected. Thus, we can and shall assume that \( o_k \) is even and still bigger than 2. A closed neighborhood of \( \psi_{C_k} \) is the Möbius band. By lifting \( \psi(C_k) \) to the annulus via the double cover of the Möbius band, we obtain a piecewise linear closed non-self intersecting curve winding \( o_k/2 > 1 \) times around its center (contradiction).
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Abstract

A drawing of a graph on a surface is independently even if every pair of nonadjacent edges in the drawing crosses an even number of times. The \( \mathbb{Z}_2 \)-genus of a graph \( G \) is the minimum \( g \) such that \( G \) has an independently even drawing on the orientable surface of genus \( g \). An unpublished result by Robertson and Seymour implies that for every \( t \), every graph of sufficiently large genus contains as a minor a projective \( t \times t \) grid or one of the following so-called \( t \)-Kuratowski graphs: \( K_{3,t} \), or \( t \) copies of \( K_5 \) or \( K_{3,3} \) sharing at most 2 common vertices. We show that the \( \mathbb{Z}_2 \)-genus of graphs in these families is unbounded in \( t \); in fact, equal to their genus. Together, this implies that the genus of a graph is bounded from above by a function of its \( \mathbb{Z}_2 \)-genus, solving a problem posed by Schaefer and Štefankovič, and giving an approximate version of the Hanani–Tutte theorem on orientable surfaces.
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1 Introduction

The genus \( g(G) \) of a graph \( G \) is the minimum \( g \) such that \( G \) has an embedding on the orientable surface \( M_g \) of genus \( g \). We say that two edges in a graph are independent (also

---

1 Supported by Austrian Science Fund (FWF): M2281-N35.
2 Supported by project 16-01602Y of the Czech Science Foundation (GAČR), by the Czech-French collaboration project EMBEDS II (CZ: 7AMB17FR029, FR: 38087RM) and by Charles University project UNCE/SCI/004.
nonadjacent) if they do not share a vertex. The $\mathbb{Z}_2$-genus $g_0(G)$ of a graph $G$ is the minimum $g$ such that $G$ has a drawing on $M_g$ with every pair of independent edges crossing an even number of times. Clearly, every graph $G$ satisfies $g_0(G) \leq g(G)$.

The Hanani–Tutte theorem [13, 24] states that $g_0(G) = 0$ implies $g(G) = 0$. The theorem is usually stated in the following form, with the optional adjective “strong”.

**Theorem 1** (The (strong) Hanani–Tutte theorem [13, 24]). A graph is planar if it can be drawn in the plane so that no pair of independent edges crosses an odd number of times.

Theorem 1 gives an interesting algebraic characterization of planar graphs that can be used to construct a simple polynomial algorithm for planarity testing [21].

Pelsmajer, Schaefer and Stasi [17] extended the strong Hanani–Tutte theorem to the projective plane, using the list of minimal forbidden minors. Colin de Verdière et al. [7] recently provided an alternative proof, which does not rely on the list of forbidden minors.

**Theorem 2** (The (strong) Hanani–Tutte theorem on the projective plane [7, 17]). If a graph $G$ has a drawing on the projective plane such that every pair of independent edges crosses an even number of times, then $G$ has an embedding on the projective plane.

Whether the strong Hanani–Tutte theorem can be extended to some other surface than the plane or the projective plane has been an open problem. Schaefer and Štefankovič [22] conjectured that $g_0(G) = g(G)$ for every graph $G$ and showed that a minimal counterexample to the extension of the strong Hanani–Tutte theorem on any surface must be 2-connected. Recently, a counterexample has been found on the orientable surface of genus 4 [11].

**Theorem 3** ([11]). There is a graph $G$ with $g(G) = 5$ and $g_0(G) \leq 4$. Consequently, for every positive integer $k$ there is a graph $G$ with $g(G) = 5k$ and $g_0(G) \leq 4k$.

Schaefer and Štefankovič [22] also posed the following natural question.

**Problem 1** ([22]). Is there a function $f$ such that $g(G) \leq f(g_0(G))$ for every graph $G$?

We give a positive answer to Problem 1 for several families of graphs, which we conjectured to be “unavoidable” as minors in graphs of large genus. Recently we have found that a similar Ramsey-type statement is a folklore unpublished result in the graph-minors community. Together, these results would imply a positive solution to Problem 1 for all graphs. We state the results in detail in Sections 3 and 4 after giving necessary definitions in Section 2.

## 2 Preliminaries

### 2.1 Graphs on surfaces

We refer to the monograph by Mohar and Thomassen [16] for a detailed introduction into surfaces and graph embeddings. By a surface we mean a connected compact 2-dimensional topological manifold. Every surface is either orientable (has two sides) or nonorientable (has only one side). Every orientable surface $S$ is obtained from the sphere by attaching $g \geq 0$ handles, and this number $g$ is called the genus of $S$. Similarly, every nonorientable surface $S$ is obtained from the sphere by attaching $g \geq 1$ crosscaps, and this number $g$ is called the (nonorientable) genus of $S$. The simplest orientable surfaces are the sphere (with genus 0) and the torus (with genus 1). The simplest nonorientable surfaces are the projective plane (with genus 1) and the Klein bottle (with genus 2). We denote the orientable surface of genus $g$ by $M_g$, and the nonorientable surface of genus $g$ by $N_g$. 
Let $G = (V, E)$ be a graph or a multigraph with no loops, and let $S$ be a surface. A drawing of $G$ on $S$ is a representation of $G$ where every vertex is represented by a unique point in $S$ and every edge $e$ joining vertices $u$ and $v$ is represented by a simple curve in $S$ joining the two points that represent $u$ and $v$. If it leads to no confusion, we do not distinguish between a vertex or an edge and its representation in the drawing and we use the words “vertex” and “edge” in both contexts. We assume that in a drawing no edge passes through a vertex, no two edges touch, every edge has only finitely many intersection points with other edges and no three edges cross at the same inner point. In particular, every common point of two edges is either their common endpoint or a crossing.

A drawing of $G$ on $S$ is an embedding if no two edges cross. A face of an embedding of $G$ on $S$ is a connected component of the topological space obtained from $S$ by removing all the edges and vertices of $G$. A 2-cell embedding is an embedding whose each face is homeomorphic to an open disc. The facewidth (also called representativity) $\text{fw}(E)$ of an embedding $E$ on a surface $S$ of positive genus is the smallest nonnegative integer $k$ such that there is a closed noncontractible curve in $S$ intersecting $E$ in $k$ vertices.

The rotation of a vertex $v$ in a drawing of $G$ on an orientable surface is the clockwise cyclic order of the edges incident to $v$. We will represent the rotation of $v$ by the cyclic order of the other endpoints of the edges incident to $v$. The rotation system of a drawing is the set of rotations of all vertices.

The Euler characteristic of a surface $S$ of genus $g$, denoted by $\chi(S)$, is defined as $\chi(S) = 2 - 2g$ if $S$ is orientable, and $\chi(S) = 2 - g$ if $S$ is nonorientable. Equivalently, if $v$, $e$ and $f$ denote the numbers of vertices, edges and faces, respectively, of a 2-cell embedding of a graph on $S$, then $\chi(S) = v - e + f$. The Euler genus $\text{eg}(S)$ of $S$ is defined as $2 - \chi(S)$. In other words, the Euler genus of $S$ is equal to the genus of $S$ if $S$ is nonorientable, and to twice the genus of $S$ if $S$ is orientable.

An edge in a drawing is even if it crosses every other edge an even number of times. A drawing of a graph is even if all its edges are even. A drawing of a graph is independently even if every pair of independent edges in the drawing crosses an even number of times. In the literature, the notion of $\mathbb{Z}_2$-embedding is used to denote both an even drawing [5] and an independently even drawing [22].

The genus $g(G)$ and the $\mathbb{Z}_2$-genus $g_0(G)$ of a graph $G$ have been defined in the introduction, as parameters related to drawings on orientable surfaces. The following two “Euler” analogues involve drawings on both orientable and nonorientable surfaces. The Euler genus $\text{eg}(G)$ of $G$ is the minimum $g$ such that $G$ has an embedding on a surface of Euler genus $g$. The Euler $\mathbb{Z}_2$-genus $\text{eg}_0(G)$ of $G$ is the minimum $g$ such that $G$ has an independently even drawing on a surface of Euler genus $g$.

The embedding scheme of a drawing $\mathcal{D}$ on a surface $S$ consists of the rotation system and a signature $+1$ or $-1$ assigned to every edge, representing the parity of the number of crossings the edge is passing through. If $S$ is orientable, the embedding scheme can be given just by the rotation system. The following weak analogue of the Hanani–Tutte theorem was proved by Cairns and Nikolayevsky [5] for orientable surfaces and then extended by Pelsmajer, Schaefer and Štefankovič [18] to nonorientable surfaces.

**Theorem 4** (The weak Hanani–Tutte theorem on surfaces [5, Lemma 3], [18, Theorem 3.2]).
If a graph $G$ has an even drawing $\mathcal{D}$ on a surface $S$, then $G$ has an embedding on $S$ that preserves the embedding scheme of $\mathcal{D}$.

A simple closed curve $\gamma$ in a surface $S$ is 1-sided if it has a small neighborhood homeomorphic to the Möbius strip, and 2-sided if it has a small neighborhood homeomorphic to
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\caption{Left: a projective 5 \( \times \) 5 grid. Right: a projective 5-wall.}
\end{figure}

the cylinder. We say that \( \gamma \) is \textit{separating} in \( S \) if the complement \( S \setminus \gamma \) has two components, and \textit{nonseparating} if \( S \setminus \gamma \) is connected. Note that on an orientable surface every simple closed curve is 2-sided, and every 1-sided simple closed curve (on a nonorientable surface) is nonseparating.

2.2 Special graphs

2.2.1 Projective grids and walls

For a positive integer \( n \) we denote the set \( \{1, \ldots, n\} \) by \([n]\). Let \( r, s \geq 3 \). The \textit{projective} \( r \times s \) \textit{grid} is the graph with vertex set \([r] \times [s]\) and edge set

\[\{(i,j), (i',j')\}; |i-i'| + |j-j'| = 1\} \cup \{(i,1), (r+1-i, s); i \in [r]\}.\]

In other words, the projective \( r \times s \) grid is obtained from the planar \( r \times (s+1) \) grid by identifying pairs of opposite vertices and edges in its leftmost and rightmost column. See Figure 1, left. The projective \( t \times t \) grid has an embedding on the projective plane with facewidth \( t \). By the result of Robertson and Vitray [20], [16, p. 171], the embedding is unique if \( t \geq 4 \). Hence, for \( t \geq 4 \) the genus of the projective \( t \times t \) grid is equal to \( \lfloor t/2 \rfloor \) by the result of Fiedler, Huneke, Richter and Robertson [10], [16, Theorem 5.8.1].

Since grids have vertices of degree 4, it is more convenient for us to consider their subgraphs of maximum degree 3, called walls. For an odd \( t \geq 3 \), a \textit{projective} \( t \)-\textit{wall} is obtained from the projective \( t \times (2t - 1) \) grid by removing edges \( \{(i, 2j), (i+1, 2j)\}\) for \( i \) odd and \( 1 \leq j \leq t - 1 \), and edges \( \{(i, 2j - 1), (i+1, 2j - 1)\}\) for \( i \) even and \( 1 \leq j \leq t \). Similarly, for an even \( t \geq 4 \), a \textit{projective} \( t \)-\textit{wall} is obtained from the projective \( t \times 2t \) grid by removing edges \( \{(i, 2j), (i+1, 2j)\}\) for \( i \) odd and \( 1 \leq j \leq t \), and edges \( \{(i, 2j - 1), (i+1, 2j - 1)\}\) for \( i \) even and \( 1 \leq j \leq t \). The projective \( t \)-wall has maximum degree 3 and can be embedded on the projective plane as a “twisted wall” with inner faces bounded by 6-cycles forming the “bricks”, and with the “outer” face bounded by a \((4t - 2)\)-cycle for \( t \) odd and a \(4t\)-cycle for \( t \) even. See Figure 1, right. This embedding has facewidth \( t \) and so again, for \( t \geq 4 \) the projective \( t \)-wall has genus \( \lfloor t/2 \rfloor \). It is easy to see that the projective 3-wall has genus 1 since it contains a subdivision of \( K_{3,3} \) and embeds on the torus.

2.2.2 Kuratowski graphs

A graph is called a \textit{t-Kuratowski} graph [23] if it is one of the following:

(a) \( K_{3,t} \),
(b) a disjoint union of \( t \) copies of \( K_5 \),
(c) a disjoint union of \( t \) copies of \( K_{3,3} \),
(d) a graph obtained from \( t \) copies of \( K_5 \) by identifying one vertex from each copy to a single common vertex,
(e) a graph obtained from \( t \) copies of \( K_{3,3} \) by identifying one vertex from each copy to a single common vertex,

(f) a graph obtained from \( t \) copies of \( K_5 \) by identifying a pair of vertices from each copy to a common pair of vertices,

(g) a graph obtained from \( t \) copies of \( K_{3,3} \) by identifying a pair of adjacent vertices from each copy to a common pair of vertices,

(h) a graph obtained from \( t \) copies of \( K_{3,3} \) by identifying a pair of nonadjacent vertices from each copy to a common pair of vertices.

See Figure 2 for an illustration.

The genus of each of the \( t \)-Kuratowski graphs is known precisely. The genus of \( K_{3,t} \) is \( \lceil (t - 2)/4 \rceil \) \([4, 19]\), which coincides with the lower bound from Euler’s formula. The genus of \( t \) copies of \( K_5 \) or \( K_{3,3} \) sharing a vertex is \( t \) by the additivity of genus over blocks [1]. Finally, from a general formula by Decker, Glover and Huneke [9] it follows that the genus of \( t \) copies of \( K_5 \) or \( K_{3,3} \) sharing a pair of adjacent or nonadjacent vertices is \( \lceil t/2 \rceil \) if \( t > 1 \): cases (f) and (g) follow from their proof of Corollary 0.2, case (h) follows from their Corollary 2.4 after realizing that \( \mu(K_{3,3}) = 3 \) if \( x,y \) are nonadjacent in \( K_{3,3} \).

3 Ramsey-type results

The following Ramsey-type statement for graphs of large Euler genus is a folklore unpublished result.

Claim 5 (Robertson–Seymour [2, 23], unpublished). There is a function \( g \) such that for every \( t \geq 3 \), every graph of Euler genus \( g(t) \) contains a \( t \)-Kuratowski graph as a minor.

For 7-connected graphs, Claim 5 follows from the result of Böhme, Kawarabayashi, Maharry and Mohar [2], stating that for every positive integer \( t \), every sufficiently large 7-connected graph contains \( K_{3,t} \) as a minor. Böhme et al. [3] later generalized this to graphs of larger connectivity and \( K_{a,t} \) minors for every fixed \( a > 3 \).


We obtain an analogous Ramsey-type statement for graphs of large genus as an almost direct consequence of Claim 5.

Theorem 6. Claim 5 implies that there is a function \( h \) such that for every \( t \geq 3 \), every graph of genus \( h(t) \) contains, as a minor, a \( t \)-Kuratowski graph or the projective \( t \)-wall.

We gave a detailed proof of Theorem 6 in the full version of this paper [12].
4 Our results

As our main result we complete a proof that the $\mathbb{Z}_2$-genus of each $t$-Kuratowski graph and the projective $t$-wall grows to infinity with $t$; in fact, the $\mathbb{Z}_2$-genus of each of these graphs is equal to their genus. Schaefer and Štefankovič [22] proved this for those $t$-Kuratowski graphs that consist of $t$ copies of $K_5$ or $K_{3,3}$ sharing at most one vertex. For the projective $t$-wall, the result follows directly from the weak Hanani–Tutte theorem on orientable surfaces [5, Lemma 3]: indeed, all vertices of the projective $t$-wall have degree at most 3, therefore pairs of adjacent edges crossing oddly in an independently even drawing can be redrawn in a small neighborhood of their common vertex so that they cross evenly, and the weak Hanani–Tutte theorem can be applied. Thus, the remaining cases are $t$-Kuratowski graphs of type a), f), g) and h).

▶ Theorem 7. For every $t \geq 3$, the $\mathbb{Z}_2$-genus of each $t$-Kuratowski graph of type a), f), g) and h) is equal to its genus. In particular,
(a) $g_0(K_{3,t}) \geq \lceil (t - 2)/4 \rceil$, and
(b) if $G$ consists of $t$ copies of $K_5$ or $K_{3,3}$ sharing a pair of adjacent or nonadjacent vertices, then $g_0(G) \geq \lceil t/2 \rceil$.

Combining Theorem 7 with the result of Schaefer and Štefankovič [22] and the simple argument for the projective $t$-wall we obtain the following result.

▶ Corollary 8. For every $t \geq 3$, the $\mathbb{Z}_2$-genus of each $t$-Kuratowski graph and the projective $t$-wall is equal to its genus.

Combining Corollary 8 with Theorem 6 we get the following implication.

▶ Corollary 9. Claim 5 implies a positive answer to Problem 1.

5 Lower bounds on the $\mathbb{Z}_2$-genus

In this section we prove Theorem 7 for the $t$-Kuratowski graphs of type a), f), g) and h).

The fact that the $\mathbb{Z}_2$-genus of $K_{3,t}$ or the other $t$-Kuratowski graphs is unbounded when $t$ goes to infinity is not obvious at first sight. The traditional lower bound on the genus of $K_{3,t}$ relies on Euler’s formula and the notion of a face. However, there is no analogue of a “face” in an independently even drawing, and the rotations of vertices no longer “matter”. We thus need different tools to compute the $\mathbb{Z}_2$-genus.

5.1 $\mathbb{Z}_2$-homology of curves

We refer to Hatcher’s textbook [14] for an excellent general introduction to homology theory. Unfortunately, we were unable to find a more compact treatment of the homology theory for curves on surfaces in the literature, thus we sketch here the main aspects that are most important for us.

We will use the $\mathbb{Z}_2$-homology of closed curves on surfaces. That is, for a given surface $S$, we are interested in its first homology group with coefficients in $\mathbb{Z}_2$, denoted by $H_1(S; \mathbb{Z}_2)$. It is well-known that for each $g \geq 0$, the first homology group $H_1(M_g; \mathbb{Z}_2)$ of $M_g$ is isomorphic to $\mathbb{Z}_2^g$ [14, Example 2A.2. and Corollary 3A.6.(b)]. This fact was crucial in establishing the weak Hanani–Tutte theorem on $M_g$ [5, Lemma 3].

To every closed curve $\gamma$ in $M_g$ one can assign its homology class $[\gamma] \in H_1(S; \mathbb{Z}_2)$, and this assignment is invariant under continuous deformation (homotopy). In particular, the
homology class of each contractible curve is 0. More generally, the homology class of each separating curve in $M_g$ is 0 as well. Moreover, if $\gamma$ is obtained by a composition of $\gamma_1$ and $\gamma_2$, the homology classes satisfy $[\gamma] = [\gamma_1] + [\gamma_2]$. The assignment of homology classes to closed curves is naturally extended to formal integer combinations of the closed curves, called cycles, and so $[\gamma]$ can be considered as a set of cycles. Since we are interested in homology with coefficients in $\mathbb{Z}_2$, it is sufficient to consider cycles with coefficients in $\mathbb{Z}_2$, which may also be regarded as finite sets of closed curves.

If $\gamma_1$ and $\gamma_2$ are cycles in $M_g$ that cross in finitely many points and have no other points in common, we denote by $\text{cr}(\gamma_1, \gamma_2)$ the number of their common crossings. We use the following well-known fact, which may be seen as a consequence of the Jordan curve theorem.

► **Fact 10.** Let $\gamma'_1 \in [\gamma_1]$ and $\gamma'_2 \in [\gamma_2]$ be a pair of cycles in $M_g$ such that the intersection number $\text{cr}((\gamma'_1, \gamma'_2))$ is defined and is finite. Then

$$\text{cr}(\gamma'_1, \gamma'_2) \equiv \text{cr}(\gamma_1, \gamma_2) \pmod{2}.$$  

Fact 10 allows us to define a group homomorphism (which is also a bilinear form)

$$\Omega_{M_g} : H_1(M_g; \mathbb{Z}_2) \times H_1(M_g; \mathbb{Z}_2) \to \mathbb{Z}_2$$

such that

$$\Omega_{M_g}([\gamma_1], [\gamma_2]) = \text{cr}(\gamma_1, \gamma_2) \pmod{2}$$

whenever $\text{cr}(\gamma_1, \gamma_2)$ is defined and is finite. Cairns and Nikolayevsky [5] call $\Omega_{M_g}$ the intersection form on $M_g$. Clearly, $\Omega_{M_g}$ is symmetric and $\Omega_{M_g}([\gamma], [\gamma]) = 0$ for every cycle $\gamma$, since simple closed curves in $M_g$ are 2-sided, and every closed curve with finitely many self-intersections is a composition of finitely many simple closed curves.

We have the following simple observation about intersections of disjoint cycles in independently even drawings.

► **Observation 11** ([22, Lemma 1]). Let $\mathcal{D}$ be an independently even drawing of a graph $G$ on $M_g$. Let $C_1$ and $C_2$ be vertex-disjoint cycles in $G$, and let $\gamma_1$ and $\gamma_2$ be the closed curves representing $C_1$ and $C_2$, respectively, in $\mathcal{D}$. Then $\text{cr}(\gamma_1, \gamma_2) \equiv 0 \pmod{2}$, which implies that $\Omega_{M_g}([\gamma_1], [\gamma_2]) = 0$.

### 5.2 Combinatorial representation of the $\mathbb{Z}_2$-homology of drawings

Schaefer and Štefankovič [22] used the following combinatorial representation of drawings of graphs on $M_g$. First, every drawing of a graph on $M_g$ can be considered as a drawing on the nonorientable surface $N_{2g+1}$, since $M_g$ minus a point is homeomorphic to an open subset of $N_{2g+1}$. The surface $N_{2g+1}$ minus a point can be represented combinatorially as the plane with $2g + 1$ crosscaps. A crosscap at a point $x$ is a combinatorial representation of a Möbius strip whose boundary is identified with the boundary of a small circular hole centered in $x$. Informally, the main “objective” of a crosscap is to allow a set of curves intersect transversally at $x$ without counting it as a crossing.

Every closed curve $\gamma$ drawn in the plane with $2g + 1$ crosscaps is assigned a vector $y_\gamma \in \{0, 1\}^{2g+1}$ such that $y_\gamma(i) = 1$ if and only if $\gamma$ passes an odd number of times through the $i$th crosscap. When $\gamma$ comes from a drawing on $M_g$, then $y_\gamma$ has an even number of coordinates equal to 1. The vectors $y_\gamma$ represent the elements of the homology group $H_1(M_g; \mathbb{Z}_2)$, and the value of the intersection form $\Omega_{M_g}([\gamma], [\gamma'])$ is equal to the scalar product
Figure 3 An embedding of $K_{3,3}$ on the torus represented as a drawing in the plane with three crosscaps. The nonzero vectors assigned to the edges are $y_e = (1, 1, 0)$ and $y_f = (0, 1, 1)$.

We use the following two lemmata by Schaefer and Štefankovič [22].

Lemma 12 ([22, Lemma 5]). Let $G$ be a graph that has an independently even drawing $D$ on $M_g$ and let $F$ be a forest in $G$. Then $G$ has a drawing $E$ in the plane with $2g + 1$ crosscaps such that

1. every pair of independent edges has an even number of common crossings outside the crosscaps, and
2. every edge $f$ of $F$ passes through each crosscap an even number of times; that is, $y_f = 0$.

Moreover, $E$ can be obtained from $D$ by a sequence of continuous deformations of edges and neighborhoods of vertices, so the homology classes of all cycles are preserved between the two drawings.

Lemma 13 ([22, Lemma 3]). Let $G$ be a graph that has a drawing in the plane with $2g + 1$ crosscaps with every pair of independent edges having an even number of common crossings outside the crosscaps. Let $d$ be the dimension of the vector space generated by the set $\{y_e; e \in E(G)\}$. Then $G$ has an independently even drawing on $M_{\lfloor d/2 \rfloor}$.

Lemma 12 and Lemma 13 imply the following corollary generalizing the strong Hanani–Tutte theorem. The proof appears in the full version of this paper.

Corollary 14. Let $G$ be a connected graph with an independently even drawing on $M_g$ such that each cycle in the drawing is homologically zero (that is, the homology class of the corresponding closed curve is 0). Then $G$ is planar.

Corollary 14 can be further strengthened using Lemma 12 as follows.

Lemma 15. Let $G$ be a connected graph with an independently even drawing $D$ on $M_g$. Let $F$ be a spanning tree of $G$. If $G$ is nonplanar, then there are independent edges $e, f \in E(G) \setminus E(F)$ such that the closed curves $\gamma_e$ and $\gamma_f$ representing the fundamental cycles of $e$ and $f$, respectively, satisfy $\Omega_{M_g}([\gamma_e], [\gamma_f]) = 1$.

Proof. Let $E$ be a drawing of $G$ from Lemma 12. By the strong Hanani–Tutte theorem, there are two independent edges $e$ and $f$ in $G$ that cross an odd number of times in $E$. Moreover, conditions 1) and 2) of Lemma 12 imply that none of the edges $e$ and $f$ is in $F$ and so $e$ and $f$ cross an odd number of times in the crosscaps. This means that $y_e^T y_f = 1$, which is equivalent to $\Omega_{M_g}([\gamma_e], [\gamma_f]) = 1$.

5.3 Proof of Theorem 7a)

We will show three lower bounds on $g_0(K_{3,3})$, in the order of increasing strength and complexity of their proof.
We will adopt the following notation for the vertices of $K_{3,t}$. The vertices of degree $t$ forming one part of the bipartition are denoted by $a, b, c$, and the remaining vertices by $u_0, u_1, \ldots, u_{t-1}$. Let $U = \{u_0, u_1, \ldots, u_{t-1}\}$. For each $i \in [t-1]$, let $C_i$ be the cycle $au_i bu_0$ and $C'_i$ the cycle $au_i cu_0$.

The first lower bound, $g_0(K_{3,t}) \geq \Omega(\log \log \log t)$, follows from Ramsey’s theorem and the weak Hanani–Tutte theorem on surfaces. The proof appears in the full version of this paper.

The second lower bound is based on the pigeonhole principle and Corollary 14 from the previous subsection.

**Proposition 16.** We have $g_0(K_{3,t}) \geq \Omega(\log t)$.

**Proof.** Let $D$ be an independently even drawing of $K_{3,t}$ on $M_g$. By the pigeonhole principle, there is a subset $I_b \subseteq [t-1]$ of size at least $(t-1)/2^{2g}$ such that all the cycles $C_i$ with $i \in I_b$ have the same homology class in $D$. Analogously, there is a subset $I_c \subseteq I_b$ of size at least $|I_b|/2^{2g}$ such that all the cycles $C'_i$ with $i \in I_c$ have the same homology class in $D$. Suppose that $t \geq 2 \cdot 16^g + 2$. Then $|I_b| \geq 2 \cdot 4^g + 1$ and $|I_c| \geq 3$. Let $i, j, k \in I_c$ be three distinct integers. We now consider the subgraph $H$ of $K_{3,t}$ induced by the vertices $a, b, c, u_i, u_j, u_k$, isomorphic to $K_{3,3}$, and show that all its cycles are homologically zero. Indeed, the cycle space of $H$ is generated by the four cycles $au_i bu_j, au_i bu_k, au_i cu_j$ and $au_i cu_k$, and each of them is the sum (mod 2) of two cycles of the same homology class: $au_i bu_j = C_i + C_j$, $au_i bu_k = C_i + C_k$, $au_i cu_j = C'_i + C'_j$ and $au_i cu_k = C'_i + C'_k$. Corollary 14 now implies that $H$ is planar, but this is a contradiction. Therefore $t \leq 2 \cdot 16^g + 1$. \hfill \blacksquare

To prove the lower bound in Theorem 7a), we use the same general idea as in the previous proof. However, we will need a more precise lemma about drawings of $K_{3,3}$, strengthening Corollary 14 and Lemma 15. We also replace the pigeonhole principle with a linear-algebraic trick.

**Lemma 17.** Let $D$ be an independently even drawing of $K_{3,3}$ on $M_g$. For $i \in \{1, 2\}$, let $\gamma_i$ and $\gamma'_i$ be the closed curves representing the cycles $C_i$ and $C'_i$, respectively, in $D$. The intersection numbers of their homology classes satisfy

$$\Omega_{M_g}([\gamma_1], [\gamma'_2]) + \Omega_{M_g}([\gamma'_1], [\gamma_2]) = 1.$$  

Lemma 17 is a consequence of Corollary 23. In the full version of this paper we include a direct proof using a different method.

**Proposition 18.** We have $g_0(K_{3,t}) \geq [(t-2)/4]$.

**Proof.** Let $D$ be an independently even drawing of $K_{3,t}$ on $M_g$. For every $i \in [t-1]$, let $\gamma_i$ and $\gamma'_i$ be the closed curves representing the cycles $C_i$ and $C'_i$, respectively, in $D$. For every $i, j \in [t-1], i \neq j$, we apply Lemma 17 to the drawing of $K_{3,3}$ induced by the vertices $a, b, c, u_0, u_i, u_j$ in $D$. Let $A$ be the $(t-1) \times (t-1)$ matrix with entries

$$A_{i,j} = \Omega_{M_g}([\gamma_i], [\gamma'_j]).$$  

Lemma 17 implies that $A_{i,j} + A_{j,i} = 1$ whenever $i \neq j$; in other words, $A$ is a tournament matrix [8]. Repeating the argument by de Caen [8], it follows that $A + A^\top$, with the addition mod 2, is the matrix with zeros on the diagonal and 1-entries elsewhere. This implies that the rank of $A$ over $\mathbb{Z}_2$ is at least $(t-2)/2$. Hence, the rank of $\Omega_{M_g}$ is at least $(t-2)/2$, which implies $2g \geq (t-2)/2$. \hfill \blacksquare
5.4 Proof of Theorem 7b)

Before proving Theorem 7b) we first show an asymptotic $\Omega(\log t)$ lower bound on the $\mathbb{Z}_2$-genus for a more general class of graphs that includes the $t$-Kuratowski graphs of types f), g) and h).

Let $H$ be a 2-connected graph and let $x, y$ be two nonadjacent vertices of $H$. Let $t$ be a positive integer. The 2-amalgamation of $t$ copies of $H$ (with respect to $x$ and $y$), denoted by $\Pi_{x,y}tH$, is the graph obtained from $t$ disjoint copies of $H$ by gluing all $t$ copies of $x$ into a single vertex and gluing all $t$ copies of $y$ into a single vertex. The two vertices obtained by gluing are again denoted by $x$ and $y$.

An $xy$-wing is a 2-connected graph $H$ with two nonadjacent vertices $x$ and $y$ such that the subgraph $H - x - y$ is connected, and the graph obtained from $H$ by adding the edge $xy$ is nonplanar. Clearly, the graphs $K_5 - e$ and $K_{3,3} - e$, where $e = xy$, are $xy$-wings, and similarly $K_{3,3}$, with nonadjacent vertices $x$ and $y$, is an $xy$-wing. The $t$-Kuratowski graphs of types f) and g) are obtained from $\Pi_{x,y}t(K_5 - e)$ and $\Pi_{x,y}t(K_{3,3} - e)$, respectively, by adding the edge $xy$, whereas the $t$-Kuratowski graph of type h) is exactly the 2-amalgamation $\Pi_{x,y}t(K_{3,3})$. See Figure 4 for an illustration of 2-amalgamations of two $xy$-wings.

Let $H$ be an $xy$-wing. We will use the following notation. Let $w$ be a vertex of $H$ adjacent to $y$ and let $F'$ be a spanning tree of $H - x - y$. Let $F$ be a spanning tree of $H - y$ extending $F'$. In the 2-amalgamation $\Pi_{x,y}tH$ we distinguish the $i$th copy of $H$, its vertices, edges, and subgraphs, by the superscript $i \in \{0, 1, \ldots, t - 1\}$. In particular, for every $i \in \{0, 1, \ldots, t - 1\}$, $H^i$ is an induced subgraph of $\Pi_{x,y}tH$, $F^i$ is a spanning tree of $H^i - y$ and $x$ is a leaf of $F^i$. For a given $t$, let

$$T = yw^0 + \bigcup_{i=0}^{t-1} F_i$$

be a spanning tree of $\Pi_{x,y}tH$. For every edge $e \in E(\Pi_{x,y}tH) \setminus E(T)$, let $C_e$ be the fundamental cycle of $e$ with respect to $T$; that is, the unique cycle in $T + e$.

Enumerate the edges of $E(H) \setminus E(F)$ incident to $x$ as $e_1, \ldots, e_k$, the edges of $E(H) \setminus E(F) \setminus \{yw\}$ incident to $y$ as $f_1, \ldots, f_l$, and the edges of $E(H - x - y) \setminus E(F)$ as $g_1, \ldots, g_m$. Let $h$ be the edge $yw$. Thus, for every $i \in \{t - 1\}$, we have $E(H^i) \setminus E(T) = \{e_1, \ldots, e_k\} \cup \{f_1, \ldots, f_l\} \cup \{g_1, \ldots, g_m\} \cup \{h^i\}$.

If $C$ and $C'$ are cycles in $\Pi_{x,y}tH$, we denote by $C + C'$ the element of the cycle space of $\Pi_{x,y}tH$ obtained by adding $C$ and $C'$ mod 2. We also regard $C + C'$ as a subgraph of $\Pi_{x,y}tH$ with no isolated vertices. Note that if $C$ and $C'$ are fundamental cycles sharing at least one edge then $C + C'$ is again a cycle.

**Observation 19.** Let $i \in \{t - 1\}$.

(a) For every $j \in \{k\}$, the cycle $C_{e^i_j}$ is a subgraph of $H^i - y$. 

**Figure 4** 2-amalgamations of two Kuratowski $xy$-wings. The spanning tree $T$ is drawn bold.
The cycles $C_{e_j}$ with $j \in [k]$, $C_{f_j} + C_{h_j}$ with $j \in [l]$, and $C_{g_{j'}}$ with $j \in [m]$ generate the cycle space of $H^i$; in particular, they are the fundamental cycles of $H^i$ with respect to the spanning tree $F^i + yw^i$.

**Corollary 20.** Let $i, i' \in [t - 1]$ be distinct indices. Then the following pairs of cycles are vertex-disjoint, for all possible pairs of indices $j, j'$:

(a) $C_{e_j}$ and $C_{f_{j'}} + C_{h_{j'}}$,
(b) $C_{f_j} + C_{h_j}$ and $C_{g_{j'}}$,
(c) $C_{e_j}$ and $C_{g_{j'}}$,
(d) $C_{f_j}$ and $C_{g_{j'}}$.

Our first lower bound on the $\mathbb{Z}_2$-genus of 2-amalgamations of $xy$-wings is similar to Proposition 16, and combines the pigeonhole principle and Corollary 14.

**Proposition 21.** Let $H$ be an $xy$-wing. Then $g_0(\Pi_{x,y} H) \geq \Omega(\log t)$.

**Proof.** Let $D$ be an independently even drawing of $\Pi_{x,y} H$ on $M_g$. For every $i \in [t - 1]$ and $e \in E(H) \setminus E(F)$, let $\gamma(e)$ be the closed curve representing $C_e$ in $D$.

The homology class $[\gamma(e')]$ has one of $2^{2g}$ possible values in $H_1(M_g; \mathbb{Z}_2)$. Thus, if $t \geq 2^{2g(k+1+m+1)} + 2$, then there are distinct indices $i, i' \in [t - 1]$ such that for every $e \in E(H) \setminus E(F)$ we have $[\gamma(e')] = [\gamma(e')]$. Combining this with Observation 11 and Corollary 20, for all possible pairs of indices $j, j'$ we have

$$\Omega_{M_g}([\gamma(e_j)], [\gamma(f_{j'})] + [\gamma(h_{j'})]) = \Omega_{M_g}([\gamma(e_j)], [\gamma(f_{j'})] + [\gamma(h_{j'})]) = 0,$$

$$\Omega_{M_g}([\gamma(f_j)] + [\gamma(h_{j'})], [\gamma(g_{j'})]) = \Omega_{M_g}([\gamma(f_j)] + [\gamma(h_{j'})], [\gamma(g_{j'})]) = 0,$$

$$\Omega_{M_g}([\gamma(e_j)], [\gamma(g_{j'})]) = \Omega_{M_g}([\gamma(e_j)], [\gamma(g_{j'})]) = 0,$$

$$\Omega_{M_g}([\gamma(g_{j'})], [\gamma(g_{j'})]) = \Omega_{M_g}([\gamma(g_{j'})], [\gamma(g_{j'})]) = 0.$$ 

Let $H^{i,i'}$ be the union of the graph $H^i$ with the unique $xy$-path $P_{ix}^i$ in $F^i + yw^i$. Since $H$ is an $xy$-wing, the graph $F^i + P_{ix}^i$ is nonplanar. The graph $F^{i,i'} = F^i \cup P_{ix}^i$ is a spanning tree of $H^{i,i'}$, and $E(H^{i,i'}) \setminus E(F^{i,i'}) = E(H^i) \setminus E(T)$.

The fundamental cycle $C_{h_i}^i$ of $h_i$ in $H^{i,i'}$ with respect to $F^{i,i'}$ is equal to $C_{h_i} + C_{h_{i'}}$. Since $[\gamma(h_i)] = [\gamma(h_{i'})]$, the cycle $C_{h_i}^i$ is homologically zero.

For every $j \in [k]$, the fundamental cycle of $e_j$ in $H^{i,i'}$ with respect to $F^{i,i'}$ is $C_{e_j}$ and its homology class in $D$ is $[\gamma(e_j)]$.

For every $j \in [l]$, the fundamental cycle of $f_j$ in $H^{i,i'}$ with respect to $F^{i,i'}$ is $C_{f_j} + C_{h_j}$ and its homology class is $[\gamma(f_j)] + [\gamma(h_j)] = [\gamma(f_j)] + [\gamma(h_j)]$.

For every $j \in [m]$, the fundamental cycle of $g_j$ in $H^{i,i'}$ with respect to $F^{i,i'}$ is $C_{g_j}$ and its homology class in $D$ is $[\gamma(g_j)]$.

By (1)–(4), for every pair of independent edges in $E(H^{i,i'}) \setminus E(F^{i,i'})$, the homology classes of their fundamental cycles are orthogonal with respect to $\Omega_{M_g}$. This is a contradiction with Lemma 15 applied to $H^{i,i'}$ and the spanning tree $F^{i,i'}$. Therefore, $t \leq 2^{2g(k+1+m+1)} + 1$. 

To prove the lower bound in Theorem 7b), we follow the idea of the previous proof and again replace the pigeonhole principle with a linear-algebraic argument. We will also need a stronger variant of the Hanani–Tutte theorem and Lemma 15 for the graphs $K_5$ and $K_{3,3}$. 
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Lemma 22 (Kleitman [15]). In every drawing of $K_5$ and $K_{3,3}$ in the plane the total number of pairs of independent edges crossing an odd number of times is odd.

Corollary 23. Let $G = K_5$ or $G = K_{3,3}$. Let $F$ be a forest in $G$. Let $\mathcal{E}$ be a drawing of $G$ from Lemma 12. Then there are an odd number of pairs of independent edges $e, f$ in $E(G) \setminus E(F)$ such that $y^e_f y^f_e = 1$.

The following simple fact is a key ingredient in the proof of Lemma 22.

Observation 24. The graph obtained from each of $K_5$ and $K_{3,3}$ by removing an arbitrary pair of adjacent vertices is a cycle; in particular, all of its vertices have an even degree.

An $xy$-wing $H$ is called a Kuratowski $xy$-wing if $H$ is one of the graphs $K_5 - e$ where $e = xy, K_{3,3} - e$ where $e = xy$, or $K_{3,3}$; see Figure 4. Observation 24 implies the following important property of Kuratowski $xy$-wings.

Observation 25. Let $H$ be a Kuratowski $xy$-wing and let $u$ be a vertex adjacent to $x$ in $H$. Then $H - x - u$ is a cycle; in particular, $y$ is incident to exactly two edges in $H - x - u$.

In the following key lemma we keep using the notation for the 2-amalgamation $\Pi_{x,y}tH$ established earlier in this subsection.

Lemma 26. Let $t \geq 2$, let $H$ be a Kuratowski $xy$-wing and let $\mathcal{D}$ be an independently even drawing of $\Pi_{x,y}tH$ on $M_n$. Then for every $i \in [0, t - 1]$ the graph $H^i$ has two cycles $C_1^i$ and $C_2^i$ such that

$\bullet$ $(C_1^i$ is a subgraph of $H^i - x$ and $C_2^i$ is a subgraph of $H^i - y) \text{ or } C_2^i$ is a subgraph of $H^i - x - y$,

$\bullet$ the closed curves $\gamma_1^i$ and $\gamma_2^i$ representing $C_1^i$ and $C_2^i$, respectively, in $\mathcal{D}$ satisfy $\Omega_{M_n}([\gamma_1^i], [\gamma_2^i]) = 1$.

Proof. For every $i \in [t - 1]$, let $H^{i,0}$ be the union of the graph $H^i$ with the unique $xy$-path $p_0^i$ in $F^0 + yw^0$. The graph $F^{i,0} = F^i \cup p_0^i$ is a spanning tree of $H^{i,0}$, and $E(H^{i,0}) \setminus E(F^{i,0}) = E(H^i) \setminus E(T)$.

Let $\mathcal{E}$ be a drawing of $G$ from Lemma 12. If $H = K_{3,3}$, we apply Corollary 23 to $G = H^i$ and $F = F^i$. If $H = K_5 - e$ or $H = K_{3,3} - e$ where $e = xy$, we apply Corollary 23 to $G = H^i + e, F = F^i + e$, and the drawing of $H^i + e$ where $e$ is drawn along the path $p_0^i$ in $\mathcal{E}$ (with self-crossings removed if necessary). In each of the three cases at least one of the following alternatives occurs:

1. $y_{j, j'} y_{j', j''} = 1$ for some $j \in [k]$ and $j' \in [m]$,
2. $y_{j', j''} y_{j'', j'} = 1$ for some $j \in [l]$ and $j' \in [m]$,
3. $y_{j, j'} y_{j', j''} = 1$ for some $j \in [m]$,
4. $y_{j', j''} y_{j'', j'} = 1$ for some $j', j'' \in [m]$,
5. $y_{j, j'} (y_{j', j''} + y_{j'' j'}) = 1$ for some $j \in [k]$ and $j', j'' \in [l]$,
6. $y_{j, j'} (y_{j', j''} + y_{j'' j'}) = 1$ for some $j \in [k]$ and $j' \in [l]$.

Here we used Observation 25 for each $j \in [k]$ to pair the edges of $E(H^i) \setminus E(T)$ incident with $y$ and independent from $e_j^i$. We note that in each of the six alternatives the edges on the left side of the scalar product can be required to be independent from the edges on the right side; however, we do not use this fact in further arguments.

To finish the proof of the lemma for $i \in [t - 1]$, we use Observation 19 together with the additional fact that for every $j', j'' \in [l]$, the cycle $C_{j', j''}$ is a subgraph of $H^i - x$. In
particular, in case 1) we choose \( C_1 = C_{g_j'} \) and \( C_2 = C_{e_j} \), in case 2) we choose \( C_1 = C_{f_j'} \) and \( C_2 = C_{e_j} \), in case 3) we choose \( C_1 = C_{h_i} \) and \( C_2 = C_{g_j'} \), in case 4) we choose \( C_1 = C_{g_j'} \) and \( C_2 = C_{g_j''} \), in case 5) we choose \( C_1 = C_{f_j'} + C_{f_j''} \) and \( C_2 = C_{e_j} \), and in case 6) we choose \( C_1 = C_{f_j'} + C_{h_i} \) and \( C_2 = C_{e_j} \).

Finally, by exchanging the roles of \( H^1 \) and \( H^0 \) in \( \Pi_{x,y} H \) in the proof, we also obtain cycles \( C_0 \) and \( C_0'' \) with the required properties. ◀

We are now ready to finish the proof of Theorem 7b).

\section*{Proposition 27.} Let \( t \geq 2 \) and let \( H \) be a Kuratowski \( xy \)-wing. Then \( g_0(\Pi_{x,y} tH) \geq \lceil t/2 \rceil \).

\textbf{Proof.} Let \( D \) be an independently even drawing of \( \Pi_{x,y} tH \) on \( M_g \). For every \( i, j \in [0, t-1] \), let \( C_i \) and \( C_j \) be the cycles from Lemma 26 and let \( \gamma_i \) and \( \gamma_j \), respectively, be the closed curves representing them in \( D \).

Without loss of generality, we assume that there is an \( s \in [0, t-1] \) such that

\begin{itemize}
  \item for every \( i \in [0, s] \), \( C_i \) is a subgraph of \( H^1 - x \) and \( C_{g_j} \) is a subgraph of \( H^1 - y \), and
  \item for every \( i \in [s+1, t-1] \), the cycle \( C_i \) is a subgraph of \( H^1 - x \).
\end{itemize}

It follows that for distinct \( i, i' \in [0, t] \), the cycles \( C_i \) and \( C_{i'} \) are vertex-disjoint whenever \( i, i' \in [0, s] \), \( i, i' \in [s+1, t-1] \), or \( i \leq s < i' \).

Let \( A \) be the \( t \times t \) matrix with entries

\[ A_{i,i'} = \Omega_{M_g}(\gamma_i, \gamma_{i'}). \]

By Lemma 26, Observation 11 and the previous discussion, the matrix \( A \) has 1-entries on the diagonal and 0-entries above the diagonal. Thus, the rank of \( A \) over \( Z_2 \) is \( t \). Hence, the rank of \( \Omega_{M_g} \) is at least \( t \), which implies \( 2g \geq t \). ◀
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1 Introduction

A $d$-dimensional simplicial complex is called pure if all its facets (i.e., inclusion-maximal faces) have the same dimension $d$. A pure $d$-dimensional simplicial complex is shellable if there exists a linear ordering $\sigma_1, \sigma_2, \ldots, \sigma_n$ of its facets such that, for every $i \geq 2$, $\sigma_i \cap (\cup_{j<i} \sigma_j)$ is a pure $(d-1)$-dimensional simplicial complex; such an ordering is called a shelling or shelling order. For example, the boundary of a simplex is shellable (any order works), but no triangulation of the torus is (the condition fails for the first triangle $\sigma_i$ that creates a non-contractible 1-cycle).

The concept of shellings originated in the theory of convex polytopes (in a more general version for polytopal complexes), as an inductive procedure to construct the boundary of a polytope by adding the facets one by one in such a way that all intermediate complexes (except the last one) are contractible. The fact that this is always possible, i.e., that convex polytopes are shellable, was initially used as an unproven assumption in early papers (see the discussion in [15, pp. 141–142] for a more detailed account of the history), before being proved by Bruggesser and Mani [9].

The notion of shellability extends to more general objects (including non-pure simplicial complexes and posets [8]), and plays an important role in diverse areas including piecewise-linear topology [26, 3], polytope theory (e.g., McMullen’s proof of the Upper Bound Theorem [22]), topological combinatorics [5], algebraic combinatorics and commutative algebra [28, 24], poset theory, and group theory [4, 27]; for a more detailed introduction and further references see [31, §3].

One of the reasons for its importance is that shellability – a combinatorial property – has strong topological implications: For example, if a pure $d$-dimensional complex $K$ is a pseudomanifold\footnote{A pure, $d$-dimensional complex $K$ is a pseudomanifold (with boundary) if every $(d-1)$-face of $K$ is contained in exactly two (at most two) facets. (Sometimes, it is additionally required that the facet-adjacency graph of $K$ is connected, but this does not matter in our setting, since shellable complexes always satisfy this connectivity property.)} – which can be checked in linear time – and shellable, then $K$ is homeomorphic to the sphere $S^d$ (or the ball $B^d$, in case $K$ has nonempty boundary) [10] – a property that is algorithmically undecidable for $d \geq 5$, by a celebrated result of Novikov [30, 23]. More generally, every pure $d$-dimensional shellable complex is homotopy equivalent to a wedge of $d$-spheres, in particular it is $(d-1)$-connected.

1.1 Results

From a computational viewpoint, it is natural to ask if one can decide efficiently (in polynomial time) whether a given complex is shellable. This question was raised at least as early as in the 1970’s [11, 12] (see also [18, Problem 34]) and is of both practical and theoretical importance (besides direct consequences for the experimental exploration of simplicial complexes, the answer is also closely related to the question there are simple conditions that would characterize shellability). Danaraj and Klee proved that shellability of 2-dimensional pseudomanifolds can be tested in linear time [11], whereas a number of related problems have been shown to be NP-complete [13, 19, 17, 20, 29, 2] (see Section 1.2), but the computational complexity of the shellability problem has remained open. Here we show:\footnote{For basic notions from computational complexity, such as NP-completeness or reductions, see, e.g., [1].}
Theorem 1. Deciding if a pure 2-dimensional simplicial complex is shellable is NP-complete.

Here, the input is given as a finite abstract simplicial complex (see Section 2).  

Remark. The problem of testing shellability is easily seen to lie in the complexity class NP (given a linear ordering of the facets of a complex, it is straightforward to check whether it is a shelling). Thus, the nontrivial part of Theorem 1 is that deciding shellability of pure 2-dimensional complexes is NP-hard.

It is easy to check that a pure simplicial complex $K$ is shellable if and only if the cone $\{v\} \ast K$ is shellable, where $v$ is a vertex not in $K$ (see Section 2). Thus, the hardness of deciding shellability easily propagates to higher-dimensional complexes, even to cones.

Corollary 2. For $d \geq 3$, deciding if a pure $d$-dimensional complex is shellable is NP-complete even when the input is assumed to be a cone (hence contractible).

Moreover, our hardness reduction (from 3-SAT) used in the proof of Theorem 1 (see Section 3) turns out to be sufficiently robust to also imply hardness results for a number of related problems.

Hardness of $k$-decomposability and CL-shellability. Let $d \geq 2$ and $k \geq 0$. A pure $d$-dimensional simplicial complex $K$ is $k$-decomposable if it is a simplex or if there exists a face $\sigma$ of $K$ of dimension at most $k$ such that (i) the link of $\sigma$ in $K$ is pure $(d - |\sigma|)$-dimensional and $k$-decomposable, and (ii) deleting $\sigma$ and faces of $K$ containing $\sigma$ produces a $d$-dimensional $k$-decomposable complex. This notion, introduced by Provan and Billera [25], provides a hierarchy of properties ($k$-decomposability implies $(k + 1)$-decomposability) interpolating between vertex-decomposable complexes ($k = 0$) and shellable complexes (shellability is equivalent to $d$-decomposability [25]). The initial motivation for considering this hierarchy was to study the Hirsch conjecture on combinatorial diameters of convex polyhedra, or in the language of simplicial complex, the diameter of the facet-adjacency graphs of pure simplicial complexes: at one end, the boundary complex of every $d$-dimensional simplicial polytope is shellable [9], and at the other end, every vertex-decomposable simplicial complex has small diameter (it satisfies the Hirsch bound [25]).

Theorem 3. Let $d \geq 2$ and $k \geq 0$. Deciding if a pure $d$-dimensional simplicial complex is $k$-decomposable is NP-hard. For $d \geq 3$, the problem is already NP-hard for pure $d$-dimensional simplicial complexes that are cones (hence contractible).

Another notion related to shellability is the CL-shellability of a poset, introduced in [6]. We do not reproduce the definition here, but note that a simplicial complex is shellable if and only if the dual of its face lattice is CL-shellable [7, Corollary 4.4]. For any fixed dimension $d$ the face lattice can be computed in polynomial time, so we get:

Corollary 4. Deciding whether a given poset is CL-shellable is NP-hard.

There are several different ways of encoding an abstract simplicial complex — e.g., we can list the facets, or we can list all of its simplices —, but since we work with complexes of fixed dimension, these encodings can be translated into one another in polynomial time, so the precise choice does not matter.
1.2 Related work on collapsibility and our approach

Our proof of Theorem 1 builds on earlier results concerning collapsibility, a combinatorial analogue, introduced by Whitehead [32], of the topological notion of contractibility. A face $\sigma$ of a simplicial complex $K$ is free if there is a unique inclusion-maximal face $\tau$ of $K$ with $\sigma \subset \tau$. An elementary collapse is the operation of deleting a free face and all faces containing it. A simplicial complex $K$ collapses to a subcomplex $L \subseteq K$ if $L$ can be obtained from $K$ by a finite sequence of elementary collapses; $K$ is called collapsible if it collapses to a single vertex.

The problem of deciding whether a given 3-dimensional complex is collapsible is NP-complete [29]; the proof builds on earlier work of Malgouyres and Francés [20], who showed that it is NP-complete to decide whether a given 3-dimensional complex collapses to some 1-dimensional subcomplex. By contrast, collapsibility of 2-dimensional complexes can be decided in polynomial time (by a greedy algorithm) [17, 20]. It follows that for any fixed integer $k$, it can be decided in polynomial time whether a given 2-dimensional simplicial complex can be made collapsible by deleting at most $k$ faces of dimension 2; by contrast, the latter problem is NP-complete if $k$ is part of the input [13].

Our reduction uses the gadgets introduced by Malgouyres and Francés [20] and reworked in [29] to prove NP-hardness of deciding collapsibility for 3-dimensional complexes. However, these gadgets are not pure: they contain maximal simplices of two different dimensions, 2 and 3. Roughly speaking, we fix this by replacing the 3-dimensional subcomplexes by suitably triangulated 2-spheres and modifying the way in which they are glued. Interestingly, this also makes our reduction robust to subdivision and applicable to other types of decomposition.

Collapsibility and shellability. Furthermore, we will use the following connection between shellability and collapsibility, due to Hachimori [16] (throughout, $\tilde{\chi}$ denotes the reduced Euler characteristic).

\begin{align*}
\bf{Theorem 5 (}[16, \text{Theorem 8}]\bf{).} \text{ Let } K \text{ be a 2-dimensional simplicial complex. The second barycentric subdivision } \text{sd}^2 K \text{ is shellable if and only if the link of each vertex of } K \text{ is connected and there exists } \tilde{\chi}(K) \text{ triangles in } K \text{ whose removal makes } K \text{ collapsible.}
\end{align*}

At first glance, Hachimori’s theorem might suggest to prove Theorem 1 by a direct polynomial-time reduction of collapsibility to shellability. However, for 2-dimensional complexes this would not imply hardness, since, as mentioned above, collapsibility of 2-dimensional complexes is decidable in polynomial time [17, 20]. Instead, we will use the existential part of Hachimori’s theorem (“there exists $\tilde{\chi}(K)$ triangles”) to encode instances of the 3-SAT problem, a classical NP-complete problem.

2 Notation and terminology

We give here an overview of the basic terminology, including the notions used but not defined in the introduction. We assume that the reader is familiar with standard concepts regarding simplicial complexes, and mostly list the notions we use and set up the notation.

---

6 Collapsibility implies contractibility, but the latter property is undecidable for complexes of dimension at least 4 (this follows from Novikov’s result [30], see [29, Appendix A]), whereas the problem of deciding collapsibility lies in NP.

7 We remark that building on [13], a related problem, namely computing optimal discrete Morse matchings in simplicial complexes (which we will not define here), was also shown to be NP-complete [19, 17].
We recall that the input in Theorem 1 is assumed to be described as an abstract simplicial complex,\(^8\) i.e., a purely combinatorial object. For the purposes of the exposition, however, it will be more convenient to use a description via geometric simplicial complexes.\(^9\) In fact, in our construction, we will sometimes first describe a polyhedron\(^10\) and only then a geometric simplicial complex triangulating the polyhedron, with the understanding that this is simply a convenient way to specify the associated abstract simplicial complex.

A subdivision of a (geometric) complex \(K\) is a complex \(K'\) such that the polyhedra of \(K\) and of \(K'\) coincide and every simplex of \(K'\) is contained in some simplex of \(K\). The reduced Euler characteristic of a complex \(K\) is defined as \(\tilde{\chi}(K) = \sum_{i=-\dim K}^{\dim K} (-1)^i f_i(K)\) where \(f_i(K)\) is the number of \(i\)-dimensional faces of \(K\) and, by convention, \(f_{-1}(K) = 0\) if \(K\) is empty and 1 otherwise.

For the definitions of links, the barycentric subdivision, \(\text{sd}\) \(K\), or the join \(K \ast L\) of two complexes \(K\) and \(L\) we refer to the standard sources such as [21, Chapter 1] (or to to the full version [14]). We denote by \(\Delta_\ell\) the simplex of dimension \(\ell\).

### 3 The main proposition and its consequences

The cornerstone of our argument is the following construction:

**Proposition 6.** There is an algorithm that, given a 3-CNF formula\(^11\) \(\phi\), produces, in time polynomial in the size of \(\phi\), a 2-dimensional simplicial complex \(K_\phi\) with the following properties:

(i) the link of every vertex of \(K_\phi\) is connected,
(ii) if \(\phi\) is satisfiable, then \(K_\phi\) becomes collapsible after removing some \(\tilde{\chi}(K_\phi)\) triangles,
(iii) if an arbitrary subdivision of \(K_\phi\) becomes collapsible after removing some \(\tilde{\chi}(K_\phi)\) triangles, then \(\phi\) is satisfiable.

The rest of this section derives our main result and its variants from Proposition 6. We then describe the construction of \(K_\phi\) in Section 4 and prove Proposition 6 in Sections 5 and 6 (modulo a few claims, treated in detail in the full version [14]).

**Hardness of shellability.** Proposition 6 and Hachimori’s theorem imply our main result:

**Proof of Theorem 1.** Let \(\phi\) be a 3-CNF formula and let \(K_\phi\) denote the 2-dimensional complex built according to Proposition 6. Since the link of every vertex of \(K_\phi\) is connected, Theorem 5 guarantees that \(\text{sd}^2 K_\phi\) is shellable if and only if there exist \(\tilde{\chi}(K_\phi)\) triangles whose removal makes \(K_\phi\) collapsible. Hence, by statements (ii) and (iii), the formula \(\phi\) is satisfiable.

\(^8\) A (finite) abstract simplicial complex is a collection \(K\) of subsets of a finite set \(V\) that is closed under taking subsets, i.e., if \(\sigma \in K\) and \(\tau \subseteq \sigma\), then \(\tau \in K\). The elements \(v \in V\) are called the vertices of \(K\) (and often identified with the singleton sets \(\{v\} \in K\)), and the elements of \(K\) are called faces or simplices of \(K\). The dimension of a face is its cardinality minus 1, and the dimension of \(K\) is the maximum dimension of any face. This is a purely combinatorial description of a simplicial complex and a natural input model for computational questions.

\(^9\) A (finite) geometric simplicial complex is a finite collection \(K\) of geometric simplices (convex hulls of affinely independent points) in \(\mathbb{R}^d\) (for some \(d\)) such that (i) if \(\sigma \in K\) and \(\tau\) is a face of \(\sigma\), then \(\tau\) also belongs to \(K\), and (ii) if \(\sigma_1, \sigma_2 \in K\), then \(\sigma_1 \cap \sigma_2\) is a face of both \(\sigma_1\) and \(\sigma_2\). There is a straightforward translation between the two descriptions (see, e.g. [21, Chapter 1]), and this is the setting we will work in for the rest of the article.

\(^10\) The polyhedron of a geometric simplicial complex \(K\) is defined as the union of simplices contained in \(K\). \(\bigcup_{\sigma \in K} \sigma\). We also say that \(K\) triangulates \(X \subseteq \mathbb{R}^d\) if \(X\) is the polyhedron of \(K\). Note that a given polyhedron usually has many different triangulations.

\(^11\) That is, a boolean formula in conjunctive normal form such that each clause consists of three literals.
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if and only if $\text{sd}^2 K_\phi$ is shellable. Taking the barycentric subdivision of a two-dimensional complex multiplies its number of simplices by at most a constant factor. The complex $\text{sd}^2 K_\phi$ can thus be constructed from $\phi$ in polynomial time, and 3-SAT reduces in polynomial time to deciding the shellability of 2-dimensional pure complexes.

**Hardness of $k$-decomposability.** Note that statement (iii) in Proposition 6 deals with arbitrary subdivision whereas we needed it without subdivisions in the proof above. This extra elbow room comes at no cost in the proof of Proposition 6 and yields the NP-hardness of $k$-decomposability.

**Proof of Theorem 3.** Assume without loss of generality that $k \leq d$. Let $\phi$ be a 3-CNF formula and $K_\phi$ the complex produced by Proposition 6. We have the following implications: 12

- $\phi$ is satisfiable $\Rightarrow$ $K_\phi$ is collapsible after removal of some $\tilde{\chi}(K_\phi)$ triangles
- $\Rightarrow (b)$ $\text{sd}^3 K_\phi$ is shellable
- $\Rightarrow (c)$ $\Delta_{d-3} * \text{sd}^3 K_\phi$ is vertex-decomposable
- $\Rightarrow (a)$ $\Delta_{d-3} * \text{sd}^3 K_\phi$ is shellable (i.e., $d$-decomposable)
- $\Rightarrow (d)$ $\text{sd}^3 K_\phi$ is shellable
- $\Rightarrow \phi$ is satisfiable

The first and last implications are by construction of $K_\phi$ (Proposition 6). The second and second to last follow from Theorem 5, given that Proposition 6 ensures that links of vertices in $K_\phi$ are connected. The remaining implications follow from the following known facts:

- (a) if $K$ is $k$-decomposable, then $K$ is $k'$-decomposable for $k' \geq k$,
- (b) if $K$ is shellable, then $\text{sd} K$ is vertex-decomposable [8],
- (c) $K$ is vertex-decomposable if and only if $\Delta \ast K$ is vertex-decomposable [25, Prop. 2.4],
- (d) $K$ is shellable if and only if $\Delta \ast K$ is shellable (see the full version [14] for details).

Since the first and last statement are identical, these are all equivalences. In particular, $\phi$ is satisfiable if and only if $\Delta_{d-3} * \text{sd}^3 K_\phi$ is $k$-decomposable. Since this complex can be computed in time polynomial in the size of $K_\phi$, i.e., polynomial in the size of $\phi$, the first statement follows. Since $\Delta_{d-3} * \text{sd}^3 K_\phi$ is contractible for $d \geq 3$, the second statement follows.

**Construction**

We now define the complex $K_\phi$ mentioned in Proposition 6. This complex consists of several building blocks, called gadgets. We first give a “functional” outline of the gadgets (in Section 4.1), insisting on the properties that guided their design, before moving on to the details of their construction and gluing (Sections 4.2 and 4.3).

We use the notational convention that complexes that depend on a variable $u$ are denoted with round brackets, e.g. $f(u)$, whereas complexes that depend on a literal are denoted with square brackets, e.g. $f[u]$ or $f[\neg u]$.

12 In the case $d = 2$, we use the convention that $\Delta_{-1} \ast L = L$ for any simplicial complex $L$. 

---
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4.1 Outline of the construction

The gadgets forming $K_\phi$ are designed with two ideas in mind. First, every gadget, when considered separately, can only be collapsed starting in a few special edges. Next, the special edges of each gadget are intended to be glued to other gadgets, so as to create dependencies in the flow of collapses: if an edge $f$ of a gadget $G$ is attached to a triangle of another gadget $G'$, then $G$ cannot be collapsed starting by $f$ before some part of $G'$ has been collapsed.

**Variable gadgets.** For every variable $u$ we create a gadget $V(u)$. This gadget has three special edges; two are associated, respectively, with TRUE and FALSE; we call the third one “unlocking”. Overall, the construction ensures that any removal of $\chi(K_\phi)$ triangles from $K_\phi$ either frees exactly one of the edges associated with TRUE or FALSE in every variable gadget, or makes $K_\phi$ obviously non-collapsible. This relates the removal of triangles in $K_\phi$ to the assignment of variables in $\phi$. We also ensure that part of each variable gadget remains uncollapsible until the special unlocking edge is freed.

**Clause gadgets.** For every clause $c = \ell_1 \lor \ell_2 \lor \ell_3$ we create a gadget $C(c)$. This gadget has three special edges, one per literal $\ell_i$. Assume that $\ell_i \in \{u, \neg u\}$. Then the special edge associated with $\ell_i$ is attached to $V(u)$ so that it can be freed if and only if the triangle removal phase freed the special edge of $V(u)$ associated with TRUE (if $\ell_i = u$) or with FALSE (if $\ell_i = \neg u$). This ensures that the gadget $C(c)$ can be collapsed if and only if one of its literals was “selected” at the triangle removal phase.

**Conjunction gadget.** We add a gadget $A$ with a single special edge, that is attached to every clause gadget. This gadget can be collapsed only after the collapse of every clause gadget has started (hence, if every clause contains a literal selected at the triangle removal phase). In turn, the collapse of $A$ will free the unlocking special edge of every variable gadget, allowing to complete the collapse.

**Notations.** For any variable $u$, we denote the special edges of $V(u)$ associated with TRUE and FALSE by, respectively, $f[u]$ and $f[\neg u]$; we denote the unlocking edge by $f(u)$. For every clause $c = \ell_1 \lor \ell_2 \lor \ell_3$, we denote by $f[\ell_i, c]$ the special edge of $C(c)$ associated with $\ell_i$. We denote by $f_{\text{and}}$ the special edge of the conjunction gadget $A$. The attachment of these edges are summarized in the table below.

<table>
<thead>
<tr>
<th>gadget</th>
<th>special edges</th>
<th>attached to</th>
<th>freed by</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V(u)$</td>
<td>$f[u]$</td>
<td>-</td>
<td>triangle deletion</td>
</tr>
<tr>
<td></td>
<td>$f[\neg u]$</td>
<td>-</td>
<td>triangle deletion</td>
</tr>
<tr>
<td></td>
<td>$f(u)$</td>
<td>$A$</td>
<td>freeing $f_{\text{and}}$</td>
</tr>
<tr>
<td>$C(u_2 \lor \neg u_4 \lor u_9)$</td>
<td>$f[u_2, c]$</td>
<td>$V(u_2)$</td>
<td>freeing $f[u_2]$</td>
</tr>
<tr>
<td></td>
<td>$f[\neg u_4, c]$</td>
<td>$V(u_4)$</td>
<td>freeing $f[\neg u_4]$</td>
</tr>
<tr>
<td></td>
<td>$f[u_9, c]$</td>
<td>$V(u_9)$</td>
<td>freeing $f[u_9]$</td>
</tr>
<tr>
<td>$A$</td>
<td>$f_{\text{and}}$</td>
<td>every clause gadget</td>
<td>collapsing all clause gadgets</td>
</tr>
</tbody>
</table>

**Flow of collapses.** Let us summarize the mechanism sketched above. Assume that $\phi$ is satisfiable, and consider a satisfying assignment. Remove the triangles from each $V(u)$ so that the edge that becomes free is $f[u]$ if $u$ was assigned TRUE, and $f[\neg u]$ otherwise. This will allow to collapse each clause gadget in order to make $f_{\text{and}}$ free. Consequently, we will be
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able to collapse $A$ and make all unlocking edges $f(u)$ free. This allows finishing the collapses on all $V(u)$.

On the other hand, to collapse $K_φ$ we must collapse $f_{and}$ at some point. Before this can happen, we have to collapse in each clause $c = ℓ_1 ∨ ℓ_2 ∨ ℓ_3$ one of the edges $f[ℓ_i, c]$. This, in turn, requires that $f[¬ℓ_i]$ has been made free. If we can ensure that $f[¬ℓ_i]$ cannot also be free, then we can read off from the collapse an assignment of the variables that must satisfy every clause, and therefore $φ$. (If $ℓ_i = u$, then we set $u$ to TRUE, if $ℓ_i = ¬u$, then we set $u$ to FALSE. If there are unassigned variables after considering all clauses, we assign them arbitrarily.)

### 4.2 Preparation: modified Bing’s houses

Our gadgets rely on two modifications of Bing’s house, a classical example of a 2-dimensional simplicial complex that is contractible but not collapsible. Bing’s house consists of a box split into two parts (or rooms); each room is connected to the outside by a tunnel through the other room; each tunnel is attached to the room that it traverses by a rectangle (or wall).

The modifications that we use here make the complex collapsible, but restricts its set of free faces to exactly one or exactly three edges.

**One free edge.** We use here a modification due to Malgouyres and Francés [20]. In one of the rooms (say the top one), the wall has been thickened and hollowed out, see the figure below. We call the resulting polyhedron a Bing’s house with a single free edge, or a 1-house for short. Two special elements of a 1-house are its free edge (denoted $f$ and in thick stroke in the figure below) and its lower wall rectangle (denoted $L$ and colored in light blue in the figure below). We only consider triangulations of 1-houses that subdivide the edge $f$ and the lower wall $L$. We use 1-houses for the following properties:

![1-house diagram]

**Lemma 7.** Let $B$ be a 1-house, $f$ its free edge and $L$ its lower wall. In any triangulation of $B$, the free faces are exactly the edges that subdivide $f$. Moreover, $B$ collapses to any subtree of the 1-skeleton of $B$ that is contained in $L$ and shares with the boundary of $L$ a single endpoint of $f$.

The first statement follows from the fact that the edges that subdivide $f$ are the only ones that are not part of two triangles; see [20, Remark 1]. The second statement was proven in [29, Lemma 7] for certain trees, but the argument holds for arbitrary trees; see the full version [14] for details.

When working with 1-houses, we will usually only describe the lower wall to clarify which subtree we intend to collapse to.

**Three free edges.** We also use the Bing’s houses with three collapsed walls introduced in [29]; we call them 3-houses for short. These are 2-dimensional complexes whose construction is more involved; we thus state its main properties, so that we can use it as a black box, and
refer the reader interested in its precise definition to [29, §4]. Refer to the figure on the right (which corresponds to Figure 9 in [29]). The 3-house has exactly three free edges $f_1, f_2, f_3$, and has three distinguished paths $p_1, p_2, p_3$ sharing a common vertex $v$ and such that each $p_i$ shares exactly one vertex with $f_i$, and no vertex with $f_j$ for $j \neq i$. In addition, it contains an edge $e$ incident to $v$ so that the union of $p_1, p_2, p_3, f_1, f_2, f_3$ and $e$ forms a subdivided star (in graph-theoretic sense) with four rays.

Let $C$ denote the 3-house as described above. In [29], the polyhedron of $C$ is described in detail but no triangulation is specified. We are happy with any concrete triangulation for which Lemma 8 below holds; we can in addition require that the paths $p_1, p_2$ and $p_3$ each consist of two edges.

**Lemma 8 ([29, Lemma 8]).** In any subdivision of $C$, the free faces are exactly the edges that subdivide $f_1, f_2$ and $f_3$. Moreover, $C$ collapses to the 1-complex spanned by $e, p_1, p_2, p_3$ and any two of \{f_1, f_2, f_3\}.

### 4.3 Detailed construction

Section 4.1 gave a quick description of the intended functions of the various gadgets. We now flesh them out and describe how they are glued together.

**Triangulations.** For some parts of the complex, it will be convenient to first describe the polyhedron, then discuss its triangulation. Our description of the triangulation may vary in precision: it may be omitted (if any reasonable triangulation works), given indirectly by the properties it should satisfy, or given explicitly (for instance to make it clear that we can glue the gadgets as announced).

**Conjunction gadget.** The conjunction gadget $A$ is a 1-house. We let $f_{\text{and}}$ denote its free edge and $v_{\text{and}}$ one of the endpoints of $f_{\text{and}}$. We further triangulate the lower wall so that $v_{\text{and}}$ has sufficiently high degree, allowing to assign every variable $u$ to an internal edge $f(u)$ of the lower wall incident to $v_{\text{and}}$. See the lower left wall on the right picture. Any triangulation satisfying these prescriptions and computable in time polynomial in the size of $\phi$ suits our purpose.

**Variable gadget.** The variable gadget $V(u)$ associated with the variable $u$ has four parts.

1. The first part is a triangulated 2-sphere $S(u)$ that consists of two disks $D[u]$ and $D[\neg u]$ sharing a common boundary circle $s(u)$. The circle $s(u)$ contains a distinguished vertex $v(u)$. The disk $D[u]$ (resp. $D[\neg u]$) has a distinguished edge $f[u]$ (resp. $f[\neg u]$) that joins $v(u)$ to its center.

---

\[\text{The value two is not important here; what matters is to fix some value that can be used throughout the construction.}\]
2. The second part is a 2-complex $O(u)$ that consists of two "boundary" circles sharing a vertex. The vertex is identified with the vertex $v(u)$ of $S(u)$. One of the circles is identified with $s(u)$. The other circle is decomposed into two arcs: one is a single edge named $b(u)$, the other is a path with two edges which we call $p(u)$. The vertex common to $b(u)$ and $p(u)$, distinct from $v(u)$, is identified with the vertex $v_{\text{and}}$ of the conjunction gadget.

3. The third part is a 1-house $B(u)$ intended to block the edge $b(u) \in O(u)$ from being free as long as the conjunction gadget has not been collapsed. The free edge of $B(u)$ is identified with the edge $f(u)$ in the conjunction gadget $A$ and the edge $b(u) \in O(u)$ is identified with an edge of the lower wall of $B(u)$ that shares the vertex $v_{\text{and}}$ with $f(u)$.

4. The fourth part consists of two complexes, $X[u]$ and $X[\neg u]$. Let $\ell \in \{u, \neg u\}$ and refer to the figure on the right. The complex $X[\ell]$ is a 1-house whose free edge is identified with the edge $f[\ell]$ from $D[\ell]$, and whose lower wall contains a path identified with $p(\ell)$, hence, $p(\ell)$ is common to $X[u]$, $X[\neg u]$, and $O(u)$. For every clause $c_i$ containing the literal $\ell$, we add in the lower wall a two-edge path $p[\ell, c_i]$ extended by an edge $f[\ell, c_i]$; the path $p[\ell, c_i]$ intersects $p(u)$ in exactly $v_{\text{and}}$ (in particular, these paths and edges form a subdivided star, in graph theoretic sense, centered at $v_{\text{and}}$).

**Clause gadget.** The clause gadget $C(c)$ associated with the clause $c = \ell_1 \lor \ell_2 \lor \ell_3$ is a 3-house $C$ where:

- the edges $f_i$ of $C$ are identified with the edges $f[\ell_i, c]$ in $X[\ell_i]$;
- the paths $p_i$ of $C$ are identified with the paths $p[\ell_i, c]$ in $X[\ell_i]$;
- the vertex $v$ of $C$ is identified with the vertex $v_{\text{and}}$; and
- the edge $e$ of $C$ is identified with the edge $f_{\text{and}}$.

**Putting it all together.** Let $\phi$ be a 3-CNF formula with variables $u_1, u_2, \ldots, u_n$ and clauses $c_1, c_2, \ldots, c_m$. The complex $K_\phi$ is defined as

$$K_\phi = A \cup \left( \bigcup_{i=1}^{n} S(u_i) \cup O(u_i) \cup B(u_i) \cup X[u_i] \cup X[\neg u_i] \right) \cup \left( \bigcup_{j=1}^{m} C(c_j) \right).$$

### 4.4 Properties of $K_\phi$

It remains to prove that $K_\phi$ has the properties required by Proposition 6. Item (i) is quite straightforward (although tedious) and it is proved in the full version [14]. Here we provide a sketch only.

**Sketch of Proposition 6(i).** We first check that the link of every vertex is connected within a 1-house, within a 3-house and within $S(u) \cup O(u)$ for every variable $u$. Then $K_\phi$ is obtained by gluing such subcomplexes together along edges which preserves the connectedness of the links. [•]
The proof of items (ii) and (iii) is given in the forthcoming sections. However, first we need to determine the reduced Euler characteristic of $K_\phi$ (again, we provide a sketch only; see the full version [14] for full proof):

\begin{itemize}
\item \textbf{Proposition 9.} $\chi(K_\phi)$ equals the number of variables of $\phi$.
\end{itemize}

\textbf{Sketch.} Many of the gadgets are contractible. For example, if we replace a 1-house with its unique free edge, we do not affect the Euler characteristic. After a series of similar reductions we find out that the only contribution to the (reduced) Euler characteristic arises from the sphere $S(u)$, one for each variable. 

\section{Satisfiability implies collapsibility}

In this section we prove Proposition 6(ii), i.e. that if $\phi$ is satisfiable, then there exists a choice of $\chi(K_\phi)$ triangles of $K_\phi$ whose removal makes the complex collapsible.

\textbf{Initial steps.} Let us fix a satisfying assignment for $\phi$. For every variable $u$, we set $\ell(u)$ to $u$ if $u$ is \emph{true} in our assignment, and to $\neg u$ otherwise. Next, for every variable $u$, we remove a triangle from the region $D[\ell(u)]$ of the sphere $S(u)$. Proposition 9 ensures that this removes precisely $\chi(K_\phi)$ triangles, as announced.

\textbf{Constraint complex.} It will be convenient to analyze collapses of $K_\phi$ locally within a subcomplex, typically a gadget. To do so formally, we use constraint complexes following [29].

Given a simplicial complex $K$ and a subcomplex $M$ of $K$, we define the \emph{constraint complex} of $(K,M)$, denoted $\Gamma(K,M)$, as $\Gamma(K,M) := \{ \delta \in M : \exists \eta \in K \setminus M \text{ s.t. } \delta \subset \eta \}$.

\begin{itemize}
\item \textbf{Lemma 10 ([29, Lemma 4]).} Let $K$ be a simplicial complex and $M$ a subcomplex of $K$. If $M$ collapses to $M'$ and $\Gamma(K,M) \subseteq M'$ then $K$ collapses to $(K \setminus M) \cup M'$.
\end{itemize}

\textbf{Collapses.} We now describe a sequence of collapses enabled by the removal of the triangles. Recall that we started from the complex $K_\phi = A \cup (\bigcup_{i=1}^{n} O(u_i) \cup S(u_i) \cup B(u_i) \cup X[u_i] \cup X[\neg u_i]) \cup (\bigcup_{j=1}^{m} C(c_j))$ where $u_1, u_2, \ldots, u_n$ and $c_1, c_2, \ldots, c_m$ are, respectively, the variables and the clauses of $\phi$. We then removed a triangle from each $D[\ell(u)]$. The removal of a triangle of $D[\ell(u)]$ allows to collapse that subcomplex to $s(u) \cup f[\ell(u)]$. This frees $f[\ell(u)]$. The complex becomes:

$$K_a = A \cup (\bigcup_{i=1}^{n} O(u_i) \cup D[\neg \ell(u_i)] \cup B(u_i) \cup X[u_i] \cup X[\neg u_i]) \cup (\bigcup_{j=1}^{m} C(c_j)).$$

We can then start to collapse the subcomplexes $X[\ell(u)]$. We proceed one variable at a time. Assume that we are about to proceed with the collapse of $X[\ell(u)]$ and let $K$ denote the current complex. Locally, $X[\ell(u)]$ is a 1-house with free edge $f[\ell(u)]$. Moreover, $\Gamma(K,X[\ell(u)])$ is the tree $T(u)$ formed by the path $p(u)$ and the union of the paths $p[\ell(u),c] \cup f[\ell(u),c]$ for every clause $c$ using the literal $\ell(u)$. Lemma 7 ensures that $X[\ell(u)]$ can be locally collapsed to $T(u)$, and Lemma 10 ensures that $K$ can be globally collapsed to $(K \setminus X[\ell(u)])\cup T(u)$. We proceed in this way for every complex $X[\ell(u)]$. The complex becomes:

$$K_b = A \cup (\bigcup_{i=1}^{n} O(u_i) \cup D[\neg \ell(u_i)] \cup B(u_i) \cup X[\neg u_i]) \cup (\bigcup_{j=1}^{m} C(c_j)).$$

The collapses so far have freed every edge of $f[\ell(u),c]$. We now consider every clause $c_j$ in turn. Put $c_j = (\ell_1 \lor \ell_2 \lor \ell_3)$ and let $K$ denote the current complex. The assignment that we
Shellability is NP-Complete

chose is satisfying, so at least one of $\ell_1$, $\ell_2$ or $\ell_3$ coincides with $\ell(u_i)$ for some $i$; let us assume without loss of generality that $\ell_1 = \ell(u_i)$. The edge $f[\ell_1, c]$ is therefore free and Lemma 8 yields that locally, $C(c_j)$ collapses to the tree $T(c_j) = f_{\text{and}} \cup p[\ell_1, c] \cup p[\ell_2, c] \cup p[\ell_3, c] \cup f[\ell_2, c] \cup f[\ell_3, c]$. Moreover, $\Gamma(K, C(c_j)) = T(c_j)$ so Lemma 10 ensure that $K$ can be globally collapsed to $(K \setminus C(c_j)) \cup T(c_j)$. After proceeding in this way for every complex $C(c_j)$, we get:

$$K_e = A \cup \left( \bigcup_{i=1}^{m} O(u_i) \cup D[-\ell(u_i)] \cup B(u_i) \cup X[-\ell(u_i)] \right) \cup \left( \bigcup_{j=1}^{n} T(c_j) \right).$$

The collapses so far have freed the edge $f_{\text{and}}$. We can then proceed to collapse $A$. Locally, Lemma 7 allows to collapse $A$ to the tree $T = f(u_1) \cup f(u_2) \cup \ldots \cup f(u_n)$. (From this point, we expect the reader to be able to check by her/himself that Lemma 10 allows to perform finally the collapse described locally.) The complex becomes:

$$K_d = \left( \bigcup_{i=1}^{m} O(u_i) \cup D[-\ell(u_i)] \cup B(u_i) \cup X[-\ell(u_i)] \right) \cup \left( \bigcup_{j=1}^{n} T(c_j) \right).$$

The collapses so far have freed every edge $f(u_i)$. Thus, Lemma 7 allows to collapse each complex $B(u_i)$ to its edge $b(u_i)$. This frees the edge $b(u_i)$, so the complex $O(u_i)$ can in turn be collapsed to $s(u_i) \cup p(u_i)$. At this point, the complex is:

$$K_e = \left( \bigcup_{i=1}^{m} s(u_i) \cup p(u_i) \cup D[-\ell(u_i)] \cup X[-\ell(u_i)] \right) \cup \left( \bigcup_{j=1}^{n} T(c_j) \right).$$

The collapses so far have freed every edge $s(u_i)$. We can thus collapse each $D[-\ell(u_i)]$ to $f[-\ell(u_i)]$. This frees every edge $f[-\ell(u_i)]$, allowing to collapse every subcomplex $X[-\ell(u_i)]$, again by Lemma 7, to the tree formed by the path $p(u_i)$ and the union of the paths $p[-\ell(u_i), c] \cup f[-\ell(u_i), c]$ for every clause $c$ using the literal $\ell(u_i)$.

At this point, we are left with a 1-dimensional complex. This complex is a tree (more precisely a subdivided star, in graph-theoretic sense, centered in $v_{\text{and}}$ and consisting of the paths $p(u_i)$, the paths $p[\ell, c]$ and some of the edges $f[\ell, c]$). As any tree is collapsible, this completes the proof of Proposition 6(ii).

6 Collapsibility implies satisfiability

In this section we prove Proposition 6(iii), i.e. we consider some arbitrary subdivision $K_{\phi}'$ of $K_{\phi}$, and prove that if $K_{\phi}'$ becomes collapsible after removing some $\chi(K_{\phi})$ triangles, then $\phi$ is satisfiable. We thus consider a collapsible subcomplex $\tilde{K}$ of $K_{\phi}'$ obtained by removing $\tilde{\chi}(K_{\phi})$ triangles from $K_{\phi}'$.

Notations. Throughout this section, we use the following conventions. In general, we use hats (for example $\tilde{K}$) to denote subcomplexes of $K_{\phi}'$. Given a subcomplex $M$ of $K_{\phi}$, we also write $M'$ for the subcomplex of $K_{\phi}'$ that subdivides $M$.

Variable assignment from triangle removal. We first read our candidate assignment from the triangle removal following the same idea as in Section 5. This relies on two observations:

- The set of triangles removed in $\tilde{K}$ contains exactly one triangle from each sphere $S'(u)$.

   Indeed, since $\tilde{K}$ is collapsible and 2-dimensional, it cannot contain a 2-dimensional sphere. Hence, every sphere $S'(u)$ had at least one of its triangles removed. By Proposition 9, $\chi(K_{\phi}) = \chi(K_{\phi}')$ equals the number of variables of $\phi$, so this accounts for all removed triangles.

- For any variable $u$, any removed triangle in $S'(u)$ is either in $D'[u]$ or in $D'[-u]$. We give $u$ the TRUE assignment in the former case and the FALSE assignment in the latter case.
The remainder of this section is devoted to prove that this assignment satisfies \( \phi \). It will again be convenient to denote by \( \ell(u) \) the literal corresponding to this assignment, that is, \( \ell(u) = u \) if \( u \) was assigned \( \text{TRUE} \) and \( \ell(u) = \neg u \) otherwise.

**Analyzing the collapse.** Let us fix some collapse of \( \tilde{K} \). We argue that our assignment satisfies \( \phi \) by showing that these collapses must essentially follow the logical order of the collapse constructed in Section 5. To analyze the dependencies in the collapse, it is convenient to consider the partial order that it induces on the simplices of \( \tilde{K} \): \( \sigma \prec \tau \) if and only if in our collapse, \( \sigma \) is deleted before \( \tau \). We also write \( \sigma \prec \tilde{M} \) for a subcomplex \( \tilde{M} \) of \( \tilde{K} \) if \( \sigma \) was removed before removing any simplex of \( \tilde{M} \).

The key observation is the following dependency:

\[
\textbf{Lemma 11.} \text{ There exists an edge } \tilde{e} \text{ of } A' \text{ such that } \tilde{e} \prec D'[-\ell(u)] \text{ for every variable } u.
\]

**Proof.** We first argue that for every variable \( u \), there exists an edge \( \tilde{e}_1(u) \in b'(u) \cup p'(u) \) such that \( \tilde{e}_1(u) \prec D'[-\ell(u)] \). To see this, remark that the complex \( D'[-\ell(u)] \cup O'(u) \) is fully contained in \( \tilde{K} \) since the triangle removed from \( S'(u) \) belongs to \( D'[-\ell(u)] \). It thus has to be collapsed. Since this complex is a disk, the first elementary collapse in \( D'[-\ell(u)] \cup O'(u) \) has to involve some edge \( \tilde{e}_1(u) \) of its boundary. This boundary is \( b'(u) \cup p'(u) \), so it contains no edge of \( D'[-\ell(u)] \). It follows that \( \tilde{e}_1(u) \prec D'[-\ell(u)] \).

We next claim that \( \tilde{e}_1(u) \in b'(u) \). Indeed, remark that every edge in \( p'(u) \) belongs to two triangles of \( X'[-\ell(u)] \). By Lemma 7, any collapse of \( X'[-\ell(u)] \) must start by an elementary collapse using an edge of \( f'[-\ell(u)] \) as a free face. Any edge of \( f'[-\ell(u)] \) is, however, contained in two triangles of \( D'[-\ell(u)] \) and thus cannot precede \( D'[-\ell(u)] \) in \( \prec \). It follows that \( \tilde{e}_1(u) \in b'(u) \).

We can now identify \( \tilde{e} \). Observe that \( b'(u) \subset B'(u) \). As \( B'(u) \) is a 1-house, Lemma 7 ensures that the first edge removed from \( B'(u) \) must subdivide \( f'(u) \). Hence, there is an edge \( \tilde{e}_2(u) \subset f'(u) \) such that \( \tilde{e}_2(u) \prec \tilde{e}_1(u) \). Since \( f'(u) \subset A' \), another 1-house, the same reasoning yields an edge \( \tilde{e}_3(u) \) in \( f'_{\text{and}} \) such that \( \tilde{e}_3(u) \prec \tilde{e}_2(u) \). Let \( \tilde{e} \) denote the first edge removed from \( A' \) among all edges \( \tilde{e}_3(u) \). At this point, we have for every variable \( u \) \( \tilde{e} \prec \tilde{e}_2(u) \prec \tilde{e}_1(u) \prec D'[-\ell(u)] \), as announced.

Let \( \tilde{e} \) denote the edge of \( A' \) provided by Lemma 11, i.e. satisfying \( \tilde{e} \prec D'[-\ell(u)] \) for every variable \( u \). We can now check that the variable assignment does satisfy the formula:

- Consider a clause \( c = (\ell_1 \lor \ell_2 \lor \ell_3) \) in \( \phi \). The complex \( C'(c) \) is a 3-house, so Lemma 8 restricts its set of free edges to the \( f'[\ell_i, c] \). Hence, there is \( i \in \{ 1, 2, 3 \} \) and an edge \( \tilde{e}_4(c) \) in \( f'[\ell_i, c] \) such that \( \tilde{e}_4(c) \preceq C'(c) \). Note that, in particular, \( \tilde{e}_4(c) \prec \tilde{e} \) as the edge \( f'_{\text{and}} \) also belongs to \( C(c) \) and must be freed before collapsing \( A' \) (by Lemma 7).
- The subcomplex \( f'[\ell_i, c] \) is contained not only in \( C'(c) \), but also in \( X[\ell_i] \) which is a 1-house with free edge \( f[\ell_i] \). By Lemma 7, the first elementary collapse of \( X[\ell_i] \) uses as free face an edge \( \tilde{e}_5(c) \) that subdivides \( f'[\ell_i] \). In particular, \( \tilde{e}_5(c) \prec f'[\ell_i, c] \) and \( \tilde{e}_5(c) \prec \tilde{e}_4(c) \).
- Let \( u \) be the variable of the literal \( \ell_i \), that is, \( \ell_i = u \), or \( \ell_i = \neg u \); in particular \( \ell_i \in \{\ell(u), \neg \ell(u)\} \). From \( \tilde{e}_3(c) \prec \tilde{e}_4(c) \prec \tilde{e} \prec D'[-\ell(u)] \) it comes that \( \tilde{e}_5(c) \) cannot belong to \( D'[-\ell(u)] \). Yet, \( \tilde{e}_5(c) \) belongs to \( f'[\ell_i] \). It follows that \( \ell_i \neq \ell(u) \) and we must have \( \ell_i = \ell(u) \). The definition of \( \ell(u) \) thus ensures that our assignment satisfies the clause \( c \).

Since our assignment satisfies every clause, it satisfies \( \phi \).
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Our algorithm first unifies the two drawings to ensure an equal number of (virtual) bends on each edge. We then interpret bends as vertices which form obstacles for so-called wires: horizontal and vertical lines separating the vertices of $\Gamma_O$. We can find corresponding wires in $\Gamma_I$ that share topological properties with the wires in $\Gamma_O$. The structural difference between the two drawings can be captured by the spirality of the wires in $\Gamma_I$, which guides our morph from $\Gamma_I$ to $\Gamma_O$.
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1 Introduction

A morph is a continuous transformation between two objects. It is most effective, from a visual point of view, if the number of steps during the transformation is small, if no step is overly complex, and if the morphing object retains some similarity to input and output throughout the process. These visual requirements can be translated to a variety of algorithmic requirements that depend on the type of object to be morphed.

In this paper we focus on morphs between two planar orthogonal drawings of a connected graph $G$ with complexity $n$. In this setting the visual requirements for a good morph can be captured as follows: few (ideally at most linearly many) steps in the morph, each step is a simple (ideally linear) morph, and each intermittent drawing is a planar orthogonal drawing of $G$ with complexity $O(n)$. Biedl et al. [5] presented some of the first results on this topic, for the special case of parallel drawings: two graph drawings are parallel when every edge has the same orientation in both drawings. The authors proved that there exists a morph, which
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is composed of $O(n)$ linear morphs, between two parallel drawings that maintains parallelity and planarity for orthogonal drawings. More recently, Biedl et al. [4] described a morph, composed of $O(n^2)$ linear morphs, between two planar orthogonal drawings that preserves planarity, orthogonality, and linear complexity during the morph. The authors also present a lower bound example requiring $\Omega(n^2)$ linear morphs when morphed with their method.

In this paper we present a significant improvement upon their work: we describe a morph, which is composed of $O(n)$ linear morphs, between two planar orthogonal drawings which preserves planarity, orthogonality, and linear complexity during the morph. This bound is tight as directly follows from the general lowerbound for straight-line graphs proven in [1].

Related work. Morphs of planar graph drawings have been studied extensively, below we review some of the most relevant results. Cairns showed already in 1944 [7] that there exists a planarity-preserving continuous morph between any two (compatible) triangulations that have the same outer triangle. His proof is constructive and results in an exponential time algorithm to find such a morph. These results were extended in 1983 by Thomassen [12] who showed that two compatible straight-line drawings can be morphed into each other while maintaining planarity (still using exponential time). Thomassen also proved that two rectilinear polygons with the same turn sequence can be transformed into each other using a sequence of linear morphs. Much more recently, Angelini et al. [3] proved that there is a morph between any pair of planar straight-line drawings of the same graph (with the same embedding) using $O(n^2)$ linear morphs. Finally, Alamdari et al. [1] improved this result to $O(n)$ uni-directional linear morphs, which is optimal. Creating this morph takes $O(n^3)$ time. It does create intermediate drawings which need to be represented by a superlogarithmic number of bits, leaving as a final open question if it is possible to morph two planar straight-line drawings using a linear number of linear morphs while using a logarithmic number of bits per coordinate to represent intermediate drawings. Note that, since intermediate drawings are not orthogonal, we cannot apply this approach to our setting. Our approach relies heavily on the spirality of the drawings. This concept of spirality has already received significant attention in the area of bend-minimization (e.g., [6, 8, 9]).

Paper outline. Our input consists of two planar orthogonal drawings $\Gamma_I$ and $\Gamma_O$ of a connected graph $G$, which share the same combinatorial embedding. In Section 2 we first give all necessary definitions and then explain how to create a unified graph $G$: we add “virtual” bends to edges to ensure that each edge is drawn in $\Gamma_I$ and $\Gamma_O$ with the same number of bends. We then interpret each bend as a vertex of the unified graph $G$. $\Gamma_I$ and $\Gamma_O$ are now orthogonal straight-line drawings of the unified graph $G$. Clearly the maximum complexity of $\Gamma_I$ and $\Gamma_O$ is still bounded by $O(n)$ after the unification process.

Our main tool are so-called wires which are introduced in Section 3. Wires capture the horizontal and vertical order of the vertices. Specifically, we consider a set of horizontal and vertical lines that separate the vertices of $\Gamma_O$. If we consider the vertices of $\Gamma_O$ as obstacles, then these wires define homotopy classes with respect to the vertices of $G$ (for the combinatorial embedding of $G$ shared by $\Gamma_I$ and $\Gamma_O$). These homotopy classes can be represented by orthogonal polylines (also called wires) in $\Gamma_I$ using orthogonal shortest and lowest paths as defined by Speckmann and Verbeek [11]. A theorem by Freedman, Hass, and Scott [10] proves that the resulting paths minimize crossings.

Intuitively our morph is simply straightening the wires in $\Gamma_I$ using the spirality (the difference between the number of left and right turns) of the wires as a guiding principle. In Section 4 we show how this approach leads more or less directly to a linear number of linear
morphs. However, the complexity of the intermediate drawings created by this algorithm might increase to $\Theta(n^2)$. In Section 5 we show how to refine our approach, to arrive at a linear number of linear morphs which preserve linear complexity of the intermediate drawings.

Relation to Biedl et al. [4]. While the underlying principle of our algorithm is quite different, there are certain similarities between our approach and the one employed by Biedl et al. [4]. As mentioned, there is a lower bound that proves their method cannot do better than $O(n^2)$ linear morphs in general. We sketch why this lower bound does not apply to our algorithm.

To ensure that the spirality of all edges is the same in both the input and the output, the algorithm by Biedl et al. “twists” the vertices (see Fig. 1(a)). The lowerbound described in [4] (see Fig. 1(b)) shows that it may be necessary to twist a linear number of vertices a linear number of times. The complexity introduced in the edges causes another quadratic number of linear moves to keep the complexity of the drawing low.

Our approach must overcome the same problem: a linear number of vertices (edges) might need to be rotated a linear number of times. The crucial difference is that our algorithm can rotate a linear number of vertices (edges) at once, using only $O(1)$ linear morphs. We do not require the edges to have the correct spirality at the start of the morph. Instead we combine the twisting (rotating) of the vertices with linear moves on the edges and pick a suitable order for rotations based on the spirality of the complete drawing. As a result we can change the spirality of a linear number of edges in $\Theta(1)$ linear morphs, and we can rotate a linear number of vertices in $\Theta(1)$ linear morphs. In the full version of the paper we show how our algorithm works on the lowerbound example of [4].

2 Preliminaries

Orthogonal drawings. A drawing $\Gamma$ of a graph $G = (V,E)$ is a mapping of each vertex to a distinct point in the plane and each edge $(u,v)$ to a curve in the plane connecting $\Gamma(u)$ and $\Gamma(v)$.

A drawing is orthogonal if each curve representing an edge is an orthogonal polyline consisting of horizontal and vertical segments, and a drawing is planar if no two curves representing edges intersect in an internal point. Two drawings $\Gamma$ and $\Gamma'$ of the same graph $G$ have the same combinatorial embedding if at every vertex of $G$ the cyclic order of incident edges is the same in both $\Gamma$ and $\Gamma'$.

Let $\Gamma$ and $\Gamma'$ be two planar drawings with the same combinatorial embedding. A linear morph $\Gamma_t$ ($0 \leq t \leq 1$) from $\Gamma$ to $\Gamma'$ consists of a linear interpolation between the two drawings $\Gamma$ and $\Gamma'$, that is, $\Gamma_0 = \Gamma$, $\Gamma_1 = \Gamma'$, and for each vertex $v$, $\Gamma_t(v) = (1-t)\Gamma(v) + t\Gamma'(v)$. A linear morph maintains planarity if all intermediate drawings $\Gamma_t$ are also planar. Note that a linear morph from $\Gamma$ to $\Gamma'$ may not maintain planarity even if $\Gamma$ and $\Gamma'$ are planar, and that the linear morph may maintain planarity only if $\Gamma$ and $\Gamma'$ have the same combinatorial embedding. Therefore, a morph between two planar drawings that maintains planarity generally has to be composed of several linear morphs.
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Figure 2 (a) A horizontal zigzag. (b) A zigzag-eliminating slide is a linear morph straightening a zigzag. (c) A bend-creating slide is a linear morph that introduces a zigzag.

Slides. Following Biedl et al. [4] we generally use two types of linear morphs: zigzag-eliminating slides and bend-creating slides. Let a bend be the shared endpoint of two consecutive segments of an edge. A zigzag consists of three segments joined by two consecutive bends $\beta, \gamma$ that form a left followed by a right bend, or vice versa. We call zigzags starting and ending with a horizontal segment horizontal zigzags (see Fig. 2(a)), and the rest vertical zigzags. We consider the situation with bends $\beta, \gamma$ of Fig. 2(a), other situations are symmetric.

Let $V$ be the set of vertices and bends that are strictly left of $\beta$ and above or at the same height as $\beta$, or strictly above $\gamma$. Also include $\beta$ in $V$. A zigzag-eliminating slide moves all points in $V$ up by the initial distance between $\beta$ and $\gamma$ (see Fig. 2(b)). A zigzag-eliminating slide is a linear morph and it straightens the zigzag to a single horizontal or vertical line. The morph always maintains planarity between two drawings.

Inversely, a bend-creating slide is a morph that introduces a zigzag in a horizontal or vertical line (see Fig. 2(c)). It can be perceived as the inverse operation of a zigzag-eliminating slide and for similar reasoning is a linear morph that maintains planarity.

Homotopic paths. Our morphing algorithm heavily relies on the concept of wires among the vertices of the drawings, and wires are linked up between different drawings via their homotopy classes. We consider the vertices of a drawing as the set of obstacles $B$. Let $\pi_1, \pi_2 : [0, 1] \rightarrow \mathbb{R}^2 \setminus B$ be two paths in the plane avoiding the vertices. We say that $\pi_1$ and $\pi_2$ are homotopic (notation $\pi_1 \sim_h \pi_2$) if they have the same endpoints and there exists a continuous function avoiding $B$ that deforms $\pi_1$ into $\pi_2$. More specifically, there exists a function $\Pi : [0, 1] \times [0, 1] \rightarrow \mathbb{R}^2$ such that

$\Pi(0, t) = \pi_1(t)$ and $\Pi(1, t) = \pi_2(t)$ for all $0 \leq t \leq 1$.

$\Pi(s, 0) = \pi_1(0) = \pi_2(0)$ and $\Pi(s, 1) = \pi_1(1) = \pi_2(1)$ for all $0 \leq s \leq 1$.

$\Pi(\lambda, t) \notin B$ for all $0 \leq \lambda \leq 1$, $0 \leq t \leq 1$.

Since the homotopic relation is an equivalence relation, every path belongs to a homotopy class. The geometric intersection number of a pair of paths $\pi_1, \pi_2$ is the minimum number of intersections between any pair of paths homotopic to $\pi_1$, respectively $\pi_2$. Freedman, Hass, and Scott proved the following theorem\(^2\).

Theorem 1 (from [10]). Let $M^2$ be a closed, Riemannian 2-manifold, and let $\sigma_1 \subset M^2$ and $\sigma_2 \subset M^2$ be two shortest loops of their respective homotopy classes. If $\pi_1 \sim_h \sigma_1$ and $\pi_2 \sim_h \sigma_2$, then the number of crossings between $\sigma_1$ and $\sigma_2$ is at most the number of crossings between $\pi_1$ and $\pi_2$.

In other words, the number of crossings between two loops of fixed homotopy classes are minimized by the shortest respective loops. This theorem can easily be extended to paths instead of loops, if we can consider the endpoints of the paths as obstacles. For orthogonal

\(^2\) Reformulated (and simplified) to suit our notation rather than the more involved notation in [10].
Conventions. When morphing from a drawing $\Gamma$ to a drawing $\Gamma'$, the complexities (number of vertices and bends) of the two drawings may not be the same, as there is no restriction on the complexity of the orthogonal polylines representing the edges. To simplify the discussion of our algorithm, we first ensure that every two orthogonal polylines in $\Gamma$ and $\Gamma'$ representing the same edge have the same number of segments. This can easily be achieved by subdividing segments, creating additional virtual bends. Next, we eliminate all bends by replacing them with vertices. As a result, all edges of the graph are represented by straight segments (horizontal or vertical) in both $\Gamma$ and $\Gamma'$, and there are no bends. We call the resulting graph the unification of $\Gamma$ and $\Gamma'$. If the maximal complexity of $\Gamma$ and $\Gamma'$ is $O(n)$ then clearly the complexity of the unification of $\Gamma$ and $\Gamma'$ is $O(n)$.

We say that two planar drawings $\Gamma$ and $\Gamma'$ of a unified graph are similar if the horizontal and vertical order of the vertices is the same in both drawings. A planar drawing can be morphed to a similar planar drawing using a single linear morph while maintaining planarity. We can only introduce a crossing if two vertices swap order in the horizontal or vertical direction, which cannot happen during a linear morph between two similar drawings.

Finally, when morphing between two planar drawings $\Gamma$ and $\Gamma'$ of a graph $G$, we assume that $\Gamma$ and $\Gamma'$ have the same combinatorial embedding and the same outer boundary. Furthermore, we assume that $G$ is connected. If $G$ is not connected, then we can use the result by Aloupis et al. [2] to connect $G$ in a way that is compatible with both $\Gamma$ and $\Gamma'$. Doing so might increase the complexities of the drawings to $O(n^{1.5})$.

3 Wires

In the following we assume that we want to morph an orthogonal planar drawing $\Gamma_I$ of $G = (V,E)$ to another orthogonal planar drawing $\Gamma_O$ of $G$ while maintaining planarity and orthogonality. We further assume that $\Gamma_I$ and $\Gamma_O$ have the same combinatorial embedding and the same outer boundary. We also assume that $G$ is connected, $G$ is the unification of $\Gamma_I$ and $\Gamma_O$, and that $G$ contains $n$ vertices.

To morph $\Gamma_I$ to $\Gamma_O$, our main strategy is to first make $\Gamma_I$ similar to $\Gamma_O$, after which we can morph $\Gamma_I$ to $\Gamma_O$ using a single linear morph. To capture the horizontal and vertical order of the vertices, we use two sets of wires. The lr-wires $W_{\rightarrow}$, going from left to right through the drawings, capture the vertical order of the vertices. The tb-wires $W_{\downarrow}$, going from top to bottom through the drawings, capture the horizontal order of the vertices.
Since we want to match the horizontal and vertical order of vertices in $\Gamma_O$, the wires $W_{\rightarrow}$ and $W_{\downarrow}$ are simply horizontal and vertical lines in $\Gamma_O$, respectively, separating any two consecutive coordinates used by vertices (see Fig. 3(a)). Now assume that we have a planar morph from $\Gamma_I$ to $\Gamma_O$ (the existence of such a morph follows from [4]). If we were to apply this morph in the reverse direction on the wires in $\Gamma_O$, we end up with another set of wires in $\Gamma_I$ with the following properties (see Fig. 3(b)): (1) the order of the wires in $W_{\rightarrow}$ ($W_{\downarrow}$) is the same as in $\Gamma_O$ and the same vertices are between consecutive wires, (2) two wires are non-crossing if they both belong to $W_{\rightarrow}$ or $W_{\downarrow}$ and cross exactly once otherwise, and (3) the wires cross exactly the same sequence of edges as in $\Gamma_O$. These properties follow directly from the fact that a planar morph cannot introduce or remove any crossings, and thus these properties are invariant under planar morphs. We say that a set of wires is proper if it has the above properties. Interestingly, any proper set of wires can be used to construct a planar morph from $\Gamma_I$ to $\Gamma_O$. We first use a planar morph to straighten the wires. Then, by Property (1), the resulting drawing $\Gamma$ is similar to $\Gamma_O$, except that it may have some extra bends. However, by Property (2) the wires form a grid where each cell contains at most one vertex, and the edges crossing the wires are correct by Property (3). Hence, we can eliminate all bends in a single morph by combining individual morphs per cell. For each cell we morph all bends (and the vertex) to the center of the cell. The resulting drawing is similar to $\Gamma_O$ and has no bends, and thus we can finish the planar morph with a single linear morph.

In the following we assume that we are given a proper set of wires in $\Gamma_I$. Our first goal is to straighten these wires. To keep the distinction between wires and edges clear, we refer to the horizontal and vertical segments of wires as links. Note that even a single wire in $\Gamma_I$ may have $\Omega(n^2)$ links (see Fig. 4), so it is not efficient to straighten the wires one link at a time. To straighten the wires more efficiently, we consider the spirality of the wires. For a wire $w \in W_{\rightarrow}$, let $\ell_1 \ldots \ell_k$ be the links of $w$ in order from left to right. Furthermore, let $b_{i}$ be the orientation of the bend between $\ell_i$ and $\ell_{i+1}$, where $b_i = 1$ for a left turn, $b_i = -1$ for a right turn, and $b_i = 0$ otherwise. The spirality of a link $\ell_i$ is defined as $s(\ell_i) = \sum_{j=1}^{i-1} b_j$. Note that, by definition, the spirality of $\ell_1$ is 0, and by construction the spirality of $\ell_k$ is also 0. The spirality of a wire is defined as the maximum absolute value of the spirality over all its links. The spirality of wires in $W_{\downarrow}$ is defined analogously, going from top to bottom.

**Lemma 2.** If a wire $w \in W_{\rightarrow}$ and a wire $w' \in W_{\downarrow}$ cross in links $\ell_i$ and $\ell'_j$, then $s(\ell_i) = s(\ell'_j)$.

**Proof.** By Property (2) $w$ and $w'$ cross exactly once. Consider an axis-aligned rectangle $R$ that contains the complete drawing and that intersects the first and last link of both $w$ and $w'$. By definition the spirality of $w$ and $w'$ is zero where they intersect $R$. The wires $w$ and $w'$ subdivide $R$ into four simple faces (see Fig. 5). Consider the top-left face. Since the face is simple, a counterclockwise tour of the face would increase spirality by four. As $R$ and the intersection of $R$ with $w$ and $w'$ contribute three left turns, the spirality should increase by one when traversing the face from the first link of $w$ to the first link of $w'$, where the spiralties of $\ell_1$ and $\ell'_1$ are 0. Assuming that the spirality of $\ell_i$ is $x$ and the spirality of $\ell'_j$ is $y$, then we get that $x + 1 - y = 1$ (including the left turn at the crossing). Thus $x = y$. ▶

**Spirality bound.** In Section 4 we show that we can straighten a set of wires using only $O(k)$ linear morphs, if the spirality of each wire is bounded by $k$. It is therefore pertinent to bound the spirality of a proper set of wires. For that we use a particular set of wires. First consider any proper set of wires, which must exist. Then replace every wire $w$ by the lowest and shortest path homotopic to $w$. Because the new wires are homotopic to the initial wires, Property (1) is maintained. Although the wires may partially overlap, they cannot properly
cross, and thus overlaps can be removed by slight perturbations. Furthermore, Properties (2) and (3) follow directly from Theorem 1 and Lemma 6 from [11]. Thus, the new set of wires is proper, and in the following we can assume that all wires are lowest and shortest.

We show that the spirality of any wire in $\Gamma_I$ is $O(n)$. We first establish some properties of the spiralities of links. We consider wires in $W_-$ and links with positive spirality, but analogous or symmetric results hold for wires in $W_+$ and links with negative spirality.

**Lemma 3.** Let $\ell_i$ be a horizontal link of a wire $w \in W_-$ with even spirality $s(\ell_i) \geq 2$ and let $L$ be a vertical line crossing $\ell_i$. Then there exists a link $\ell_j$ ($j < i$) of $w$ with spirality $s(\ell_j) - 2$ or $s(\ell_j) - 4$ that crosses $L$ below $\ell_i$.

**Proof.** Let $w[i]$ be the partial wire consisting of links $\ell_1 \ldots \ell_i$ of $w$. We first argue that if $\ell_i$ is the lowest link of $w[i]$ crossing $L$, then $s(\ell_i) \leq 0$. In this case we can create a simple cycle in counterclockwise direction by (1) first going down from $\ell_1$ (starting sufficiently far to the left and going down far enough to avoid crossing the rest of $w[i]$), (2) going to the right until reaching $L$, (3) going up until reaching $\ell_i$ and (4) following $w[i]$ backwards until reaching the starting point of the cycle. The full cycle should be of spirality 4, and it already contains 3 left turns by construction. Let $x$ be the contribution of the turn at $\ell_i$ (which can be left or right). Then we get that $3 + x - s(\ell_i) = 4$ or $s(\ell_i) = x - 1$, which directly implies $s(\ell_i) \leq 0$. Let $\ell_k \in w[i]$ be the link crossing $L$ directly below $\ell_i$ (with $k < i$). We can again construct a simple cycle consisting of the wire $w[k]$ from $\ell_k$ to $\ell_i$ and the segment of $L$ connecting $\ell_k$ and $\ell_i$ (see Fig. 6(a)). This cycle contains the bends between $\ell_k$ and $\ell_i$ on $w[i]$, and two bends at the crossings with $L$. Following the cycle in counterclockwise direction implies that there cannot be right turns at both the crossing between $L$ and $\ell_i$ and between $L$ and $\ell_k$, for otherwise $w[k]$ would have to cross $L$ between $\ell_k$ and $\ell_i$ (see Fig. 6(b)), contradicting our assumption. Therefore, the bends of $w[k]$ between $\ell_k$ and $\ell_i$ contribute between 2 and 4 to the total spirality of 4 of the cycle (in either direction). As a result, the spirality between $\ell_k$ and $\ell_i$ can differ by at most 4. We can repeat this argument on $w[k]$. Since the lowest link crossing $L$ has spirality at most 0, there must exist a link $\ell_j$ crossing $L$ below $\ell_i$ with spirality $s(\ell_j) - 2$ or $s(\ell_j) - 4$.

If we consider a link $\ell_i$ with negative spirality, then Lemma 3 holds for a link $\ell_j$ with spirality $s(\ell_j) + 2$ or $s(\ell_j) + 4$ that intersects $L$ above $\ell_i$. By repeatedly applying Lemma 3 we obtain the following result.

**Lemma 4.** For each link of a wire $w \in W_-$ with positive (negative) spirality $s$ there exists a vertical line $L$ and a subsequence of $\Omega(|s|)$ links of $w$ crossing $L$ from bottom to top (top to bottom), such that these links are also ordered increasingly (decreasingly) on spirality.
We will show that the spirality of the wires only decreases during the morph. We now describe our algorithm to morph\(\Gamma_I\) to \(\Gamma_O\) using \(O(n)\) linear morphs. Then, by Lemma 5 we need only \(O(n)\) linear morphs to straighten the wires, after which we can morph the drawing to \(\Gamma_O\) using \(O(1)\) linear morphs, as described in Section 3. We will show that we can reduce the spirality of wires in \(W_\rightarrow (W'_I)\) without increasing the spirality of wires in \(W'_I (W_\rightarrow)\) and vice versa. In the description below, we limit ourselves to straightening the wires in \(W_\rightarrow\).
Now let $\ell^*$ be a link with maximum absolute spirality. To reduce the absolute spirality of $\ell^*$, we use a zigzag-eliminating slide as described in Section 2, where $\ell^*$ is the middle link of the zigzag. As $\ell^*$ is a link with maximum absolute spirality, the links adjacent to $\ell^*$ are on opposite sides of the line through $\ell^*$. It is easy to see that this slide thus eliminates $\ell^*$ and does not introduce any bends in the wires in $W_\rightarrow$ (see Fig. 8(a)). However, the link $\ell^*$ may intersect an edge of $\Gamma_I$ or a link of a wire from $W_\downarrow$. In that case we introduce a bend in the involved edge (link) to execute the slide properly (see Fig. 8(b)). If $\ell^*$ intersects more than one edge of $\Gamma_I$, then we must be careful not to introduce an overlap in $\Gamma_I$. To avoid this, we first execute bend-creating slides, essentially subdividing $\ell^*$, to ensure that every link with maximum absolute spirality intersects with at most one edge of $\Gamma_I$ (see Fig. 8(c)).

To reduce the number of linear morphs, we combine all slides of the same type into a single linear morph. For all links with the same spirality, all bend-creating slides are combined into one linear morph, and all zigzag-eliminating slides are combined into another linear morph. Links with positive spirality and links with negative spirality are combined into separate linear morphs. Thus, using at most 4 linear morphs, we reduce the maximum spirality of all wires in $W_\rightarrow$ by one.

**Analysis.** We first show that performing slides on links in $W_\rightarrow$ does not have adverse effects on wires in $W_\downarrow$. This is easy to see for bend-creating slides, as we can assume that wires in $W_\rightarrow$ and wires in $W_\downarrow$ never have overlapping links.

**Lemma 6.** Performing a zigzag-eliminating slide on a link with maximum absolute spirality in $W_\rightarrow$ does not increase the spirality of a wire in $W_\downarrow$.

**Proof.** Let $\ell^*$ be the middle link of the zigzag-eliminating slide. The zigzag-eliminating slide can only change a wire $w'$ in $W_\downarrow$ if $\ell^*$ crosses a link $\ell'$ in $w'$. By Lemma 2 $s(\ell') = s(\ell^*)$. The slide does not change the spirality of any link in $w'$, but a new link has been introduced in the middle of $\ell'$. This new link in $w'$ crosses the link obtained by eliminating $\ell^*$, which has absolute spirality $|s(\ell^*)| - 1$. By Lemma 2 the new link in $w'$ must also have absolute spirality $|s(\ell^*)| - 1$, and thus the spirality of $w'$ has not been increased. ▶

We also prove that we can combine zigzag-eliminating slides (and bend-creating slides) into a single linear morph that maintains both planarity and orthogonality of the drawing.

**Lemma 7.** Multiple bend-creating or zigzag-eliminating slides on links of the same spirality in $W_\rightarrow$ can be combined into a single linear morph that maintains planarity and orthogonality.

**Proof.** As bend-creating slides are simply the inverse of zigzag-eliminating slides, we can restrict ourselves to the latter. As all zigzag-eliminating slides operate on links of the same spirality, they are all either horizontal or vertical. Without loss of generality, assume that all zigzags are horizontal. Then all vertices in the drawing are moved only vertically, which
means that the horizontal order of vertices is maintained and that vertical edges remain vertical. Furthermore, since we introduce bends at edges that intersect the middle segment of zigzags, horizontal edges are either subdivided or remain horizontal during the linear morph. Finally, we can only violate planarity if a vertex overtakes an edge in the vertical direction. However, by construction, points with higher $y$-coordinates are moved up at least as far as points with lower $y$-coordinates, and thus the vertical order is also maintained.

\begin{proof}
Let $W_{\rightarrow}$ and $W_{\downarrow}$ be a proper set of wires for $\Gamma_{I}$ with maximum spirality $O(n)$. As shown in Section 3 such a set exists. Using Lemma 7, we repeatedly reduce the maximum spirality of the wires in $W_{\rightarrow}$ and $W_{\downarrow}$ by one using at most two times $4$ linear morphs as described above. By Lemmata 5 and 6 all wires can be straightened with at most $O(n)$ linear morphs. Afterwards, the resulting drawing $\Gamma$ is similar to $\Gamma_{O}$ except for additional bends. Using $O(1)$ linear morphs we can morph $\Gamma$ to $\Gamma_{O}$ (see Section 3).
\end{proof}

\section{Linear complexity}

We refine the approach from Section 4 to ensure that the drawing maintains $O(n)$ complexity during the morph. To achieve this we make two small changes to the algorithm. First, we ensure that for each edge intersected by links of maximum absolute spirality we only perform a slide for one of the intersecting links and reroute the remaining wires. This ensures that only $O(1)$ bends per edge are added per iteration of the algorithm. Second, we perform additional intermittent linear morphs to keep the number of bends per edge low. Both alterations add only $O(n)$ additional linear morphs in total. The changes ensure that each edge has $O(1)$ bends at every step of the morph; the $O(n)$ complexity bound trivially follows.

\begin{rerrouting}
During each iteration of the algorithm in Section 4 we add $O(1)$ linear morphs to ensure that only $O(1)$ new bends are introduced in each edge. Our approach maintains the invariant that all wires crossing an edge cross the same segment of the edge. Trivially this is the case in $\Gamma_{I}$. We first establish the following property.

\begin{lemma}
All links intersecting the same segment of an edge have the same spirality.
\end{lemma}
Proof. Each edge $e$ has a unique orientation in $\Gamma_O$, hence either only wires from $W_\rightarrow$ or $W_\leftarrow$ intersect $e$. All wires cross $e$ in the same direction. Assume without loss of generality that $e$ is horizontal in $\Gamma_O$ and thus only intersected by wires from $W_\uparrow$. Consider two adjacent wires $w, w' \in W_\uparrow$ intersecting segment $\sigma$ of edge $e$. Consider an additional horizontal segment that would connect link $\ell_1$ of $w$ and $\ell'_1$ of $w'$ (if needed extend $\ell_1$ or $\ell'_1$ upwards). The area enclosed by wires $w, w'$, the segment $\sigma$, and the extra horizontal segment forms a simple cycle (see Fig. 9). In this cycle there are two left turns at $\sigma$ and two left turns at the additional horizontal segment, and the remaining bends belong to $w$ and $w'$. If $x$ and $x'$ are the spiralities of $w$ and $w'$ when intersecting $\sigma$, then $x + 2 - x' + 2 = 4$, and thus $x = x'$. ◀

If multiple links cross a single edge, we execute a slide on only one of these links. We then reroute the remaining wires crossing the edge. This may introduce links with higher absolute spirality, but we can eliminate these links using $O(1)$ linear morphs without affecting the complexity of the drawing. This is formalized in the following lemma.

Lemma 10. The maximum absolute spirality of all links can be reduced while increasing the complexity of each edge by at most $O(1)$.

Proof. Let $s$ be the spirality with the maximum absolute value. For each edge $e$ crossed by multiple links with spirality $s$, perform a slide for a single crossing link. By our invariant all links cross $e$ in the same segment $\sigma$ (see Fig. 10(a)). Performing a slide on an arbitrary crossing link introduces two new bends in $e$ (see Fig. 10(b)). We now reroute the remaining crossing wires in an $\varepsilon$ band along the edge to cross $e$ in the newly created segment (see Fig. 10(c)). As for a small enough $\varepsilon$ no edge or other wire will be in the area of rerouting, the wires remain a proper set. The absolute spirality of the crossing links is now $|s| - 1$. The remaining newly created links have absolute spirality at most $|s| + 1$.

By Lemma 7 $O(1)$ linear morphs are sufficient to perform a slide on all selected crossing links. Similarly $O(1)$ linear morphs are sufficient to remove all links of absolute spirality $|s| + 1$ and then all links of absolute spirality $|s|$ (see Fig. 10(d)). As none of the latter links intersect an edge this does not affect the complexity of the drawing. ◀

Removing excess bends. Rerouting wires ensures that every edge gathers only $O(1)$ bends when reducing the spirality of all intersecting links by one. However as the maximum absolute spirality, as well as the complexity of $\Gamma_I$, is $O(n)$, the total complexity of the drawing may still become $O(n^2)$ during the morph. We show that using an additional $O(1)$ linear morphs per iteration we can also maintain $O(n)$ complexity.

Lemma 11. At any point during the morph, the bends with left orientation in an edge are separated from the bends with right orientation by the wires crossing the edge.

Proof. Consider an arbitrary wire $w$ crossing edge $e = (u, v)$. Let $\ell$ be the link of $w$ that crosses $e$ and assume without loss of generality that $s(\ell) > 0$ and that $u$ is on the left side of $w$. Let $\sigma$ be the segment of $e$ crossed by $\ell$. We show that when traversing $e$ all right oriented bends occur before the crossing with $w$ and all left oriented bends occur after. The claim trivially follows. We consider the orientation of the bends when traversing $e$ from $u$ to $v$.

Clearly the claim already holds in $\Gamma_I$. Now consider a drawing $\Gamma$ during the morph, where $\ell$ has maximum absolute spirality, and assume the property holds in $\Gamma$. As $s(\ell) > 0$, $\ell$ must be preceded by a left turn and followed by a right turn. Performing a zigzag-eliminating slide on $\ell$ will merge these links into a new link $\ell'$. A right bend $w'$ is introduced in $\sigma$ left of the intersection with $\ell'$, and thus on the side of $u$, and a left bend $v'$ right of the intersection.
But then when traversing \( e \) all right-oriented bends in \( e \) occur before the crossing with \( w \) and all left-oriented bends occur after.

We define a cell as the area enclosed by two consecutive wires in \( W_{\rightarrow} \) and two consecutive wires in \( W_{\downarrow} \). By the properties of a proper set of wires, each cell can contain at most one vertex and each edge incident to such a vertex must intersect a different wire. We now use the following simple approach. Let \( \Gamma \) be the drawing after an arbitrary iteration of the algorithm. If a cell in \( \Gamma \) contains at least two bends on each edge incident to the vertex of that cell, then we perform \( O(1) \) linear morphs to eliminate a bend on each of the incident edges. We can combine the linear morphs for all separate cells.

\[ \textbf{Lemma 12.} \text{At any point during the morph, inside a single cell for any pair of edges the number of bends differs by at most a constant.} \]

\[ \textbf{Proof.} \text{The statement is vacuously true for cells without a vertex, so consider an arbitrary vertex } v \text{ and the cell it is contained in. To prove the statement for } \Gamma \text{ we first consider the spirality of the links intersecting incident edges of } v \text{ in } \Gamma_I. \text{ We show that in } \Gamma_I \text{ for two incident edges } e_1, e_2 \text{ that are adjacent in the cyclic order at } v \text{ the spirality of the links crossing } e_1 \text{ differs by at most } 2 \text{ from those crossing } e_2. \text{ During the morph we always perform slides on links with maximum absolute spirality and introduce exactly } 1 \text{ bend inside a cell to reduce the spirality of all links intersecting an edge. It follows that at any time the difference in the number of bends in incident edges inside the cell is bounded by a constant.} \]

Edges \( e_1 \) and \( e_2 \) have two different possible configurations in \( \Gamma_O \). Either one is vertical and the other horizontal, or both are horizontal (vertical). We consider the case where one is horizontal and the other vertical. Without loss of generality consider that \( e_1 \) and \( e_2 \) are above, respectively, to the left of \( v \) in \( \Gamma_O \). By construction \( e_1 \) and \( e_2 \) are intersected by a pair of wires \( w \in W_\rightarrow \) and \( w' \in W_\downarrow \), and they cross before crossing \( e_1 \) respectively \( e_2 \). Wires \( w \) and \( w' \) together with edges \( e_1 \) and \( e_2 \) must then enclose a simple cycle in \( \Gamma_O \). As the wires form a proper set this must also be the case in \( \Gamma_I \), however, the orientation of the edges may be different in \( \Gamma_I \). The cycle contains three left-corners by construction (see Fig. 11(a)). The turn at \( v \) depends on the configuration of \( e_1 \) and \( e_2 \) in \( \Gamma_I \). Let \( \ell, \ell' \) be the links of \( w, w' \) crossing \( e_1 \) and \( e_2 \) and let \( k \) be the spirality of the links at the crossing of \( w \) and \( w' \). We have that \( (k - s(\ell)) + (s(\ell') - k) + 3 + c = 4 \) for \( -1 \leq c \leq 1 \), and thus \( |s(\ell') - s(\ell)| \leq 2 \).

For the case where both edges are horizontal (vertical) in \( \Gamma_O \) a similar argument holds, but now the cycle is formed by two wires from \( W_\rightarrow \) and one wire from \( W_\downarrow \) resulting in one more left turn. We obtain \( s(\ell') - s(\ell) + 4 + c = 4 \) for \( -1 \leq c \leq 1 \), resulting in \( |s(\ell') - s(\ell)| \leq 1. \)

\[ \textbf{Figure 11} \text{(a) The difference of the spirality of links } \ell \text{ and } \ell' \text{ in } \Gamma_I \text{ is at most two as a counterclockwise tour increases spirality by four. The value of } c \text{ depends on the actual configuration of } e_1 \text{ and } e_2 \text{ and ranges between } -1 \text{ and } 1. \text{(b) A vertex of degree at most three where all incident edges have at least two bends can be simplified through a series of } O(1) \text{ zigzag-removing slides. (c) The edges incident to a vertex of degree four can be offset an epsilon amount, after which zigzag-removing slides can reduce the number of bends.} \]
\textbf{Corollary 13.} All links crossing incident edges of a degree four vertex have the same spirality in \( \Gamma_I \).

\textbf{Proof.} For a vertex of degree four two incident edges adjacent in the cyclic order have a fixed relative configuration. We require \( c = 1 \), resulting in \( s(f) = s(f') \). \hfill \blacktriangleleft

\textbf{Lemma 14.} If all edges incident to a vertex \( v \) have at least two bends inside the same cell, then one bend can be removed from each edge without affecting the rest of the drawing.

\textbf{Proof.} If \( v \) has at most three incident edges, then there always exists a series of zigzag-removing slides that, in a cyclic order, removes one bend from each of the incident edges without affecting the other edges and without losing planarity (see Fig. 11(b)). So assume that \( v \) has four incident edges.

By Corollary 13 the spirality of all intersecting links of incident edges is the same in \( \Gamma_I \). Specifically this the spirality is either positive or negative for all intersecting links. Using Lemma 11 this implies that all edges will either form only left turns or only right turns inside this cell during the morph. Assume without loss of generality that all incident edges have only left turns inside this cell and each has at least two left turns. We simultaneously offset all segments incident to \( v \) by an epsilon amount, creating a right bend near \( v \) in each edge (see Fig. 11(c)). As we only move the segments an epsilon amount we can safely do so without causing new intersections. Now every incident edge starts with a right-bend followed by a left-bend. Using zigzag-removing slides we remove the newly introduced bend and one of the left-bends. As these zigzags do not intersect any edge or wire this does not change the spirality of any wire or increase the complexity of any edge. We can merge the different moves for all vertices together into \( O(1) \) linear morphs. \hfill \blacktriangleleft

As each iteration of the refined algorithm increases the complexity of each edge by at most 2 bends, it is sufficient to reduce complexity of the edges once per iteration. By Lemma 14 we can simultaneously simplify all cells where all edges have at least two bends using \( O(1) \) linear morphs. And by Lemma 12 this requirement is already met when cells contain only \( O(1) \) bends. Cells that do not contain a vertex also do not contain bends as all wires intersect in the same segment of an edge. It directly follows that the complexity of the drawing is \( O(n) \) at all times. Furthermore, we still need only a linear number of linear morphs.

\textbf{Theorem 15.} Let \( \Gamma_I \) and \( \Gamma_O \) be two orthogonal planar drawings of \( G \), where \( G \) is the unification of \( \Gamma_I \) and \( \Gamma_O \), and \( \Gamma_I \) and \( \Gamma_O \) have the same combinatorial embedding and the same outer boundary. Then we can morph \( \Gamma_I \) to \( \Gamma_O \) using \( O(n) \) linear morphs while maintaining \( O(n) \) complexity during the morph, where \( n \) is the number of vertices of \( G \).

\section{Conclusion}

We described an algorithm that morphs between two planar orthogonal drawings of a connected graph \( G \) using only \( O(n) \) linear morphs while maintaining planarity and linear complexity of the drawing during the complete morph. This answers the open question from Biedl et al. [4]. As \( \Omega(n) \) linear morphs are needed in the worst case, our algorithm is optimal for connected graphs.

Our current proofs only hold for connected graphs. Specifically Lemma 5 assumes that the graph is connected to argue that each cycle must intersect an edge. By combining the results of Aloupis et al. [2] with our work we also obtain an algorithm requiring only \( O(n^{1.5}) \) linear morphs for disconnected graphs, which still improves on the \( O(n^2) \) bound of [4]. For future work we will investigate if the proofs can be changed to include disconnected graphs.
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1 Introduction

A unique game is a constraint satisfaction problem in which every constraint is between two variables, say $x_i$ and $x_j$, and for each assignment to $x_i$, there is a unique assignment to $x_j$ which satisfies the constraint, and vice versa; in particular, the domain of each variable must have the same size $k$. Khot [21] conjectured that, for any $\varepsilon, \delta > 0$, there is some $k$ such that it is NP-hard to distinguish between instances of Unique Games in which at most a $\delta$ fraction of constraints can be satisfied from those in which at least a $1 - \varepsilon$ fraction of the constraints can be satisfied. The Unique Games Conjecture (UGC) rose to prominence in the past 15 years partly because it implies that our current best approximation algorithms for many problems are optimal assuming $P \neq NP$ (e.g., [21, 25, 11, 23, 26]), thus explaining the lack of further progress on these problems. It is also interesting because, unlike $P \neq NP$, the UGC is a more well-balanced conjecture, with little consensus in the community as to its truth or falsehood. This even-handedness, together with the progress made in the last 10 years (e.g., [7, 34, 35, 27, 30, 3, 6, 24]) suggests that the UGC might be closer to resolution than other major conjectures in complexity theory like $P$ versus $NP$ or $VP$ versus $VNP$.

Khot, Kindler, Mossel, and O’Donnell [23] showed that the UGC is equivalent to its special case, $\Gamma$-Max-2Lin, in which every constraint is of the form $x_i - x_j = c$, treated as equations over $Z_k$ (the cyclic group of order $k$). This beautiful simplification might lead one to naively expect that the UGC is somehow primarily about linear algebra, but this is potentially misleading. Indeed, a key feature in the solution of linear systems of equations is the ability to perform Gaussian elimination by taking linear combinations of equations, but when the equations are not satisfiable, taking linear combinations of equations can significantly change the maximum fraction of equations that are satisfiable. This leads us to ask: is there a domain of classical mathematics – other than modern computer science – in which the UGC is naturally situated?

In this paper, we argue that (algebraic) topology is such a domain. The starting point for our investigation is Linial’s observation [29]3 that the only two known “UGC-complete” problems – UG itself and $\Gamma$-Max-2Lin– are in fact instances of finding a maximum section of a (G-)covering space over the underlying constraint graph of the CSP (topological terminology will be explained in §2; $G = S_k$ for UG and $G = Z_k$ for $\Gamma$-Max-2Lin). In the case of $\Gamma$-Max-2Lin, we observe that this is naturally equivalent to the well-studied 1-Homology Localization problem from computational topology (see, e.g., [14, 9, 12, 16, 13, 10, 39, 15]). We also observe that the reduction from $\Gamma$-Max-2Lin to UG [23] gives a well-defined map of $G$-covering spaces.

---

3 In an earlier version of this paper we were unaware of Linial’s observation, which appears on slides 55–56 of [29]. Once we were made aware of this, for which we thank an anonymous reviewer and Hsien-Chih Chang, we checked Linial’s slides, and the first author remembered having attended the talk that Linial gave at MIT on 11 May 2005! This was, in fact, one of the first theory seminars the first author had ever attended, and at the time he certainly didn’t know what bundles were, nor the UGC; he also could not recall whether Linial actually made it to those slides that particular day. We believe that Linial was the first to make this observation.
To cement the topological nature of the UGC, we then show that Maximum Section of a $G$-Covering Space, or 1-Homology Localization, on (cell decompositions of) 2-manifolds, rather than graphs, is still UGC-complete. This gives the first new UGC-complete problem in over a decade. Of course, there is some subjectivity as to what counts as a UGC-complete problem being “distinct” from UG itself. In particular, $\Gamma$-Max-2Lin can be viewed as UG with certain additional hypotheses satisfied, but nonetheless “feels” different (this difference can be made a little more precise topologically, see Remark 3). In our proof, we’ll see that 1-Homology Localization on 2-manifolds can also be viewed as a special case of $\Gamma$-Max-2Lin satisfying certain additional hypotheses, but again, Homology Localization “feels different” to us. Regardless, our results draw what we believe is a new connection between UGC and computational topology.

The UGC-completeness of this problem also partially settles a question of Chen and Freedman [14] on the complexity of the 1-Homology Localization problem on 2-manifolds. In particular, Chen and Freedman [14, p. 438, just before § 4.3] asked whether it was hard to approximate 1-Homology Localization with coefficients in $\mathbb{Z}_2$ on 2-manifolds; while some of the details are left unspecified, given the context in their paper we may conservatively infer (see our discussion in § 5) that they were asking for inapproximability to within all constant factors for triangulations of 2-manifolds. We show:

- Assuming UGC, for any constant $\alpha > 1$, there is a $k$ such that 1-Homology Localization over $\mathbb{Z}_k$ on cell decompositions of 2-manifolds cannot be efficiently approximated to within $\alpha$. In particular, this problem is UGC-complete.
- Assuming UGC, for any $\varepsilon > 0$, there is a $k$ such that 1-Homology Localization over $\mathbb{Z}_k$ on triangulations of 2-manifolds cannot be efficiently approximated to within $7/6 - \varepsilon$.

Although the above are our most technically demanding results, which are applications of UGC to 1-Homology Localization – and, in the course of this, showing a new UGC-complete problem – we hope that the connections we have drawn between UGC and computational topology will lead to further progress on both of these topics in the future.

**Related work.** Linial [29] first observed that UG could be phrased in terms of Maximum Section of a Graph Lift (though we were unaware of this when we began our investigations, see Footnote 3). To our knowledge, since Linial’s observation there have been no other works relating approximation problems in computational topology with the Unique Games Conjecture, nor is there previous work on the problem of Maximum Section of $G$-Covering Spaces. In this paper we extend Linial’s observation by showing that the reduction of [23] gives a well-defined map of covering spaces, and we relate UGC to the well-studied problem of Homology Localization.

Here we briefly survey related work on approximation problems in computational topology, particularly those related to Homology Localization and the question of Chen and Freedman that we partially answer. Note that $d$-Homology Localization fixes the dimension of the homology considered, but allows the input to consist of $d$-homology classes on manifolds of arbitrarily large dimension. In our paper we consider 1-Homology Localization on graphs and 2-manifolds. For a more comprehensive overview of the area, as well as more direct motivations for the problem of Homology Localization, see [14, Sections 1 and 3].

1-Homology Localization with coefficients in $\mathbb{Z}_2$ is NP-hard to optimize exactly on simplicial complexes [12] and even on 2-manifolds [9]. Chen and Freedman showed it was NP-hard to approximate 1-Homology Localization on triangulations of 3-manifolds to within all constant factors, and that it was NP-hard to approximate $d$-Homology Localization on triangulations of manifolds for any $k \geq 2$. The best known algorithms for 1-Homology
Localization on a 2-manifold are given in several papers by Chambers, Erickson, and Nayyeri [9, 16, 10] (see also [39]). In particular, [9] solve the problem in polynomial time for fixed genus; however, for triangulations of 2-manifolds, the genus $g = \Theta(e/v)$ (follows from Euler’s formula), and for instances of Unique Games to be difficult one must have the edge density $e/v$ growing without bound, so their result seems not to solve the instances of $1$-Homology Localization relevant for the UGC. Dey, Hirani, and Krishnamoorthy [15] showed that Homology Localization in the $1$-norm over $\mathbb{Z}$ can be done in polynomial time; in our paper we are primarily concerned with the $0$-norm.

Organization. In § 2 we give preliminaries. § 3 contains the details of how to view Unique Games and $\Gamma$-Max-$2$Lin as instances of Maximum Section of a $G$-Covering Space, and the result that the KKMO reduction [23] gives a well-defined map of $G$-covering spaces. In § 4 we show that $1$-Homology Localization on cell decompositions of $2$-manifolds is UGC-complete. In § 5 we show how our techniques partially settle a question of Chen and Freedman, and in § 6 we discuss open questions. All omitted proofs are available in the full version, which also has a discussion of generalizations to non-Abelian groups $G$ and arbitrary topological spaces $X$. Content that appears in both has the same numbers in both, and references to the full version are displayed as, e.g., Obs. 12FULL or App. AFULL.

2 Preliminaries

2.1 The Unique Games Conjecture and inapproximability

We refer to the textbooks [37, 5] for standard material on approximation algorithms and inapproximability, and to the survey [22] for more on the Unique Games Conjecture. Here we briefly spell out the needed definitions and one standard lemma that will be of use.

An instance of a constraint satisfaction problem (CSP) is specified by a set of variables $x_1, \ldots, x_n$ for each variable $x_i$ a domain $D_i$ (which we will always take to be a finite set, and, in fact, we will have all $D_i$ equal to one another), and a set of constraints. Each constraint is specified by a subset $\{x_{i_1}, \ldots, x_{i_k}\}$ of $k$ of the variables (each constraint may, in principle, have a different arity $k$), and a $k$-ary relation $R \subseteq D_{i_1} \times \cdots \times D_{i_k}$. An assignment to the variables satisfies a given constraint if the assignment is an element of the associated $R$.

A CSP may be specified by restricting the arity and type of relations allowed in its instances, as well as the allowed domains for the variables. The value function associated to a CSP is $v(x, s) = \text{the fraction of constraints in } x \text{ satisfied by } s$, and we get the associated maximization problem. Given a CSP $\mathcal{P}$, the associated gap problem $\text{GapP}_{c,s}$ is the promise problem of deciding, given an instance $x$, whether $\text{OPT}(x) \leq s$ or $\text{OPT}(x) \geq c$. (An algorithm solving $\text{GapP}_{c,s}$ may make either output if $x$ violates the promise, that is, if $s < \text{OPT}(x) < c$.) In general, the parameters $c,s$ may depend on the problem size $|x|$.

If the optimization problem $\mathcal{P}$ can be approximated to within a factor $\alpha$ by some algorithm, then essentially the same algorithm solves $\text{GapP}_{c,s}$ whenever $c/s > \alpha$. In the contrapositive, if $\text{GapP}_{c,s}$ is, for example, NP-hard, then so is approximating $\mathcal{P}$ to within a factor $c/s$. The converse is false.

Problem (Unique Games). The Unique Games problem with $k$ colors, denoted $UG(k)$, is the CSP whose domains all have size exactly $k$, and where each constraint has arity 2 and is a bijection between the domains of its two variables.

The natural $n$-vertex graph associated to a UG instance – in which there is an edge $(i,j)$ for each constraint on the pair $(x_i, x_j)$ – is called its constraint graph. A $UG(k)$ instance is completely specified by its constraint graph, together with a a permutation $\pi_{ij} \in S_k$ on each edge $(i,j)$, specifying the constraint that, for $i < j$, $x_i = \pi_{ij}(x_j)$. 
Conjecture (Khot [21], Unique Games Conjecture (UGC)). For all \( \varepsilon, \delta > 0 \), there exists a \( k \in \mathbb{N} \) such that \( \text{GapUG}(k)_{1-\varepsilon, \delta} \) is \( \text{NP} \)-hard.

Since the community is divided on this exact conjecture, the UGC is sometimes interpreted more liberally as saying that \( \text{GapUG}(k)_{1-\varepsilon, \delta} \) is somehow hard, for example, not in \( \text{P} \), \( \text{BPP} \), or \( \text{quasiP} \). All our results will work equally well under any of these interpretations, so we often just refer to “efficient approximation” or write “approaching ... is hard.”

A polynomial-time gap-preserving reduction from \( \text{GapP}_{\varepsilon, \delta} \) to \( \text{GapQ}_{\varepsilon', \delta'} \) (say, both minimization or both maximization problems) is a polynomial-time function \( f \) such that \( \text{OPT}_P(x) \leq s \Rightarrow \text{OPT}_Q(f(x)) \leq s' \) and \( \text{OPT}_P(x) \geq c \Rightarrow \text{OPT}_Q(f(x)) \geq c' \). If \( P \) is a maximization problem and \( Q \) is a minimization problem, then a gap-preserving reduction is similarly an \( f \) such that \( \text{OPT}_P(x) \leq s \Rightarrow \text{OPT}_Q(f(x)) \geq c' \) and \( \text{OPT}_P(x) \geq c \Rightarrow \text{OPT}_Q(f(x)) \leq s' \).

We say informally that a problem \( P \) is “UGC-complete” if there are gap-preserving reductions from \( \text{GapP}_{\alpha, \beta} \) to \( \text{GapUG}_{1-\varepsilon, \delta} \) and \( \text{GapUG}_{1-\varepsilon, \delta} \) to \( \text{GapP}_{\alpha, \beta} \) (where, in one direction, \( \varepsilon, \delta \) may depend on \( \alpha, \beta \), and vice versa in the other direction) such that some UGC-like statement holds for \( P \) – such as “For any \( \alpha < 1, \beta > 0 \) \( \text{GapP}_{\alpha, \beta} \) is hard to approximate” – if and only if UGC holds. Prior to this paper, the only known UGC-complete problems were UG itself,\(^4\) and \( \Gamma\text{-Max-2Lin}(q) \) \([23]\):

\begin{itemize}
  \item Problem (Max-2Lin(A) and \( \Gamma\text{-Max-2Lin}(A) \)). Let \( A \) be an Abelian group. Max-2Lin(A), or Max-2Lin(k) when \( A = \mathbb{Z}_k \), consists of those instances of UG where every variable has \( A \) as its domain, and each constraint takes the form \( ax_i + bx_j = c \) for some \( a, b \in \mathbb{Z} \) and \( c \in A \) (not necessarily the same \( a, b, c \) for all constraints). \( \Gamma\text{-Max-2Lin}(A) \) is the same, except that all the constraints have the form \( x_i - x_j = c \) for some \( c \in A \) (not necessarily the same for all constraints).
\end{itemize}

We will use the following standard lemma, which allows one to add a small number of new constraints to a given graph in a way that preserves an inapproximability gap.

Lemma 1. For a class \( A \) of graphs, let \( \text{UG}_A \) denote the Unique Games Problem on graphs from \( A \). Given two classes of graphs \( A, B \), let \( f : A \to B \) be a polynomial-time computable function such that for all \( G \in A \), \( E(G) \subseteq E(f(G)) \) and \( |E(f(G)) \setminus E(G)| = O(v) \) where \( v \) is the number of vertices in \( G \) of degree \( \geq 1 \). If the number of edges added is at most \( av \), then there is a gap-preserving reduction from \( \text{UG}_{A,1-\varepsilon, \delta} \) to \( \text{UG}_{B,1-\varepsilon_0, \delta_0} \) where \( \varepsilon_0 = \varepsilon + \Delta \) and \( \delta_0 = \delta + \Delta \), for any \( 1 > \Delta > 2\alpha \varepsilon/(1 + 2\alpha) \) (in particular, with \( \Delta \to 0 \) as \( \delta \to 0 \)).

In particular, if \( \text{UG}_A \) is UGC-hard, then so is \( \text{UG}_B \). The same holds with “UGC” everywhere replaced by Max-2Lin or \( \Gamma\text{-Max-2Lin} \).

The intuition here is that one can always satisfy a number of constraints linear in the number of vertices (just choose a spanning tree or forest), so adding another linear number of constraints will only affect the inapproximability gap by a constant, which is negligible as \( \delta \) and \( \varepsilon \) get arbitrarily small. For completeness the full version contains its (easy) proof §2.1\(^{\text{FULL}}\).

### 2.2 \( G \)-covering spaces of graphs

Definition 2 (Graph lifts, a.k.a covering graph). Let \( X \) be a graph. A graph lift, or covering graph, is another graph \( Y \) with a map \( p: V(Y) \to V(X) \) that such that the restriction of \( p \)

\[^4\] And slight variants, for example UG on bipartite graphs \([21]\), or a variant due to Khot and Regev \([25]\) in which one tries to maximize the number of vertices in an induced subgraph all of whose constraints are satisfied, rather than simply maximizing the number of constraints satisfied.
to the neighborhood of each \( v \in V(Y) \) is a bijection onto the neighborhood of \( p(v) \in X \). If \( X \) is connected, then the number \( k \) of points in \( p^{-1}(v) \) is independent of \( v \), and we say \( Y \) is a \( k \)-sheeted cover of \( X \). The set of vertices \( p^{-1}(v) \) is called the fiber over \( v \).

Graph lifts have found many uses in computer science and mathematics, particularly in the study of expanders (e.g., \([8, 20, 31, 32, 2]\)) and, via the next example, Unique Games.

**Example 3 (Label-extended graph).** Given an instance of Unique Games with constraint graph \( X \) on vertex set \([n]\) and domain size \( k \), and permutations \( \pi_e \) on the directed edges \( e \in E(X) \), its label-extended graph is a graph with vertex set \([n] \times [k]\), and with an edge from \((v,i)\) to \((w,j)\) iff \( \pi_{v,w}(i) = j \). In particular, the label-extended graph is a \( k \)-sheeted covering graph of \( X \).

In our setting, all of our covering graphs will come naturally with a group that acts on their fibers, and we would like to keep track of this group action, for reasons that will become clear in §3. For example, the label-extended graph of a UG instance carries a natural action of \( S_k \) on each fiber (as would be the case with any \( k \)-sheeted covering graph), and the label-extended graph of a Max-2Lin(\( A \)) instance has a natural action of the Abelian group \( A \) on each fiber. From the point of view of approximation, keeping track of the group currently seems of little relevance, but it may be useful from the topological point of view, so we state our definitions and results carefully keeping track of the (monodromy) group.

**Definition 4 (G-covering graph, see \([18]\) and \([1, Definition 12]\)^5).** Let \( G \) be a group of permutations on a set of size \( k \). A \( G \)-covering space of a graph \( X \) is a \( k \)-sheeted covering graph \( Z = (V(X) \times [k], E) \) such that the permutations on each edge come from the action of the group \( G \). Symbolically, for each edge \((u,v) \in X \), there is a group element \( g_{u,v} \in G \) and \( Z \) contains an edge from \((u,i)\) to \((v,j)\) iff \( g_{u,v}(i) = j \).

In topological terminology, this definition is equivalent to a “\( G \)-bundle with finite fibers” or to a covering space of the graph whose monodromy group (the group generated by considering the permutations you get by going around cycles in the graph) is contained in \( G \).

We consider a graph \( X \) as a 1-dimensional geometric simplicial complex in the natural way, in which each edge has length 1.

**Definition 5 (Section of a covering graph).** Given a covering graph \( p: Y \to X \), a section of \( p \) is a continuous map \( s: X \to Y \) (of topological spaces, as above) such that \( p(s(x)) = x \) for all \( x \). That is, it is a choice, for each \( x \in X \), of a unique point in \( p^{-1}(x) \), in a way that varies continuously with \( x \).

**Example 6.** Consider a covering graph \( p: Y \to X \) where \( X \) is a triangle \((V(X) = \{0,1,2\}, E(X) = \{(1,2), (0,1), (0,2)\})\), \( Y \) is a 6-cycle with vertex set \( \{0,\ldots,5\} \), in its natural ordering (edge set \( \{(i,i+1 \mod 6) : i \in \{0,\ldots,5\}\}) \), and \( p(i) = i \) (mod 3). This covering

<table>
<thead>
<tr>
<th>Action</th>
<th>Covering graph</th>
<th>Bundle</th>
<th>Lift</th>
<th>Voltage Graph</th>
</tr>
</thead>
<tbody>
<tr>
<td>regular space</td>
<td>regular covering space</td>
<td>principal G-covering graph</td>
<td>G-lift</td>
<td>ordinary voltage graph</td>
</tr>
<tr>
<td>general G-covering graph</td>
<td>general G-covering graph with finite fibers</td>
<td>(G,S,·)-lift</td>
<td>permutation voltage graph</td>
<td></td>
</tr>
</tbody>
</table>

^5 Note that here we consider \( G \) as a permutation group – that is, technically, an abstract group together with an action on a set of size \( k \), as is done in Definition 12 of the preprint \([1]\). In \([2, Definition 1]\) (and \([1, Definition 1]\)) they define a “\( G \)-lift” for an abstract group \( G \) as a \( G \)-covering graph where the action of \( G \) is the regular action on itself by left translations. To translate between this terminology, that of bundles, and that of voltage graphs \([18]\), we have:
Definition 9. A subgroup of $\pi_n(X,A)$ arises, we may refer to both of these maps simply as $\pi_i$ and we extend this to a map $\pi_{ij} \in \mathbb{Z}$ of a $d$-simplex of $X$. The support of a $d$-simplex in $X$ (denoted $\partial d$) is the set of $d$-simplices that appear in $a$ with nonzero coefficient. The boundary of a $d$-simplex $[i_0, i_1, \ldots, i_d]$ is the $d-1$-simplex $\partial d [i_0, i_1, \ldots, i_d]$ := $[i_0, i_1, \ldots, i_d] - [i_0]$, and we extend this to a map $C_0(X,A) \to C_1(X,A)$ by $A$-linearity. Similarly, the boundary of a $2$-cell $[i_0, i_1, i_2]$ is the $1$-cycle $\partial 2 [i_0, i_1, i_2]$ := $[i_0, i_1] + [i_1, i_2] + [i_2, i_0]$, and we extend this to a map $C_2(X,A) \to C_1(X,A)$ by $A$-linearity. When no confusion may arise, we may refer to both of these maps simply as $\partial$. The image of the boundary map $\partial d$ is a subgroup of $C_{d-1}(X,A)$, denoted $B_{d-1}(X,A)$.

A $d$-cycle is a $d$-chain $a \in C_d(X,A)$ such that $\partial a = 0$. For example, if $X$ is a graph, a 1-cycle is just a union of cycles, in the usual sense of cycles in a graph; if $X$ is a 2-manifold,
the only 2-cycles are \( A \)-scalar multiples of the entire manifold; all vertices are 0-cycles. The \( d \)-cycles form a subgroup of \( C_d(X, A) \) denoted \( Z_d(X, A) \).

Two \( d \)-cycles that differ by the boundary of a \((d+1)\)-cycle are homologous. The \( d \)-homology classes form the quotient group \( H_d(X, A) := Z_d(X, A)/B_d(X, A) \). \( H_0(X, A) \cong A^c \) where \( c \) is the number of connected components, and if \( X \) is a closed 2-manifold then \( H_2(X, A) = 0 \). For closed 2-manifolds, thus the main interest is in \( H_1(X, A) \).

\[ \text{Problem} \] (1-Homology Localization, 1-HomLoc). Given a simplicial complex (resp., combinatorial CW complex) \( X \) and a 1-cycle \( a \in Z_1(X, A) \), determine the sparsest homologous representative of \( a \), that is, a 1-cycle \( a' \) homologous to \( a \) with minimum support among all 1-cycles homologous to \( a \).

Cohomology is, in a sense, dual to homology. A \( d \)-cochain on \( X \) with coefficients in an Abelian group \( A \) is a homomorphism \( C_d(X, Z) \to A \); equivalently, it is determined by its values (from \( A \)) on the \( d \)-simplices (or \( d \)-cells) of \( X \). The \( d \)-cochains form a group \( C^d(X, A) \cong A^{n_d} \), where \( n_d \) is the number of \( d \)-simplices or \( d \)-cells. Given a \( d \)-cochain \( f : X_d \to A \) (\( X_d \) being the \( d \)-simplices or \( d \)-cells of \( X \)), its coboundary is the function \((\delta f) : X_{d+1} \to A\) defined by \((\delta f)(\Delta) = f(\partial \Delta)\) for any \((d + 1)\)-cell \( \Delta \), and then extended \( A \)-linearly. Thus \( \delta f \in C^{d+1}(X, A) \). A \( d \)-cocycle is a \( d \)-cochain whose coboundary is zero, equivalently, a \( d \)-cochain that evaluates to 0 on the boundary of any \((d + 1)\)-chain. The \( d \)-cocycles form a subgroup \( Z^d(X, A) \leq C^d(X, A) \). A \( d \)-coboundary is the coboundary of some \((d-1)\)-cochain; these form a subgroup \( B^d(X, A) \leq Z^d(X, A) \). Two \( d \)-cocycles that differ by a \( d \)-coboundary are said to be \textit{cohomologous}, and the cohomology classes form a group \( H^d(X, A) := Z^d(X, A)/B^d(X, A) \). As with homology, for 2-manifolds the main cohomological interest is in \( H^1 \). The support of a \( d \)-cocycle is the number of \( d \)-simplices to which it assigns a nonzero value.

\[ \text{Problem} \] (1-Cohomology Localization, 1-CohoLoc(G)). Let \( G \) be a group (see App. A.3FULL for the definitions in the non-Abelian case). Given a simplicial complex (resp. combinatorial CW complex) \( X \) and a 1-cocycle \( a \in Z^1(X, G) \), find the sparsest cohomologous representative.

On closed surfaces, we have the following equivalence between these problems:

\[ \text{Observation 10} \] (J. Erickson, personal communication). 1-Cohomology Localization on CW complexes that are closed surfaces is equivalent to 1-Homology Localization on CW complexes that are closed surfaces, and dually (swapping the order of homology and cohomology).

The proof essentially follows from (the proof of) Poincaré Duality; see §2.4FULL.

3 The only known UGC-complete problems are Maximum Section of a \( G \)-Covering Graph

In this section we carefully write out the proof of Linial’s observation [29] that UG (and \( \Gamma\)-Max-2Lin) is a special case of the following topological problem. We further observe that the reduction between these two problems [23] preserves the topological covering space structure of these problems.

\[ \text{Problem} \] (Maximum Section of a \((G-)\)-Covering Graph). Let \( G \) be a group of permutations. Given a graph \( X \) and a \( G \)-covering graph \( p : Y \to X \), find the partial section of \( p \) that is defined on as many edges of \( X \) as possible.
Observation 11 (Linial [29, pp. 55–56]). \(UG(k)\) is the same as the Maximum Section of a \(S_k\)-Covering Graph Problem. Furthermore, given two isomorphic \(S_k\)-covering spaces of the same constraint graph \(X\), there is a bijection between assignments to the two instances of \(UG\) that exactly preserves the number of constraints satisfied.

Proof. Given an instance of \(UG(k)\) on constraint graph \(X\), we have seen in Example 3 that the label-extended graph \(Y\) of this instance is a covering graph of \(X\); let \(p: Y \to X\) be the natural projection. As every constraint is a permutation in \(S_k\), \((p, Y)\) is clearly an \(S_k\)-covering space of \(X\). Now suppose \(u: X \to [k]\) is an assignment to the variables of \(X\). We claim that this assignment can be extended to a section of \(p\) over the subset of \(E(X)\) consisting precisely of those edges of \(X\) corresponding to constraints satisfied by \(u\). For suppose \((i, j) \in E(X)\) and the constraint on \((i, j)\) is satisfied by \(u\), that is, \(\pi_{ij}(u(i)) = u(j)\). Then in \(Y\), there is an edge from \((i, u(i))\) to \((j, u(j))\) by construction. We may thus extend \(u\) to send points of the edge \((i, j) \in E(X)\) to the points of the edge \(((i, u(i)), (j, u(j))) \in E(Y)\) bijectively and continuously, and thus extend \(u\) to a section of \(p\) that is defined over any edge satisfied by \(u\).

Conversely, suppose \(s: X' \to Y\) is a section of the restriction of \(p\) to \(X' \subseteq X\), that is, \(p|_{X'}: p^{-1}(X') \to X'\). We may use \(s\) to define a partial assignment to the variables of \(X\). Namely, for any \(i \in V(X')\) (that is, \(i \in V(X)\) and \(i \in X'\)), define \(u(i)\) by the equation \(s(i) = (i, u(i)) \in V(Y)\). We claim that any edge of \(X\) contained entirely in \(X'\) is satisfied by this assignment \(u\). Indeed, suppose the edge \((i, j) \in E(X)\) is contained entirely in \(X'\). As \(s\) assigns \(u(i)\) to \(i\) and \(u(j)\) to \(j\), and is continuous over all of \(X'\), there must be an edge from \(s(i) = (i, u(i))\) to \(s(j) = (j, u(j))\) in \(Y\). But this is the same as saying that \(\pi_{ij}(u(i)) = u(j)\), and thus the constraint on this edge is satisfied. Therefore, maximizing the cardinality of the number of edges over which a section of \(p\) exists is the same as maximizing the cardinality of the number of constraints satisfied.

Finally, it is a folklore result that there is a bijection between assignments to two instances of \(UG(k)\) on the same constraint graph \(X\) whose label-extended graphs are isomorphic graph lifts. Indeed, such an isomorphism corresponds simply to re-labeling the domain of each variable. As \(S_k\) is the maximal permutation group on a set of size \(k\), Obs. 8 says that two isomorphic \(G\)-covering spaces of \(X\) are isomorphic graph lifts.

Observation 12 (cf. Linial [29]). Let \(A\) be an Abelian group. The \(\Gamma\)-Max-2Lin\((A)\) Problem is the same as the Maximum Section of an \(A\)-Covering Graph Problem, where we view \(A\) as a permutation group acting on itself by translations. Furthermore, given two isomorphic \(A\)-covering spaces of the same constraint graph \(X\), there is a bijection between assignments to the two instances of \(UG\) that exactly preserves the number of constraints satisfied.

The proof is essentially the same as above; see Obs. 12\(^\text{FULL}\) for a little more detail.

Khot, Kindler, Mossel, and O’Donnell [23] prove that \(\Gamma\)-Max-2Lin\((q)\) is \(UG\)-hard by giving a gap-preserving reduction from \(UG\). Our next result is that this reduction sends isomorphic \(S_k\)-covering spaces to isomorphic \(\mathbb{Z}_q\)-covering spaces. See Prop. 13\(^\text{FULL}\) for the proof.

Proposition 13. The reduction [23] from \(UG(k)\) to \(\Gamma\)-Max-2Lin\((q)\) gives a well-defined map \(\{\text{isomorphism classes of } S_k\text{-covering spaces}\} \to \{\text{isomorphism classes of } \mathbb{Z}_q\text{-covering spaces}\}\).

Remark. It is well-understood that one difference between \(UG(k)\) and \(\Gamma\)-Max-2Lin\((k)\) is that if an instance of \(\Gamma\)-Max-2Lin\((k)\) is satisfiable, then one can choose an arbitrary vertex, assign an arbitrary value in \(\mathbb{Z}_q\) to this vertex, and propagate this value across the entire graph...
using the constraints, and this will always be a solution. In contrast, even if an instance of $UG(k)$ is satisfiable, starting from a given vertex there may be (in the worst case) only one value that can be assigned to that vertex in such a way that the propagated assignment is actually satisfying.

In topological language, the above translates nearly exactly as follows (see Footnote 5): A principal bundle is trivial (a direct product) if and only if it has a section and if so, such a section can be found by making an arbitrary choice at one vertex and propagating. We note that when $A$ is Abelian and the action is faithful, every $A$-covering space is a principal $A$-bundle, whereas this need not be the case for non-Abelian groups.

### 4 1-Homology Localization on cell decompositions of 2-manifolds is UGC-complete

**Theorem 14.** 1-Homology Localization on cell decompositions of closed orientable surfaces is UGC-complete. More precisely, the Unique Games Conjecture holds if and only if for any $\varepsilon, \delta > 0$, there is some $k = k(\varepsilon, \delta)$ such that $Gap1$-$HomLoc_{1-\varepsilon, \delta}$ on cell decompositions of closed orientable surfaces with coefficients in $\mathbb{Z}_k$ is NP-hard.

To make the equivalence here a bit cleaner, we introduce a small variant of $\Gamma$-$Max$-$2Lin$ on surfaces instead of graphs:

**Problem ($\Gamma$-$Max$-$2Lin(A)$ on surfaces).** Let $A$ be an Abelian group. Given a cell decomposition of a closed surface $X$, and a 1-cocycle on $X$ with coefficients in $A$ treat the 1-cocycle as defining an instance of $\Gamma$-$Max$-$2Lin(A)$. In other words, this problem is the same as $\Gamma$-$Max$-$2Lin(A)$ on the 1-skeleton $X_1$ of $X$, except that we only consider instances of $\Gamma$-$Max$-$2Lin(A)$ in which the sum of the constraints along each cycle of $X_1$ that is the boundary of a 2-cell of $X$ is zero.

From the second characterization in the definition (“in other words...”), it is clear that $\Gamma$-$Max$-$2Lin(A)$ on cell decompositions of surfaces is potentially easier than $\Gamma$-$Max$-$2Lin(A)$ on graph. We show that $\Gamma$-$Max$-$2Lin(A)$ on surfaces nonetheless remains UGC-complete.

**Proof of Thm. 14.** The proof proceeds as follows, and will take up the remainder of this section: $\Gamma$-$Max$-$2Lin(A)$ on graphs $\leq$ $\Gamma$-$Max$-$2Lin(A)$ on surfaces $\cong$ $1$-$CohoLoc$ on surfaces $\cong$ $1$-$HomLoc$ on surfaces, where all reductions here are gap-preserving reductions. The first reduction is the technically tricky part, embodied in Prop. 17 below. The second equivalence is Obs. 15, which we do first since it will inform some of our subsequent discussion. The final equivalence is Obs. 10.

**Observation 15.** $\Gamma$-$Max$-$2Lin(A)$ on a cell decomposition of a surface $X$ is equivalent (under gap-preserving reductions) to $1$-$CohoLoc(A)$ on the same cell decomposition of the same surface.

**Proof.** Given an instance of $\Gamma$-$Max$-$2Lin(A)$ specified by constants $a_{ij} \in A$ (that is, with constraints $x_i - x_j = a_{ij}$ for all edges in the cell decomposition of $X$), by the definition of $\Gamma$-$Max$-$2Lin(A)$ on surfaces the function $a: (i,j) \mapsto a_{ij}$ is a 1-cocycle. We claim that the following is a natural bijection between assignments to the variables and cohomologous 1-cocycles such that the set of constraints satisfied by an assignment is precisely the complement of the support of the associated 1-cocycle: Given an assignment $\alpha_i$ to the variables $x_i$, treat $\alpha$ as a 0-cochain, and consider the 1-cocycle $a - \delta \alpha$. Note that $\alpha$ satisfies some edge $(i,j)$ iff $(a - \delta \alpha)(i,j) = 0$, for $(a - \delta \alpha)(i,j) = a_{ij} - \alpha_i + \alpha_j$. 

Conversely, given a cohomologous 1-cocycle \( a' \), the difference \( a - a' \) is the coboundary of some 0-cochain: \( a - a' = \delta \alpha \); treat \( \alpha \) as an assignment to the variables. Using the same equation as before, we see that the support of \( a' \) is precisely the complement of the set of constraints satisfied by \( \alpha \).

Thus maximizing the number of satisfied constraints is equivalent to minimizing the support of a cohomologous cocycle. All that remains to check is that the equivalence above is indeed gap-preserving, noting that \( \Gamma - \text{Max}-2\text{Lin}(A) \) is a maximization problem while 1-CohoLoc \( (A) \) is a minimization problem. Here we take the value of a cocycle to be the fraction of nonzero edges. The above shows that if the maximum fraction of satisfiable constraints in the \( \Gamma - \text{Max}-2\text{Lin}(A) \) instance is \( \rho \), then the minimum fraction of edges in the support of a cohomologous cocycle is \( 1 - \rho \) (since the number of edges in the same in both instances). So if \( a \geq 1 - \varepsilon \) fraction of the constraints are satisfiable, then there is a cohomologous cocycle with support consisting of \( \leq \varepsilon \) fraction of the edges; and if \( a \leq \delta \) fraction of the constraints are satisfiable, then every cohomologous cocycle contains \( a \geq 1 - \delta \) fraction of the edges.

Our strategy for the reduction from \( \Gamma - \text{Max}-2\text{Lin}(A) \) on graphs to \( \Gamma - \text{Max}-2\text{Lin}(A) \) on surfaces will be to take an arbitrary graph and embed it as the 1-skeleton of a closed surface in polynomial time, in a gap-preserving way. The complication is that we must be careful about adding 2-cells. Given an instance of \( \Gamma - \text{Max}-2\text{Lin}(A) \) on a graph \( X \), and some cycle in \( X \) such that the sum of the constraints around the cycle is nonzero, we cannot simply “fill in” the cycle with a 2-cell. If we added such a cell to the complex, then the instance would no longer correspond to a 1-cocycle. Thus, we may only add 2-cells to cycles that are satisfiable in the given instance.

Furst, Gross, and McGeoch [17] give a polynomial-time algorithm to find the maximal genus embedding of a graph, that is, an embedding on an orientable closed surface such that the complement of the graph decomposes into a disjoint union of disks, in such a way as to maximize the genus of the surface. In a cellular embedding, Euler’s polyhedral formula applies: \( V - E + F = 2 - 2g \), where \( V \), \( E \), and \( F \) are the numbers of vertices, edges, and faces of the complex, and \( g \) is the genus of the surface. Holding \( V \) and \( E \) fixed, we see that the problem of maximizing the genus is equivalent to minimizing the number of faces – and hence minimizing the additional properties an instance of \( \Gamma - \text{Max}-2\text{Lin}(A) \) on a surface must satisfy compared to being on a graph. In the extreme case, their algorithm may find an embedding with only one face, which “wraps around” the surface touching every edge twice, once on each side. Because the orientations of the region on either side oppose each other, the boundary of this region will always be zero. Therefore, if such a region is added to the complex, any 1-cochain will still be a 1-cocycle.

The algorithm of Furst, Gross, and McGeoch [17] is based on the work of Xuong [38], who gave a complete characterization of how many regions one needs to embed a graph. We restate the special case of his main result in which only one region is needed.

\[ \text{Theorem 16 (Xuong [38]).} \] A connected graph \( G \) has a one-face cellular embedding into a closed orientable surface if and only if there exists a spanning tree \( T \) such that every connected component of \( G \setminus T \) has an even number of edges.

See [17, Lemmas 3.1 & 3.3] for a proof of this special case.

We are now ready to formally describe our reduction and prove its correctness.

\[ \text{Proposition 17.} \] There is a reduction of the form in Lemma 1 from \( \Gamma - \text{Max}-2\text{Lin}(A) \) on graphs to \( \Gamma - \text{Max}-2\text{Lin}(A) \) on cell decompositions of surfaces, and therefore \( \Gamma - \text{Max}-2\text{Lin}(A) \) on surfaces is UGC-complete.
Proof. Suppose we are given a 1-cocycle on a graph $X$ (every 1-cochain on a graph is a 1-cocycle, since there are no 2-cells). We describe an algorithm to transform $X$ into a graph $X'$ that admits a cellular embedding with one region. First, as $X$ is the constraint graph of a $\Gamma$-Max-2Lin$(A)$ instance, we may assume without loss of generality that $X$ has no isolated vertices. Now, if $X$ is disconnected, connect the components together, using one edge for each extra component. If the total number of edges is now odd, append a leaf attached by an edge to any vertex. Finally, add a “universal” vertex $u$, with an edge to every other vertex. Each new edge added in the preceding steps can be labeled with any constraint; it will not matter, but say $x_i - x_j = 0$ for concreteness. Letting $X'$ be the resulting graph. Letting $T$ be the star spanning tree centered at $u$ – that is, consisting of precisely the edges incident on $u$ – we see that $X' \setminus T$ has only one component, with an even number of edges, so $X'$ can be embedded in polynomial time with one region. The fact that this reduction preserves the inapproximability gap is the content of Lemma 1: If $\Gamma$-Max-2Lin$(A)$ was hard on arbitrary graphs, it will still be hard on graphs with one-face embeddings, as this reduction added at most $(v^2 - 1) + 1 + (v + 1) = O(v)$ edges.

This completes the proof of Thm. 14. We would like to further reduce the instance so that it is a simplicial complex, rather than just a cell decomposition, which would prove that the simplicial version of the problem is UGC-hard as well. However, to break a 1-region embedding into triangles seems to require so many edges that it seems impossible to preserve the inapproximability gap completely. In the next section, we manage to preserve a $7/6$ gap.

With $G$-covering spaces suitably defined, we show essentially the same result for non-Abelian $G$. We use $G$-covering spaces rather than 1-CohoLoc because 1-CohoLoc only corresponds to principal $G$-covering spaces, in which $G$ acts on itself by translations. Using the following theorem, we could have shown UGC-completeness of Maximum Section of a $G$-Covering Space on cell decompositions of 2-manifolds without going through Max-2Lin; we chose the above route as the concepts with Abelian coefficient groups are simpler and more well-known. For the needed non-Abelian definitions and for the proof of this next result, see App. A\textsuperscript{FULL}. The hypothesis of the following result is satisfied by the symmetric groups $S_k$ and all finite simple groups [33, 28].

Theorem 18. Let $G$ be a group such that every product of commutators of $G$ is equal to a commutator. Then Maximum Section of $G$-Covering Spaces on graphs reduces to Maximum Section of $G$-Covering Spaces on cell decompositions of 2-manifolds. In particular, the latter problem for $(S_k)$-covering spaces of cell decompositions of 2-manifolds is UGC-complete.

5

On a question of Chen and Freedman

“This raises the open question [of] whether localizing a one-dimensional class of a 2-manifold is NP-hard to approximate...” – Chen and Freedman [14, p. 438]

Note that Chen and Freedman showed that $d$-Homology Localization, for any fixed $d \geq 2$ is indeed NP-hard to approximate to within any constant factor for triangulations of manifolds (of unbounded dimension), as well as 1-HomLoc for triangulations of 3-manifolds. One might thus infer from the above quote that they were asking the same question – inapproximability to within any constant factor – for triangulations of 2-manifolds. We note that although a greedy algorithm gives a $k$-approximation to Unique Games over $\mathbb{Z}_k$ [36, Appendix], when we translate this maximization problem to the minimization problem of 1-HomLoc, we have essentially no control over the approximation ratio. We nonetheless show some inapproximability, by a different method (see §5\textsuperscript{FULL} for the proof).
Theorem 19. Assuming UGC, for any $\varepsilon > 0$, there is some $k = k(\varepsilon)$ such that it is hard to approximate $1$-HomLoc over $\mathbb{Z}_k$ on triangulations of surfaces to within a factor of $7/6 - \varepsilon$.

Elsewhere in their paper they consider cell decompositions. If we relax their question to cell decompositions rather than triangulations, and we allow the coefficient group to be $\mathbb{Z}_k$ (rather than just $\mathbb{Z}_2$), then Thm. 14 states that their question becomes equivalent to UGC.

6 Future directions

Although our most technically demanding results were applying UGC to 1-Homology Localization – and, in the course of this, showing a new UGC-complete problem – we hope that the connections we have drawn between UGC and computational topology will lead to further progress on both topics in the future. Here we highlight a few specific questions suggested by our investigations.

Inapproximability of 1-Homology Localization for triangulations of 2-manifolds? Although our results partially settle a question of Chen and Freedman [14, p. 438], we leave open the following questions:

Open Question 20. Show (unconditionally) that there is a $c > 1$ such that it is NP-hard to $c$-approximate 1-Homology Localization over $\mathbb{Z}_2$ on triangulations of 2-manifolds.

Open Question 21. Does UGC imply that for all $c > 1$, it is hard to $c$-approximate 1-Homology Localization on triangulations of 2-manifolds (over $\mathbb{Z}_k$ for $k = k(c)$)?

We note that our reduction from Thm. 19 does not provide a strong enough gap for these problems to be immediately answered by the known NP-hardness results for Max-2Lin [19, 4]. In particular, Håstad shows that $\text{GapMax-2Lin}(2)$ is NP-hard (up to an additive arbitrary $\delta$ in the soundness and completeness), but if we plug these values into $\varepsilon_0, \delta_0$ from our proof, we get a ratio of $\frac{92}{129} < 1$. A quick calculation shows that, to get any NP-hardness result (without UGC) from the proof of Thm. 19, we would need an inapproximability ratio for Max-2Lin of strictly greater than $\frac{12}{5}$, which is not provided by [19] nor [4]. Given the best upper bounds on approximating Max-2Lin($p$) [4], which are just slightly less than $p$, such a ratio is not possible for $p = 2, 3$, but is possible already for $p = 5$.

G-covering spaces for other families of groups and group actions. The viewpoint of G-covering spaces suggests it might be fruitful to consider instances of UG that correspond to $S_n$-covering spaces for other actions of $S_n$. For example, one might consider the action of $S_n$ on unordered $k$-tuples $\binom{n}{k}$, or even on $n$-vertex graphs $2\binom{n}{2}$ (here, each variable in the UG would have the set of $n$-vertex graphs as its domain). We note that although much of the structure of any such instance is governed by the permutation constraints, the approximability properties may change significantly by varying the action. The general linear groups $\text{GL}_n(F_q)$, acting on the vector space $F_q^n$, as well as Schur functors thereof, or other representations of $\text{GL}_n(F_q)$, strike us as leading to other possibly interesting approximation problems deserving further study. If one is looking for hard instances of Unique Games, one must construct such covering spaces so that they are not (sufficiently good) expanders [7]; see [2] for results on the expansion of $G$-covering spaces.
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Abstract
We consider practical methods for the problem of finding a minimum-weight triangulation (MWT) of a planar point set, a classic problem of computational geometry with many applications. While Mulzer and Rote proved in 2006 that computing an MWT is NP-hard, Beirouti and Snoeyink showed in 1998 that computing provably optimal solutions for MWT instances of up to 80,000 uniformly distributed points is possible, making use of clever heuristics that are based on geometric insights. We show that these techniques can be refined and extended to instances of much bigger size and different type, based on an array of modifications and parallelizations in combination with more efficient geometric encodings and data structures. As a result, we are able to solve MWT instances with up to 30,000,000 uniformly distributed points in less than 4 minutes to provable optimality. Moreover, we can compute optimal solutions for a vast array of other benchmark instances that are not uniformly distributed, including normally distributed instances (up to 30,000,000 points), all point sets in the TSPLIB (up to 85,900 points), and VLSI instances with up to 744,710 points. This demonstrates that from a practical point of view, MWT instances can be handled quite well, despite their theoretical difficulty.
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1 Introduction

Triangulating a set of points in the plane is a classic problem in computational geometry: given a planar point set \( S \), find a maximal set of non-crossing line segments connecting the points in \( S \). Triangulations have many real-world applications, for example in terrain modeling, finite element mesh generation and visualization. In general, a point set has exponentially many possible triangulations and a natural question is to ask for a triangulation that is optimal with respect to some optimality criterion. Well known and commonly used is the Delaunay triangulation, which optimizes several criteria at the same time: it maximizes the minimum angle and minimizes both the maximum circumcircle and the maximum smallest enclosing circle of all triangles. Another natural optimality criterion, and the one we are considering in this paper is minimizing the total weight of the resulting triangulation, i.e., minimizing the sum of the edge lengths.
The minimum-weight triangulation (MWT) is listed as one of the open problems in the famous book from 1979 by Garey and Johnson on NP-completeness [10]. The complexity status remained open for 27 years until Mulzer and Rote [19] finally resolved the question and showed NP-hardness of the MWT problem.

Independently, Gilbert [11] and Klincsek [17] showed that, when restricting it to simple polygons, the MWT problem can be solved in $O(n^3)$-time with dynamic programming. The dynamic programming approach can be generalized to polygons with $k$ inner points. Hoffmann and Okamoto [16] showed how to obtain the MWT of such a point set in $O(6k n^5 \log n)$-time. Their algorithm is based on a polygon decomposition through $x$-monotone paths. Grantson et al. [12] improved the algorithm to $O(n^4.4^k)$ and showed another decomposition strategy based on cutting out triangles [13] which runs in $O(n^3k!k)$-time.

A promising approach are polynomial-time heuristics that either include or exclude edges with certain properties from any minimum weight triangulation. Das and Joseph [6] showed that every edge in a minimum weight triangulation has the diamond property. An edge $e$ cannot be in $\text{MWT}(S)$ if both of the two isosceles triangles with base $e$ and base angle $\pi/8$ contain other points of $S$. Drysdale et al. [9] improved the angle to $\pi/4.6$. This property can exclude large portions of the edge set and works exceedingly well on uniformly distributed point sets, for which only an expected number of $O(n)$ edges remain. Dickerson et al. [8, 7] proposed the LMT-skeleton heuristic, which is based on a simple local-minimality criterion fulfilled by every edge in $\text{MWT}(S)$. The LMT-skeleton algorithm often yields a connected graph, such that the remaining polygonal faces can be triangulated with dynamic programming to obtain the minimum weight triangulation.

Especially the combination of the diamond property and the LMT-skeleton made it possible to compute the MWT for large, well-behaved point sets. Beirouti and Snoeyink [3, 2] showed an efficient implementation of these two heuristics and they reported that their implementation could compute the exact MWT of 40,000 uniformly distributed points in less than 5 minutes and even up to 80,000 points with the improved diamond property.

Our contributions:

- We revisit the diamond test and LMT-skeleton based on Beirouti’s and Snoeyink’s [3, 2] ideas and describe several improvements. Our bucketing scheme for the diamond test does not rely on a uniform point distribution and filters more edges. For the LMT-skeleton heuristic we provide a number of algorithm engineering modifications. They contain a data partitioning scheme for a parallelized implementation and several other changes for efficiency. We also incorporated an improvement to the LMT-skeleton suggested by Aichholzer et al. [1].

- We implemented, streamlined and evaluated our implementation on various point sets. For the uniform case, we computed the MWT of 30,000,000 points in less than 4 minutes on commodity hardware; the limiting factor arose from the memory of a standard machine, not from the runtime. We achieved the same performance for normally distributed point sets. The third class of point sets were benchmark instances from the TSPLIB [20] (based on a wide range of real-world and clustered instances) and the VLSI library. These reached a size up to 744,710 points. This shows that from a practical point of view, wide range of huge MWT instances can be solved to provable optimality with the right combination of theoretical insight and algorithm engineering.
2 Preliminaries

Let $S$ be a set of points in the euclidean plane. A triangulation $T$ of $S$ is a maximal planar straight-line graph with vertex set $S$. The weight $w(e)$ of an edge $e$ is its euclidean length. A minimum-weight triangulation $\text{MWT}(S)$ minimizes the total edge weight, i.e., $\sum_{e \in E(T)} w(e)$.

An edge $e$ is \textit{locally minimal} with respect to some triangulation $T(S)$ if either

(i) $e$ is an edge on the convex hull of $S$, or
(ii) the two triangles bordering $e$ in $T(S)$ form a quadrilateral $q$ such that $q$ is either not convex or $e$ is the shorter diagonal of the two diagonals $e$ and $e'$ in $q$, i.e., $w(e) \leq w(e')$.

A triangulation $T$ is said to be a \textit{locally minimal triangulation} if every edge of $T$ is locally minimal, i.e., the weight of $T$ cannot be improved by edge flipping. A pair of triangles witnessing local minimality for some edge $e$ in some triangulation is called a \textit{certificate} for $e$. An \textit{empty triangle} is a triangle that contains no other points of $S$ except for its three vertices.

3 Previous tools

3.1 Diamond property

\begin{figure}[h]
\centering
\includegraphics[width=0.9\textwidth]{figure1.png}
\caption{Points $l$ and $r$ induce a region $\mathcal{DS}$ such that all edges $e = st$ with $t \in \mathcal{DS}$ fail the diamond test. $\mathcal{DS}$ is called a dead sector (dotted area).}
\end{figure}

The diamond property can be used as a first step to exclude a large part of the edge set from any further consideration. A brute-force solution to test the diamond property for each edge takes $\Theta(n^3)$ time and is inefficient. To accelerate the test, Beirouti and Snoeyink [3] use a bucketing scheme based on a uniform grid with the grid size chosen such that on expectation a constant number of points lie in each cell. In order to quickly discard whole cells, they make use of \textit{dead sectors}, which are illustrated in Figure 1. Suppose we want to test all edges with source $s$. If points $l, r$ are already processed and known then all edges $st$ with $t \in \mathcal{DS}$ will fail the diamond test, because $l$ and $r$ lie in the left, resp. right isosceles triangle. The boundary of a single dead sector depends on the angle and length of $sl$ and $sr$; for multiple sectors it can be quite complicated. For each point $s$, all edges $st$ that pass the
test are computed by first considering all other points in the cell containing $s$. Intersections of dead sectors with neighboring cells are computed and based on the result further cells are considered until all cells can be excluded by dead sectors.

3.2 LMT-skeleton

The LMT-skeleton was proposed by Dickerson et al. [8, 7], it is a subset of the minimum weight triangulation. The key observation is that MWT($S$) is a locally minimal triangulation, i.e., no edge in MWT($S$) can be flipped to reduce the total weight.

The LMT-skeleton algorithm eliminates all edges that have no certificate, i.e., for each edge $e$ all pairs of empty triangles bordering $e$ are examined until a certificate is found or no pairs are left. Eliminating $e$ can invalidate previously found certificates. The remaining edges that are not intersected by any other remaining edge form the LMT-skeleton; they must be in all locally minimal triangulations.

![Figure 2](image_url) Representation of half-edge $e$.

Figure 2 $i$ and $j$ point to the current certificate edges.

In order to avoid the $O(n^3)$ space required to store all empty triangles Beirouti and Snoeyink [3] propose a data structure based on half-edges. Half-edges store several pointers: a pointer to the target vertex and the twin half-edge; a pointer to the next edge in counterclockwise order around the source; and three additional pointers to scan for empty triangles ($i$, $j$, $j_{start}$); see Figure 2 for an illustration. A status flag indicates whether an edge is possible, impossible or certain. Furthermore, three additional pointers ($rightPoly$, $leftPoly$, $polyWeight$) are stored and used for the subsequent polygon triangulation step.

At the heart of the LMT-skeleton heuristic lies the **Advance** function, see Algorithm 1. **Advance** basically rotates edge $i$ and $j$ in counterclockwise order such that they form an

| Algorithm 1: Advance. Adapted from [2] (Changed notation and corrected an error). |
| Function **Advance**($e$) |
| repeat |
| while $e.i.target$ is not left of $e.j$ do |
| $e.i$ ← $e.i.next$; |
| while $e.i.target$ is left of $e.j$ do |
| $e.j$ ← $e.j.next$; |
| until $e.i.target = e.j.target$; |
empty triangle if they point to the same vertex, i.e., \( i.target = j.target \). Pointers \( i \) and \( j \) are initialized to \( e.next \) resp. \( e.jstart \). The algorithm to find certificates is built on top of \texttt{Advance}. All pairs of triangles can be traversed by repeatedly calling \texttt{Advance} on half-edge \( e \) and \( e \)'s twin in fashion similar to a nested loop. The “loop” is stopped when a certificate is found and can be resumed when the certificate becomes invalid. [2, 3]

After initializing the half-edge data structure, their implementation pushes all edges on a stack (sorted with longest edge on top) and then processes edges in that order. If for an edge \( e \) no certificate is found, an intersection test determines if \( e \) lies on the convex hull or if \( e \) is impossible. If \( e \) is detected to be impossible, a local scan restacks all edges with \( e \) in their certificate. After the stack is empty, all edges that remain possible and that have no crossing edges are marked as \textit{certain}.

4 Our improvements and optimizations

4.1 Diamond property

For a uniformly distributed point set \( S \) with \(|S| = n \) points, the expected number of edges to pass the diamond test is only \( O(n) \). More precisely, Beirouti and Snoeyink [3] state that the number is less than \( 3\pi n / \sin(\alpha) \), where \( \alpha \) is the base angle for the diamond property. We were able to tighten this value.

\[ \text{Theorem 1. Let } S \text{ be a uniformly distributed point set in the plane with } |S| = n \text{ and let } \alpha \leq \pi/3 \text{ be the base angle for the diamond property. Then the expected number of edges that pass the diamond test is less than } 3\pi n / \tan(\alpha). \]

\[ \text{Proof. Fix an arbitrary point } s \in S \text{ and consider the remaining points } t_i, 0 \leq i \leq n-2 \text{ in order of increasing distance to } s. \text{ Edge } e_i := st_i \text{ fulfills the diamond property if at least one of the two corresponding isosceles triangles is empty, i.e., it contains non of the } i \text{ points } t_0, \ldots, t_{i-1}. \]

For any given distance \( r \), each triangle has area \( A = 1/4 \tan(\alpha) r^2 \). The points are uniformly distributed in the circle centered at \( s \) with radius \( r \), thus the probability \( p \) that a fixed point lies in a fixed triangle is \( p = A/\pi r^2 = \tan(\alpha) / 4\pi. \) Each triangle is empty with probability \( (1 - p)^i \). The whole diamond is empty with probability \( (1 - 2p)^i \). It follows that at least one of the triangles is empty with probability \( 2(1 - p)^i - (1 - 2p)^i \).

Let \( X_i \) be the indicator variable of the event that edge \( e_i \) fulfills the diamond property. Then \( X = \sum_{i=0}^{n-2} X_i \) is the number of outgoing edges that pass the diamond test. By linearity of expectation and the geometric series, the expected value of \( X \) is bounded by

\[ E[X] = \sum_{i=0}^{n-2} E[X_i] < \sum_{i=0}^{\infty} 2(1 - p)^i - (1 - 2p)^i = \frac{2}{p} - \frac{1}{2p} = \frac{3}{2p} = \frac{6\pi}{\tan(\alpha)} \]

If we apply the same argument to each point in \( S \), we are counting each edge twice. Hence the number of edges that pass the diamond test with base angle \( a \) is less than \( 3\pi n / \tan(\alpha) \). ◀

For \( \alpha = \pi/4.6 \) we get a value less than 11.5847, which is very close to the values observed and achieved by our implementation; see Table 1 in Section 5. In contrast, the value achieved by the implementation of Beirouti and Snoeyink is \( \approx 14.3 \) [3].

4.2 Dead sectors and bucketing

Our bucketing scheme is based on the same idea of dead sectors as described by Snoeyink and Beirouti [3]. Our implementation differs in two points. Despite being simpler, it has
higher accuracy and it can easily be integrated into common spatial data structures; such as quadtrees, kd-trees and R-trees. Therefore, it is not limited to uniformly distributed point sets.

In order to avoid storing complicated sector boundaries, we simplify the shape. Instead of bounding a sector $DS$ by two circles as illustrated in Figure 1, we only use a single big circle $C$ with center $s$ at the expense of losing a small part of $DS$. This allows a compact representation of dead sectors as a triple of three numbers: an interval consisting of two polar angles and a squared radius; see Figure 3.

The main ingredient for our bucketing scheme is a spatial search tree with support for incremental nearest neighbor searches, such as quadtrees, kd-trees or R-trees. A spatial search tree hierarchically subdivides the point set into progressively finer bounding boxes/rectangles until a predefined threshold is met. Incremental nearest neighbor search queries allow to traverse all nearest neighbors of a point in order of increasing distance. Such queries can easily be implemented by utilizing a priority queue that stores all tree nodes encountered during tree traversal together with the distances to their resp. bounding box (see Hjaltason and Samet [15]).

Pruning tree nodes whose bounding box lie in dead sectors is rather simple as follows: consider a nearest neighbor query for point $s$; when we are about to push a new node $n$ into the priority queue, we compute the smallest polar angle interval $I$ that encloses the bounding box of $n$ and discard $n$ if $I$ is contained in the dead sectors computed so far. The interval of a bounding box is induced by the two extreme corners as seen from $s$, i.e., the leftmost and the rightmost corner.

Because nearest neighbors and tree nodes are processed in order of increasing distance, we can store sectors in two stages. On creation, they are inserted into a FIFO-queue; later only the interval component is inserted in a search filter used by the tree. The queue can be seen as a set of pending dead sectors with an attached activation distance $\delta$. As soon as we process a point $t$ with $d(s, t) > \delta$ we can insert the corresponding interval into our filter.

This reduces the data structure used for the filter to a simple set of sorted non-overlapping intervals consisting of polar angles. Overlapping intervals are merged on insertion, which reduces the maximal number of intervals that need to be tracked at the same time to a very small constant$^1$.

$^1$ The exact value is 15 in our case, but it depends on an additional parameter and implementation details.
This leaves the issue of deciding which points are used to construct dead sectors. We store all points encountered during an incremental search query in an ordered set $N$ sorted by their polar angle with respect to $s$. Every time we find a new point $t$, it is inserted into $N$ and dead sectors are computed with the predecessor and the successor of $t$ in $N$. There is no need to construct sectors with more than the direct predecessor and successor, because sectors between all adjacent pairs of points in $N$ were already constructed on earlier insertions. Computing the activation distance for new sectors only requires a single multiplication of the current squared distance to $t$ with a precomputed constant. Additionally, the diamond property of edge $st$ is tested against a subset of $N$.

If we apply the above procedure to every single point, we generate each edge twice, once on each of the two endpoints. Therefore, we output only those edges $e = st$ such that $s < t$, i.e., $s$ is lexicographically smaller than $t$. As a consequence, we can exclude a part of the left half-space right from the beginning by inserting an initial dead sector $DS_0 = (1/2\pi + \alpha, 3/2\pi - \alpha)$ at distance 0. Points in the two wedges $(1/2\pi, 1/2\pi + \alpha]$ and $[3/2\pi - \alpha, 3/2\pi]$ are specially treated because they are still useful to generate dead sectors for the right half-space.

In order to increase cache efficiency we store the point set in a spatially sorted array. The points are ordered along a Hilbert curve, but the choice of a particular space-filling curve is rather arbitrary. Our spatial tree implementation is a quadtree that is built on top of that array during the sorting step. Profiling suggests the memory layout of the tree nodes is not important. We apply the diamond test to every single point and we can freely choose the order in which we process them. The points are spatially sorted and processed in this order, which leads to similar consecutive search paths in the tree and therefore most nodes are already in the CPU cache.

In order to avoid the expensive transcendental $\text{atan2}$ function for polar angle computations, we can use any function that is monotonic in the polar angle for comparisons between different angles. One such function, termed pseudo-angle, was described by Moret and Shapiro [18]. The basic idea is to measure arc lengths on the $L_1$ unit circle, instead of the $L_2$ unit circle. With some additional transformations, the function can be rewritten to $\text{sign}(y)(1 - x/(|x| + |y|))$, where we define $\text{sign}(0) := 1$. This function has the same general structure as $\text{atan2}$: a monotonic increase in the intervals $[0, \pi], (\pi, 2\pi)$ and a discontinuity at $\pi$, with a jump from positive to negative values. Additionally, it gives rise to a one-line implementation (see the full version), which gets compiled to branch-free code.

### 4.3 LMT-skeleton

For “nicely” distributed point sets, a limiting factor of the heuristic is the space required to store the half-edge data structure in memory. In order to save some space we removed three variables from the original description ($\text{rightPoly, leftPoly, polyWeight}$). They serve no purpose until after the heuristic, when they are used for the polygon triangulation step (therefore, reducing cache-efficiency and wasting space). For edges marked impossible (typically the majority), they are never used at all; for the remaining edges they can be stored separately as soon as needed. We further reduce storage overhead by storing all edges in a single array sorted by source vertex (also known as a compressed sparse row graph). As a consequence, spatial ordering of the vertices carries over to the edge array. All outgoing edges of a single vertex are still radially sorted. In addition to the statuses possible, certain, impossible, we store whether an edge lies on the convex hull.

As mentioned in Section 3, certificates are found by utilizing Advance in fashion of a nested loop. It is crucial to define one half-edge of each pair as the primary one to distinguish
Figure 4 Edge $f$ does not have the diamond property and in turn the `Advance` function fails: it stops with a non-empty triangle.

Figure 5 `Advance` can return non-empty triangle $\Delta$ which is part of two adjacent polygonal faces.

which half-edge corresponds to the outer resp. inner “loop”. The choice is arbitrary as long as it is consistent throughout the execution of the algorithm.

Another problem that went unnoticed emerges when the diamond test and LMT-skeleton are combined. In this case `Advance` does not guarantee to find empty triangles; it may stop with non-empty triangles due to missing incident edges. An example is shown in Figure 4, where all edges with the exception of $f$ pass the diamond test; calling `Advance` on $e$ yields a non-empty triangle.

Fortunately, the side effect of wrong certificates is rather harmless. In the worst-case an otherwise impossible edge stays possible, which in turn may prevent other edges from being marked `certain`, however, no edge will incorrectly be marked `certain`. Even though wrong certificates occur frequently, we observed them to be of transient nature because some certificate edge itself becomes impossible later in the heuristic. Therefore, we still use `Advance` in our implementation to find certificates. However, it is important to keep in mind that the function can fail. Beirouti [2] states that they also use `Advance` to scan for empty triangles in simple polygons during the dynamic programming step after the LMT-skeleton. Even then `Advance` can fail by returning triangles that are part of two adjacent simple
Algorithm 2: Refactored LMT-skeleton algorithm.

```
begin
    Init data structures;
    ST ← EmptyEdges(S) \ CH(S); /* Stack ST */
    LMT-Loop(ST);
    foreach Possible primary half-edge e do
        if ¬HasIntersections(e) then
            Mark e as certain;
    Function LMT-Loop(ST)
        while ST is not empty do
            e ← Pop(ST);
            if e has no certificate then
                RestackEdges(e); /* Push edges with e in their certificate. */
                Mark e as impossible;
```

polygonal faces; see Figure 5 for an example. In contrast to wrong certificates, this will lead to catastrophic results and cannot be ignored.

Pseudocode for our implementation is given in Algorithm 2. In essence it is still the same as given by Beirouti and Snoeyink [3], however, with some optimizations applied. First, the convex hull edges are implicitly given during initialization of the \_start-pointers and can be marked as such without any additional cost. Determining the convex hull edges beforehand allows to remove the case distinction inside the LMT-Loop, i.e., it removes all intersection tests that are applied to impossible edges. Secondly, sorting the stack by edge length destroys spatial ordering and the loss of locality of reference outweighs all gains on modern hardware. Without sorting, it is actually not necessary to push all edges onto the stack upfront. Lastly, with proper partitioning of the edges, the LMT-Loop can be executed in parallel – described in more detail in Section 4.4.

Additionally, we incorporated an improvement to the LMT-skeleton suggested by Aichholzer et al. [1]. Consider a certificate for an edge \(e\), i.e., a quadrilateral \(q_e\) such that \(e\) is locally minimal w.r.t. \(q_e\). It is only required that the four certificate edges \(f_i \in q_e\) are not impossible, that is, edge \(f_i\) is either on the convex hull or in turn has some certificate \(q_i\). Notice that \(q_i\) and \(q_e\) may not share a common triangle. However, if for edge \(f_i\) there is no such certificate \(q_i\) that shares a triangle with \(q_e\), then edge \(e\) cannot be in any locally minimal triangulation and \(e\) can be marked impossible.

The improved LMT-skeleton is computationally much more expensive. Consider the case in which edge \(e = (s, t)\) becomes impossible. In order to find invalid certificates, it is no longer sufficient to scan only those edges incident to either \(s\) or \(t\). In addition to edges of the form \((s, u)\), resp. \((t, u)\), we also have to check all edges incident to any adjacent vertex \(u\) for invalid certificates. Because edges do not store the certificates for their certificate it gets even worse: we cannot know if an edge has to be restacked and we must restack and recheck all of them. Another consequence is that we cannot resume the traversal of triangles for any edge \(f_i\), because we do not know where we stopped the last time.

We are left with a classic space-time trade-off and we chose not to store any additional data. Instead we apply the improved LMT-heuristic only to edges surviving an initial round of the normal LMT-heuristic.
4.4 Parallelization

Because the LMT-heuristic performs only local changes, most of the edges can be processed in parallel without synchronization. Problems occur only if adjacent edges are processed concurrently (for the improved LMT-skeleton this is unfortunately not true, because marking an edge impossible affects a larger neighborhood of edges). In order to parallelize the normal LMT-heuristic, we implemented a solution based on data partitioning without any explicit locking.

We cut the vertices $V$ into two disjoint sets $V = V_1 \cup V_2$ and process only those edges with both endpoints in $V_1$ (resp. $V_2$) in parallel. Define $X$ as the cut set $\{ \{s, t\} \in E \mid s \in V_1, t \in V_2 \}$, i.e., all edges with one endpoint in $V_1$ and the other in $V_2$. While edges in $E(V_1)$ resp. $E(V_2)$ are processed in parallel by two threads, edges in $X$ are accessed read-only by both threads and are handled after both threads join. This way we never process two edges with a common endpoint in parallel.

This leaves the question of how to partition the vertices into two disjoint sets. Recall that all vertices are stored in contiguous memory and are sorted in Hilbert order. A split in the middle of the array partitions the points into two sets that are separated by a rather simple curve. Therefore, the cut set is likely to be small. Our half-edge array is sorted by source vertex, i.e., getting all edges with a specific source vertex in either half of the partition is trivial. Deciding if an edge $e = (s, t)$ is in the cut set consists of two comparisons of pointer $t$ against the lower and upper bound of the vertex subset. Furthermore, with the fair assumption that the average degree of vertices is the same in both partitions, we obtain perfectly balanced partitions w.r.t. the number of edges.

In order to avoid a serial scan at the top, we push the actual work of computing $X$ down to the leaves in the recursion tree. Scanning of the half-edge array starts at the leaf nodes: processing of half-edges that belong to some cut set is postponed, instead they are passed back to the parent node. The parent in turn scans the edges it got from its two children, processes all edges it can and passes up the remaining ones. In other words, the final cut set $X$ bubbles up in the tree, while all intermediate cuts are never explicitly computed. The edges passed up from a node typically contain half-edges of several higher-level cuts. This way, partitioning on each level of the recursion tree only takes constant time, while the actual work is fully parallelized at the leaf level.

Experiments and observations indicate that on large, uniformly distributed point sets approximately 0.15% of all edges make it back to the root node, i.e., the amount of serial processing is low and the approach scales well. On degenerate instances it can perform poorly; e.g. if all points lie on a circle, then half of the edges will be returned to the root. For such cases, the code could be extended to repartition the remaining edges with another set of cuts.

After the LMT-heuristic completes, we are left with many polygonal faces that still need to be triangulated. Our implementation traverses the graph formed by the edges with one producer thread in order to collect all faces and multiple consumer threads to triangulate them with dynamic programming.

5 Computational results

Computations were performed on a machine with an Intel i7-6700K quad-core and 64GB memory. The code was written in C++ and compiled with gcc 5.4.0.

We utilized CGAL [5] for its exact orientation predicates, however, parts of the code are still prone to numerical errors. For example, triangulating the remaining polygonal
faces requires to compute and compare the sum of radicals, which we implemented with double-precision arithmetic. For small instances, it was possible to compare the results of our implementation against an independent implementation based on an integer programming formulation of the MWT problem. However, straightforward integer programming becomes infeasible quite fast and comparisons for point sets with thousands of points were not possible.

5.1 Uniformly and normally distributed point sets

Table 1 shows results of our diamond test implementation on uniformly distributed point sets with sizes ranging from 10 to 10^8 points. The table shows the mean values and the standard deviation of 25 different instances. Each instance was generated by choosing n points uniformly from a square centered at the origin. Point coordinates were double-precision values. The diamond test performs one incremental nearest neighbor query for each point in order to generate the edges that pass the test. On average only a small number of neighbors need to be processed for each point. The last column shows the number of queries where all nodes in the spatial tree were discarded because dead sectors covered the whole search space. The numbers show that this is the regular case; the exceptional cases occur at points near the point set “boundary”.

Table 2 shows statistics for the LMT-heuristic on uniformly distributed point sets. The instance sizes range from 10 points up to 30,000,000 points. For each size 25 different instances were generated. For the largest instances, the array storing the half-edges consumes nearly 39 GB of memory on its own. The serial initialization of the half-edge data structure, which basically amounts to radially sorting edges, takes longer than the parallel LMT-Loop on uniformly and normally distributed points. The improved LMT-skeleton by Aichholzer et al. is denoted LMT+ in the tables. The resulting skeleton was almost always connected in the computations and the number of remaining simple polygons that needed to be triangulated is

---

**Table 1** Diamond test implementation on uniformly distributed point sets. The table shows the mean and the standard deviation of 25 different instances. The extreme values are assumed by points at the point set boundary.

<table>
<thead>
<tr>
<th>n</th>
<th>Edges</th>
<th>Visited neighbors per point</th>
<th>DS = 2π</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>10^3</td>
<td>36.16 ±2.63</td>
<td>0 ±0</td>
<td>0 ±0</td>
</tr>
<tr>
<td>10^2</td>
<td>882.8 ±27.69</td>
<td>55.6 ±3.1</td>
<td>16.6 ±2.04</td>
</tr>
<tr>
<td>10^3</td>
<td>10,741.7 ±159.9</td>
<td>72.52 ±1.56</td>
<td>23.16 ±1.3</td>
</tr>
<tr>
<td>10^4</td>
<td>1,131.6 ·10^3 ±471.24</td>
<td>77.64 ±0.69</td>
<td>26.64 ±0.73</td>
</tr>
<tr>
<td>10^5</td>
<td>1.1562 ·10^5 ±5,386.64</td>
<td>72.84 ±0.29</td>
<td>23.76 ±0.47</td>
</tr>
<tr>
<td>10^6</td>
<td>1.1562 ·10^6 ±4,737.67</td>
<td>74 ±0.51</td>
<td>25.76 ±0.39</td>
</tr>
<tr>
<td>10^7</td>
<td>1.1579 ·10^7 ±19,254</td>
<td>77 ±0.6</td>
<td>27.24 ±0.79</td>
</tr>
<tr>
<td>10^8</td>
<td>1.1585 ·10^8 ±56,063.1</td>
<td>72 ±0.94</td>
<td>24.08 ±0.69</td>
</tr>
</tbody>
</table>

**Table 2** LMT-skeleton statistics on uniformly distributed point sets.

<table>
<thead>
<tr>
<th>n</th>
<th>Possible edges after</th>
<th>Certain edges after</th>
<th>Simple Polygons</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diamond</td>
<td>LMT</td>
<td>LMT+</td>
</tr>
<tr>
<td>1</td>
<td>10^2</td>
<td>36.7 ±0.74</td>
<td>3.8 ±0.84</td>
</tr>
<tr>
<td>1</td>
<td>10^3</td>
<td>471.9 ±46.37</td>
<td>84.09 ±20.14</td>
</tr>
<tr>
<td>1</td>
<td>10^4</td>
<td>10,687 ±146.68</td>
<td>11,150.32 ±398.05</td>
</tr>
<tr>
<td>1</td>
<td>10^5</td>
<td>11,322 ±186.11</td>
<td>12,347 ±295.25</td>
</tr>
<tr>
<td>1</td>
<td>10^6</td>
<td>11,563 ±186.31</td>
<td>11,294 ±198.41</td>
</tr>
<tr>
<td>1</td>
<td>10^7</td>
<td>11,563 ±10,439.92</td>
<td>1,304 ±1,278.78</td>
</tr>
<tr>
<td>1</td>
<td>10^8</td>
<td>11,579 ±17,870.7</td>
<td>1,307 ±1,021.75</td>
</tr>
<tr>
<td>3</td>
<td>10^9</td>
<td>3,474 ±1,020.7</td>
<td>3,929 ±18,930.14</td>
</tr>
</tbody>
</table>
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shown in the last column. Only one instance of size $3 \cdot 10^7$ contained one non-simple polygon in the experiments. While developing and optimizing the implementation, we computed the LMT-skeleton of several hundred instances with a million points, without ever seeing a disconnected component.

As we can see, the LMT-skeleton eliminates most of the possible edges with only $\approx 11\%$ remaining. Given that any triangulation has $3n - |\mathcal{CH}| - 3$ edges, the certain edges amount to $\approx 83\%$ of the complete triangulation. The improved LMT-skeleton reduces the amount of possible edges by another $10\%$, but it provides hardly any additional certain edges.

The results on normally distributed point sets are basically identical. Point coordinates were generated by two normally distributed random variables $X, Y \sim \mathcal{N}(\mu, \sigma^2)$, with mean $\mu = 0$ and standard deviation $\sigma \in \{1, 100, 100000\}$. The tables are given in the full version.

### 5.2 TSPLIB + VLSI

In addition to uniformly and normally distributed instances, we ran our implementation on instances found in the well-known TSPLIB [20], which contains a wide variety of instances with different distributions. The instances are drawn from industrial applications and from geographic problems. All 94 instances have a connected LMT-skeleton and can be fully triangulated with dynamic programming to obtain the minimum weight triangulation. The total time it took to solve all instances of the TSPLIB was approximately 8.5 seconds. A complete breakdown for each instance is given in the full version.

Additional point sets can be downloaded at [http://www.math.uwaterloo.ca/tsp/vlsi/](http://www.math.uwaterloo.ca/tsp/vlsi/). This collection of 102 TSP instances was provided by Andre Rohe, based on VLSI data sets studied at the Forschungsinstitut für Diskrete Mathematik, Universität Bonn. The LMT-heuristic is sufficient to solve all instances, except lra498378, which contained two non-simple polygonal faces. A complete breakdown is given in the full version. Our implementation of the improved LMT-skeleton performs exceedingly bad on some of these instances; see Table 3. These instances contain empty regions with many points on the “boundary”. Such regions are the worst-case for the heuristics because most edges inside them have the diamond property, which in turn leads to vertices with very high degree. Whenever an edge is found to be impossible by the improved LMT-skeleton, almost all edges are restacked and rechecked. Given the overall poor results of the improved LMT-skeleton, storing additional data to increase performance and/or limiting it to non-simple polygons may be reasonable.
Table 3 Statistics for VLSI instances with long runtime.

<table>
<thead>
<tr>
<th>Instance</th>
<th>Time in ms</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>ara238025</td>
<td>15,325</td>
</tr>
<tr>
<td>lra498378</td>
<td>382,932</td>
</tr>
<tr>
<td>lrb744710</td>
<td>484,430</td>
</tr>
<tr>
<td>sra104815</td>
<td>1,937</td>
</tr>
</tbody>
</table>

6 Conclusion

We have shown that despite of the theoretical hardness of the MWT problem, a wide range of large-scale instances can be solved to optimality.

Difficulties for other instances arise from two sources. On one hand, we have instances containing more or less regular $k$-gons with one or more points near the center. These configurations can lead to a highly disconnected LMT-skeleton (an example is given by Belleville et al. [4]) and require exponential time algorithms to complete the MWT. Preliminary experiments suggest that such configurations are best solved with integer programming. The example point set given by Belleville et al. [4] can easily be solved with CPLEX in less than a minute, while the dynamic programming implementation of Grantson et al. [14] was not able to solve it within several hours. On the other hand, we have instances containing empty regions with many points on their “boundary”, such as empty $k$-gons and circles. They may be solvable in polynomial time, but trigger the worst-case behavior of the heuristics. Deciding what is the best approach to handle these two types of difficulties and integrating it into our implementation is left for future work.
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1 Introduction

The quadtree is a hierarchical spacial subdivision data structure based on the following scheme: starting with a single square, iteratively pick a square and subdivide it into four equal-size smaller squares, until a desired criterion is reached. Quadtrees and their higher-dimensional
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equivalents have been long studied in computational geometry [26, 7, 17, 5, 11, 6, 18, 3] and are popular among practitioners because of their ease of implementation and good performance in many practical applications [12, 20, 4, 1, 9, 2]. We will not review the extremely rich literature here and instead refer to the excellent books by Samet [24] and Har-Peled [13].

Smooth and dynamic quadtrees

A quadtree is smooth\(^4\) if each leaf is comparable in size to adjacent leaves. It has been long recognized that smooth quadtrees are useful in many applications [4], and smooth quadtrees can be computed in linear time (and have linear complexity) from their non-smooth counterparts [8, Theorem 14.4].

A quadtree is dynamic if it supports making changes to the structure in sublinear time. Recently, quadtrees have been applied in kinetic and/or uncertain settings that call for dynamic behaviour of the decomposition [9, 19, 15]. Bennett and Yap [3] show how to maintain a smooth and dynamic quadtree subject to amortized constant-time split and merge operations on the quadtree leaves.

At this point, it is useful to distinguish between the quadtree an sich, a combinatorial subdivision of space, and the quadtree as a data structure for storing a point set (or other set of geometric objects). Given a set \(P\) of points in the plane and a square that contains them, we can define the minimal quadtree that contains \(P\) to be the quadtree we obtain by recursively subdividing the root square until no leaf contains more than one (or a constant number of) point(s). It is well-known that such a minimal quadtree can have superlinear complexity, but can still be stored in linear space by using compression [8]. Additionally, when working in the Real RAM computation model, it may not be possible to keep different compressed components properly aligned [13, 18]. These complications imply that we cannot simply apply results known for standard/regular (henceforth called uncompressed) quadtrees. When maintaining a dynamic quadtree storing a point set \(P\), we wish to support high-level operations of inserting points into \(P\) and removing points from \(P\).\(^5\)

Contribution

In this paper, we show that it is possible to maintain a quadtree storing a set of points \(P\) that is smooth and possibly compressed, which supports worst-case constant-time insertions and deletions of points into \(P\), assuming we are given a pointer (finger) to the cell of the current quadtree containing the operation. Our result runs on a Real RAM pointer machine and generalises to arbitrary constant dimensions.

In the first half of the paper (Sections 3-5), we focus on the problem of making the quadtree itself dynamic and smooth, improving the recent result by Bennett and Yap [3] from amortized to worst-case constant time split and merge operations. The challenge here is to avoid cascading chains of updates required to maintain smoothness. Our key idea is to introduce several layers of smoothness: we maintain a core quadtree which is required to be 2-smooth, but cells added to satisfy this condition themselves need only be 4-smooth, etc (refer to Section 2 for the formal definition of \(2^j\)-smoothness). In Section 3, we show that when defining layers in this way, we actually need only two layers in \(\mathbb{R}^2\), and the second

\(^4\) Also called balanced by some authors, which is not to be confused with the notion of balance in trees related to the relative weights of subtrees.

\(^5\) In Table 1 in Section 2 we provide a complete list of operations and how they relate.
layer will always already be smooth. In Section 4, we show that we can handle updates on the core quadtree in constant time. In Section 5, we generalise the result to arbitrary dimensions (now, the number of layers, and thus the smoothness of the final tree, depends on the dimension).

In the second half of the paper (Sections 6-7), we focus on lifting our result to quadtrees that store a set of points on a pure real-valued pointer machine. The challenge here is to redefine compressed quadtrees in a consistent way across different layers of smoothness, and to re-align possibly misaligned components on the fly when such components threaten to merge. In Section 2, we show that we can view insertion of a point as a two-step procedure, where we first need to locate the correct leaf of the current tree containing the new point, and then actually insert it into the quadtree. We show in Section 6 that we can still handle the second step in worst-case constant time. In Section 7, we deal with the issue of avoiding the use of the floor operation, which is not available on a pure Real RAM.

Implications

Many publications in computational geometry use a concept which we shall dub principal neighbor access: The idea that for any cell $C$ we can find its relevant neighbors in constant time:

$\blacktriangleright$ Definition 1. Given a quadtree $T$ over $\mathbb{R}^d$, we say that we have principal neighbor access if for any cell $C$ in $T$ we can find the smallest cells $C'$ in $T$ with $|C'| \geq |C|$ and $C'$ neighboring $C$ in constant time if $d$ is constant.

Bennet and Yap in [3] implement principal neighbor access by storing explicit principle neighbor pointers to the larger neighbors $C'$. Khramtcova and Löffler in [15] achieve principal neighbor access with the well known level pointers on a smooth quadtree. These two unique ways to guarantee principle neighbor access were also noted by Unnikrishnan et al. in [25] where a threaded quadtree in [25] maintained the equivalent to principle neighbor pointers as opposed to a roped quadtree in [23] which only maintained level pointers.

Principle neighborhood access allows us to traverse the neighborhood of any cell $C$ in constant time. Bennet and Yap observe that any (non-compressed) quadtree must be smooth to dynamically maintain level pointers by using a sequence of cells that they insert. In the full version [14] we show that if quadtrees are compressed, you even need $\Theta(n)$ time for a single split operation to update the level pointers. For this reason Bennet and Yap develop their amortized-constant dynamic smooth quadtrees in $\mathbb{R}^d$ in [3]. We note that most applications that use principal neighbor access (dynamic variant of collision detection [21], ray tracing [1, 20] and planar point location [15, 19]) often run many operations parallelized on the GPU. In such an environment amortized analysis can become troublesome since there is a high probability that at least one GPU-thread obtains the worst-case $O(n)$ running time. In that scenario the other threads have to wait for the slow thread to finish so the computations effectively run in $O(n)$ time which makes our worst-case constant time algorithm a vast improvement.

A large number of papers in the literature explicitly or implicitly rely on the ability to efficiently navigate a quadtree, and our results readily imply improved bounds from amortized to worst-case [20, 15, 19, 9, 22], and extends results from bounded-spread point sets to arbitrary point sets [10]. Other papers could be extended to work for dynamic input with our dynamic quadtree implementation [1, 18, 21]. Several dynamic applications are in graphics-related fields and are trivially parallelizable, which enhanced the need for worst-case...
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bounds. In the full version [14] we give a comprehensive overview of the implications of our result.

2 Preliminaries

In this section we review several necessary definitions. Concepts that were already existing prior to this work are underlined. Consider the $d$-dimensional real space $\mathbb{R}^d$. For a hypercube $R \subset \mathbb{R}^d$, the size of $R$, denoted $|R|$, is the length of a 1-dimensional facet (i.e., an edge) of $R$.

Definition 2 (Quadtree). Let $R$ be an axis-aligned hypercube in $\mathbb{R}^d$. A quadtree $T$ on the root cell $R$ is a hierarchical decomposition of $R$ into smaller axis-aligned hypercubes called quadtree cells. Each node $v$ of $T$ has an associated quadtree cell $C_v$, and $v$ is either a leaf or it has $2^d$ equal-sized children whose cells subdivide $C_v$.\footnote{We follow [18] in using quadtree in any dimension rather than dimension-specific terms (i.e. octree, etc.).}

From now on, unless explicitly stated otherwise, when talking about a quadtree cell $C$ we will be meaning both the hypercube $C$ and the quadtree node corresponding to $C$.

Definition 3 (Neighbor, Sibling neighbor). Let $C$ and $C'$ be two cells of a quadtree $T$ in $\mathbb{R}^d$. We call $C$ and $C'$ neighbors, if they are interior-disjoint and share (part of) a $(d-1)$-dimensional facet. We call $C$ and $C'$ sibling neighbors if they are neighbors and they have the same parent cell.

Observation 1. Let $C$ be a quadtree cell. Then: (i) $C$ has at most $2d$ neighbors of size $|C|$; and (ii) For each of the $d$ dimensions, $C$ has exactly one sibling neighbor that neighbors $C$ in that dimension.

Definition 4 ($2^j$-smooth cell, $2^j$-smooth quadtree). For an integer constant $j$, we call a cell $C$ $2^j$-smooth if the size of each leaf neighboring $C$ is at most $2^j|C|$. If every cell in a quadtree is $2^j$-smooth, the quadtree is called $2^j$-smooth.

Observation 2. If all the quadtree leaves are $2^j$-smooth, then all the intermediate cells are $2^j$-smooth as well.\footnote{Observe that if a single (leaf) cell is $2^j$-smooth, its ancestors do not necessarily have to be such.}

Definition 5 (Family related). Let $C_1$, $C_2$ be two cells in a quadtree $T$ such that $|C_1| \leq |C_2|$. If the parent of $C_2$ is an ancestor of $C_1$ we call $C_1$ and $C_2$ family related.\footnote{Observe that $C_1$ and $C_2$ do not have to be neighbors.}

We now consider quadtrees that store point sets. Given a set $P$ of points in $\mathbb{R}^d$, and a hypercube $R$ containing all points in $P$, an uncompressed quadtree that stores $P$ is a quadtree $T$ in $\mathbb{R}^d$ on the root cell $R$, that can be obtained by starting from $R$ and successively subdividing every cell that contains at least two points in $P$ into $2^d$ child cells.

Definition 6 (Compression). Given a large constant $\alpha$, an $\alpha$-compressed quadtree is a quadtree with additional compressed nodes. A compressed node $C_a$ has only one child $C$ with $|C| \leq |C_a|/\alpha$, and the region $C_a \setminus C \subset \mathbb{R}^d$ does not contain any points in $P$. We call the link between $C_a$ and $C$ a compressed link, and $C_a$ the parent of the compressed link.

Compressed nodes induce a partition of a compressed quadtree $T$ into a collection of uncompressed quadtrees interconnected by compressed links. We call the members of such a collection the uncompressed components of $T$.
Table 1 gives an overview of quadtree operations. It is insightful to distinguish three levels of operations. Operations on a compressed quadtree (II) internally perform operations on an uncompressed quadtree (I). Similarly, operations on a point set stored in a quadtree (III) perform operations on the compressed quadtree (II). We now give the formal definitions and more details.

Definition 7 (split, merge). Given a leaf cell $C$ of a quadtree $T$, the **split** operation for $C$ inserts the $2^d$ equal-sized children of $C$ into $T$. Given a set of $2^d$ leaves of a quadtree $T$ which share a parent, the **merge** operation removes these $2^d$ cells. The parent cell is now a leaf in $T$.

Definition 8 (upgrowing, downgrowing). Let $A$ be an uncompressed component of a compressed quadtree with a root $R$. **Upgrowing** of $A$ adds the parent $R'$ of $R$ to $T$. The cell $R'$ becomes the root of component $A$. **Downgrowing** of $A$ removes the root $R$ of $A$, and all the children of $R$ except one child $C$. Cell $C$ becomes the root of $A$. The downgrowing operation requires $R$ to be an internal cell and all the points stored in $A$ to be contained in one child $C$ of $R$.

An insertion of a point $p$ into the set $P$ stored in an $\alpha$-compressed quadtree $T$ is performed in two phases: first, the leaf cell of $T$ should be found that contains $p$; second, the quadtree should be updated. The first phase, called **point location**, can be performed in $O(d \log(n))$ time (see edge oracle trees in [19]), and can be considered a query in our data structure. We refer to the second phase separately as **inserting a point given a finger**, see Table 1.

### 3 Static non-compressed smooth quadtrees in $\mathbb{R}^1$ and $\mathbb{R}^2$

We first view the quadtree as a standalone data structure subject only to merge and split operations. In this section we are given a unique non-smooth, uncompressed quadtree $T_1$ over $\mathbb{R}^1$ or $\mathbb{R}^2$ with $n$ cells. It is known [8, Theorem 14.4] that an uncompressed quadtree can be made smooth by adding $O(n)$ cells. However, the reader can imagine that if we want all the cells to be 2-smooth that we cannot make the quadtree dynamic with worst-case constant updates because balancing keeps cascading. In this section we show that if $T_1$ is...
a quadtree over $\mathbb{R}^1$ or $\mathbb{R}^2$ then we can extend $T_1$ by consecutively adding $d \in \{1, 2\}$ sets of cells, i.e., cells of $d$ different brands, so that in the resulting extended quadtree $T^*$ each cell is smooth according to its brand. The total number of added cells is $2^{O(d \log(d))n}$.

### 3.1 Defining our smooth quadtree

We want to add a minimal number of cells to the original quadtree $T_1$ such that the cells of $T_1$ become 2-smooth and the balancing cells are smooth with a constant dependent on $d \in \{1, 2\}$. In general we want to create an extended quadtree $T^*$ with $T_1 \subset T^*$ where all cells with brand $j$ are $2^j$-smooth for $j \leq d + 1$.

![Figure 1](image)

Figure 1 Left: a quadtree in $\mathbb{R}^1$ (up) and $\mathbb{R}^2$ (down); Center: the (light-green) cells of brand 2 added; Right: the (dark-green) cells of brand 3 added. In each row, the rightmost tree is the smooth version of the leftmost one.

The true cells ($T_1$) get brand 1. Figure 1 shows two quadtrees and its balancing cells. This example also illustrates our main result: to balance a tree $T_1$ over $\mathbb{R}^d$ we use $(d + 1)$ different brands of cells and the cells of the highest brand are automatically $2^{d+1}$-smooth.

This example gives rise to an intuitive, recursive definition for balancing cells in $\mathbb{R}^d$. In this definition we have a slight abuse of notation: For each brand $j$, we let $T_j$ denote the set of cells with brand $j$, and $T_j^\prime$ denote the quadtree associated with the cells in the sets $T_i$ for all $i \leq j$:

**Definition 9 (sets $T_j$).** Let $T_1$ be a set of true cells in $\mathbb{R}^d$. We define the sets $T_j$, $2 \leq j \leq d+1$ recursively:

- Given a set of cells $T_j$ in $\mathbb{R}^d$, let $T_j^\prime$ be the quadtree corresponding to $\bigcup_{i \leq j} T_i$.
- We define the set $T_{j+1}$ to be the minimal set of cells obtained by splitting cells of $T_j^\prime$, such that each cell in $T_j$ is $2^j$-smooth in $T_{j+1}$.
- For each set $T_j$, to every cell in $T_j$ we assign brand $j$.

**Definition 10.** In $\mathbb{R}^d$, we define $T^*$ to be $T^{d+1}$.

The extended quadtree $T^*$ has three useful properties which we prove in the remainder of this section: the tree is unique, the size of the tree is linear in $n$, and cells in the tree which are related in ancestry have a related brand.

**Lemma 11.** For a given set $T_j$, the set $T_{j+1}$ is unique.

---

9 In Section 5 we show the same is possible for quadtrees of arbitrary dimension $d$. 
We improve this bound to with a brand lower or equal to the brand of 2.

This property follows from the definition of each set of cells of branch 2 which are twice the size of C and so C is 2-smooth.

Proof. Per definition a cell C is 2-smooth if all its neighboring leaf cells are at most a factor 2 larger than C. This means that if we want to balance a cell C then we need to check for each of its neighboring cells if it is too large and if so, add a minimum number of cells accordingly. This makes the minimum set of cells that balances a cell C unique. If for each cell in Tj, its balancing cells are unique, then the set Tj+1 (the union of all sets of balancing cells) is unique.

Lemma 12. Every quadtree T has less than \( O((d2^d)^j n) \) leaf cells.

Proof. We prove this by induction. By definition \( T_1 \) has \( O(n) \) cells and all cells in \( T_j \) exist to balance cells in \( T_{j-1} \).

Now we assume that the tree \( T_{j-1} \) defined for \( T_1 \) has \( O((d2^d)^{j-1} n) \) leaf cells. Each of these leaf cells C can have at most d leaf neighbors which are larger than C. If such a cell is not \( 2^{j-1} \)-smooth we need to split the too large neighboring cells. Observe that for each split we either fix the balance of C or the balance of an ancestor of C which was also in \( T_{j-1} \) and which also had to be \( 2^{j-1} \)-smooth (see Figure 2).

The result of this observation is that we perform at most d splits per leaf in \( T_{j-1} \). Each split creates \( 2^d \) cells so \( T_j \) must have at most \( d2^d O((d2^d)^{j-1} n) = O((d2^d)^j n) \) leaf cells.\(^10\)

Corollary 13. If d is constant, the tree \( T^* \) has size \( O(n) \).

Lemma 14. Let \( C_1, C_2 \) be two family related (possibly non-leaf) cells in \( T^* \) such that \( |C_1| \leq |C_2| \). Then the brand of \( C_2 \) is at most the brand of \( C_1 \).

Proof. The proof is a proof per construction where we try to reconstruct the sequence of operations that led to the creation of cell \( C_1 \). All of the ancestors of \( C_1 \) must have a brand lower or equal to the brand of \( C_1 \), this includes the parent \( C_a \) of \( C_2 \). Since \( C_1 \) is a descendant of \( C_a \), \( C_a \) must be split. In that split all of the children of \( C_a \) (including \( C_2 \)) are created with a brand lower or equal to the brand of \( C_1 \).

Lemma 15 (The Branding Principle). Let \( C_j \) be a cell in \( T^* \) with brand \( j \). Then for any cell \( N \) neighbouring \( C \) with \( |N| \geq 2^j |C_j| \), the brand of \( N \) is at most \( j + 1 \).

Proof. This property follows from the definition of each set of cells \( T_j \). If \( C_j \) is \( 2^j \)-smooth, its neighboring cells \( N \) can be at most a factor \( 2^j \) larger than \( C_j \). When we define \( T_{j+1} \), all

\(^10\) We improve this bound to \( O(d^2 n) \) leaf cells in the full version by observing that for every balance split, there are at least \( \frac{1}{2} 2^{2d} \) cells demanding that the same cell must be split.
the neighbors of $C_j$ either already have size at most $2^j|C_j|$ and thus a brand of at most $j$, or the neighbors must get split until they have size exactly $2^j|C_j|$. When the latter happens those cells get brand $j + 1$.

With these lemmas in place we are ready to prove the main result for static uncompressed quadtrees in $\mathbb{R}^1$ and $\mathbb{R}^2$.

### 3.2 Static uncompressed smooth quadtrees over $\mathbb{R}^1$

Let $T_1$ be a non-compressed quadtree over $\mathbb{R}^1$ which takes $O(n)$ space. In this subsection we show that we can add at most $O(n)$ cells to the quadtree $T_1$ such that all the cells in the resulting quadtree are $2^j$-smooth for some $j \leq 2$ and the true cells are 2-smooth. Lemma 12 tells us that we can add at most $O(n)$ cells with brand 2 to $T_1$ resulting in the tree $T^* = T_1 \cup T_2$ where all the true cells are 2-smooth in $T^*$.

Our claim is that in a static non-compressed quadtree over $\mathbb{R}^1$ all the cells in $T_2$ must be 4-smooth in $T^*$ since we cannot have two neighboring leaf cells in $T_2$ with one cell more than a factor 2 larger than the other.

▶ **Theorem 16.** Let $T_1$ be an uncompressed quadtree over $\mathbb{R}^1$ which takes $O(n)$ space. In the smooth tree $T^*$ there cannot be two neighboring leaf cells $C_2, C_3$, both with brand 2, such that $|C_2| \leq \frac{1}{2^2}|C_3|$.\(^{11}\)

**Proof.** The proof is by contradiction and is illustrated in Figure 3. Assume for the sake of contradiction that we have two neighboring cells $C_2$ and $C_3$ both with brand 2 with $|C_3| = 4|C_2|$. $C_2$ has two neighbors: one family related neighbor and one non-sibling neighbor. $C_3$ cannot be contained in a sibling neighbor because $C_3$ is larger than $C_2$. Note that $C_2$ exists to balance a true cell $C_1$ of smaller size. $C_1$ cannot be a descendant of $C_3$ because $C_3$ is a cell with brand 2. So $C_1$ must be a descendant of the sibling neighbor of $C_2$. That would make $C_2$ and $C_1$ family related and Lemma 14 then demands that $C_2$ has brand at most 1; a contradiction.

### 3.3 Static uncompressed smooth quadtrees over $\mathbb{R}^2$

We also show that we can make a smooth non-compressed static quadtree over $\mathbb{R}^2$ that takes $O(n)$ space, such that all the cells in the quadtree are $2^j$-smooth for a $j \leq 3$. We denote the original cells by $T_1$ and we want them to be 2-smooth. We claim that in the extended quadtree $T^*$ (as defined in Definition 10) all cells are 8-smooth.

\(^{11}\) Careful readers can observe two things in this section: (i) Cells which are 2-smooth are allowed to have neighbors which are 4 times as large but in $\mathbb{R}^1$ they cannot. (ii) The proof of this theorem actually shows that $C_3$ can not even be a factor two larger than $C_2$. We choose not to tighten the bounds because these two observations do not generalize to higher dimensions.

![Figure 3](figure3.png) Two neighboring cells with brand 2 in a one-dimensional quadtree. In the figure white cells have brand 1 and light green cells have brand 2.
Theorem 17. Let $T_1$ be an uncompressed quadtree over $\mathbb{R}^2$ which takes $O(n)$ space. In the extended tree $T^*$ there cannot be two neighboring leaf cells $C_3$, $C_4$, both with brand 3, such that $|C_3| \leq \frac{1}{27} |C_4|$.

Proof. The proof resembles the proof of Theorem 16, and it is illustrated in Figure 4. However, it requires two cases instead of one. Note that for $C_3$ to exist there must be at least two consecutive neighbors of $C_3$, $(C_2$ and $C_1)$ with brand 2 and 1 respectively, such that $|C_1| = \frac{1}{2} |C_2| = \frac{1}{2} \cdot \frac{1}{4} |C_3|$.

Observe that $C_1$, $C_2$ and $C_3$ cannot be family related because of Lemma 14 and observe that $C_4$ can not be a sibling neighbor of $C_3$. The proof claims that it is impossible to place $C_1$, $C_2$, $C_3$ and $C_4$ in the plane without either violating the Branding Principle (Lemma 15), Lemma 14, or causing a cell with brand 1 or 2 to be not smooth.

Our first claim is that $C_3$ must share a vertex with $C_4$ (and similarly, $C_2$ must share a vertex with $C_3$). If this is not the case all the neighbors of $C_3$ (apart from $C_4$) are either contained in sibling neighbors of $C_3$ or neighbors of $C_3$. However that would imply that either $C_2$ is family related to $C_3$ or that an ancestor of $C_2$ of size $|C_3|$ is a neighbor of $C_4$. The first case cannot happen because of Lemma 14, in the second case we have a cell with brand 2 neighboring $C_4$ which is $\frac{1}{8}$ the size of $C_4$ and $C_4$ must have been split but $C_4$ must be a leaf.

Without loss of generality we say that $C_3$ shares the top left vertex with $C_4$ (Figure 4).

Since $C_2$ cannot be placed in a sibling neighbor of $C_3$, $C_2$ must be placed in the positive $\vec{y}$ direction from $C_3$. $C_2$ must also share a vertex with $C_3$ so we distinguish between two cases: $C_2$ shares the top left vertex with $C_3$ or the top right.

Case 1: The top left vertex. In this case $C_2$ is the blue square in Figure 4. $C_1$ cannot be contained in a sibling neighbor of $C_2$ so $C_1$ must lie to the left. However if $C_1$ is adjacent to $C_2$, its parent $A_0$ (the dashed lines in the figure) must also be a neighbor of $C_2$. Because we placed $C_1$ and $C_3$ without loss of generality, Figure 4 shows us that $A_0$ must neighbor a sibling neighbor of $C_3$ which we will denote as $F(C_3)$. We know that $|F(C_3)| = |C_3| \geq 2^4 |A_0|$ and that $A_0$ has brand 1 and $F(C_3)$ has brand 3. This is a contradiction with the Branding Principle (Lemma 15).

Case 2: The top right vertex. In this case $C_2$ is the red square in the figure. $C_1$ cannot be contained in a sibling neighbor of $C_2$ so $C_1$ must lie to the right. However, if $C_1$ is adjacent to $C_2$, its parent $A_0$ (the dashed lines in the figure) must also be a neighbor of $C_2$. Moreover (for similar reasons as the first case) $A_0$ must also be a neighbor of $C_4$. We know that $A_0$ is the ancestor of a true cell, so $A_0$ has brand 1. Moreover, $|C_4| \geq 8 |A_0|$ so $C_4$ must have been split which contradicts that $C_4$ is a leaf.

Both cases lead to a contradiction so Theorem 17 is proven. The structure of this proof is identical to the structure of the proof of the generalized theorem in the full version. ▶
4 Dynamic quadtrees

In the previous section we have shown that, given a static uncompressed quadtree $T_1$ of $\mathcal{O}(n)$ size over $\mathbb{R}^1$ or $\mathbb{R}^2$, we can create a static smooth tree $T^*$ of $\mathcal{O}(n)$ size. In this section we prove that if $T_1$ is a dynamic tree, we can also dynamically maintain its extended variant $T^*$.

Let $T_1$ be a quadtree over $\mathbb{R}^1$ or $\mathbb{R}^2$ subject to the split and merge operation (Table 1 I.). If we use the split operation to create new true cells in $T_1$ then in $T^*$ we (possibly) need to add cells (to the set $T_2$) that smooth the new true cells. Similarly if we add cells to $T_2$ we might need to add cells to $T_3$. The first question that we ask is: can we create a new split and merge operation that takes a constant number of steps per operation to maintain $T^*$?

Lemma 18. Given an uncompressed non-smooth quadtree $T_1$ in $\mathbb{R}^d$ of $\mathcal{O}(n)$ size and its extended tree $T^*$. Let $T'_1$ be an uncompressed non-smooth quadtree such that $T_1$ can become $T'_1$ with one merge or split operation. Then $T^*$ and $T'^*$ differ by at most $(2d)^d$ quadtree cells.

Proof. In the proof of Lemma 12 we showed that each cell in $T_j$ had at most $d$ balancing cells in $T_{j+1}$. So if we add a new cell in $T_1$ with the split operation, we need to do at most $d^d$ split operations to create the $d^d$ cells to smooth the tree up to the level $(d+1)$.

Lemma 11 states that for each set of true cells $T_1$ the tree $T^*$ is unique. So if we want to merge four cells in $T_1$ we must get a new unique $T'_1$ and $T'^*$. We know that we can go from $T'^*$ to $T^*$ with $d^d$ split operations, so we can also go from $T^*$ to $T'^*$ with $d^d$ merge operations.

4.1 The algorithm that maintains $T^*$

Lemma 18 tells us that it should be possible to dynamically maintain our extended quadtree $T^*$ with $2^{O(d\log(d))}$ operations per split or merge in the true tree $T_1$. The lemma does not specify which cells exactly need to be split. We note that our extended quadtree $T^*$ is unique and thus independent from the order in which we split cells in $T_1$. In the full version we show that this property prohibits the naive implementation (just split all cells which conflict with another cell’s smoothness): this does not maintain a quadtree that follows the definition of $T^*$ given by Definition 9 (and thus does not have to be smooth). Instead we introduce the following lemma which will help us design a correct algorithm for maintaining $T^*$:

Lemma 19. Given a dynamic quadtree $T_1$ and its dynamic extended quadtree $T^*$ with $T_1 \subset T^*$ where $T^*$ is defined according to Definition 9. If a cell $C \in T^*$ has brand $j > 1$ then there is at least one neighbor $N$ of $C$ such that $N$ has brand $j - 1$ and $|C| = 2^{j-1}|N|$.

Proof. If $C$ has brand $j$, then according to Definition 9, $C$ exists to smooth a cell $N \in T_{j-1}$. Per definition $N$ has brand $j - 1$ so $|C|$ is indeed $2^{j-1}|N|$.

This observation allows us to devise an algorithm that maintains $T^*$ after a split operation in $T_1$, we call this algorithm the aftersplit procedure. The first change to our static construction is that each cell $C \in T^*$ gets a collection of brands (which can contain duplicates). The current brand of a cell is the minimum of its collection of brands. Given this new definition of a brand we define a two-phased procedure:

\[ \text{Section 5 will show that the } (d+1)^{\text{th}} \text{ level is always } 2^{d+1}-\text{smooth} \]
Whenever we split a cell $C$ with brand $j$, we check all the $d$ neighboring leaf cells $N$ that are larger than $C$. If $N$ is more than a factor $2^{j-1}$ larger than $C$, the new children of $C$ are non-smooth and $N$ should be split into cells with brand $j + 1$. If a neighbor $N$ is split, we also invoke the aftersplit procedure on $N$.

Secondly we consider this: for any neighboring leaf $N$ of $C$ we check there exists a cell $C'$ with $C'$ equal to $N$ or an ancestor of $N$ with the following property: $C'$ is exactly a factor $2^{j-1}$ larger than $C$. In that case $C'$ could exist to smooth the new children of $C$ so we add the brand $(j + 1)$ to its set of brands. We call this rebranding.

Algorithm 1 The procedure for after splitting a cell.

1: procedure AfterSplit(Cell $C$, Integer $j$)
2:  for Cell $N$ ∈ LargerLeafNeighbors do
3:      if $|N| > 2^j$ then
4:          $V \leftarrow$ Split($N$, $j + 1$)
5:          AfterSplit($N$, $j + 1$)
6:      if $\exists C' \in N \cup Ancestors(N)$ such that $|C'| = 2^{j-1}$ then
7:          $C'.Brands.Add(j + 1)$
8:      if Changed($C'.Brands.Minimum$) then
9:          AfterSplit($C'$, $C'.Brands.Minimum$)

▶ Lemma 20. If we split a cell with brand $j$, the after split procedure performs at most $(2d)^{d-j}$ split and merge operations and the resulting extended quadtree $T^*$ implements Definition 9.

Proof. Observe that if we split a cell $C$ with brand $j$, $C$ has at most $d$ neighbors which are at least a factor $2^{j-1}$ larger than $C$ and a leaf in $T^*$. We can find the larger leaf neighbors with at most $d$ level pointer traversals and the neighbors of exactly $2^{j-1}$ size by first finding an ancestor of $C$ and using that ancestor’s level pointers. If we rebrand or split one of the found neighbors, that neighbor gets a brand one greater than $j$ so the after split procedure will recurse with a new $j' = j + 1$. This means that we recurse at most $d - j$ times which makes the after split procedure on a cell with brand $j$ perform $d^{d-j}$ split operations which creates at most $(2d)^{d-j}$ cells.

The resulting tree $T^*$ must implement Definition 9 because of Lemma 19. This lemma states that any neighboring cell $N$ with $|N| = 2^{j-1}|C|$ could exist to smooth a child cell of $C$ in the static scenario, so each $N$ should contain the option to have that brand. ▶

The AfterMerge procedure is simply the inverse of the Aftersplit procedure. If we merge cells into a cell $C$, we check all neighbors of size $2^{j-1}|C|$ and $2^{j-2}|C|$. In the first case, we remove the brand $j$ from the cell and check if it still has to exist. In the second case, we remove the brand $j$ from the cell and check if it needs to be rebranded to a higher brand.

▶ Theorem 21. For each dynamic compressed quadtree $T_1$ over $\mathbb{R}^d$ we can maintain the extended variant $T^*$ with at most $\mathcal{O}(2d)$ split and merge operations in $T^*$ per one split or merge operation in $T_1$.

5 Extending the proof of Section 3 to work for $\mathbb{R}^d$

In this section, we prove that $T^*$ is smooth in every dimension $d$ if $T_1$ is an uncompressed quadtree. Due to space restrictions, we only summarize the result here; the details can be found in the full version of the paper.
In Section 4 we already elaborated on how we can dynamically maintain our extended quadtree \( T^* \) in at most \( O((2d)^d) \) operations per split and merge on the true tree \( T_1 \). What remains to be proven is that the extended quadtree is indeed a smooth quadtree. We prove this by proving a generalized version of Theorem 17 in Section 3:

\[ \text{Theorem 22.} \quad \text{Let} \quad T_1 \quad \text{be non-compressed quadtree over} \quad \mathbb{R}^d \quad \text{which takes} \quad O(n) \quad \text{space. In the extended tree} \quad T^* \quad \text{there cannot be two neighboring leaf cells which we will name} \quad C_{d+1}, C_{d+2} \quad \text{with both brand} \quad (d+1) \quad \text{such that} \quad |C_{d+1}| \leq \frac{1}{2d+1}|C_{d+2}|. \]

The proof is similar to the proof in Section 3.3. If the two neighboring cells \( C_{d+1} \) and \( C_{d+2} \) want to exist in the plane then there must be a chain of \( d \) cells (\( C_d \) to \( C_1 \)) with decreasing brand that forces the cells to exist. We show that it is impossible to embed this chain into the plane without either needing to split the largest cell or violating the Branding Principle (Lemma 15). The difficulty of this proof is that there are many ways to embed such a chain of cells in \( \mathbb{R}^d \). Moreover, if you want a cell \( C_j \) in the chain to cause a contradiction with a neighboring cell you need to prove that the neighbor actually exists. We define an abstract virtual operator that can traverse the extended quadtree. With that operator and Lemma 14 in place we show that if you want to place \( C_{d+2} \) to \( C_1 \) in the pane, then each time we must let \( C_j \) neighbor \( C_{j+1} \) in a unique dimension. If we use a dimension \( \vec{y} \) twice we distinguish between two cases:

The first case is that we use the same dimension and same direction. This case is equal to case 1 in Section 3.3 and we show that we must violate the Branding Principle.

The second case is that we use the same dimension and opposite direction and it corresponds with case 2 in Section 3.3. In this case we show that \( C_{d+2} \) must have been split.

The result is that we need \( (d+1) \) different dimensions to embed the chain but we have only \( d \), a contradiction.

\section{Compressed quadtrees in \( \mathbb{R}^d \)}

The remainder of our work focuses on building smooth quadtrees that store a set of points and that are dynamic with respect to insertions and deletions of points from the set. If we want to build a dynamic quadtree over a point set of unbounded spread we need the quadtree to be compressed. We again want to define an extended quadtree \( T^* \) that we can maintain with the operations in Section 4. In this section summarize the extention of our results to compressed quadtrees. The details can be found in the full version of the paper.

Recall that in Definition 10 we had \( (d+1) \) different sets of cells where each set \( T_j \) was defined as the minimal number of cells needed to balance the cells in \( T_{j-1} \). We showed that if we have two uncompressed quadtrees \( T_1 \) and \( T'_1 \) which only differ by one split/merge operation that their extended quadtrees \( T^* \) and \( T'^* \) only differ in \( O((2d)^d) \) cells. However, if \( T_1 \) and \( T'_1 \) are uncompressed quadtrees and if we use Definition 9, the reader can imagine that there are scenarios where their extended quadtrees \( T^* \) and \( T'^* \) differ in an arbitrarily large number of cells (see the full version). This is why instead we redefine our extended quadtree as the union of all extended quadtrees \( A^* \) of all uncompressed components \( A_j \) of \( T_1 \): \( T^* := \bigcup_{\text{uncompressed components} A_j} A^* \). If we only demand that cells in uncompressed components count towards smoothness (the other cells are not stored anyway) then this extended quadtree is clearly smooth if Theorem 22 holds. However, Theorem 22 relies on Lemma 14 that says that cells that are family related have a related brand and with this definition of \( T^* \) we can place cells with an arbitrary high brand ‘on top’ of other cells. We observe that the proof of Theorem 22 only uses paths that traverse \( d^2 \) levels of depth in the
tree and we define additional operators that make sure that for each cell $C$, all ancestors within $d^2$ levels of $C$ have a correct brand. The result is the following theorem:

\begin{itemize}
  \item \textbf{Theorem 23.} For each dynamic compressed quadtree $T_1$ over $\mathbb{R}^d$ we can maintain a smooth variant $T^*$ with at most:
    \begin{itemize}
      \item $O((2d)^d)$ operations per split or merge on $T_1$.
      \item $O(\log(\alpha)d^2(6d)^{d+1})$ operations per deletion or insertion of a compressed leaf.
      \item $O(d^2(6d)^d)$ time per upgrowing or downgrowing.
    \end{itemize}
\end{itemize}

7 Alignment in Real RAM

Finally, we show that we can maintain non-aligned compressed quadtrees. Here we only give a summary of this part; for the details see the full version.

In the previous section we were treating our compressed quadtree as if for each compressed component $A_1$, the cell of its root $R$ was \textit{aligned} with the cell of the leaf $C_a$ that stores its compressed link. That is, the cell of $R$ can be obtained by repeatedly subdividing the cell of $C_a$. However, finding an aligned cell for the root of a new uncompressed component when it is inserted is not supported in constant time in Real RAM model of computation. The reason is that the length of the compressed link, and thus the number of divisions necessary to compute the aligned root cell, may be arbitrary.

Instead of computing the aligned root cell at the insertion of each new compressed component, we allow compressed nodes to be associated with any hypercube of an appropriate size that is contained in the cell of the compressed ancestor $C_a$. While doing so, we ensure that the following \textit{alignment property} is maintained: For any compressed link in $T^*$, if the length of the link is at most $4\alpha$, then the corresponding uncompressed component is aligned with the parent cell of the link.

In the full version of \cite{19}, Löffler \textit{et al.} obtain this in amortized additional $O(1)$ time by relocating the uncompressed component just before the decompression operation starts. To accomplish the relocation task, they exploit the algorithm of Löffler and Mulzer \cite{18} that, given a compressed quadtree $T$ in $\mathbb{R}^2$ and an appropriate square $S$, produces a 2-smooth compressed quadtree $T'$ on $S$ that stores the same point set as $T$. We modify the result of \cite{19} in three ways: (i) We de-amortize it by adapting a well-known de-amortization technique that gradually constructs the correctly aligned copy of an unaligned uncompressed component \cite{16}. (ii) We adapt the algorithm of \cite{18} so that it produces our target quadtree $T^*$ instead of a 2-smooth compressed quadtree. (iii) By extending the analysis in \cite{18}, we show that the algorithm to produce $T^*$ works in $\mathbb{R}^d$, and its time complexity is linear in the size of the relocated tree.

The main result of this section is as follows.

\begin{itemize}
  \item \textbf{Theorem 24.} Let $P$ be a point set in $\mathbb{R}^d$ and $T_1$ be an $\alpha$-compressed quadtree over $P$ for a sufficiently big constant $\alpha$ with $\alpha > 2^{2^d}$, and let $T^*$ be the extended variant of a compressed quadtree $T_1$ with the definition in \cite{14}. The operations split and upgrowing on $T^*$ can be modified to maintain the alignment property for $T^*$. The modified operations require worst-case $O(32^d + d^3 \cdot (6d)^d)$ time.
\end{itemize}
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Abstract
In graph theory, as well as in 3-manifold topology, there exist several width-type parameters to describe how “simple” or “thin” a given graph or 3-manifold is. These parameters, such as pathwidth or treewidth for graphs, or the concept of thin position for 3-manifolds, play an important role when studying algorithmic problems; in particular, there is a variety of problems in computational 3-manifold topology – some of them known to be computationally hard in general – that become solvable in polynomial time as soon as the dual graph of the input triangulation has bounded treewidth.

In view of these algorithmic results, it is natural to ask whether every 3-manifold admits a triangulation of bounded treewidth. We show that this is not the case, i.e., that there exists an infinite family of closed 3-manifolds not admitting triangulations of bounded pathwidth or treewidth (the latter implies the former, but we present two separate proofs).

We derive these results from work of Agol and of Scharlemann and Thompson, by exhibiting explicit connections between the topology of a 3-manifold $M$ on the one hand and width-type parameters of the dual graphs of triangulations of $M$ on the other hand, answering a question that had been raised repeatedly by researchers in computational 3-manifold topology. In particular, we show that if a closed, orientable, irreducible, non-Haken 3-manifold $M$ has a triangulation of treewidth (resp. pathwidth) $k$ then the Heegaard genus of $M$ is at most $48(k+1)$ (resp. $4(3k+1)$).
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1 Introduction

In the field of 3-manifold topology many fundamental problems can be solved algorithmically. Famous examples include deciding whether a given knot is trivial [21], deciding whether a given 3-manifold is homeomorphic to the 3-sphere [40, 47], and, more generally (based on Perelman’s proof of Thurston’s geometrization conjecture [29]), deciding whether two given 3-manifolds are homeomorphic, see, e.g., [2, 31, 45]. The algorithm for solving the homeomorphism problem is still purely theoretical, and its complexity remains largely unknown [31, 33]. In contrast, the first two problems are known to lie in the intersection of the complexity classes \( \text{NP} \) and \( \text{co-NP} \) [22, 27, 30, 32, 43, 49].

Moreover, implementations of, for instance, algorithms to recognize the 3-sphere exist out-of-the-box (e.g., using the computational 3-manifold software Regina [9]) and exhibit practical running times for virtually all known inputs.

In fact, many topological problems with implemented algorithmic solutions solve problem instances of considerable size. This is despite the fact that most of these implementations have prohibitive worst-case running times, or the underlying problems are even known to be computationally hard in general. In recent years, there have been several attempts to explain this gap using the concepts of parameterized complexity and algorithms for fixed parameter tractable (FPT) problems [19]. This effort has proven to be highly effective and, today, there exist numerous FPT algorithms in the field [10, 12, 13, 14, 34]. More specifically, given a triangulation \( \mathcal{T} \) of a 3-manifold \( \mathcal{M} \) with \( n \) tetrahedra whose dual graph \( \Gamma(\mathcal{T}) \) has treewidth at most \( k \), there exist algorithms to compute

- taut angle structures\(^4\) of what is called ideal triangulations with torus boundary components in running time \( O(7^k \cdot n) \) [14];
- optimal Morse matchings\(^5\) in the Hasse diagram of \( \mathcal{T} \) in \( O(4^{k^2+k} \cdot k^3 \cdot \log k \cdot n) \) [12];
- the Turaev–Viro invariants\(^6\) for parameter \( r \geq 3 \) in \( O((r-1)^6(k+1) \cdot k^2 \cdot \log r \cdot n) \) [13];
- every problem which can be expressed in monadic second-order logic in \( O(f(k) \cdot n) \), where \( f \) often is a tower of exponentials [10].\(^7\)

Some of these results are not purely theoretical – as is sometimes the case with FPT algorithms – but are implemented and outperform previous state-of-the-art implementations for typical input. As a result, they have a significant practical impact. This is in particular the case for the algorithm to compute Turaev–Viro invariants [13, 34].

Note that treewidth – the dominating factor in the running times given above – is a combinatorial quantity linked to a triangulation, not a topological invariant of the underlying manifold.

---

\(^2\) The proof of \( \text{co-NP} \) membership for 3-sphere recognition assumes the Generalized Riemann Hypothesis.

\(^3\) We often simply speak of the treewidth of a triangulation, meaning the treewidth of its dual graph.

\(^4\) Taut angle structures are combinatorial versions of semi-simplicial metrics which have implications on the geometric properties of the underlying manifold.

\(^5\) Optimal Morse matchings translate to discrete Morse functions with the minimum number of critical points with respect to the combinatorics of the triangulation and the topology of the underlying 3-manifold.

\(^6\) Turaev–Viro invariants are powerful tools to distinguish between 3-manifolds. They are the method of choice when, for instance, creating large censuses of manifolds.

\(^7\) This result is analogous to Courcelle’s celebrated theorem in graph theory [16].
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This gives rise to the following approach to efficiently solve topological problems on a 3-manifold $M$: given a triangulation $T$ of $M$, search for a triangulation $T'$ of the same manifold with smaller treewidth.

This approach faces severe difficulties. By a theorem due to Kirby and Melvin [28], the Turaev–Viro invariant for parameter $r = 4$ is $\#P$-hard to compute. Thus, if there were a polynomial time procedure to turn an $n$-tetrahedron triangulation $T$ into a poly($n$)-tetrahedron triangulation $T'$ with dual graph of treewidth at most $k$, for some universal constant $k$, then this procedure, combined with the algorithm from [13], would constitute a polynomial time solution for a $\#P$-hard problem. Furthermore, known facts imply that most triangulations of most 3-manifolds must have large treewidth.$^8$ However, while these arguments indicate that triangulations of small treewidth may be rare and computationally hard to find, it does not rule out that every manifold has some (potentially very large) triangulation of bounded treewidth.

In this article we show that this is actually not the case, answering a question that had been raised repeatedly by researchers in computational 3-manifold topology.$^9$ More specifically, we prove the following two statements.

**Theorem 1.** There exists an infinite family of 3-manifolds which does not admit triangulations with dual graphs of uniformly bounded pathwidth.

**Theorem 2.** There exists an infinite family of 3-manifolds which does not admit triangulations with dual graphs of uniformly bounded treewidth.

We establish the above results through the following theorems, which are the main contributions of the present paper. The necessary terminology is introduced in Section 2.

**Theorem 3.** Let $M$ be a closed, orientable, irreducible, non-Haken 3-manifold and let $T$ be a triangulation of $M$ with dual graph $\Gamma(T)$ of pathwidth $pw(\Gamma(T)) \leq k$. Then $M$ has Heegaard genus $g(M) \leq 4(3k + 1)$.

**Theorem 4.** Let $M$ be a closed, orientable, irreducible, non-Haken 3-manifold and let $T$ be a triangulation of $M$ with dual graph $\Gamma(T)$ of treewidth $tw(\Gamma(T)) \leq k$. Then $M$ has Heegaard genus $g(M) < 48(k + 1)$.

By a result of Agol [1] (Theorem 12 in this paper), there exist closed, orientable, irreducible, non-Haken 3-manifolds of arbitrarily large Heegaard genus. Combining this result with Theorems 3 and 4 thus immediately implies Theorems 1 and 2.

**Remark.** Note that Theorem 1 can be directly deduced from Theorem 2 since the pathwidth of a graph is always at least as large as its treewidth.$^{10}$ Nonetheless, we provide separate proofs for each of the two statements. The motivation for this is that all the ingredients to prove Theorem 3 (and hence Theorem 1) already appear in the literature, while Theorem 4 needs extra work to be done.

---

$^8$ It is known that, given $k \in \mathbb{N}$, there exist constants $C, C_k > 1$ such that there are at least $C^n \log(n)$ 3-manifolds which can be triangulated with $\leq n$ tetrahedra, whereas there are at most $C_k^n$ triangulations with treewidth $\leq k$ and $\leq n$ tetrahedra. See the full version of the article for more details.

$^9$ The question whether every 3-manifold admits a triangulation of bounded treewidth, and variations thereof have been asked at several meetings and open problem sessions including an Oberwolfach meeting in 2015 [11, Problem 8] (formulated in the context of knot theory).

$^{10}$ This is immediate from the definitions of treewidth and pathwidth, see Section 3.
The paper is organized as follows. After going over the preliminaries in Section 2, we give an overview of selected width-type graph parameters in Section 3. Most notably, we propose the congestion of a graph (also known as carving width) as an alternative choice of a parameter for FPT algorithms in 3-manifold topology. Section 4 is devoted to results from 3-manifold topology which we build upon. In Section 5 we then prove Theorem 1, and in Section 6 we prove Theorem 2.

2 Preliminaries

In this section we recall some basic concepts and terminology of graph theory, 3-manifolds, triangulations, and parameterized complexity theory.

Graphs vs. triangulations. Following several authors in the field, we use the terms edge and vertex to refer to an edge or vertex in a 3-manifold triangulation, whereas the terms arc and node denote an edge or vertex in a graph, respectively.

2.1 Graphs

For general background on graph theory we refer to [17].

A graph (more specifically, a multigraph) $G = (V,E)$ is an ordered pair consisting of a finite set $V = V(G)$ of nodes and a multiset $E = E(G)$ of unordered pairs of nodes, called arcs. We allow loops, i.e., an arc $e \in E$ might itself be a multiset, e.g., $e = \{v,v\}$ for some $v \in V$. The degree of a node $v \in V$, denoted by $\deg(v)$, equals the number of arcs containing it, counted with multiplicity. In particular, a loop $\{v,v\}$ contributes two to the degree of $v$. For every node $v \in V$ of a graph $G$, its star $st_G(v)$ denotes the set of edges incident to $v$. A graph is called $k$-regular if all of its nodes have the same degree $k \in \mathbb{N}$.

2.2 3-Manifolds and their triangulations

For an introduction to the topology and geometry of 3-manifolds and to their triangulations we refer to the textbook [44] and to the seminal monograph [48].

A 3-manifold with boundary is a topological space $\mathcal{M}$ such that each point $x \in \mathcal{M}$ has a neighborhood which either looks like (i.e., is homeomorphic to) the Euclidean 3-space $\mathbb{R}^3$ or the closed upper half-space $\{(x, y, z) \in \mathbb{R}^3 : z \geq 0\}$. The points of $\mathcal{M}$ that do not have a neighborhood homeomorphic to $\mathbb{R}^3$ constitute the boundary $\partial \mathcal{M}$ of $\mathcal{M}$. A 3-manifold is bounded (resp. closed) if it has a non-empty (resp. empty) boundary.

Informally, two 3-manifolds are equivalent (or homeomorphic) if one can be turned into the other by a continuous, reversible deformation. In other words, when talking about a 3-manifold, we are not interested in its particular shape, but only in its qualitative properties, called topological invariants, such as “number of boundary components”, or “connectedness”.

All 3-manifolds considered in this article are assumed to be compact and connected.

Handle decompositions. Every compact 3-manifold can be built from finitely many building blocks called 0-, 1-, 2-, and 3-handles. In such a handle decomposition all handles are (homeomorphic to) 3-balls, and are only distinguished in how they are glued to the existing decomposition. For instance, to build a closed 3-manifold from handles, we may start with

\[\text{More precisely, we only consider topological spaces which are second countable and Hausdorff.}\]

\[\text{See Chapter 6 and Appendix B of [44] for a primer on handle decompositions and Morse functions.}\]
a collection of disjoint 3-balls, or 0-handles, where further 3-balls are glued to the boundary of
the existing decomposition along pairs of 2-dimensional disks, the so-called 1-handles, or along annuli, the so-called 2-handles. This process is iterated until the boundary of the
decomposition consists of a collection of 2-spheres. These are then eliminated by gluing in
one additional 3-ball per boundary component, the 3-handles of the decomposition.

In every step of building up a (closed) 3-manifold from handles, the existing decomposition
is a bounded 3-manifold and its boundary – called a bounding surface – separates the 3-
manifold into two pieces: the part that is already present, and its complement (each of them
possibly disconnected).

Bounding surfaces and, more generally, all kinds of surfaces embedded in a 3-manifold,
play an important role in the study of 3-manifolds (similar to that of simple closed curves
in the study of surfaces). When chosen carefully, an embedded surface reveals valuable
information about the topology of the ambient 3-manifold. Of course, in this sense, some
embedded surfaces can be considered topologically more meaningful than others. In particular,
we have the following notions.

Let \( \mathcal{M} \) be a 3-manifold. A surface \( \mathcal{S} \subset \mathcal{M} \) is said to be properly embedded, if it is
embedded in \( \mathcal{M} \), and we have for the boundary \( \partial \mathcal{S} = \mathcal{S} \cap \partial \mathcal{M} \). Let \( \mathcal{S} \subset \mathcal{M} \) be a properly
embedded surface distinct from the 2-sphere, and let \( D \) be a disk embedded into \( \mathcal{M} \) such
that its boundary satisfies \( \partial D = D \cap \mathcal{S} \). \( D \) is said to be a compressing disk for \( \mathcal{S} \) if \( \partial D 
\) does not bound a disk on \( \mathcal{S} \). If such a compressing disk exists, then \( \mathcal{S} \) is called compressible,
otherwise it is called incompressible. An embedded 2-sphere \( \mathcal{S} \subset \mathcal{M} \) is called incompressible
if \( \mathcal{S} \) does not bound a 3-ball in \( \mathcal{M} \).

A 3-manifold \( \mathcal{M} \) is called irreducible, if every embedded 2-sphere bounds a 3-ball in
\( \mathcal{M} \). Moreover, it is called \( P^2 \)-irreducible, if it does not contain an embedded 2-sided
real projective plane \( RP^2 \). This notion is only significant for non-orientable manifolds, since
orientable 3-manifolds cannot contain any 2-sided non-orientable surfaces. If a \( P^2 \)-irreducible,
irreducible 3-manifold \( \mathcal{M} \) contains a 2-sided incompressible surface, then it is called Haken.
Otherwise it is called non-Haken. In this article, we only apply the notion of a non-Haken
manifold to manifolds that are \( (P^2) \)-irreducible. In the literature, such manifolds are also
referred to as small.

Handlebodies and compression bodies. Above we already discussed handle decompositions
of 3-manifolds. Closely related are the notions of handlebody and compression body.

A handlebody is a bounded 3-manifold which can be described as a single 0-handle with a
number of 1-handles attached to it, or, equivalently, as a thickened version of a graph.

Let \( \mathcal{S} \) be a closed (not necessarily connected) surface. A compression body is a 3-manifold
\( \mathcal{N} \) obtained from \( \mathcal{S} \times [0, 1] \), by attaching 1-handles to \( \mathcal{S} \times \{1\} \), and filling in some of the
2-sphere components of \( \mathcal{S} \times \{0\} \) with 3-balls. \( \mathcal{N} \) has two sets of boundary components:
\( \partial_- \mathcal{N} = \mathcal{S} \times \{0\} \setminus \{ \text{filled in 2-sphere components} \} \) and \( \partial_+ \mathcal{N} = \partial \mathcal{N} \setminus \partial_- \mathcal{N} \).

Dual to this construction, we can also start with \( \mathcal{S} \times [0, 1] \), add 2-handles along \( \mathcal{S} \times \{1\} \)
and fill in some resulting 2-sphere boundary components with 3-balls. Again, \( \mathcal{N} \) has two sets
of boundary components: \( \partial_- \mathcal{N} = \mathcal{S} \times \{0\} \) and \( \partial_+ \mathcal{N} = \partial \mathcal{N} \setminus \partial_- \mathcal{N} \).

---

13 A standard example of a compressible surface is a torus (or any other orientable surface) embedded in
the 3-sphere \( S^3 \), and of an incompressible surface is the 2-sphere \( S^2 \times \{x\} \subset S^2 \times S^1 \).

14 In particular, \( S^2 \times S^1 \) is not irreducible.

15 A properly embedded surface \( \mathcal{S} \subset \mathcal{M} \) is 2-sided in \( \mathcal{M} \), if the codimension zero submanifold in \( \mathcal{M} \)
obtained by thickening \( \mathcal{S} \) has two boundary components, i.e., \( \mathcal{S} \) locally separates \( \mathcal{M} \) into two pieces.

16 If \( \mathcal{S} \) is a 2-sphere, and \( \mathcal{S} \times \{0\} \) is filled in, i.e., \( \partial_- \mathcal{N} = \emptyset \), then \( \mathcal{N} \) is actually a handlebody.
Handlebodies very naturally occur when building up a (connected) 3-manifold $M$ from an arbitrary but fixed set of handles. If (possibly after deforming the attaching maps) all 0- and 1-handles are attached before attaching any 2- or 3-handles, we obtain a decomposition of $M$ into two handlebodies: the union of all 0- and 1-handles on one side, and its complement on the other side. Such a decomposition exists for every 3-manifold $M$ [35] and is called a Heegaard splitting of $M$. The genus of their (common) boundary surface is called the genus of the decomposition. It is equal to #1-handles minus #0-handles plus one. The smallest genus of a handle decomposition of $M$, which is a topological invariant by definition, is called the Heegaard genus of $M$ and is denoted by $g(M)$.

Compression bodies are central to Scharlemann and Thompson’s definition of thin position [42], discussed in Section 4, as they can be used to describe more complicated sequences of handle attachments, e.g., when building up a manifold by first only attaching some of the 0- and 1-handles before attaching 2- and 3-handles.

Given a possibly bounded 3-manifold $M$, a fixed set of handles, and an arbitrary sequence of handle attachments to build up $M$, we look at the first terms of the sequence up to (but not including) the first 2- or 3-handle attachment. Let $S$ be the surface given by the boundaries of all 0-handles in this subsequence plus potentially some of the boundary components of $M$ (we want the boundary components of $M$ to appear at the beginning or the end of this construction). We thicken $S$ into a bounded 3-manifold $S \times [0, 1]$, fill back in the 0-handles at the 2-sphere components of $S \times \{0\}$ and attach the 1-handles from the subsequence to $S \times \{1\}$. This is a compression body, say $N_1$ (if no boundary components are added, $N_1$ is merely the union of all 0- and 1-handles in the subsequence, and hence a union of handlebodies). In the second step we look at all 2- and 3-handles following the initial sequence of 0- and 1-handles until we reach 0- or 1-handles again, and follow the dual construction to obtain another compression body $K_1$. Iterating this procedure, $M$ can be decomposed into a sequence of compression bodies $(N_1, K_1, N_2, K_2, \ldots, N_s, K_s)$ satisfying $R_i := \partial_+ N_i = \partial_- K_i, 1 \leq i \leq s,$ and $F_i := \partial_+ K_i = \partial_- N_{i+1}, 1 \leq i < s$. By construction, the surfaces $R_i$ have more handles and/or less connected components than the surfaces $F_i$.

When talking about bounding surfaces in sequences of handle attachments, surfaces of type $R_i$ and $F_i$ are typically the most interesting ones as they form local extrema with respect to their topological complexity. Thus, we refer to the $R_i$ as the large and to the $F_i$ as the small bounding surfaces.

**Triangulations.** In this article we typically describe 3-manifolds by semi-simplicial triangulations (also known as singular triangulations, here often just referred to as triangulations). That is, a collection of $n$ abstract tetrahedra, glued together in pairs along their triangular faces (called triangles). As a result of these face gluings, many tetrahedral edges (or vertices) are glued together and we refer to the result as a single edge (or vertex) of the triangulation.

A triangulation $T$ describes a closed 3-manifold if no tetrahedral edge is identified with itself in reverse, and the boundary of a small neighborhood around each vertex is a 2-sphere.

Given a triangulation $T$ of a closed 3-manifold, its dual graph $\Gamma(T)$ (also called the face pairing graph) is the graph with one node per tetrahedron of $T$, and with an arc between two nodes for each face gluing between the corresponding pair of tetrahedra. By construction, the dual graph is a 4-regular multigraph. Since every triangulation $T$ can be linked to its dual graph $\Gamma(T)$ this way, we often attribute properties of $\Gamma(T)$ directly to $T$.

---

17 We specify precisely what we mean by the topological complexity of a surface whenever this is necessary.

18 It is straightforward to extend the definition of a triangulation to include bounded 3-manifolds. However, for the purpose of this article it suffices to consider the closed case.
2.3 Parameterized complexity and fixed parameter tractability

There exist various notions and concepts of a refined complexity analysis for theoretically difficult problems. One of them, parameterized complexity, due to Downey and Fellows [18, 19], identifies a parameter on the set of inputs, which is responsible for the hardness of a given problem.

More precisely, for a problem $P$ with input set $A$, a parameter is a (computable) function $p: A \rightarrow \mathbb{N}$. If the parameter $p$ is the output of $P$, then $p$ is called the natural parameter.

The problem $P$ is said to be fixed parameter tractable for parameter $p$ (or FPT in $p$ for short) if there exists an algorithm which solves $P$ for every instance $A \in A$ with running time $O(f(p(A)) \cdot \text{poly}(n))$, where $n$ is the size of the input $A$, and $f: \mathbb{N} \rightarrow \mathbb{N}$ is arbitrary (computable). By definition, such an algorithm then runs in polynomial time on the set of inputs with bounded $p$. Hence, this identifies, in some sense, $p$ as a potential “source of hardness” for $P$ (cf. the results listed in the Introduction).

In computational 3-manifold topology, a very important set of parameters is the one of topological invariants, i.e., properties which only depend on the topology of a given manifold and are independent of the choice of triangulation (see [34] for such a result, using the first Betti number as parameter). However, most FPT-results in the field use parameters of the dual graph of a triangulation which greatly depend on the choice of the triangulation: every 3-manifold admits a triangulation with arbitrarily high graph parameters – for all parameters considered in this article.

The aim of this work is to link these parameters to topological invariants in the only remaining possible sense: given a 3-manifold $M$, find lower bounds for graph parameters of dual graphs of triangulations ranging over all triangulations of $M$.

3 Width-type graph parameters

The theory of parameterized complexity has its sources in graph theory, where many problems which are $\text{NP}$-hard in general become tractable in polynomial time if one assumes structural restrictions about the possible input graphs.

For instance, several graph theoretical questions have a simple answer if one asks them about trees, or graphs which are similar to trees in some sense. Width-type parameters make this sense of similarity precise [24]. We are particularly interested in the behavior of these parameters and their relationship with each other when considering bounded-degree graphs or, more specifically, dual graphs of 3-manifold triangulations.

**Treewidth and pathwidth.** The concepts of treewidth and pathwidth were introduced by Robertson and Seymour in their early papers on graph minors [38, 39], also see the surveys [5, 7, 8]. Given a graph $G$, its treewidth $\text{tw}(G)$ measures how tree-like the graph is.

**Definition 5** (Tree decomposition, treewidth). A tree decomposition of a graph $G = (V, E)$ is a tree $T$ with nodes $B_1, \ldots, B_m \subseteq V$, also called bags, such that

1. $B_1 \cup \ldots \cup B_m = V$,
2. if $v \in B_i \cap B_j$ then $v \in B_k$ for all bags $B_k$ of $T$ in the path between $B_i$ and $B_j$, in other words, the bags containing $v$ span a (connected) subtree of $T$,
3. for every arc $\{u, v\} \in E$, there exists a node $B_i$ such that $\{u, v\} \subseteq B_i$.

The width of a tree decomposition equals the size of the largest bag minus one. The treewidth $\text{tw}(G)$ is the minimum width among all possible tree decompositions of $G$. 
Definition 6 (Path decomposition, pathwidth). A path decomposition of a graph $G = (V, E)$ is a tree decomposition for which the tree $T$ is required to be a path. The pathwidth $\text{pw}(G)$ of a graph $G$ is the minimum width of any path decomposition of $G$.

Cutwidth. The cutwidth $\text{cw}(G)$ of a graph $G$ is the graph-analogue of the linear width of a manifold (to be discussed in Section 4). If we order the nodes $\{v_1, \ldots, v_n\} = V(G)$ of $G$ on a line, the set of arcs running from a node $v_i$, $i \leq \ell$, to a node $v_j$, $j > \ell$, is called a cutset $C_\ell$ of the ordering. The cutwidth $\text{cw}(G)$ is defined to be the cardinality of the largest cutset, minimized over all linear orderings of $V(G)$.

Cutwidth and pathwidth are closely related: for bounded-degree graphs they are within a constant factor. Let $\Delta(G)$ denote the maximum degree of a node in $G$.

Theorem 7 (Bodlaender, Theorems 47 and 49 from [6]). Given a graph $G$, we have

$$\text{pw}(G) \leq \text{cw}(G) \leq \Delta(G) \text{pw}(G).$$

Congestion. Bienstock introduced congestion $[4]$, a generalization of cutwidth, which is a quantity related to treewidth in a similar way as cutwidth to pathwidth (compare Theorems 7 and 9).

Let us consider two graphs $G$ and $H$, called the guest and the host, respectively. An embedding $\mathcal{E} = (i, \rho)$ of $G$ into $H$ consists of an injective mapping $i : V(G) \rightarrow V(H)$ together with a routing $\rho$ that assigns to each arc $\{u, v\} \in E(G)$ a path in $H$ with endpoints $i(u)$ and $i(v)$. If $e \in E(G)$ and $h \in E(H)$ is on the path $\rho(e)$, then we say that “$e$ is running parallel to $h$”. The congestion of $G$ with respect to an embedding $\mathcal{E}$ of $G$ into a host graph $H$, denoted as $\text{cng}_{H, E}(G)$, is defined to be the maximal number of times an arc of $H$ is used in the routing of arcs of $G$.

Several notions of congestion can be obtained by minimizing $\text{cng}_{H, E}(G)$ over various families of host graphs and embeddings (see, e.g., [37]). Here we work with the following.

Definition 8 (Congestion$^{20}$). Let $T_{[1,3]}$ be the set of unrooted binary trees.$^{21}$ The congestion $\text{cng}(G)$ of a graph $G$ is defined as

$$\text{cng}(G) = \min\{\text{cng}_{H, E}(G) : H \in T_{[1,3]}, \mathcal{E} = (i, \rho) \text{ with } i : V(G) \rightarrow L(H) \text{ bijection}\},$$

where $L(H)$ denotes the set of leaves of $H$.

In other words, we minimize $\text{cng}_{H, E}(G)$ when the host graph $H$ is an unrooted binary tree and the mapping $i$ maps the nodes of $G$ bijectively onto the leaves of $H$. The routing $\rho$ is uniquely determined as the host graph is a tree.

Theorem 9 (Bienstock, p. 108–111 of [3]). Given a graph $G$, we have$^{22}$

$$\max \left\{ \frac{2}{3}(\text{tw}(G) + 1), \Delta(G) \right\} \leq \text{cng}(G) \leq \Delta(G)(\text{tw}(G) + 1).$$

---

$^{19}$The inequality $\text{cw}(G) \leq \Delta(G) \text{pw}(G)$ seems to have been already present in the earlier work of Chung and Seymour [15] on the relation of cutwidth to another parameter called topological bandwith (see Theorem 2 in [15]). Pathwidth plays an intermediate, connecting role there. However, the inequality is phrased and proved explicitly by Bodlaender in [6].

$^{20}$It is important to note that congestion in the sense of Definition 8 is also known as carving width, a term which was coined by Robertson and Seymour in [46]. However, the usual abbreviation for carving width is ‘cw’ which clashes with that of the cutwidth. Therefore we stick to the name ‘congestion’ and the abbreviation ‘cng’ to avoid this potential confusion in notation.

$^{21}$An unrooted binary tree is a tree in which each node is incident to either one or three arcs.

$^{22}$Only the right-hand side inequality of Theorem 9, $\text{cng}(G) \leq (\text{tw}(G) + 1)\Delta(G)$, is formulated explicitly in [3] as Theorem 1 on p. 111, whereas the left-hand side inequality is stated “inline” in the preceding paragraphs on the same page.
See the full version of the article for a comparison of cutwidth, pathwidth, treewidth and congestion of the Petersen graph. Also, see the full version for an explanation of how width-type parameters are used in FPT-algorithms in computational topology, and a comparison of different parameters for their potential computational advantages or disadvantages.

4 Thin position, and non-Haken 3-manifolds of large genus

In [42] Scharlemann and Thompson extend the concept of thin-position from knot theory [20] to 3-manifolds and define the linear width of a manifold.\(^{23}\) For this they look at decompositions of a 3-manifold \(\mathcal{M}\) into pairs of compression bodies, separated by so-called large boundary surfaces. This setup is explained in detail at the end of Section 2.2.

Given such a decomposition of a 3-manifold \(\mathcal{M}\) into \(s\) pairs of compression bodies with large bounding surfaces \(R_i, 1 \leq i \leq s\), consider the multiset \(\{c(R_i) : 1 \leq i \leq s\}\) where 
\[
c(S) = \max\{0, 2g(S) - 1\}
\]
for a connected surface \(S\), and
\[
c(S) = \sum_j c(S_j)\]
for a surface \(S\) with connected components \(S_j\). This multiset \(\{c(R_i) : 1 \leq i \leq s\}\), when arranged in a decreasing order, is called the linear width of the decomposition. The linear width of a manifold \(\mathcal{M}\), denoted by \(L(\mathcal{M})\), is defined to be the lexicographically smallest width of all such decompositions of \(\mathcal{M}\). A manifold \(\mathcal{M}\) together with a decomposition into compression bodies realizing \(L(\mathcal{M})\) is said to be in thin position.

A guiding idea behind thin position is to attach 2- and 3-handles as early as possible and 0- and 1-handles as late as possible in order to obtain a decomposition for which the “topological complexity” of the large bounding surfaces is minimized.

▶ **Theorem 10 (Scharlemann–Thompson [42]).** Let \(\mathcal{M}\) be a 3-manifold together with a decomposition into compression bodies \((N_1, K_1, N_2, K_2, \ldots, N_s, K_s)\) in thin position, and let \(F_i \subset \mathcal{M}, 1 \leq i < s\), be the set of small bounding surfaces as defined in Section 2.2. Then every connected component of every surface \(F_i\) is incompressible.

Theorem 10 has the following consequence (see the full version of the article for a sketch of the proof).

▶ **Theorem 11 (Scharlemann–Thompson [42]).** Let \(\mathcal{M}\) be irreducible, non-Haken. Then the smallest width decomposition of \(\mathcal{M}\) into compression bodies is a Heegaard decomposition of minimal genus \(g(\mathcal{M})\). In particular, the linear width of \(\mathcal{M}\) is given by a list containing only one element, namely \(L(\mathcal{M}) = (2g(\mathcal{M}) - 1)\).

The next theorem of Agol provides an infinite family of 3-manifolds for which we can apply our results established in the subsequent sections.

▶ **Theorem 12 (Agol, Theorem 3.2 in [1]).** There exist orientable, closed, irreducible, and non-Haken 3-manifolds of arbitrarily large Heegaard genus.

▶ **Remark.** The construction used to prove Theorem 12 starts with non-Haken \(n\)-component link complements, and performs Dehn fillings which neither create incompressible surfaces, nor decrease the (unbounded) Heegaard genera of the complements. The existence of such Dehn fillings is guaranteed by work due to Hatcher [23] and Moriah–Rubinstein [36]. As can be deduced from the construction, the manifolds in question are closed and orientable.

\(^{23}\) Also see [25] and the textbook [41] for an introduction to generalized Heegaard splittings and to thin position, and for a survey of recent results.

\(^{24}\) \(g(S) = 1 - \chi(S)/2\) denotes the (orientable) genus, and \(\chi(S)\) is the Euler characteristic of \(S\).
5 An obstruction to bounded cutwidth and pathwidth

In this section we establish an upper bound for the Heegaard genus of a 3-manifold \( M \) in terms of the pathwidth of any triangulation of \( M \) (cf. Theorem 3). As an application of this bound we prove Theorem 1. That is, we show that there exists an infinite family of 3-manifolds not admitting triangulations of uniformly bounded pathwidth.

▶ Theorem 13. Let \( M \) be a 3-manifold of linear width \( \mathcal{L}(M) \) with dominant entry \( \mathcal{L}(M)_1 \). Furthermore, let \( T \) be a triangulation of \( M \) with dual graph \( \Gamma(T) \) of cutwidth \( cw(\Gamma(T)) \). Then \( \mathcal{L}(M)_1 \leq 6 cw(\Gamma(T)) + 7 \).

Proof of Theorem 3 assuming Theorem 13. By Theorem 7, \( cw(\Gamma(T)) \leq 4 pw(\Gamma(T)) \) since dual graphs of 3-manifold triangulations are 4-regular. By Theorem 11, \( \mathcal{L}(M)_1 = 2g(M) - 1 \) whenever \( M \) is irreducible and non-Haken. Combining these relations with the inequality provided by Theorem 13 yields the result. ▶

Theorem 1 is now obtained from Theorem 3 and Agol’s Theorem 12. It remains to prove Theorem 13. We begin with a basic, yet very useful definition.

▶ Definition 14. Let \( T \) be a triangulations of a 3-manifold \( M \). The canonical handle decomposition \( \text{chd}(T) \) of \( T \) is given by

- one 0-handle for the interior of each tetrahedron of \( T \),
- one 1-handle for a thickened version of the interior of each triangle of \( T \),
- one 2-handle for a thickened version of the interior of each edge of \( T \), and
- one 3-handle for a neighborhood of each vertex of \( T \).

The following lemma gives a bound on the complexity of boundary surfaces occurring in the process of building up a manifold \( M \) from the handles of the canonical handle decomposition of a given triangulation of \( M \) (see the full version of the article for a proof).

▶ Lemma 15. Let \( T \) be a (semi-simplicial) triangulation of a 3-manifold \( M \) and let \( \Delta_1 < \Delta_2 < \ldots < \Delta_n \in T \) be a linear ordering of its tetrahedra. Moreover, let \( H_1 \subset H_2 \subset \ldots \subset H_n = \text{chd}(T) \) be a filtration of \( \text{chd}(T) \) where \( H_j \subset \text{chd}(T) \) is the codimension zero submanifold consisting of all handles of \( \text{chd}(T) \) disjoint from tetrahedra \( \Delta_i \), \( i > j \). Then passing from \( H_j \) to \( H_{j+1} \) corresponds to adding at most 15 handles, with the maximum of the sum of the genera of the components of any of the bounding surfaces occurring in the process being no larger than the sum of the genera of the components of \( \partial H_j \) plus four.

With the help of Lemma 15 we can now prove Theorem 13.

Proof of Theorem 13. Let \( v_j \), \( 1 \leq j \leq n \), be the nodes of \( \Gamma(T) \) with corresponding tetrahedra \( \Delta_j \in T \), \( 1 \leq j \leq n \). We may assume, without loss of generality, that the largest cutset of the linear ordering \( v_1 < v_2 \ldots < v_n \) has cardinality \( cw(\Gamma(T)) = k \).

Let \( H_j \subset \text{chd}(T) \), \( 1 \leq j \leq n \), be the filtration from Lemma 15. Moreover, let \( C_j \), \( 1 \leq j \leq n \), be the cutsets of the linear ordering above. Naturally, the cutset \( C_j \) can be associated with at most \( k \) triangles of \( T \) with, together, at most \( 3k \) edges and at most \( 3k \) vertices of \( T \). Let \( \mathcal{H}(C_j) \subset \text{chd}(T) \) be the corresponding submanifold formed from the at most \( k \) 1-handles and at most \( 3k \) 2- and 3-handles each of \( \text{chd}(T) \) associated with these faces of \( T \).

By construction, the boundary \( \partial \mathcal{H}(C_j) \) of \( \mathcal{H}(C_j) \) decomposes into two parts, one of which coincides with the boundary surface \( \partial H_j \). Since \( \mathcal{H}(C_j) \) is of the form “neighborhood of \( k \) triangles in \( T \)”, and since the 2- and 3-handles of \( \text{chd}(T) \) form a handlebody, the 2- and 3-handles of \( \mathcal{H}(C_j) \) form a collection of handlebodies with sum of genera at most \( 3k \).
6 An obstruction to bounded congestion and treewidth

The goal of this section is to prove Theorems 2 and 4, the counterparts of Theorem 1 and 3 for treewidth. At the core of the proof is the following explicit connection between the congestion of the dual graph of any triangulation of a 3-manifold $M$ and its Heegaard genus.

**Theorem 16.** Let $M$ be an orientable, closed, irreducible, non-Haken 3-manifold which has a triangulation $\Gamma(T)$ with dual graph $\Gamma(T)$ of congestion $\text{cng}(\Gamma(T)) \leq k$. Then either $M$ has Heegaard genus $g(M) < 12k$, or $T$ only contains one tetrahedron.

**Proof of Theorem 4 assuming Theorem 16.** Since dual graphs of 3-manifold triangulations are 4-regular, Theorem 9 implies $\text{cng}(\Gamma(T)) \leq 4(\text{tw}(\Gamma(T)) + 1)$. Moreover, the only closed orientable 3-manifolds which can be triangulated with a single tetrahedron are the 3-sphere of Heegaard genus zero, and the lens spaces of type $L(4, 1)$ and $L(5, 2)$ of Heegaard genus one.

Similarly as before, Theorem 2 immediately follows by combining Theorems 4 and 12. Hence, the remainder of the section is dedicated to the proof of Theorem 16.

**Proof of Theorem 16.** Let $M$ be an orientable, closed, irreducible, non-Haken 3-manifold which has a triangulation $T$ whose dual graph $\Gamma(T)$ has congestion $\text{cng}(\Gamma(T)) \leq k$, and let $T$ be an unrooted binary tree realizing $\text{cng}(\Gamma(T)) \leq k$. If $k = 0$, $T$ must consist of a single tetrahedron, and the theorem holds. Thus we can assume that $k \geq 1$. Moreover, let $\text{chd}(T)$ be the canonical handle decomposition of $T$ as defined in Definition 14.

For every $e \in E(T)$, there exist arcs $\gamma_1, \gamma_2, \ldots, \gamma_{\ell} \in E(\Gamma(T))$, $\ell \leq k$, running parallel to $e$, corresponding to triangles $t_1, t_2, \ldots, t_\ell$ in $T$. Let $H_e \subset \text{chd}(T)$ be the submanifold built from the $\ell$ 1-handles of $\text{chd}(T)$ corresponding to the triangles $t_i$, $1 \leq i \leq \ell$, and the $3\ell$ 2- and 3-handles each of $\text{chd}(T)$ corresponding to the edges and vertices of these triangles.

**Lemma 17.** The codimension zero submanifold $\text{chd}(T) \setminus H_e$ decomposes into a pair of disjoint components, denoted by $H_e^+$ and $H_e^-$. See Figure 1(i), and, for the proof, the full version of the article.

**Lemma 18.** At least one of $H_e^+$ or $\text{chd}(T) \setminus H_e^+$ can be built from at most $5k$ handles. The same statement holds for $H_e^-$ and $\text{chd}(T) \setminus H_e^-$. 

Idea of the proof of Lemma 18. Consider the decomposition $M = H_e^+ \cup \partial H_e^+ (\text{chd}(T) \setminus H_e^+) =: A_0 \cup S_0 B_0$. Both the number of connected components and the genus of the surface $S_0 = \partial H_e^+$ is in $O(k)$, as $H_e$ can be built from $O(k)$ handles (see above), and $S_0 = \partial H_e^+ \subset \partial H_e$. Since $M$ is irreducible, non-Haken, and all surface components of $S_0$ are 2-sided by construction, none of them can be incompressible. Therefore, via a sequence of handle reductions along carefully chosen compressing disks we get a decomposition.
\[ \mathcal{M} = \mathcal{A}_s \cup_S \mathcal{B}_s \] in \( O(k) \) steps, where \( S \) consists of \( m \in O(k) \) copies of the 2-sphere. It turns out that either \( \mathcal{A}_s \) or \( \mathcal{B}_s \), say \( \mathcal{B}_s \), is a collection of punctured 3-balls with an overall number of punctures being equal to \( m \), which implies that \( \mathcal{B}_s \) can be built from \( m \) handles, from which \( \mathcal{B}_0 \) can be recovered via \( O(k) \) handle attachments. We can make these bounds explicit by careful bookkeeping to obtain the result. See the full version of the article for a more detailed proof.

Now at every degree three node \( v \in V(T) \) we define a decomposition of \( \mathcal{M} \) into four submanifolds (Figure 1(ii)). Three of them, \( \mathcal{H}_{e_1}^+, \mathcal{H}_{e_2}^+, \) and \( \mathcal{H}_{e_3}^+ \), are arising from the three connected components of \( T \) after removing the three arcs incident to \( v \) (cf. Lemma 17), and the fourth submanifold, \( \mathcal{H}_v \), contains all remaining handles of \( \text{chd}(T) \).

By Lemma 18, at least two of the \( \mathcal{H}_{e_i}^+ \) can be built from at most \( 5k \) handles. For the fourth submanifold we have \( \mathcal{H}_v = \mathcal{H}_{e_1} \cup \mathcal{H}_{e_2} \cup \mathcal{H}_{e_3} \). Observe that at most \( k \) arcs of \( \Gamma(T) \) run parallel to each of the \( e_i \) we encounter twice, therefore at most \( \frac{3}{2}k \) arcs of \( \Gamma(T) \) meet \( v \). It follows that \( \mathcal{H}_v \) is a collection of at most \( \frac{3}{2}k \) handlebodies with sum of genera at most \( \frac{3}{2}k \) and an additional at most \( \frac{5}{2}k \) 2-handles attached (see full version for details). Altogether, \( \mathcal{H}_v \) can be built from at most \( \frac{3}{2}k + \frac{3}{2}k + \frac{5}{2}k < 8k \) handles. Moreover, if \( v \) has a neighbor which is a leaf of \( T \), then its corresponding submanifold is obtained from a 1-tetrahedron submanifold of \( T \) with at most three interior faces (the tetrahedron itself, at most one triangle, and at most one edge). Hence, this part corresponds to at most three handles of \( \text{chd}(T) \).

If all \( \mathcal{H}_{e_i}^+ \) are of size at most \( 5k \), \( \mathcal{M} \) can be built using less than \((3\cdot 5 + 8)k = 23k \) handles, thus \( g(\mathcal{M}) < 12k \) and we are done. Hence, assume that exactly one of them, say \( \mathcal{H}_{e_1}^+ \), requires a larger number of handles to be built. Let \( u_1 \) be the other node of \( e_1 \).

Now we choose \( u_1 \) to be the new center (instead of \( v \)) and repeat the above process. Moving from \( v \) to \( u_1 \) merges \( \mathcal{H}_{e_1}^+, \mathcal{H}_{e_2}^+, \) and \( \mathcal{H}_v \) (note that each of \( \mathcal{H}_{e_1}^+ \) and \( \mathcal{H}_{e_2}^+ \) can be built with \( \leq 5k \) handles, and \( \mathcal{H}_v \) can be built with \( < 8k \) handles), and splits the remaining larger part into three submanifolds. Since these three submanifolds together form the larger part, they either cannot all be built from at most \( 5k \) handles – or \( \mathcal{M} \) can be built from at most \( 23k \) handles. Similarly, the three merged parts must be one of the two new submanifolds which can be built from at most \( 5k \) handles – or \( \mathcal{M} \) can be built from at most \( 23k \) handles. In both cases it follows that \( g(\mathcal{M}) < 12k \) and we are done. Hence, assume one of the submanifolds coming from one of the two new subtrees must require a larger number of handles to be built. However, at the same time, the connected component of

![Figure 1](image.png)


\[ T \setminus \operatorname{str}(u_1) \] corresponding to this submanifold of unbounded size has fewer nodes than that corresponding to the previously largest part. Iterating the process must thus eventually lead to the conclusion that \( M \) is of Heegaard genus less than \( 12k \).

---
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1 Introduction

In the Set Cover (SC) problem, the input is a set system \((X, \mathcal{R})\), where \(X\) is a set of \(n\) elements, and \(\mathcal{R}\) is a collection of subsets of \(X\). The goal is to find a minimum-size collection \(\mathcal{R}' \subseteq \mathcal{R}\) that covers \(X\), i.e., the union of the sets in \(\mathcal{R}'\) contains the elements of \(X\). In the weighted version, each set \(S_i \in \mathcal{R}\) has a non-negative weight \(w_i\) associated with it, and we seek to minimize the weight of \(\mathcal{R}'\). A simple greedy algorithm finds a solution that is guaranteed to be within \(O(\log n)\) factor from the optimal (see [33] for references), and it is not possible to do better in general using any polynomial-time algorithm, under certain standard complexity theoretic assumptions [15, 10]. In the rest of this article, we assume polynomial running time in any statement that we make about an algorithm.

The question of whether we can improve the \(O(\log n)\) bound has been extensively studied for geometric set systems. We focus on three important classes – covering, hitting, and art gallery problems. In the Geometric Set Cover problem, \(X\) typically consists of points in \(\mathbb{R}^d\), and \(\mathcal{R}\) contains sets induced by a certain class of geometric objects via containment. For example, each set in \(\mathcal{R}\) might be the subset of \(X\) contained in a hypercube. Some of the well-studied examples include covering points by disks in the plane, fat triangles, etc. In the
Geometric Hitting Set problem, \( X \) is a set of geometric objects, and each set in \( \mathcal{R} \) is the subset consisting of all objects in \( X \) that are stabbed by some point. In an example of the art gallery problem, \( X \) consists of a set of points in a simple polygon, and each set in \( \mathcal{R} \) is the subset consisting of all points in \( X \) that can be seen by some vertex of the polygon [25]. Thus, the set system here is defined by visibility.

For many such geometric set systems, it is possible to obtain approximation guarantees better than \( O(\log n) \). We survey two of the main approaches to obtain such guarantees.

The first and the most successful approach is based on the \( SC \) Linear Program (\( LP \)) and its connection to \( \varepsilon \)-nets. For completeness, we state the standard \( SC \) LP for the weighted case.

\[
\begin{align*}
\text{minimize} & \quad \sum_{S_i \in \mathcal{R}} w_i x_i \\
\text{subject to} & \quad \sum_{i : e_j \in S_i} x_i \geq 1, \quad e_j \in X \\
& \quad x_i \geq 0, \quad S_i \in \mathcal{R}
\end{align*}
\]

(1)

(2)

For the unweighted case, Even et al. [13] showed that, if for a certain set system, \( O \left( \frac{1}{\varepsilon} \cdot g \left( \frac{1}{\varepsilon} \right) \right) \) size \( \varepsilon \)-nets exist, then the integrality gap of the \( SC \) LP is \( O(g(OPT)) \), where \( OPT \) is the size of the optimal solution. This result is constructive, in that an efficient algorithm for constructing \( \varepsilon \)-nets also yields an efficient algorithm for obtaining an \( O(g(OPT)) \) approximation. (A similar result was obtained earlier by Brönnimann and Goodrich [3], without using LP machinery).

It is fairly well-known ([8, 20]) that, for a large class of geometric set systems, \( \varepsilon \)-nets of size \( O \left( \frac{1}{\varepsilon} \log \left( \frac{1}{\varepsilon} \right) \right) \) can be computed efficiently, which implies \( O(\log(OPT)) \) approximation for the set cover problem on the corresponding geometric set system. Clarkson and Varadarajan [9] showed that if the union complexity of any set of \( n \) objects is \( O(n \cdot h(n)) \), then \( \varepsilon \)-nets of size \( O \left( \frac{1}{\varepsilon} \cdot h \left( \frac{1}{\varepsilon} \right) \right) \) exist. Aronov et al. [1] gave a tighter bound of \( O \left( \frac{1}{\varepsilon} \cdot \log h \left( \frac{1}{\varepsilon} \right) \right) \) for the objects of union complexity \( O(n \cdot h(n)) \) (see also [31]). Some of these results were extended to the weighted case in [32, 6] by a technique called \textit{quasi-uniform sampling}.

We summarize some of these \( \varepsilon \)-net based results for the set cover problem for geometric set systems in Table 1.

Another approach for tackling \( SC \) for geometric set systems is by combinatorial algorithms. The dominant paradigm from this class is a simple local search algorithm. The effectiveness of local search was first demonstrated by Mustafa and Ray [29], who gave the first PTAS for covering points by disks in plane. There have been a series of results that build on their work, culminating in Govindarajan et al. [19], who show that local search yields a PTAS for \( SC \) for a fairly general class of objects such as pseudodisks and non-piercing regions in plane. Krohn et al. [27] gave a PTAS for the terrain guarding problem, where the geometric set

\[\text{Table 1} \quad \text{LP-based approximation ratios for } SC. \text{ See [9, 1, 32, 14, 6] for the references establishing these bounds. Except for stabbing rectangles in } \mathbb{R}^3 \text{ by points, these bounds hold for the weighted } SC. \text{ For these problems, we obtain analogous results for weighted PSC.}\]

\[\begin{array}{|c|c|c|}
\hline
X & \text{Geometric objects inducing } \mathcal{R} & \text{Integrality Gap of } SC \text{ LP} \\
\hline
\text{Points in } \mathbb{R}^2 & \text{Disks (via containment)} & O(1) \\
& \text{Fat triangles (containment)} & O(\log^{\log^* n}) \\
\hline
\text{Points in } \mathbb{R}^3 & \text{Unit cubes (containment)} & O(1) \\
& \text{Halfspaces (containment)} & O(1) \\
\hline
\text{Rectangles in } \mathbb{R}^3 & \text{Points (via stabbing)} & O(\log \log n) \\
\hline
\text{Points on 1.5D terrain} & \text{Points on terrain (via visibility)} & O(1) \ [11] \\
\hline
\end{array}\]
system is defined by visibility. These results for local search only hold for the unweighted set cover problem. Another common strategy, called the shifting strategy, was introduced by Hochbaum and Maass [22]. They give a PTAS for covering points by unit balls in \( \mathbb{R}^d \), however in this case the set \( \mathcal{R} \) consists of all unit balls in \( \mathbb{R}^d \). Chan [5] gave a PTAS for stabbing a set of fat objects in \( \mathbb{R}^d \) using a minimum number of points from \( \mathbb{R}^d \). Erlebach and Van Leeuwen [12] combine the shifting strategy with a sophisticated dynamic program to obtain a PTAS for weighted set cover with unit disks in the plane.

Now we turn to the Partial Set Cover (PSC) problem. The input to PSC is the same as that to the SC, along with an additional integer parameter \( k \leq |X| \). Here the goal is to cover at least \( k \) elements from \( X \) while minimizing the size (or weight) of the solution \( \mathcal{R}' \subseteq \mathcal{R} \). It is easy to see that PSC is a generalization of SC, and hence it is at least as hard as SC. We note here that another classical problem that is related to both of these problems is the so-called Maximum Coverage (MC) problem. In this problem, we have an upper bound on the number of sets that can be chosen in the solution, and the goal is to cover the maximum number of elements. It is a simple exercise to see that an exact algorithm for the unweighted PSC can be used to solve MC exactly, and vice versa. However the reductions are not approximation-preserving. In particular, the greedy algorithm achieves \( 1 - 1/e \) approximation guarantee for MC—which is essentially the best possible—whereas it is NP-hard to approximate PSC within \( o(\log n) \) factor in general. We refer the reader to [24] for a generalization of MC and a survey of results.

For PSC, the greedy algorithm is shown to be an \( O(\log \Delta) \) approximation in [23, 30], where \( \Delta \) is the size of the largest set in \( \mathcal{R} \). Bar-Yehuda [2], using the local ratio technique, and Gandhi et al. [17], using the primal-dual method, give algorithms which achieve an approximation guarantee of \( f \), where \( f \) is the maximum frequency of any element in the sets. A special case of PSC is the Partial Vertex Cover (PVC) problem, where we need to pick a minimum size (or weight) subset of vertices that covers at least \( k \) edges of the graph. Bshouty and Burroughs [4] and [21] present different approaches for obtaining a 2-approximation based on LP rounding for PVC. We refer the reader to [16] for a more detailed history of these foundational results, and to [28, 26] for more recent results on PVC, PSC, and related problems.

While SC for various geometric set systems has been studied extensively, there is relatively less work studying PSC in the geometric setting. Gandhi et al. [17] give a PTAS for a geometric version of PSC where \( \mathcal{R} \) consists of all unit disks in the plane. They provide a dynamic program on top of the standard shifting strategy of Hochbaum and Maass [22], thus adapting it for PSC. Using a similar technique, Gläßer et al. [18] give a PTAS for a generalization of partial geometric covering, under a certain assumption on the density of the given disks. Chan and Hu [7] give a PTAS for PSC where \( \mathcal{R} \) consists of a given set of unit squares in the plane, by combining the shifting strategy with sophisticated dynamic programming.

**Our results and techniques**

Suppose that we are given a PSC instance \( (X, \mathcal{R}, k) \). For any set of elements \( Y \subseteq X \), let \( \mathcal{R}_Y := \{ S \cap Y \mid S \in \mathcal{R} \} \) denote the projected set system. Suppose also that for any projected SC instance \( (Y, \mathcal{R}_Y) \), (where \( Y \subseteq X \)) and a corresponding feasible SC LP solution \( \sigma_1 \), we can round \( \sigma_1 \) to a feasible integral SC solution with cost at most \( \beta \) times that of \( \sigma_1 \). That is, we suppose that we can efficiently compute a \( \beta \)-approximation for the SC instance \( (Y, \mathcal{R}_Y) \) by solving the natural LP relaxation and rounding it. Then, we show that we can round the solution to the natural PSC LP for \( (X, \mathcal{R}, k) \) to an integral solution to within a \( 2\beta + 2 \)}
factor. By the previous discussion about the existence of such rounding algorithms for SC LP for a large class of geometric objects (cf. Table 1), we get the same guarantees for the corresponding PSC instances as well, up to a constant factor. For clarity, we describe a sample of these applications.

1. Suppose we are given a set $P$ of $n$ points and a set $T$ of fat triangles in the plane and a positive weight for each triangle in $T$. We wish to find a minimum cardinality subset of $P$ that hits (or stabs) each box in $B$. This is a special case of weighted SC obtained by setting $X = P$, and adding the set $t \cap P$ to $R$ for each triangle $t \in T$, with the same weight. There is an $O(\log \log^2 n)$ approximation for this problem based on rounding SC LP [11]. Thus, we obtain an $O(1)$-approximation guarantee for this problem based on rounding SC LP [4, 6]. We wish to choose a subset $T' \subseteq T$ of triangles that covers $P$, and minimize the weight of $T'$, defined to be the sum of the weights of the triangles in it. This is a special case of weighted SC obtained by setting $X = t \cap P$, and adding the set $t \cap P$ to $R$ for each triangle $t \in T$, with the same weight. There is an $O(\log \log^5 n)$ approximation for this problem based on rounding SC LP [1]. Thus, we obtain the same approximation guarantee for the partial covering version, where we want a minimum weight subset of $T$ covering any $k$ of the points in $P$. We use this observation to round the LP solution by a factor of $\frac{1}{2}$. By scaling the LP solution by a factor of $2$, we get a feasible solution to the SC LP corresponding to $(X_1, R \setminus X_1)$, which we round using the LP-based $\beta$-approximation algorithm. For the set $X \setminus X_1$, the LP solution provides a total fractional coverage of at least $k - |X_1|$. Crucially, each element of $X \setminus X_1$ is shallow in that it is covered to an extent of at most $1/2$. We use this observation to round the LP solution to an integer solution, of at most twice the cost, that covers at least $k - |X_1|$ points of $X \setminus X_1$. This rounding step and its analysis are inspired by the PVC rounding scheme of [4], but there are certain subtleties in adapting it to the PSC problem. To the best of our knowledge, this connection between the SC LP and PSC LP was not observed before.

Our algorithm for rounding a solution to the natural PSC LP corresponding to partial cover instance $(X, R, k)$ proceeds as follows. Let $X_1$ be the elements that are covered by the LP solution to an extent of at least $1/2$. By scaling the LP solution by a factor of $2$, we get a feasible solution to the SC LP corresponding to $(X_1, R \setminus X_1)$, which we round using the LP-based $\beta$-approximation algorithm. For the set $X \setminus X_1$, the LP solution provides a total fractional coverage of at least $k - |X_1|$. Crucially, each element of $X \setminus X_1$ is shallow in that it is covered to an extent of at most $1/2$. We use this observation to round the LP solution to an integer solution, of at most twice the cost, that covers at least $k - |X_1|$ points of $X \setminus X_1$. This rounding step and its analysis are inspired by the PVC rounding scheme of [4], but there are certain subtleties in adapting it to the PSC problem. To the best of our knowledge, this connection between the SC LP and PSC LP was not observed before.

The rest of this article is organized as follows. In Section 2, we describe the standard LP formulation for the PSC problem, and give an integrality gap example. We describe how to circumvent this integrality gap by preprocessing the input in Section 3. Finally, in Section 4, we describe and analyze the main LP rounding algorithm.
2 Preliminaries

We use the following Integer Programming formulation of PSC (see left side of display below). Here, for each element $e_j \in X$, the variable $z_j$ denotes whether it is one of the $k$ elements that are chosen by the solution. For each such chosen element $e_j$, the first constraint ensures that at least one set containing it must be chosen. The second constraint ensures that at least $k$ elements are covered by the solution. We relax the integrality Constraints 3, and 4, and formulate it as a Linear Program (see right side).

\[
\begin{align*}
\text{minimize} & \quad \sum_{S_i \in \mathcal{R}} w_i x_i \\
\text{subject to} & \quad \sum_{t : e_j \in S_i} x_i \geq z_j, \quad e_j \in X \\
& \quad \sum_{e_j \in X} z_j \geq k, \\
& \quad z_j \in \{0, 1\}, \quad e_j \in X \\
& \quad x_i \in \{0, 1\}, \quad S_i \in \mathcal{R}
\end{align*}
\]

\[
\begin{align*}
\text{minimize} & \quad \sum_{S_i \in \mathcal{R}} w_i x_i \\
\text{subject to} & \quad x_i \geq z_j, \quad e_j \in X \\
& \quad \sum_{e_j \in X} z_j \geq k, \\
& \quad z_j \in [0, 1], \quad e_j \in X \\
& \quad x_i \in [0, 1], \quad S_i \in \mathcal{R}
\end{align*}
\]

Since SC is a special case of PSC where $k = n$, the corresponding LP can be obtained by setting $k$ appropriately in Constraint 7. However, in this case, the LP can be further simplified as described earlier. We denote the cost of a PSC LP solution $\sigma = (x, z)$, for the instance $(X, \mathcal{R})$, as $\text{cost}(\sigma) := \sum_{S_i \in \mathcal{R}} w_i x_i$, and the cost of an SC LP solution is defined in exactly the same way. Also, for any collection of sets $\mathcal{R}' \subseteq \mathcal{R}$, we define $w(\mathcal{R}') := \sum_{S_i \in \mathcal{R}'} w_i$. Finally, for a PSC instance $(X, \mathcal{R}, k)$, let $\text{OPT}(X, \mathcal{R}, k)$ denote the cost of an optimal solution for that instance.

Unlike SC LP, the integrality gap of PSC LP can be $\Omega(n)$, even for the unweighted case.

**Integrality Gap:** Consider the set system $(X, \mathcal{R})$, where $X = \{e_1, \ldots, e_n\}$, and $\mathcal{R} = \{S_1\}$, where $S_1 = X$. Here, $k = 1$, so at least one element has to be covered. The size of the optimal solution is 1, because the only set $S_1$ has to be chosen. However, consider the following fractional solution $\sigma = (x, z)$, where $z_j = \frac{1}{n}$ for all $e_j \in X$, and $x_1 = \frac{1}{n}$, which has the cost of $\frac{1}{n}$. This shows the integrality gap of $n$.

However, Gandhi et al. [17] show that after “guessing” the heaviest set in the optimal solution, the integrality gap of the LP corresponding to the residual instance is at most $f$, where $f$ is the maximum frequency of any element in the set system. In this article, we show that after guessing the heaviest set in the optimal solution, the residual instance has integrality gap at most $2\beta + 2$, where $\beta$ is the integrality gap of the SC LP for some projection of the same set system.

3 Preprocessing

Henceforth, for convenience, we let $(X', \mathcal{R}', k')$ denote our original input instance of PSC. To circumvent the integrality gap, we preprocess the given instance to “guess” the heaviest set in the optimal solution, and solve the residual instance as in [4, 17] – see Algorithm 1. Let us renumber the sets $\mathcal{R}' = \{S_1, \ldots, S_m\}$, so that $w_1 \leq w_2 \leq \ldots \leq w_m$. For each $S_i \in \mathcal{R}'$, let $\mathcal{R}_i = \{S_1, S_2, \ldots, S_{i-1}\}$, and $X_i = X \setminus S_i$. We find the approximate solution $\Sigma_i$ for this residual instance $(X_i, \mathcal{R}_i, k_i)$ with coverage requirement $k_i = k - |S_i|$, if it is feasible (i.e.
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\section*{Algorithm 1} PartialCover(\(X', R', k')\).

1: Sort and renumber the sets in \(R' = \{S_1, \ldots, S_m\}\) such that \(w_1 \leq \ldots \leq w_m\).
2: for \(i = 1\) to \(m\) do
3: \(R_i \leftarrow \{S_1, \ldots, S_{i-1}\}\)
4: \(X_i \leftarrow X' \setminus S_i\)
5: \(k_i \leftarrow k' - \vert S_i \vert\)
6: if \((X_i, R_i, k_i)\) is feasible then
7: \(\Sigma_i \leftarrow \) approximate solution to \((X_i, R_i, k_i)\)
8: else
9: \(\Sigma_i \leftarrow \bot\)
10: end if
11: end for
12: \(\ell \leftarrow \arg \min_{\Sigma_i \neq \bot} w(\Sigma_i \cup \{S_i\})\)
13: return \(\Sigma_\ell \cup \{S_\ell\}\)

\(|\bigcup_{S \in R'} S \cap X_i| \geq k_i\). We return \(\Sigma = \arg \min_{S_i \in R'} w(\Sigma_i \cup \{S_i\})\) over all \(S_i\) such that the residual instance \((X_i, R_i, k_i)\) is feasible.

\begin{lemma}
Let \(\Sigma^*\) be an optimal partial cover for the instance \((X', R', k')\), and let \(S_p\) be the heaviest set in \(\Sigma^*\). Let \(\Sigma_p\) be the approximate solution to \((X_p, R_p, k_p)\) returned by the Rounding Algorithm of Theorem 3, and \(\Sigma'\) be the solution returned by Algorithm 1. Then,
1. \(OPT(X', R', k') = OPT(X_p, R_p, k_p) + w_p\)
2. \(w(\Sigma') \leq w(\Sigma_p \cup \{S_p\}) \leq (2\beta + 2) \cdot OPT(X', R', k')\)
\end{lemma}

\textbf{Proof.} Since the optimal solution \(\Sigma^*\) contains \(S_p\), \(\Sigma_p := \Sigma^* \setminus \{S_p\}\) covers at least \(k' - \vert S_p \vert = k_p\) elements from \(X' \setminus S_p\). Therefore, \(\Sigma_p\) is feasible for \((X_p, R_p, k_p)\). Now an easy and standard argument implies that \(\Sigma_p^*\) is an optimal solution for \((X_p, R_p, k_p)\). Thus, \(w(\Sigma_p^*) = OPT(X_p, R_p, k_p)\) and the first part follows.

From Theorem 3, we have an approximate solution \(\Sigma_p^*\) to the instance \((X_p, R_p, k_p)\) such that \(w(\Sigma_p^*) \leq (2\beta + 2) \cdot OPT(X_p, R_p, k_p) + B\), where \(B \leq w_p\) is the weight of the heaviest set in \(R_p\). Now Algorithm 1 returns a solution whose cost is at most \(w(\Sigma_p \cup \{S_p\}) \leq (2\beta + 2) \cdot OPT(X_p, R_p, k_p) + w_p \leq (2\beta + 2) \cdot OPT(X_p, R_p, k_p) + w_p \leq (2\beta + 2) \cdot OPT(X', R', k')\).

We use the result from part 1 in the final inequality. \hfill \(\blacksquare\)

We summarize our main result in the following theorem, which follows easily from Lemma 1.

\begin{theorem}
Given our input partial set cover instance \((X', R', k')\), assume there is a \(\beta \geq 1\) such that for any \(X_1 \subseteq X'\), we can round a solution to \textsc{Sc} LP for the projected set system \((X_1, R_{X_1}')\) to within a \(\beta\) factor. Then, we can find a \((2\beta + 2)\)-factor approximation for the partial set cover instance \((X', R', k')\).
\end{theorem}

\section{Rounding algorithm}

Suppose that we have guessed the maximum weight set \(S_p \in R'\) in the optimal solution for the original instance \((X', R', k')\), as described in the previous section. Thus, we now have the residual instance \((X_p, R_p, k_p)\), where \(X_p = (X' \setminus S_p), R_p = \{S_1, S_2, \ldots, S_{p-1}\}\), and \(k_p = k' - \vert S_p \vert\). We solve the LP corresponding to the PSC instance \((X_p, R_p, k_p)\) to obtain an optimal LP solution \(\sigma^* = (x, z)\). In the following, we describe a polynomial time algorithm to round PSC LP on this instance.
Let $0 < \alpha \leq 1/2$ be a parameter (eventually we will set $\alpha = 1/2$). Let $Y = \{e_j \in X_p \mid \sum_{i : e_j \in S_i} x_i \geq \alpha \}$ be the set of elements that are covered to an extent of at least $\alpha$ by the LP solution.

We create a solution $\sigma_1$ of a feasible set cover LP for the instance $(Y, R_p|Y)$ as follows. For all sets $S_i \in R_p$, we set $x'_i = \min\left\{\frac{x_i}{\alpha}, 1\right\}$. Note that cost of this fractional solution is at most $\frac{1}{\alpha}$ times that of $\sigma^*$. Also, note that $\sigma_1$ is feasible for the SC LP because for any element $e_j \in Y$, we have that

$$\sum_{i : e_j \in S_i} x'_i = \sum_{i : e_j \in S_i} \min\left\{1, \frac{x_i}{\alpha}\right\} \geq \min\left\{1, \frac{1}{\alpha} \sum_{i : e_j \in S_i} x_i\right\} \geq 1.$$

Suppose that there exists an efficient rounding procedure to round a feasible SC LP solution $\sigma_1$, for the instance $(Y, R_p|Y)$ to a solution with weight at most $\beta \cdot \text{cost}(\sigma_1)$. In the remainder of this section, we describe an algorithm (Algorithm 2) for rounding $\sigma^* = (x, z)$ into a solution that (1) covers at least $k_p - |Y|$ elements from $X_p \setminus Y$, and (2) has cost at most $\frac{1}{\alpha} \cdot \text{cost}(\sigma^*) + B$, where $B$ is the weight of the heaviest set in $R_p$. Combining the two solutions thus acquired, we get the following theorem.

**Theorem 3.** There exists a rounding algorithm to round a partial cover LP corresponding to $(X_p, R_p, k_p)$, which returns a solution $\Sigma_p$ such that $w(\Sigma_p) \leq (2\beta + 2) \cdot \text{OPT}(X_p, R_p, k_p) + B$, where $B$ is the weight of the heaviest set in $R_p$.

**Proof.** Let $\Sigma_p = \Sigma_{p1} \cup \Sigma_{p2}$, where $\Sigma_{p1}$ is the solution obtained by rounding $\sigma_1$, and $\Sigma_{p2} = \Sigma \cup R_{\text{and}}$ is the solution returned by Algorithm 2. By assumption, $\Sigma_{p1}$ covers $Y$, and $\Sigma_{p2}$ covers at least $k_p - |Y|$ elements from $X_p \setminus Y$ by Lemma 8. Therefore, $\Sigma_p$ covers at least $k_p$ elements from $X_p$.

By assumption, we have that $w(\Sigma_{p1}) \leq \beta \cdot \text{cost}(\sigma_1) \leq \frac{\beta}{\alpha} \text{cost}(\sigma^*)$. Also, from Lemma 9, we have that $w(\Sigma_{p2}) \leq \frac{1}{\alpha} \text{cost}(\sigma^*) + B$. We get the claimed result by combining the previous two inequalities, setting $\alpha = 1/2$, and noting that $\text{cost}(\sigma^*) \leq \text{OPT}(X_p, R_p, k_p)$.

Let $H = \{S_i \in R_p \mid x_i \geq \alpha \}$ be the sets that have $x_i$ value at least $\alpha$. Note that without loss of generality, we can assume that $\cup_{S_i \in H} S_i \subseteq Y$. If $|Y| \geq k_p$, we are done. Otherwise, let $X \leftarrow X_p \setminus Y$, $R \leftarrow R_p \setminus H$, and $k \leftarrow k_p - |Y|$. Let $\sigma = (x, z)$ be the LP solution $\sigma^*$ restricted to the instance $(X, R, k)$, that is, $x = (x_i \mid S_i \in R)$, $z = (z_j \mid e_j \in X)$. We show how to round $\sigma$ on the instance $(X, R, k)$ to find a collection of sets that covers at least $k$ elements from $X$. In the following lemma, we show that the LP solution $\sigma$ is feasible for the instance $(X, R, k)$.

**Lemma 4.** The LP solution $\sigma = (x, z)$ is feasible for the instance $(X, R, k)$. Furthermore, $\text{cost}(\sigma) \leq \text{cost}(\sigma^*)$.

**Proof.** Note that $x_i$ and $z_j$ values are unchanged from the optimal solution $\sigma^*$, therefore the Constraints 9, and 8 (from PSC LP) are satisfied. Note that by definition, for any element $e_j \in X$, $e_j \not\in \cup_{S_i \in H} S_i'$, and $e_j \not\in Y$. Therefore, by Constraint 6, we have that

$$\sum_{i : e_j \in S_i} x_i = \sum_{i : e_j \in S_i, S_i \in R} x_i \geq z_j.$$
As for Constraint 7, note that
\[
\sum_{e_j \in X_p} z_j \geq k_p \quad \text{(By feasibility of optimal solution } \sigma^*)
\]
\[
\implies \sum_{e_j \in X} z_j \geq k_p - \sum_{e_j \in Y} z_j \quad \text{ }(X = X_p \setminus Y)
\]
\[
\implies \sum_{e_j \in X} z_j \geq k_p - |Y| \quad \text{ }(z_j \leq 1 \text{ for } e_j \in Y \text{ by feasibility})
\]
\[
\implies \sum_{e_j \in X} z_j \geq k \quad \text{ }(k = k_p - |Y|)
\]

Finally, note that \(\text{cost}(\sigma) = \sum_{S_i \in \mathcal{R}} w_i x_i \leq \sum_{S_i \in \mathcal{R}_p} w_i x_i = \text{cost}(\sigma^*)\), because \(\mathcal{R} \subseteq \mathcal{R}_p\), and the \(x_i\) values are unchanged.

4.1 Algorithm for rounding shallow elements

We have an LP solution \(\sigma\) for the PSC instance \((X, \mathcal{R}, k)\). Note that for any \(S_i \in \mathcal{R}\), \(x_i < \alpha\), and for any \(e_j \in X, \alpha > \sum_{i : e_j \in S_i} x_i \geq z_j\), i.e. each element is shallow. For convenience, we let \(z_j = \sum_{i : e_j \in S_i} x_i\). We now describe Algorithm 2, which rounds \(\sigma\) to an integral solution to the instance \((X, \mathcal{R}, k)\). At the beginning of Algorithm 2, we initialize \(\mathcal{R}_{\text{cur}}\), the collection of “unresolved” sets, to be \(\mathcal{R}\); and \(X_{\text{cur}}\), the set of “uncovered” elements, to be \(X\).

At the heart of the rounding algorithm is the procedure \(\text{RoundTwoSets}\), which takes input two sets \(S_1, S_2 \in \mathcal{R}_{\text{cur}}\), and rounds the corresponding variables \(x_1, x_2\) such that either \(x_1\) is increased to \(\alpha\), or \(x_2\) is decreased to 0 (cf. Lemma 5 part 3). A set is removed from \(\mathcal{R}_{\text{cur}}\) if either of these conditions is met. In addition, if \(x_1\) reaches \(\alpha\), then the set \(S_i\) is added to \(\Sigma\), which is a part of the output, and all the elements in \(S_i\) are added to the set \(\Xi\); furthermore, \(x_1\) is set to 1. At a high level, the goal of Algorithm 2 is to resolve all of the sets either way, while maintaining the cost and the feasibility of the LP.

Given the procedure \(\text{RoundTwoSets}\), we carefully choose the order in which the sets are paired up for rounding; however, there is some degree of freedom. We pick a set from \(\mathcal{R}_{\text{cur}}\) in a careful way as the leader. We use variable \(a\) to denote the index of the leader; thus, the leader is \(S_a\). The leader \(S_a\) is chosen arbitrarily in Line 4 but in a specific way in Line 20. We keep pairing the leader \(S_a\) up with another arbitrary set \(S_b \in \mathcal{R}_{\text{cur}}\), until \(S_a\) is removed from \(\mathcal{R}_{\text{cur}}\), or it is the only set remaining in \(\mathcal{R}_{\text{cur}}\). To ensure that the Constraint 7 is maintained, we carefully determine whether to increase \(x_a\) and decrease \(x_b\) in \(\text{RoundTwoSets}\), or vice versa. Thinking of \(\frac{|X_{\text{cur}} \cap S_a|}{w_a}\) and \(\frac{|X_{\text{cur}} \cap S_b|}{w_b}\) as the “cost-effectiveness” of the sets \(S_a\) and \(S_b\) respectively, we increase \(x_a\) at the expense of \(x_b\), if \(S_a\) is more cost-effective than \(S_b\) or vice versa.

Notice that, instead of fixing a set \(S_a\) and pairing it up with other sets \(S_b\), if we arbitrarily chose the pairs of sets to be rounded, then the feasibility of the LP may not be maintained. In particular, we cannot ensure that for all elements \(e_j \in X_{\text{cur}}\), \(z_j \leq 1\) (Constraint 8). To this end, we show that, our order of pairing up sets maintains the following two invariants:
1. Let \(X_\alpha = \{e_j \in X_{\text{cur}} \mid z_j \geq \alpha\}\). During the execution of while loop of Line 3, the elements of \(X_\alpha\) are contained in the leader \(S_a \in \mathcal{R}_{\text{cur}}\), that is chosen in Line 4 or Line 20.
2. Fix any set \(S_i \in \mathcal{R}_{\text{cur}} \setminus \{S_a\}\). The \(x_i\) value is unchanged since the beginning of the algorithm until the beginning of the current iteration of while loop of Line 5; the \(x_i\) value can change in the current iteration only if \(S_i\) is paired up with \(S_a\).

In Lemma 7, we show that these invariants imply that Constraint 8 is maintained.
Algorithm 2 RoundLP(\(X, R, w, k, \sigma\)).

1: \(\Sigma \leftarrow \emptyset, \Xi \leftarrow \emptyset\).
2: \(X_{\text{cur}} \leftarrow X, R_{\text{cur}} \leftarrow R\).
3: while \(|R_{\text{cur}}| \geq 2\) do
4: \(\ell \leftarrow \ell\), where \(S_\ell\) is an arbitrary set from \(R_{\text{cur}}\).
5: while \(0 < x_\alpha \leq \alpha\) and \(|R_{\text{cur}} \setminus \{S_\alpha\}| \geq 1\) do
6: \(S_\alpha \leftarrow \) an arbitrary set from \(R_{\text{cur}} \setminus \{S_\alpha\}\).
7: if \(|X_{\text{cur}} \setminus S_\alpha| \geq |X_{\text{cur}} \setminus S_\beta|\) then
8: \((x_a, x_b, z) \leftarrow \text{ROUND\_TWOSETS}(S_\alpha, S_\beta, w, \sigma, X_{\text{cur}}, R_{\text{cur}})\)
9: if \(x_b = 0\) then
10: \(R_{\text{cur}} \leftarrow R_{\text{cur}} \setminus \{S_\alpha\}\).
11: end if
12: if \(x_a = \alpha\) then
13: \(\Xi \leftarrow \Xi \cup S_\alpha, X_{\text{cur}} \leftarrow X_{\text{cur}} \setminus S_\alpha,\)
14: \(\Sigma \leftarrow \Sigma \cup \{S_\alpha\}, R_{\text{cur}} \leftarrow R_{\text{cur}} \setminus \{S_\alpha\}, x_a \leftarrow 1\).
15: end if
16: else
17: \((x_b, x_a, z) \leftarrow \text{ROUND\_TWOSETS}(S_\beta, S_\alpha, w, \sigma, X_{\text{cur}}, R_{\text{cur}})\).
18: if \(x_a = 0\) then
19: \(R_{\text{cur}} \leftarrow R_{\text{cur}} \setminus \{S_\alpha\}\).
20: \(a \leftarrow b\).
21: end if
22: if \(x_b = \alpha\) then
23: \(\Xi \leftarrow \Xi \cup S_\beta, X_{\text{cur}} \leftarrow X_{\text{cur}} \setminus S_\beta,\)
24: \(\Sigma \leftarrow \Sigma \cup \{S_\beta\}, R_{\text{cur}} \leftarrow R_{\text{cur}} \setminus \{S_\beta\}, x_b \leftarrow 1\).
25: end if
26: end if
27: end while
28: \(R_{\text{end}} \leftarrow R_{\text{cur}}\).
29: return \(\Sigma \cup R_{\text{end}}\).

31: function ROUND\_TWOSETS(\(S_1, S_2, w, \sigma, X_{\text{cur}}, R_{\text{cur}}\))
32: \(\delta \leftarrow \min \{\alpha - x_1, \frac{w_k}{\ell} \cdot x_2\}\).
33: \(x_1 \leftarrow x_1 + \delta\).
34: \(x_2 \leftarrow x_2 - \frac{w_k}{\ell} \cdot \delta\).
35: For all elements \(e_j \in X_{\text{cur}}\), update \(z_j \leftarrow \sum_{e_j \in S_1} x_i\).
36: return \((x_1, x_2, z)\).
37: end function

The invariants are trivially true at the start of the first iteration of the while loops. Let \(S_\alpha \in R_{\text{cur}}\) be a set chosen in Line 4, or Line 20. During the while loop, we maintain the invariants by pairing up the \(S_\alpha\) with other arbitrary sets \(S_\beta\), until \(S_\alpha\) is removed from \(R_{\text{cur}}\) in one of the two ways; or until it is the last set remaining. It is easy to see that Invariant 2 is maintained.

Now we describe in detail how Invariant 1 is being maintained in the course of the algorithm. Consider the first case, i.e. in \text{ROUND\_TWOSETS}, we increase \(x_a\) and decrease \(x_b\). If after this, \(x_b\) becomes 0, then we remove \(S_\beta\) from \(R_{\text{cur}}\). If, on the other hand, \(x_a\) increases to \(\alpha\), then all the elements in \(X_{\text{cur}} \cap S_\alpha\) are covered to an extent of at least \(\alpha\), and so we remove \(S_\alpha\) from \(R_{\text{cur}}\) and \(S_\alpha \cap X_{\text{cur}}\) from \(X_{\text{cur}}\). If \(x_b\) becomes 0, the set \(X_\alpha\) continues to be a subset of \(S_\alpha\), and if \(x_a\) increases to \(\alpha\), it becomes empty. Thus, Invariant 1 is maintained.
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In the second case, in ROUNDTWOSETS, \( x_a \) is decreased and \( x_b \) is increased. This case is a bit more complicated, because \( z_j \) values of elements \( e_j \in S_b \) are being increased by virtue of increase in \( x_b \). Therefore, we need to explicitly maintain Invariant 1. If \( x_b \) reaches \( \alpha \), then \( S_b \) is removed from \( R_{cur} \) and all the elements covered by \( S_b \) are removed from \( X_{cur} \) (and thus the invariant is maintained). On the other hand, if \( x_a \) reaches 0, then the net change in \( \sigma \) is non-positive – this follows from Invariant 2, as the \( x_i \) values of the sets in \( R_{cur} \setminus \{ S_a, S_b \} \) are unchanged, and \( x_a \) is now zero. Therefore, the set \( X_a \cap (S_a \setminus S_b) = \emptyset \). However, \( X_a \setminus S_b \) may be non-empty because of the increase in \( x_a \). Therefore, we reset \( a \) to \( b \), thus obtaining a new leader \( S_a = S_b \), and continue pairing the new leader up with other sets. Notice that we have maintained Invariant 1 although the leader \( S_a \) has changed.

From the above discussion, we have the following result.

**Claim 1.** Throughout the execution of the while loop of Line 3, Invariants 1, and 2 are maintained.

Finally, after leaving the while loop of Line 3, we set \( R_{end} \) to be \( R_{cur} \), and add it to our solution. Note that at this point, \( R_{cur} \) contains at most one set. We show that the resulting solution \( \Sigma \cup R_{end} \) covers at least \( k \) elements.

### 4.2 Analysis

In this section, we analyze the behavior of Algorithm 2. In the following lemma, we show that in each iteration, we make progress towards rounding while maintaining the cost of the LP solution.

**Lemma 5.** Let \( \sigma = (x,z) \), \( \sigma' = (x',z') \) be the LP solutions just before and after the execution of ROUNDTWOSETS\((S_1, S_2, w, \sigma, X_{cur}, R_{cur})\) for some sets \( S_1, S_2 \in R_{cur} \) in some iteration of the algorithm, such that \( \sigma \) is a feasible solution to the LP. Then,

1. \( \text{cost}(\sigma) = \text{cost}(\sigma') \).
2. \( \sum_{e_j \in X_{cur}} z'_j \geq \sum_{e_j \in X_{cur}} z_j \).
3. Either \( x'_1 = \alpha \) or \( x'_2 = 0 \) (or both).

**Proof.**

1. Note that the \( x_i \) variables corresponding to all the sets \( S_i \notin \{ S_1, S_2 \} \) remain unchanged. The net change in the cost of the LP solution is

\[
wx_1 \cdot (x'_1 - x_1) + wx_2 \cdot (x'_2 - x_2) = w_1 \cdot \delta - w_2 \cdot \left( \frac{w_1}{w_2} \cdot \delta \right) = 0.
\]

2. Let \( A = S_1 \cap X_{cur} \), and \( B = S_2 \cap X_{cur} \). \( z'_j = z_j \) for all elements \( e_j \notin A \cup B \), i.e. \( z_j \) values are modified only for the elements \( e_j \in A \cup B \).

For \( \lvert A \rvert \) elements \( e_j \in A \), \( z_j \) value is increased by \( \delta \) by virtue of increase in \( x_1 \). Similarly, for \( \lvert B \rvert \) elements \( e_j \in B \), \( z_j \) value is decreased by \( \frac{w_2}{w_1} \cdot \delta \). However by assumption, we have that \( \frac{\lvert A \rvert}{w_1} \geq \frac{\lvert B \rvert}{w_2} \). Therefore, the net change in the sum of \( z_j \) values is

\[
\lvert A \rvert \cdot \delta - \lvert B \rvert \cdot \left( \frac{w_1}{w_2} \cdot \delta \right) \geq \lvert A \rvert \cdot \delta - \left( \frac{\lvert A \rvert}{w_1} \cdot w_1 \right) \cdot \delta \geq 0.
\]

3. The value of \( \delta \) is chosen such that \( \delta = \min \{ \alpha - x_1, \frac{w_2}{w_1} \cdot x_2 \} \). If \( \delta = \alpha - x_1 \leq \frac{w_2}{w_1} \cdot x_2 \), then \( x'_1 = x_1 + (\alpha - x_1) = \alpha \), and \( x'_2 = x_2 - \frac{w_2}{w_1} \cdot (\alpha - x_1) \geq x_2 - x_2 = 0 \). In the other case when \( \delta = \frac{w_2}{w_1} \cdot x_2 < (\alpha - x_1) \), we have that \( x'_1 = x_1 + \frac{w_2}{w_1} \cdot x_2 < x_1 + (\alpha - x_1) = \alpha \), and \( x'_2 = x_2 - \frac{w_2}{w_1} \cdot \frac{w_1}{w_2} \cdot x_2 = 0 \). **\( \Diamond \)**
Remark. Note that Lemma 5 (in particular, the Part 2 of Lemma 5) alone is not sufficient to show the feasibility of the LP after an execution of ROUNDTwoSets — we also have to show that $z'_j \leq 1$. This is slightly involved, and is shown in Lemma 7 with the help of Invariants 1, and 2.

Corollary 6. Algorithm 2 runs in polynomial time.

Proof. In each iteration of the inner while loop Line 5, ROUNDTwoSets is called on some two sets $S_1, S_2 \in \mathcal{R}_{cur}$, and as such from Lemma 5, either $x'_1 = \alpha$ or $x'_2 = 0$. Therefore, at least one of the sets is removed from $\mathcal{R}_{cur}$ in each iteration. Therefore, there are at most $O(|\mathcal{R}|)$ iterations of the inner while loop. It is easy to see that each execution of ROUNDTwoSets takes $O(|\mathcal{R}| \cdot |X|)$ time.

In the following Lemma, we show that Constraints 8 is being maintained by the algorithm. This, when combined with Lemma 5, shows that we maintain the feasibility of the LP at all times.

Lemma 7. During the execution of Algorithm 2, for any element $e_j \in X_{cur}$, we have that $z_j \leq 2\alpha$. By the choice of range of $\alpha$, the feasibility of the LP is maintained.

Proof. At the beginning of the algorithm, we have that $z_j \leq \alpha$ for all elements $e_j \in X_{cur} = X$. Now at any point in the while loop, consider the set $X_\alpha = \{e_j \in X_{cur} \mid z_j \geq \alpha\}$ as defined earlier. For any element $e_j \in X_{cur} \setminus X_\alpha$, the condition is already met, therefore we need to argue only for the elements in $X_{\alpha}$. We know by Invariant 1 that there exists a set $S_a \in \mathcal{R}_{cur}$ such that $X_\alpha \subseteq S_a$.

By Invariant 2, the $x_i$ values of all sets $S_i \in \mathcal{R}_{cur} \setminus \{S_a\}$ are unchanged, and therefore for all elements $e_j \in X_{cur}$, the net change to the $z_j$ variable is positive only by the virtue of increase in the $x_a$ value. However, the net increase in the $x_a$ value is at most $\alpha$ because a set $S_i$ is removed from $\mathcal{R}_{cur}$ as soon as its $x_i$ value reaches $\alpha$. Accounting for the initial $z_j$ value which is at most $\alpha$, we conclude that $z_j \leq 2\alpha$.

Note that after leaving the outer while loop (Line 28), we must have $|\mathcal{R}_{cur}| \leq 1$. That is in Line 29, we either let $\mathcal{R}_{end} \leftarrow \mathcal{R}_{cur} = \emptyset$, or $\mathcal{R}_{end} \leftarrow \mathcal{R}_{cur} = \{S_i\}$ for some set $S_i \in \mathcal{R}$.

To state the following claim, we introduce the following notation. Let $\sigma' = (x', z')$ be the LP solution at the end of Algorithm 2. Let $\mathcal{R}_r = \mathcal{R} \setminus \Sigma$, where $\Sigma$ is the collection at the end of the while loop of Algorithm 2, and let $X_r = X \setminus \Sigma$. Note that any element $e_j \in X_r$ is contained only in the sets of $\mathcal{R}_r$. Finally, let $Z_r = \sum_{e_j \in X_r} z'_j$.

Claim 2. If $\mathcal{R}_{end} \neq \emptyset$, then at least $Z_r$ elements are covered by $\mathcal{R}_{end}$.

Proof. By assumption, we have that $\mathcal{R}_{end} \neq \emptyset$, i.e. $\mathcal{R}_{end} = \{S_i\}$ for some $S_i \in \mathcal{R}$. For each $S_l \in \mathcal{R}_r$ with $l \neq i$, we have that $x_l = 0$, again by the condition of the outer while loop. Since Constraint 6 is made tight for all elements in each execution of ROUNDTwoSets, for any element $e_{j'} \in X_r$ but $e_{j'} \notin S_i$, we have that $z_{j'} = 0$. On the other hand, for elements $e_j \in X_r \cap S_i$, we have that $z'_j = x'_j \leq \alpha$. If the number of such elements is $p$, then we have that $Z_r \leq \alpha \cdot p$. The lemma follows since choosing $S_i$ covers all of these $p$ elements, and $p \geq Z_r / \alpha \geq Z_r$.

In the following lemma, we show that Algorithm 2 produces a feasible solution.

Lemma 8. The solution $\Sigma \cup \mathcal{R}_{end}$ returned by Algorithm 2 covers at least $k$ elements.
Proof. There are two cases – \( R_{\text{end}} = \emptyset \), or \( R_{\text{end}} = \{ S_i \} \) for some \( S_i \in \mathcal{R} \). In the first case, all elements in \( X_r \) are uncovered, and for all such elements, \( e_j \in X_r \), we have that \( z_j = 0 \). In this case, it is trivially true that the number of elements of \( X_r \) covered by \( R_{\text{end}} \) is \( Z_r (= 0) \). In the second case, the same follows from Claim 2. Therefore, in both cases we have that,

\[
\text{Number of elements covered} \geq |E| + Z_r
\]

\[
\geq \sum_{e_j \in \Xi} z'_j + \sum_{e_j \in X_r} z'_j \quad \text{(By Lemma 7 and } z'_j \leq 1)\\
= \sum_{e_j \in \Xi} z'_j \geq \sum_{e_j \in X} z_j \quad \text{(Lemma 5, Part 2)}\\
\geq k \quad \text{(By Lemma 4 and Constraint 7)}
\]

Recall that \( z_j \) refers to the \( z \)-value of an element \( e_j \) in the optimal LP solution \( \sigma \), at the beginning of the algorithm.

Lemma 9. Let \( \Sigma \cup R_{\text{end}} \) be the solution returned by Algorithm 2, and let \( B \) be the weight of the heaviest set in \( \mathcal{R} \). Let \( \sigma = (x, z) \) and \( \sigma' = (x', z') \) denote the LP solutions at the beginning and end of Algorithm 2, respectively. Then,

1. \( w(\Sigma) = \sum_{S_i \in \Sigma} w_i x'_i \leq \sum_{S_i \in \mathcal{R}} w_i x'_i \leq \frac{1}{\alpha} \sum_{S_i \in \mathcal{R}} w_i x_i = \frac{1}{\alpha} \text{cost}(\sigma) \),
2. \( w(R_{\text{end}}) \leq B \), and
3. \( w(\Sigma \cup R_{\text{end}}) \leq \frac{1}{\alpha} \text{cost}(\sigma) + B \).

Proof. For the first part, the inequality \( \sum_{S_i \in \mathcal{R}} w_i x'_i \leq \frac{1}{\alpha} \sum_{S_i \in \mathcal{R}} w_i x_i \) follows because (a) ROUNDTOSET preserves the cost of the LP solution, and (b) when a set \( S_i \) is added to \( \Sigma \), its contribution to the cost of the LP increases by a factor of \( \frac{1}{\alpha} \). For the second part, note that \( R_{\text{end}} \) contains at most one set \( S_i \in \mathcal{R} \). By definition, weight of any set in \( S_i \) is bounded by \( B \), the maximum weight of any set in \( \mathcal{R} \). The third part follows from the first two parts.

From Lemma 8 and Lemma 9, we conclude that \( \Sigma \cup R_{\text{end}} \) is a solution that covers at least \( k = k_p - |X_1| \) elements from \( X_p \setminus X_1 \), and whose cost is at most \( \frac{1}{\alpha} \text{cost}(\sigma) + B \).

5 A generalization of PSC

Consider the following generalization of the PSC problem, where the elements \( e_j \in X' \) have profits \( p_j \geq 0 \) associated with them. Now the goal is to choose a minimum-weight collection \( \Sigma \subseteq \mathcal{R}' \) such that the total profit of elements covered by the sets of \( \Sigma \) is at least \( K \), where \( 0 \leq K \leq \sum_{e_j \in X} p_j \) is provided as an input. Note that setting \( p_j = 1 \) for all elements we get the original PSC problem. This generalization has been considered in [26].

It is easy to modify our algorithm that for PSC, such that it returns a \( 2\beta + 2 \) approximate solution for this generalization as well. We briefly describe the modifications required. Firstly, we modify Constraint 7 of PSC LP to incorporate the profits as follows:

\[
\sum_{e_j \in X} z_j \cdot p_j \geq K
\]

The preprocessing and the rounding algorithms work with the straightforward modifications required to handle the profits. One significant change is in the rounding algorithm (Algorithm
2) We compare the “cost-effectiveness” of the two sets $S_a, S_b$ in Line 7 for the PSC as $rac{|S_a \cap X_{\text{cur}}|}{w_a} \geq \frac{|S_b \cap X_{\text{cur}}|}{w_b}$. For handling the profits of the elements, we replace this with the following condition – $\frac{P_a}{w_a} \geq \frac{P_b}{w_b}$, where $P_a := \sum_{j \in S_a \cap X_{\text{cur}}} p_j$, and $P_b := \sum_{j \in S_b \cap X_{\text{cur}}} p_j$. With similar straightforward modifications, the analysis of Algorithm 2 goes through with the same guarantee on the cost of the solution. We remark here that despite the profits, the approximation ratio only depends on that of the standard SC LP, which is oblivious to the profits.
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1 Introduction
Within the past decade polynomial-time approximation schemes (PTASs) have been proposed for a number of long-standing open problems in geometric approximation algorithms, including the following NP-hard problems (see [18, 10] for hardness results):

Hitting set for pseudodisks [23]: given a set $\mathcal{P}$ of points and a family $\mathcal{D}$ of pseudodisks in the plane, compute a smallest subset of $\mathcal{P}$ that intersects all pseudodisks in $\mathcal{D}$.

1 A family of pseudodisks is a set of planar regions whose boundaries are Jordan curves and such that the boundaries of any pair of pseudodisks intersect at most twice.
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Independent set of pseudodisks [1, 9]: given a family \( \mathcal{D} \) of pseudodisks, compute a maximum size subset of pairwise disjoint pseudodisks in \( \mathcal{D} \).

Dominating set of pseudodisks [14, 15]: given a family \( \mathcal{D} \) of pseudodisks, compute a smallest subset of pseudodisks of \( \mathcal{D} \) that together intersect all other pseudodisks of \( \mathcal{D} \).

Set cover for disks [8, 5]: given a set \( \mathcal{P} \) of points and a family \( \mathcal{D} \) of disks in the plane, return a smallest subset of disks in \( \mathcal{D} \) that together cover all points of \( \mathcal{P} \).

Unit-capacity point-packing [12]: given a set of points \( \mathcal{P} \) and a set of disks \( \mathcal{D} \), compute a largest subset of \( \mathcal{P} \) that hits no disk of \( \mathcal{D} \) more than once.

1.1 Local search

Surprisingly, the PTAS for all these problems is essentially the same: local search. Let \( X \) be the set of base elements of the problem, and let the search radius \( \lambda \geq 3 \) be an integer. Then start with any feasible solution \( S \subseteq X \) and increase (in the case of a maximisation problem, e.g., maximum independent set) or decrease (in the case of a minimisation problem, e.g., minimum hitting set) its size by local improvement steps while maintaining feasibility.

Here a local improvement step is to swap a subset \( S' \) of at most \( \lambda \) elements of the current solution \( S \) with a subset of \( X \setminus S \) of size at least \(|S'| + 1\) (for maximisation problems) or at most \(|S'| - 1\) (for minimisation problems), as long as the new solution is still feasible. The algorithm finishes when no local improvement step is possible. Such a solution is called \( \lambda \)-locally optimal.

All these algorithms are analysed in a similar way, as follows. Let \( S \) be a \( \lambda \)-locally optimal solution and \( O \) be an optimal solution\(^2\). To relate the cardinalities of \( S \) and \( O \), a bipartite exchange graph is built on vertex sets \( S \) and \( O \) with a local vertex expansion property\(^3\):

\[
\begin{align*}
\text{Minimisation:} & \quad \text{for all } S' \subseteq S \text{ of size at most } \lambda, |N(S')| \geq |S'|. \quad (1) \\
\text{Maximisation:} & \quad \text{for all } O' \subseteq O \text{ of size at most } \lambda, |N(O')| \geq |O'|. \quad (2)
\end{align*}
\]

The construction of exchange graphs is problem-specific and exploits the geometric properties of optimal and local solutions. For example, in the minimum vertex cover problem on a graph \( G \) this would simply be the bipartite subgraph of \( G \) induced by \( S \) and \( O \); condition (1) follows from the local optimality of \( S \).

The key in the analysis lies in a general theorem on local expansion in sparse graphs. A bipartite graph on vertex sets \( (B, R) \) is \( \lambda \)-expanding\(^4\) if for all \( B' \subseteq B \) of size at most \( \lambda \) we have \(|N(B')| \geq |B'|\). A (vertex) separator of a graph on \( n \) vertices is a subset of vertices whose removal leaves connected components of cardinality at most \( \frac{3}{4}n \). A class of graphs \( \mathcal{G} \) has the separator property with parameter \( s \in [0, 1] \) if there exists a positive constant \( c \) such that any graph in \( \mathcal{G} \) has a separator of size at most \( cn^{1-s} \), where \( n \) is the number of vertices. For example, trees have this property with \( s = 1 \) as they have constant-sized separators, whereas planar graphs have the separator property with parameter \( s = \frac{1}{2} \). In fact, the separator property with \( s = \frac{1}{2} \) actually holds for graphs excluding fixed minors and in particular for minor-closed classes other than the class of all graphs, e.g. graphs of bounded genus [2]. A class of graphs closed under taking subgraphs is called monotone.

\(^2\) We can assume that these solutions are disjoint by considering \( S \setminus O \) and \( O \setminus S \).

\(^3\) For a graph \( G = (V, E) \) (which will always be clear from the context) and a set \( V' \subseteq V \), \( N(V') \) denotes the set of neighbours of the vertices of \( V' \) in \( G \).

\(^4\) Note that the roles of \( B \) and \( R \) are not symmetric.
Theorem 1 ([23, 9, 5]). If a finite and λ-expanding bipartite graph on \((B, R)\) belongs to a monotone family with the separator property with parameter \(s \in (0, 1)\) and \(\lambda \geq \lambda_s\), then \(|B| \leq (1 + c_s \lambda^{-s}) \cdot |R|\), where \(c_s\) and \(\lambda_s\) are positive constants that depend only on \(s\).

In an independent paper, Caballo and Gajser [7] describe a subcase of this theorem for \(K_d\)-minor-free graphs, which have separators of size \(O(h \sqrt{n})\). Finally, Har-Peled and Quanrud [16, 17] observe that intersection graphs of low-density objects in \(\mathbb{R}^d\) have the separator property with parameter \(s = \frac{1}{2}\).

To complete the analysis for minimisation problems, apply Theorem 1 with \(B = S\) and \(R = O\), and get \(|S| \leq (1 + c_s \lambda^{-s}) \cdot |O|\). For maximisation problems, take \(B = O\) and \(R = S\), and get \(|O| \leq (1 + c_s \lambda^{-s}) \cdot |S|\) or equivalently \(|S| \geq (1 - c_s \lambda^{-s}) \cdot |O|\).

### 1.2 Computational efficiency of geometric local search

Given a parameter \(\epsilon > 0\), local search with radius \(\lambda = \Theta(\epsilon^{-\frac{1}{2}})\) provides a \((1 + \epsilon)\)-approximate solution to problems where exchange graphs have the separator property with parameter \(s\). This can be implemented in \(n^{O(\lambda)}\) time by considering all possible local improvements, thus yielding a \(\PTAS\) in time \(n^{O(\lambda)}\), and in particular \(n^{O(\epsilon^{-2})}\) for the five problems listed on page 1.

The parameterised versions of these problems are \(W[1]\)-hard: even for unit disks, independent set is \(W[1]\)-complete [20] and dominating set is \(W[1]\)-hard [21], and dominating set of unit disks is easily reduced to our other three problems. Under the common assumption that \(\FPT \subseteq W[1]\), which follows from the exponential time hypothesis, these problems do not admit \(\PTAS\)s with time complexity \(\poly(n) \cdot f(\epsilon)\) for any arbitrary function \(f\). In other words, the dependence of the exponent of \(n\) on \(\epsilon\) is inevitable.

Still, this running time is prohibitively expensive, and there have been two complementary approaches towards further progress: firstly, careful implementations of local search that find local improvements more efficiently than by brute force [6]. The second, more structural approach is to better analyse the quality of solutions resulting from local search algorithms, mainly by studying the properties of exchange graphs [3].

### 1.3 Contributions: tightness of Theorem 1

The construction given in section 2 shows that Theorem 1 is asymptotically tight whenever \(\frac{1}{2}\) is an integer.

Theorem 2. Given a positive integer \(d\), there are positive constants \(c_d\) and \(\lambda_d\) such that, for every integer \(\lambda \geq \lambda_d\), there is a family of bipartite graphs \((B_n, R_n; E_n)_{n \in \mathbb{N}}\) that

- are \(\lambda\)-expanding,
- have the separator property for \(s = \frac{1}{2}\), and so do their subgraphs,
- satisfy \(|B_n|, |R_n| = \Theta(n)\) and \(|B_n| \geq (1 + c_d \cdot \lambda^{-\frac{1}{2}})|R_n| - o(|R_n|)\) as \(n \to \infty\).

Furthermore when \(d = 2\) they are Gabriel graphs.

(A graph \((V, E)\) is called Gabriel if there exists a mapping \(f\) of the vertices of \(V\) to points in the plane such that \(\{v_i, v_j\} \in E\) if and only if the circumdisk of the segment \(f(v_i)f(v_j)\) contains no other point of \(f(V)\). Gabriel graphs are subgraphs of Delaunay triangulations and thus planar.)

Remark. Since our construction for \(d = 2\) is planar, previous analogues of Theorem 1 restricted to planar graphs are also tight.
1.4 Algorithmic consequences

The analysis of local search in terms of the radius that achieves a \((1 + \epsilon)-\)approximation is tight for the five problems listed earlier (which all had \(s = \frac{1}{2}\)), as well as for a few other problems with small separators (section 3).

- **Theorem 3** ([23]). Local search with radius \(O(\epsilon^{-2})\) is a \((1 + \epsilon)-\)approximation algorithm for the minimum hitting set problem for pseudodisks.

- **Corollary 4.** There is a positive constant \(C\) and a positive integer \(\lambda_0\) such that for every integer \(\lambda \geq \lambda_0\) there is a positive integer \(n_\lambda\) such that for every integer \(n \geq n_\lambda\) there is a set \(D\) of at least \(n\) disks and two disjoint sets \(B\) and \(R\) of at least \(n\) points in \(\mathbb{R}^2\) each such that both \(B\) and \(R\) are hitting sets for \(D\), \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \(B\) is a \(\lambda\)-locally optimal solution to the hitting set problem for \(D\) with \(\mathcal{P} = B \cup R\).

- **Theorem 5** ([9]). Local search with radius \(O(\epsilon^{-2})\) is a \((1 + \epsilon)-\)approximation algorithm for the maximum independent set problem for pseudodisks.

- **Corollary 6.** There is a positive constant \(C\) and a positive integer \(\lambda_0\) such that for every integer \(\lambda \geq \lambda_0\) there is a positive integer \(n_\lambda\) such that for every integer \(n \geq n_\lambda\) there are two independent sets \(B\) and \(R\) of at least \(n\) disks in \(\mathbb{R}^2\) such that \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \(R\) is a \(\lambda\)-locally optimal solution to the independent set problem in \(B \cup R\).

- **Theorem 7** ([5, 8]). Local search with radius \(O(\epsilon^{-2})\) is a \((1 + \epsilon)-\)approximation algorithm for the minimum set cover problem for disks.

- **Corollary 8.** There is a positive constant \(C\) and a positive integer \(\lambda_0\) such that for every integer \(\lambda \geq \lambda_0\) there is a positive integer \(n_\lambda\) such that for every integer \(n \geq n_\lambda\) there are two independent sets \(B\) and \(R\) of at least \(n\) disks in \(\mathbb{R}^2\) and a set \(\mathcal{P}\) of \(\Theta(|\mathcal{R}|)\) points in \(\mathbb{R}^2\) such that \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \(R\) is a \(\lambda\)-locally optimal solution to the set cover problem for \(\mathcal{P}\) in \(B \cup R\).

- **Theorem 9** ([14, 15]). Local search with radius \(O(\epsilon^{-2})\) is a \((1 + \epsilon)-\)approximation algorithm for the minimum dominating set problem for pseudodisks.

- **Corollary 10.** There is a positive constant \(C\) and a positive integer \(\lambda_0\) such that for every integer \(\lambda \geq \lambda_0\) there is a positive integer \(n_\lambda\) such that for every integer \(n \geq n_\lambda\) there is a set \(D\) of disks in \(\mathbb{R}^2\) and two dominating sets \(B\) and \(R\) of \(D\) of at least \(n\) disks each such that \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \(B\) is a \(\lambda\)-locally optimal solution to the dominating set problem for \(D\).

- **Theorem 11** ([12]). Local search with radius \(O(\epsilon^{-2})\) is a \((1 + \epsilon)-\)approximation algorithm for the maximum unit-capacity point-packing problem for disks.

- **Corollary 12.** There is a positive constant \(C\) and a positive integer \(\lambda_0\) such that for every integer \(\lambda \geq \lambda_0\) there is a positive integer \(n_\lambda\) such that for every integer \(n \geq n_\lambda\) there are two sets \(B\) and \(R\) of at least \(n\) points in \(\mathbb{R}^2\) and a set \(D\) of \(\Theta(|R|)\) disks in \(\mathbb{R}^2\) such that every disk of \(D\) contains one point from \(B\) and one point from \(R\), \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \(R\) is a \(\lambda\)-locally optimal solution to the unit-capacity point-packing problem for \(D\) in \(B \cup R\).

Borrowing a term from Arya et al. [4] we could say that: ‘The locality gap for independent set of disks, dominating set of disks, etc. is \(1 + \Theta(\lambda^{-1/2})\).’
2 Proof of Theorem 2

In this section we build a family of graphs that have the properties stated in Theorem 2. Namely, given parameters $d$, a large enough $\lambda$ and $n$, we construct a bipartite graph $G$ with vertex set $(B, R)$ such that:

(a) $|R| = n + o(n)$ as $n \to +\infty$,
(b) $G$ is $\lambda$-expanding,
(c) $|B| \geq (1 + c\lambda^{-\frac{d}{2}}) \cdot |R| - o(|R|)$ as $n \to +\infty$, where $c$ depends only on $d$,
(d) any subgraph of $G$ on $m$ vertices has a separator of size $O(m^{1 - \frac{d}{2}})$, and
(e) $G$ is a Gabriel graph when $d = 2$.

The vertices of $R$ are called the red vertices, and the vertices of $B$ the blue vertices. Our construction is geometric, in that vertices correspond to points in $\mathbb{R}^d$. Thus we use the terminology vertex and point interchangeably. We denote the translate of a point $p \in \mathbb{R}^d$ by $x_i(p)$.

Let $L \geq 2$ and $t$ be two positive integers whose values will be fixed later as a function of the parameters $d$, $\lambda$ and $n$. Let $\Xi$ be a $L \times \cdots \times L$ regular integer grid in $\mathbb{R}^d$ consisting of the $(L + 1)^d$ points in $\{0, \ldots, L\}^d$. It has $L^d$ cells, each defined by precisely $2^d$ vertices of $\Xi$. In every cell of $\Xi$, the vertex with the lexicographically minimum coordinates among the $2^d$ red vertices defining it is called the anchor vertex of that cell. Each vertex—apart from those with one of the $d$ coordinate values equal to $L$—is the anchor vertex of exactly one cell, which is called its top cell. The cell with anchor vertex $(0, \ldots, 0)$ is called the lowest cell of $\Xi$.

We define a first bipartite graph $G(d, L)$ as follows. The red vertices of $G(d, L)$ consist of the $(L + 1)^d$ points of $\Xi$. We next place a blue vertex at the centre of each of the $L^d$ cells of $\Xi$—except for the lowest cell, which contains two blue vertices with coordinates $(\frac{1}{2}, \ldots, \frac{1}{2}, \frac{1}{2})$ and $(\frac{1}{2}, \ldots, \frac{1}{2}, \frac{1}{2})$. Thus $G(d, L)$ has precisely $L^d + 1$ blue vertices. The edges of $G(d, L)$ consist of $2^d$ edges from each blue vertex to the $2^d$ red vertices of its cell. Of the two blue vertices in the lowest cell of $\Xi$, one is connected to all the red vertices of the cell except for $(0, \ldots, 0, 1)$ (the vertex $v$ that has $x_i(v) = 1$ if and only if $i = d$) and the other to all red vertices except for $(1, \ldots, 1, 0)$.

Our second and final graph $G(d, L, t) = (B, R; E)$ is defined as a $t \times \cdots \times t$ grid composed of $t^d$ translates of $G(d, L)$. Each translate of $G(d, L)$ is indexed by a vector $\vec{r} \in \{0, \ldots, t - 1\}^d$, where by $G^\vec{r}$ we denote the translate of $G(d, L)$ by $L \cdot \vec{r}$. The blue vertices of $G(d, L, t)$ are simply the disjoint union of the blue vertices of each $G^\vec{r}$; the red vertices are also the union of the red vertices of each $G^\vec{r}$, except that we identify duplicate red vertices shared by the boundary of two adjacent grids. See Figure 1 for an example for the case $d = 2$.

An explicit description of $G(d, L, t) = (B, R; E)$ is:

$$R = \{0, \ldots, tL\}^d,$$

$$B = \left\{ \left( \frac{1}{2}, \ldots, \frac{1}{2} \right) + \vec{x} : \vec{x} \in \{0, \ldots, tL - 1\}^d \setminus \{0, L, \ldots, (t - 1)L\}^d \right\} \uplus \left\{ (\mu, \ldots, \mu, 1 - \mu) + L \cdot \vec{x} : \vec{x} \in \{0, 1, \ldots, t - 1\}^d, \mu \in \left\{ \frac{1}{4}, \frac{3}{4} \right\} \right\},$$

$$E = \left\{ (b, r) : (b, r) \in B \times R, \min_{i \in \{1, \ldots, d\}} |x_i(b) - x_i(r)| \leq \frac{1}{2}, \max_{i \in \{1, \ldots, d\}} |x_i(b) - x_i(r)| \leq 1 \right\}.$$
Figure 1 The graph \( G(d, L) \) (shown on the left for \( d = 2 \) and \( L = 3 \)) has \( L^d \) grid cells. It is the basic building block of the graph \( G(d, L, t) \) (right, with \( t = 5 \)). Square vertices are red, round vertices are blue.

Figure 2 The three-dimensional lowest cell of \( G(3, L) \).

This overlap, let \( R_\tau \) consist only of the \( L^d \) red vertices \( v \in G^\tau \) such that \( x_i(v) < L(\tau_i + 1) \) for each \( i \). In two dimensions, this amounts to peeling off the \( 2L + 1 \) red vertices located on the top and right boundaries of \( G^\tau \).

Let \( R_b \) be the set of red vertices with at least one coordinate value equal to \( tL \). We have

\[
B = \bigcup_\tau B_\tau \quad \text{and} \quad R = R_b \cup \bigcup_\tau R_\tau,
\]

where all unions are disjoint. Observe that

\[
|B| = t^d(L^d + 1) \quad \text{and} \quad |R| = (tL + 1)^d.
\]

(3)

Local expansion

To prove that \( G(d, L, t) \) is locally expanding we fix a subset \( B' \) of \( B \) and let \( R' = N(B') \) be the set of its (red) neighbours in \( G(d, L, t) \). We show that \( |R'| \geq |B'| \) whenever \( B' \) is smaller than some function of \( L \) and \( d \); later we will set \( L \) such that this function turns out to be at least \( \lambda \).

A grid cell is non-empty if it contains a vertex of \( B' \) and otherwise empty. A vertex of \( R' \) that belongs to \( R_b \) or whose top cell is empty is called a boundary vertex.

We first sketch a proof in two dimensions based on a charging argument (a one-to-one mapping from \( B' \) to \( R' \)): each vertex of \( B' \) is charged to a vertex of \( R' \) such that each vertex of \( R' \) receives at most one charge, implying that \( |R'| \geq |B'| \). Charge each blue vertex of \( B' \) to the anchor red vertex of its cell. For those \( G^\tau \) containing two blue vertices in the
lowest cell, one of them remains uncharged. On the other hand, each red vertex receives one charge, except the boundary vertices which receive zero charge. Now for each \( \vec{\tau} \) for which \( G^{\vec{\tau}} \) contains at least two boundary red vertices charge the uncharged blue vertex in \( G^{\vec{\tau}} \) (if it exists) to any one of these (at least two) boundary vertices.

There still remains an uncharged blue vertex in those \( G^{\vec{\tau}} \) with less than two boundary red vertices. However, for each such \( \vec{\tau} \), the number of vertices of \( B' \) in \( G^{\vec{\tau}} \) must be at least \( L^2 \). Thus overall, there can remain at most \( \frac{|B'|}{L^2} = \frac{2B'}{L^2} \) uncharged blue vertices. On the other hand, we argue that the total number of boundary red vertices is at least \( c_2 \cdot \sqrt{|B'|} \), for some constant \( c_2 \). By our charging scheme, at least half of them—or \( \frac{\sqrt{2}}{2} \cdot \sqrt{|B'|} \)—are still uncharged. Thus when \( \frac{2|B'|}{L^2} \leq \frac{\sqrt{2}}{2} \cdot \sqrt{|B'|} \)—or equivalently \( |B'| \leq c' \cdot L^4 \), the number of uncharged blue vertices will be less than the number of uncharged red vertices, and we are done.

Now we present the complete proof for general \( d \). We need two preliminary statements. Let the indicator variable \( d_{\vec{\tau}} \) be 1 if both blue vertices in the lowest cell of \( G^{\vec{\tau}} \) belong to \( B' \) and 0 otherwise. Also let \( \delta_{\vec{\tau}} \) be the number of boundary vertices in \( R_{\vec{\tau}} \). The total number of boundary vertices in \( R' \) is thus

\[
\delta = |R_b \cap R'| + \sum_{\vec{\tau}} \delta_{\vec{\tau}}. \tag{4}
\]

**Lemma 13.** For each index \( \vec{\tau} \), if \( d_{\vec{\tau}} = 1 \) and \( \delta_{\vec{\tau}} < 2 \), then \( |B' \cap B_{\vec{\tau}}| \geq \frac{L^d}{2} \).

**Proof.** For such an index, \( B' \) contains both blue vertices from the lowest cell of \( G^{\vec{\tau}} \) so \( R' \) contains the \( 2^d \) red vertices of this cell. If \( \delta_{\vec{\tau}} = 0 \), that is, \( R_{\vec{\tau}} \) contains no boundary vertex, then the blue vertex in each other cell of \( G^{\vec{\tau}} \) is present in \( B' \), and so \( B' \) includes all of \( B_{\vec{\tau}} \), which consists of \( L^d + 1 \) blue vertices. It remains to consider the case when \( R_{\vec{\tau}} \) contains one unique boundary vertex \( v_r \in R' \cap R_{\vec{\tau}} \).

Without loss of generality, assume that \( \vec{\tau} = (0, \ldots, 0) \). As both blue vertices from the lowest cell of \( G^{\vec{\tau}} \) to \( B' \), the boundary vertex \( v_r \) cannot be the lowest vertex of \( G^{\vec{\tau}} \), which has coordinates \((0, \ldots, 0)\). Thus there must be some \( j \in \{1, \ldots, d\} \) for which \( x_j(v_r) > 0 \). Consider the grid slab \( \Xi' \) consisting of all cells whose anchor vertex \( v \) has \( x_j(v) = 0 \). Note that \( \Xi' \) contains the lowest cell of \( G^{\vec{\tau}} \), which has two vertices of \( B' \). Thus no other cell of \( \Xi' \) can be empty, as otherwise that would imply the existence of another boundary red vertex anchoring one of the cells of \( \Xi' \). Now take any cell \( c \) of \( \Xi' \) whose anchor vertex differs in at least one coordinate other than \( x_j \) from \( v_r \); there are \( L^{d-1} - 1 \) such cells. All the \( L \) cells of \( G^{\vec{\tau}} \) whose anchor vertex only differs in the \( j \)-th coordinate value from the anchor vertex of \( c \) must also be non-empty, as otherwise it would imply the existence of a boundary red vertex in one of these \( L \) cells.

Thus there are at least \( L \left( L^{d-1} - 1 \right) \) non-empty cells in \( G^{\vec{\tau}} \), i.e., \( |B' \cap B_{\vec{\tau}}| \geq L^d - L \) which is at least \( \frac{L^d}{2} \) since \( L \geq 2 \).

Let \( T \) be the set of indices \( \vec{\tau} \) with \( d_{\vec{\tau}} = 1 \) and \( \delta_{\vec{\tau}} < 2 \). As a consequence of the previous lemma, for every such \( \vec{\tau} \in T \), the translate \( G^{\vec{\tau}} \) contains at least \( \frac{L^d}{2} \) vertices of \( B' \), and thus \( |T| \leq 2|B'|L^{-d} \). Now consider the quantity \( d_{\vec{\tau}} - \frac{\delta_{\vec{\tau}}}{2} \). If \( \vec{\tau} \in T \), we have \( d_{\vec{\tau}} = 1 \) and \( 0 \leq \delta_{\vec{\tau}} < 2 \), and so \( d_{\vec{\tau}} - \frac{\delta_{\vec{\tau}}}{2} \) is at most 1. Otherwise for any \( \vec{\tau} \notin T \), it is 0 or negative. Therefore

\[
\sum_{\vec{\tau}} \left( d_{\vec{\tau}} - \frac{\delta_{\vec{\tau}}}{2} \right) \leq |T| \leq \frac{2|B'|}{L^d}. \tag{5}
\]
An isoperimetric inequality

Consider the set $S$ of all grid cells containing vertices of $B'$. As each cell contains at most two blue vertices, $|B'| \leq 2|S|$. In the orthogonal projection along the $i$-th coordinate, $S$ is sent to a set $S_i$ of $(d-1)$-dimensional cells. The preimage of each cell of $S_i$ is a column of $d$-dimensional cells and must contain at least one boundary vertex, so the total number $\delta$ of boundary vertices is at least $|S_i|$. The combinatorial Loomis–Whitney inequality [19] relates $d$- and $(d-1)$-dimensional volumes:

$$ \prod_{i=1}^{d} |S_i| \geq |S|^{d-1} \geq \left( \frac{|B'|}{2} \right)^{d-1}, $$

from which it follows that

$$ \delta^d \geq \left( \frac{|B'|}{2} \right)^{d-1}. \quad (6) $$

Now we come to the key claim, which means that the graph $G(d, L, t)$ is $(2^{1-3dL^2})$-expanding.

Lemma 14. If $2^{3d-1}|B'| \leq L^d$, then $|R'| \geq |B'|$.

Proof. For every index $\vec{\tau}$, by definition, each vertex in the set $R_\vec{\tau} \cap R'$ either has its top cell non-empty or is a boundary vertex of $G_{\vec{\tau}}$. The number of non-empty top cells in $G_{\vec{\tau}}$ is $|B_\vec{\tau} \setminus B'| - d_{\vec{\tau}} + \delta_{\vec{\tau}}$, while the number of boundary vertices is $\delta_{\vec{\tau}}$. Thus

$$ |R'| = |R_0 \cap R'| + \sum_{\vec{\tau}} |R_\vec{\tau} \cap R'| = |R_0 \cap R'| + \sum_{\vec{\tau}} (|B_\vec{\tau} \cap B'| - d_{\vec{\tau}} + \delta_{\vec{\tau}}) $$

$$ = |R_0 \cap R'| + |B'| - \sum_{\vec{\tau}} (d_{\vec{\tau}} - \delta_{\vec{\tau}}) $$

$$ \geq |B'| - \sum_{\vec{\tau}} \left( d_{\vec{\tau}} - \frac{\delta_{\vec{\tau}}}{2} \right) + \frac{1}{2} \left( |R_0 \cap R'| + \sum_{\vec{\tau}} \delta_{\vec{\tau}} \right) $$

$$ = |B'| - \sum_{\vec{\tau}} \left( d_{\vec{\tau}} - \frac{\delta_{\vec{\tau}}}{2} \right) + \frac{\delta}{2}. $$

Use the lower bounds (5) and (6) for the second and third summands:

$$ |R'| \geq |B'| - \frac{2|B'|}{L^d} + \frac{1}{2} \left( \frac{|B'|}{2} \right)^{(d-1)/d}, $$

and the result $|R'| \geq |B'|$ follows when

$$ \frac{2|B'|}{L^d} \leq \frac{1}{2} \left( \frac{|B'|}{2} \right)^{(d-1)/d} $$

$$ 2^{3-1/d}|B'|^{1/d} \leq L^d $$

or equivalently $2^{4d-1}|B'| \leq L^{4d}$. \hfill ▶
Ball graph structure

A ball graph is the intersection graph of a family of \( n \) balls in \( \mathbb{R}^d \) and is \( p \)-ply if it has no clique of size \( p + 1 \). Such graphs have separators of size \( O(p^{1/d}n^{1-\frac{d}{2}}) \) [22].

A bounded-\( p \)-ply ball graph is obtained from \( G(d, L, t) \) by only adding some edges: put a \( d \)-dimensional ball of radius \( \sqrt{\frac{d}{4}} \) at each vertex of \( G(d, L, t) \). The resulting edge set includes that of \( G(d, L, t) \)—they coincide when \( d \leq 3 \)—so that \( G(d, L, t) \) inherits separator properties of ball graphs. In other words, any subgraph of \( G(d, L, t) \) on \( m \) vertices has a separator of size \( O(m^{1-\frac{d}{2}}) \) (this is property (d)).

Gabriel graph structure

For \( d = 2 \), the circumdisk of each blue–red edge in \( G(d, L, t) \) contains no vertex but its endpoints, so \( G(d, L, t) \) is a Gabriel graph and property (e) is proved.

Remark. With the understanding that a one-dimensional cell is an interval, the construction covers the case \( d = 1 \). The graph \( G(1, L, t) \) is a path of length \( 2tL + 1 \), seen as blue–red bipartite, with every \( L \)-th blue vertex duplicated. It has \( |R| = tL + 1 \) and \( |B| = t(L + 1) \) and is \((L + 2)\)-expanding.

Figure 3 The graph \( G(1, 3, 3) \).

Setting parameters and concluding the proof

Given \( d \), \( \lambda \) and \( n \), choose

\[
L = \max \left\{ 2, \left(2^{3d-1}\lambda\right)^{1/d^2} \right\} \quad \text{and} \quad t = \left\lfloor n^{1/d}L^{-1} \right\rfloor.
\]

Note that \( L \) does not depend on \( n \) and \( L^d \) is \( \Theta(\lambda^{\frac{1}{d}}) \) when \( \lambda \to +\infty \). Using (3), we obtain (a) and (c):

\[
|R| = (tL + 1)^d = n + o(n),
\]

\[
\frac{|B|}{|R|} = \frac{t^d(L^d + 1)}{(tL + 1)^d} = 1 + \frac{1}{L^d} + o(1) \quad \text{as} \quad n \to +\infty
\]

\[
\geq 1 + c_d\lambda^{-\frac{d}{2}} + o_n(1) \quad \text{for} \quad \lambda \geq \lambda_d
\]

where the positive constants \( c_d \) and \( \lambda_d \) depend only on \( d \). Since \( 2^{1-3d}L^{d^2} \geq \lambda \), it follows from Lemma 14 that (b) holds: \( G \) is at least \( \lambda \)-expanding. This achieves the proof of Theorem 2.

3 Algorithmic consequences

3.1 Geometric problems in the plane

We construct arbitrarily large instances of our five optimisation problems with a \( \lambda \)-locally optimal solution that is \( 1 + \Omega(\lambda^{-1/2}) \) times worse than the optimal solution. Since our

\footnote{\textsuperscript{5} Bounded by a function of \( d \) only: the largest number of vertices of \( B \cup R \) included in a same ball of radius \( \sqrt{\frac{d}{4}} \). See e.g. [11] for estimates on such bounds.}
instances consist of proper disks rather than just families of pseudodisks, the bound applies also to the restrictions of these problems to disk families.

For \( d = 2 \) and any given \( \lambda \geq \lambda_d \) and \( n \), let \( G = (B, R; E) \) be the planar and \( \lambda \)-expanding graph \((B_n, R_n; E_n)\) described in Theorem 2 and built in section 2. Our instances are based on \( G \): its vertex sets are associated with feasible solutions of the problems. It then suffices to check that the solution associated with \( B_n \) (for minimisation problems) or \( R_n \) (for maximisation problems) is locally optimal.

### 3.1.1 Hitting set for pseudodisks

![Figure 4](a) Detail of the graph \( G \) used in ‘bad’ instances. (b) Hitting set (drawing only a few disks for readability).

**Theorem 3 ([23]).** Local search with radius \( O(\epsilon^{-2}) \) is a \( (1 + \epsilon) \)-approximation algorithm for the minimum hitting set problem for pseudodisks.

**Corollary 4.** There is a positive constant \( C \) and a positive integer \( \lambda_0 \) such that for every integer \( \lambda \geq \lambda_0 \) there is a positive integer \( n_\lambda \) such that for every integer \( n \geq n_\lambda \) there is a set \( D \) of at least \( n \) disks and two disjoint sets \( B \) and \( R \) of at least \( \frac{n}{2} \) points in \( \mathbb{R}^2 \) each such that both \( B \) and \( R \) are hitting sets for \( D \), \(|B| \geq (1 + \frac{C}{2})|R|\) and \( B \) is a \( \lambda \)-locally optimal solution to the hitting set problem for \( D \) with \( \mathcal{P} = B \cup R \).

**Proof.** Recall that the circumdisk of each edge of \( G \) contains only its two endpoints. The input consists of all such disks, with \( \mathcal{P} = B \cup R \), so that the hitting sets are exactly the vertex covers of \( G \). By construction both \( B \) and \( R \) are feasible solutions.

On this instance, a \( \lambda \)-local improvement for \( B \) would remove a set \( B' \) of blue vertices with \(|B'| \leq \lambda \). To preserve the hitting set property, it would then need to add to the solution the red endpoints of all edges with their blue endpoint in \( B' \), i.e. the set \( N(B') \). Because the graph is \( \lambda \)-expanding, there are at least \(|B'|\) such red neighbours: \( B \) is \( \lambda \)-locally optimal.

### 3.1.2 Independent set of pseudodisks

**Theorem 5 ([9]).** Local search with radius \( O(\epsilon^{-2}) \) is a \( (1 + \epsilon) \)-approximation algorithm for the maximum independent set problem for pseudodisks.

**Corollary 6.** There is a positive constant \( C \) and a positive integer \( \lambda_0 \) such that for every integer \( \lambda \geq \lambda_0 \) there is a positive integer \( n_\lambda \) such that for every integer \( n \geq n_\lambda \) there are two
independent sets \( B \) and \( R \) of at least \( n \) disks in \( \mathbb{R}^2 \) such that \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \( R \) is a \( \lambda \)-locally optimal solution to the independent set problem in \( B \cup R \).

**Proof.** Realise the graph \( G \) as an intersection graph of red and blue disks. (Because it is planar, the disks could even be taken interior-disjoint by the Koebe–Andreev–Thurston theorem.) The independent sets of disks correspond to the independent sets of \( G \). Since \( G \) is bipartite both the blue and red families of disks form independent sets, and the red solution is \((\lambda - 1)\)-locally optimal—in maximisation terms: a \((\lambda - 1)\)-local improvement for the red solution would remove a set \( R' \) of up to \( \lambda - 1 \) red disks and replace them with a set \( B' \) of blue disks such that \(|N(B')| \leq |R'| \) and \(|B'| > |R'|\). If there exists a subset \( B'' \subseteq B' \) of size \(|R'| + 1\), which is at most \( \lambda \), then since \( G \) is \( \lambda \)-expanding such a set has \(|B''| \leq |N(B'')| \leq |R'|\), a contradiction. Thus \( R \) is a \((\lambda - 1)\)-locally optimal solution. \(\blacktriangleleft\)


3.1.3 **Set cover for disks**

\[\begin{align*}
\text{(a) Independent set.} & \quad \text{(b) Set cover.}
\end{align*}\]

**Figure 5** ‘Tight’ instances for independent set and set cover with disks.

- **Theorem 7 ([5, 8]).** Local search with radius \( O(\epsilon^{-2}) \) is a \((1 + \epsilon)\)-approximation algorithm for the minimum set cover problem for disks.

- **Corollary 8.** There is a positive constant \( C \) and a positive integer \( \lambda_0 \) such that for every integer \( \lambda \geq \lambda_0 \) there is a positive integer \( n_\lambda \) such that for every integer \( n \geq n_\lambda \) there are two independent sets \( B \) and \( R \) of at least \( n \) disks in \( \mathbb{R}^2 \) and a set \( \mathcal{P} \) of \( \Theta(|R|) \) points in \( \mathbb{R}^2 \) such that \(|B| \geq (1 + C\lambda^{-\frac{1}{2}})|R|\) and \( R \) is a \( \lambda \)-locally optimal solution to the set cover problem for \( \mathcal{P} \) in \( B \cup R \).

**Proof.** As in the proof of Corollary 6, realise \( G \) as an intersection graph of blue and red disks. Take for \( \mathcal{P} \) one point from each blue–red intersection. The set covers for this instance are exactly the vertex covers of \( G \). \(\blacktriangleleft\)

3.1.4 **Dominating set of pseudodisks**

- **Theorem 9 ([14, 15]).** Local search with radius \( O(\epsilon^{-2}) \) is a \((1 + \epsilon)\)-approximation algorithm for the minimum dominating set problem for pseudodisks.

- **Corollary 10.** There is a positive constant \( C \) and a positive integer \( \lambda_0 \) such that for every integer \( \lambda \geq \lambda_0 \) there is a positive integer \( n_\lambda \) such that for every integer \( n \geq n_\lambda \) there is a set \( \mathcal{D} \) of disks in \( \mathbb{R}^2 \) and two dominating sets \( B \) and \( R \) of \( \mathcal{D} \) of at least \( n \) disks each such that
|B| ≥ (1 + Cλ⁻¹/2)|R| and B is a λ-locally optimal solution to the dominating set problem for D.

**Proof.** The instance that was proposed for set cover (Figure 5b) becomes an instance of dominating set when the points of P are seen as zero-radius disks, i.e. take D = P ∪ B ∪ R. A feasible solution that involves some of the zero-radius disks of P can be transformed into a solution of at most the same cardinality whose support is entirely blue and red since the disks of P are fully included in the other disks. Thus it suffices to examine the efficiency of local search on blue-red solutions. The blue-red dominating sets of this instance are exactly the covers of points by blue and red disks.

### 3.1.5 Unit-capacity packing problems

**Theorem 11** ([12]). Local search with radius $O(\epsilon^{-2})$ is a (1 + $\epsilon$)-approximation algorithm for the maximum unit-capacity point-packing problem for disks.

**Corollary 12.** There is a positive constant C and a positive integer $\lambda_0$ such that for every integer $\lambda \geq \lambda_0$ there is a positive integer $n_\lambda$ such that for every integer $n \geq n_\lambda$ there are two sets B and R of at least n points in $\mathbb{R}^2$ and a set D of $\Theta(|R|)$ disks in $\mathbb{R}^2$ such that every disk of D contains one point from B and one point from R, |B| ≥ (1 + $C\lambda^{-\frac{1}{2}}$)|R| and R is a λ-locally optimal solution to the unit-capacity point-packing problem for D in B ∪ R.

**Proof.** Take for D the set of all disks associated with the edges, as in the hitting set instance (see Figure 4b). Since every such disk contains only two points of P, the ‘unit-capacity point-packings’ of this instance are exactly the independent sets of G. The result then follows from the analysis in Corollary 6.

The dual problem, defined in [12], is the unit-capacity disk-packing problem, where we are given a set D of disks and a set P of points and we must return a largest subset of D that covers every point of P at most once.

**Corollary 15.** There is a positive constant C and a positive integer $\lambda_0$ such that for every integer $\lambda \geq \lambda_0$ there is a positive integer $n_\lambda$ such that for every integer $n \geq n_\lambda$ there are two sets B and R of at least n disks each and a set P of $\Theta(|R|)$ points such that every point of P is contained in one disk from B and one disk from R, |B| ≥ (1 + $C\lambda^{-\frac{1}{2}}$)|R| and R is a λ-locally maximal solution to the unit-capacity disk-packing problem for B ∪ R in P.

### 3.2 Problems with hereditary separators

The paper by Har-Peled and Quanrud [16] is to the best of our knowledge the most extensive study of geometric local search in non-planar settings. The authors study graphs with polynomial expansion, which have strongly sub-linear separators, and in particular intersection graphs of low-density families of objects.

We are still able to give some lower bounds on the local search radii that achieve PTASs. Fix positive integers $d$, $\lambda \geq \lambda_d$ and $n$, and let G be the $\lambda$-expanding graph built in section 2 on vertex sets $B_n$ and $R_n$ that has $|B_n|$, $|R_n| = \Theta(n)$ and achieves $|B_n| \geq (1 + c\lambda^{-1/d} - o(1))|R_n|$. Recall that G and its subgraphs have the separator property with $s = 1/d$.

By combining Theorem 3.2.1 and Lemma 2.2.9 from [16], we obtain the following.

---

6 A survey on expansion and sparsity is the book by Nešetřil and Ossona de Mendez [24].

7 A family of objects in $\mathbb{R}^d$ has density $\rho$ if for any $r \geq 0$ any ball of diameter $r$ intersects at most $\rho$ objects of diameter larger than $r$ and depth $D$ if no point of $\mathbb{R}^d$ is contained in $D + 1$ objects.
Theorem 16. On graphs with hereditary separators of size $O(n^{1-s})$, local search with radius $O(\epsilon^{-s})$ is a $(1 + \epsilon)$-approximation algorithm for maximum independent set.

Corollary 17. For every positive integers $d$ and $\lambda$, there are arbitrarily large bipartite graphs on vertex sets $(B, R)$ with hereditary separators of size $O(n^{1-1/d})$ such that $|B| \geq 1 + \Omega(\lambda^{-1/d}|R|$ and $R$ is a $\lambda$-locally maximal independent set.

Proof. Since the graph $G$ is bipartite, both $B_n$ and $R_n$ are independent sets, and by the same analysis as in the proof of Corollary 6 the feasible solution $R_n$ is $(\lambda - 1)$-locally optimal.

Theorem 18 ([16]). On graphs with hereditary separators of size $O(n^{1-s})$, local search with radius $O(\epsilon^{-O(1)})$ is a $(1 + \epsilon)$-approximation algorithm for minimum vertex cover.

Corollary 19. For every positive integers $d$ and $\lambda$, there are arbitrarily large bipartite graphs on vertex sets $(B, R)$ with hereditary separators of size $O(n^{1-1/d})$ such that $|B| \geq 1 + \Omega(\lambda^{-1/d}|R|$ and $B$ is a $\lambda$-locally minimal vertex cover.

Proof. In $G$ both $B_n$ and $R_n$ are vertex covers. Since $G$ is $\lambda$-expanding, $B_n$ is $\lambda$-locally optimal.

3.3 Matchings and local versions of Hall’s theorem

With our terminology, Hall’s theorem is as follows.

Theorem 20 (Hall’s marriage theorem). Any bipartite graph on vertex sets $(B, R)$ that is $|B|$-expanding has a matching with $|B|$ edges.

Restricting the condition to $\lambda$-expansion for some fixed $\lambda$ breaks this property—the matchings of $K_{|B|, \lambda}$ have at most $\lambda$ edges. However it was observed by Antunes, Mathieu and Mustafa [3] that a strengthening of Hall’s theorem holds for planar graphs.

Theorem 21. There is an absolute constant $c > 0$ such that, for every given integer $\lambda \geq 3$, any bipartite planar graph on vertex sets $(B, R)$ that is $\lambda$-expanding has a matching with at least $(1 - c\lambda^{-\frac{1}{2}})|B|$ edges.

Now it follows from our constructions that this is tight.

Corollary 22. There are absolute constants $c_0, \lambda_0 > 0$ such that, for every given integer $\lambda \geq \lambda_0$, some bipartite, $\lambda$-expanding planar graph on vertex sets $(B, R)$ does not have matchings with more than $(1 - c_0\lambda^{-\frac{1}{2}})|B|$ edges.

4 Perspectives and open questions

We emphasise that our results apply to standard, non-specialised local-search techniques. Although the approximation quality of a previously successful one-size-fits-all approach cannot be improved, custom algorithms tailored for specific problems can bypass this bound, especially when the exchange graphs are extremely sparse. For example we do not know whether our constructions can be transformed into a local-search-defeating instance for the problem of terrain guarding, a question that can be formulated as follows.

Question. Are the exchange graphs of Gibson et al. [13] for terrain guarding sparser than other planar graphs? What is the minimum size of their separators?
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1 Introduction

Let $P$ be a set of points in the Euclidean plane $\mathbb{R}^2$. The complete Euclidean graph defined on set $P$ is the edge-weighted graph with vertex set $P$ and edges connecting all pairs of points in $P$, where the weight of each edge is the Euclidean distance between its two end points. Storing the complete graph requires quadratic space, which is very expensive. Hence, it is desirable to use a sparse subgraph to approximate the complete graph. This is a classical and well-studied topic in computational geometry (see e.g., [1,19,26,32,34]). In this paper, we study the so called geometric $t$-spanner, formally defined as follows (see e.g., [29]).

Definition 1 (Geometric $t$-Spanner). A graph $G$ is a geometric $t$-spanner of the complete Euclidean graph, if (1) $G$ is a subgraph of the complete Euclidean graph; and (2) for any pair of points $p$ and $q$ in $P$, the shortest path between $p$ and $q$ in $G$ is no longer than $t$ times the Euclidean distance between $p$ and $q$. 
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The factor $t$ is called the stretch factor or dilation factor of the spanner in the literature. If the maximum degree of $G$ is bounded by a constant $k$, we say that $G$ is a bounded-degree spanner. The concept of geometric spanners was first proposed by L.P. Chew [10]. See the comprehensive survey by Eppstein [16] for related topics about geometric spanners. Geometric spanners have found numerous applications in wireless ad hoc and sensor networks. We refer the readers to the books by Li [24] and Narasimhan and Smid [27] for more details.

Yao graphs are one of the first approximations of complete Euclidean graphs, introduced independently by Flinchbaugh and Jones [18] and Yao [34].

**Definition 2 (Yao Graph $Y_k$).** Let $k$ be a fixed integer. Given a set of points $\mathcal{P}$ in the Euclidean plane $\mathbb{R}^2$, the Yao graph $Y_k(\mathcal{P})$ is defined as follows. Let $C_u(\gamma_1, \gamma_2]$ be the cone with apex $u$, which consists of the rays with polar angles in the half-open interval $(\gamma_1, \gamma_2]$. For each $u \in \mathcal{P}$, $Y_k(\mathcal{P})$ contains an edge connecting $u$ to a nearest neighbor $v$ in each cone $C_u(j\theta, (j+1)\theta)$, for $\theta = 2\pi/k$ and $j \in [0, k-1]$. We generally consider Yao graphs as undirected graphs. For a directed Yao graph, we add directed edge $\overrightarrow{uv}$ to the graph instead.

Molla [15] showed that $Y_2$ and $Y_3$ may not be spanners. On the other hand, it has been proven that all $Y_k$ for $k \geq 4$ are spanners. Bose et al. [6] proved that $Y_4$ is a 663-spanner. Damian and Nelavalli [13] improved this to 54.6 recently. Barba et al. [2] proved that $Y_5$ is a 3.74-spanner. Damian and Raudonis [14] proved that the $Y_6$ graph is a 17.64 spanner. Li et al. [25, 26] first proved that all $Y_k, k > 6$ are spanners with stretch factor at most $1/(1 - 2\sin(\pi/k)).$ Later Bose et al. [6, 7] also obtained the same result independently. Recently, Barba et al. [2] reduced the stretch factor of $Y_6$ from 17.6 to 5.8 and improved the stretch factors to $1/(1 - 2\sin(3\pi/4k))$ for odd $k \geq 7$.

However, a Yao graph may not have bounded degree. This can be a serious limitation in certain wireless network applications since each node has very limited energy and communication capacity, and can only communicate with a small number of neighbors. To address the issue, Li et al. [26] introduced Yao-Yao graphs (or Sparse-Yao graphs in the literature). A Yao-Yao graph $YY_k(\mathcal{P})$ is obtained by removing some edges from $Y_k(\mathcal{P})$ as follows:

**Definition 3 (Yao-Yao Graph $YY_k$).** (1) Construct the directed Yao graph, as in Definition 2. (2) For each node $u$ and each cone rooted at $u$ containing two or more incoming edges, retain a shortest incoming edge and discard the other incoming edges in the cone. We can see that the maximum degree in $YY_k(\mathcal{P})$ is upper-bounded by $2k$.

As opposed to Yao graphs, the spanning property of Yao-Yao graphs is not well understood yet. Li et al. [26] provided some empirical evidence, suggesting that $YY_k$ graphs are $t$-spanners for some sufficiently large constant $k$. However, there is no theoretical proof yet, and it is still an open problem [4, 23, 24, 26]. It is also listed as Problem 70 in the Open Problems Project.\(^1\)

**Conjecture 4 (see [4]).** There exists a constant $k_0$ such that for any integer $k > k_0$, any Yao-Yao graph $YY_k$ is a geometric spanner.

Now, we briefly review the previous results about Yao-Yao graphs. It is known that $YY_2$ and $YY_3$ may not be spanners since $Y_2$ and $Y_3$ may not be spanners [15]. Damian and Molla [12, 15] proved that $YY_4, YY_6$ may not be spanners. Bauer et al. [2] proved that $YY_5$ may not be spanners. On the positive side, Bauer and Damian [4] showed that for any integer

\(^1\) [http://cs.smith.edu/~orourke/TOPP/P70.html](http://cs.smith.edu/~orourke/TOPP/P70.html)
$k \geq 6$, any Yao-Yao graph $YY_{6k}$ is a spanner with the stretch factor at most 11.67 and the factor becomes 4.75 for $k \geq 8$. Recently, Li and Zhan [23] proved that for any integer $k \geq 42$, any even Yao-Yao graph $YY_{2k}$ is a spanner with the stretch factor $6.03 + O(k^{-1})$.

From these positive results, it is quite tempting to believe Conjecture 4. However, we show in this paper that, surprisingly, Conjecture 4 is false for odd Yao-Yao graphs.

**Theorem 5.** For any $k \geq 1$, there exists a class of point set instances $\{P_m\}_{m \in \mathbb{Z}^+}$ such that the stretch factor of $YY_{2k+1}(P_m)$ cannot be bounded by any constant, as $m$ approaches infinity.$^2$

**Related work.** It has been proven that in some special cases, Yao-Yao graphs are spanners [11,21,22,33]. Specifically, it was shown that $YY_k$ graphs are spanners in *civilized graphs*, where the ratio of the maximum edge length to the minimum edge length is bounded by a constant [21,22].

Besides the Yao and Yao-Yao graph, the $\Theta$-graph is another common geometric $t$-spanner. The difference between $\Theta$-graphs and Yao graphs is that in a $\Theta$-graph, the nearest neighbor to $u$ in a cone $C$ is a point $v \neq u$ lying in $C$ and minimizing the Euclidean distance between $u$ and the orthogonal projection of $v$ onto the bisector of $C$. It is known that except for $\Theta_2$ and $\Theta_3$ [15], for $k = 4$ [3], 5 [5], 6 [5], $\geq 7$ [9,28], $\Theta_k$-graphs are all geometric spanners. We note that, unfortunately, the degrees of $\Theta$-graphs may not be bounded.

Recently, some variants of geometric $t$-spanners such as weak $t$-spanners and power $t$-spanners have been studied. In weak $t$-spanners, the path between two points may be arbitrarily long, but must remain within a disk of radius $t$-times the Euclidean distance between the points. It is known that all Yao-Yao graphs $YY_k$ for $k > 6$ are weak $t$-spanners [20,30,31]. In power $t$-spanners, the Euclidean distance $|\cdot|$ is replaced by $|\cdot|^κ$ with a constant $κ \geq 2$. Schindelhauer et al. [30,31] proved that for $k > 6$, all Yao-Yao graphs $YY_k$ are power $t$-spanners for some constant $t$. Moreover, it is known that any $t$-spanner is also a weak $t_1$-spanner and a power $t_2$-spanner for some $t_1, t_2$ depending only on $t$. However, the converse is not true [31].

Our counterexample is inspired by the concept of fractals. Fractals have been used to construct examples for $β$-skeleton graphs with unbounded stretch factors [17]. Here a $β$-skeleton is defined to contain exactly those edges $ab$ such that no point $c$ forms an angle $\angle abc$ greater than $\sin^{-1} 1/β$ if $β > 1$ or $π - \sin^{-1} β$ if $β < 1$. Schindelhauer et al. [31] used the same example to prove that there exist graphs which are weak spanners but not $t$-spanners. However, their examples cannot serve as counterexamples to the conjecture that odd Yao-Yao graphs are spanners.

**2 Overview of our counterexample construction**

We first note that both the counterexamples for $YY_3$ and $YY_5$ are not weak $t$-spanners [2,15]. However, Yao-Yao graphs $YY_k$ for $k \geq 7$ are all weak $t$-spanners [20,30,31]. Hence, to construct the counterexamples for $YY_k$ for $k \geq 7$, the previous ideas for $YY_3$ and $YY_5$ cannot be used. We will construct a class of instances $\{P_m\}_{m \in \mathbb{Z}^+}$ such that all points in $P_m$ are placed in a bounded area. Meanwhile, there exist shortest paths in $YY_{2k+1}(P_m)$ whose lengths approach infinity as $m$ approaches infinity.

$^2$ Here, $m$ is a parameter in our recursive construction. We will explain it in detail in Section 3. Roughly speaking, $m$ is the level of recursion, and the number of points in $P_m$ increases with $m$. 
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Our example contains two types of points, called normal points and auxiliary points. Denote them by $P_n^m$ and $P_a^m$ respectively and $P_m = P_n^m \cup P_a^m$. The normal points form the basic skeleton, and the auxiliary points are used to break the edges connecting any two normal points that are far apart.

We are inspired by the concept of fractals to construct the normal points. A fractal can be contained in a bounded area, but its length may diverge. In our counterexample, the shortest path between two specific normal points is a fractal-like polygonal path. Here a polygonal path refers to a curve specified by a sequence of points and consists of the line segments connecting the consecutive points. Suppose the two specific points are $A$ and $B$, $AB$ is horizontal, and $|AB| = 1$. When $m = 0$, the polygonal path is just the line segment $AB$. When $m$ increases by one, we replace each line segment in the current polygonal path by a sawteeth-like path (see Figure 1a). If the angle between each segment of the sawteeth-like path and the base segment (i.e., the one which is replaced) is $\gamma$, the total length of the path increases by a factor of $\cos^{-1} \gamma$. An important observation here is that the factor is independent of the number of sawteeth (see Figure 1b). If we continue this process directly, the length of the resulting path would increase to infinity as $m$ approaches infinity since $\cos^{-1} \gamma > 1$ (see Figure 1c). However, we need to make sure that such a path is indeed in a Yao-Yao graph and it is indeed the shortest path from $A$ to $B$. There are two technical difficulties we need to overcome.

1. As $m$ increases, the polygonal path may intersect itself. See Figure 1d. The polygonal path intersects itself around the point $O$. This is relatively easy to handle: we do not recurse for those segments that may cause self-intersection. See Figure 1e. We do not replace the bold segment further. We need to make sure that the total length of such segments is proportionally small (so that the total length can keep increasing as $m$ increases).

2. In the Yao-Yao graph defined over the normal points constructed in the recursion, there may be some edges connecting points that are far apart. Actually, how to break such edges is the main difficulty of the problem. We outline the main techniques below.

First, we do not replace all current segments using the same sawteeth, like in the usual fractal construction. Actually, for each segment, we will choose a polygonal path such that the paths have different numbers of sawteeth and the sizes of the sawteeth in the path may not be the same. See Figure 1f. Finally, we construct them in a specific sequential order. Actually, we organize the normal points in an $m$-level recursion tree $T$ and generate them in a DFS preorder traversal of the tree. We describe the details in Section 3.

Second, we group the normal points into a collection of sets such that each normal point belongs to exactly one set. We call such a set a hinge set. Refer to Figure 6 for an overview. Then, we specify a total order of the hinge sets. Call the edges in the Yao-Yao graph $\text{YY}_{2k+1}(P_n^m)$ connecting any two normal points in the same hinge set or two adjacent hinge sets (w.r.t. the total order) hinge connections and call the other edges long range connections. We describe the details in Section 4.

As we will see, all possible long range connections have a relatively simple form. Then, we show that we can break all long range connections by adding a set $P_a^m$ of auxiliary points. Each auxiliary point has a unique center which is the normal point closest to it. Let the minimum distance between any two normal points in $P_n^m$ be $\Delta$. The distance between an auxiliary point and its center is much less than $\Delta$. Naturally, we can extend the concepts of hinge set and long range connection to include the auxiliary points. An extended hinge set consists of the normal points in a hinge set and the auxiliary points centered on these normal points. We will see that the auxiliary points break all long range connections and
(a) Replace a horizontal segment by a sawteeth-like path.

(b) The lengths of the sawteeth-like paths are independent of the number of sawteeth.

(c) Replace the segments by sawteeth-like path recursively.

(d) An enlarged view of Figure 1c around point O.

(e) Do not replace the bold segments further.

(f) The paths have different numbers of sawteeth and the sizes of sawteeth may not be the same.

**Figure 1** The overview of the counterexample construction. Figure 1a-1f illustrate the fractal and its variants.

introduce no new long range connection. We describe the details in Section 5.

Finally, according to the process above, we can see that the shortest path between the normal points A and B in \( YY_{2k+1}(P_m) \) for \( m \in \mathbb{Z}^+ \) should pass through all extended hinge sets in order. Thereby, the length of the shortest path between A and B diverges as \( m \) approaches infinity. See Section 5 for the details.

### 3 The positions of normal points

#### 3.1 Some basic concepts

Let \( k \geq 3 \) be a fixed positive integer.\(^3\) We consider \( YY_{2k+1} \) and let \( \theta = 2\pi/(2k + 1) \).

\( \blacktriangleright \) **Definition 6** (Cone Boundary). Consider any two points \( u \) and \( v \). If the polar angle of \( \overrightarrow{uv} \) is \( j\theta = j \cdot 2\pi/(2k + 1) \) for some integer \( j \in [0, 2k] \), we call the ray \( \overrightarrow{uv} \) a cone boundary for point \( u \).

\(^3\) Note that the cases \( k = 1, 2 \) have been proved in [15]
Definition 8 (Boundary Pair). A boundary pair consists of two ordered points, denoted by \((w_1, w_2)\), such that \(w_1 \rightarrow w_2\) is a cone boundary of point \(w_1\).

For convenience, we refer to the word pair in the paper as the boundary pair defined in Definition 8. According to Property 7, if \((w_1, w_2)\) is a pair, its reverse \((w_2, w_1)\) is not a pair. Moreover, if a pair \(\phi\) is \((u, v)\) or \((v, u)\), we say that the point \(u\) belongs to \(\phi\) (i.e., \(u \in \phi\)).

Gadget One gadget \(G_{\phi}\) consists of three groups of points. We explain them one by one. See Figure 2 for an example.

1. The first group is the pair \(\phi = (w_1, w_2)\). We call \(\phi\) the parent-pair of the gadget \(G_{\phi}\).
2. The second group is a set \(A_{\phi}\) of points on the segment of \((w_1, w_2)\). We call the set \(A_{\phi}\) a partition set and call the points of \(A_{\phi}\) the partition points of \(\phi\). The set \(A_{\phi}\) divides the segment into \(|A_{\phi}| + 1\) parts, each we call a piece of the segment. There are two types of pieces. One is called an empty piece and the other a non-empty piece. Whether a piece is empty or not is determined in the process of the construction, which we will explain in Section 3.2.
3. For each non-empty piece, \(\alpha_{i-1}\alpha_i\), we add a point \(\beta_i\) such that \(\angle\alpha_{i-1}\beta_i\alpha_i = \pi - \theta\) and \(|\alpha_{i-1}\beta_i| = |\beta_i\alpha_i|\). All \(\beta_i\)s are on the same side of \(w_1w_2\). We call such a point \(\beta_i\) an apex point of \((w_1, w_2)\). Let \(B_\phi\) be the set of apex points generated by \(\phi\), which is called the apex set of pair \(\phi\). \(B_\phi\) is the third group of points. For any empty piece, we do not add the corresponding apex point.

Consider a gadget \(G_{\phi}[A_{\phi}, B_{\phi}]\), where \(\phi = (w_1, w_2)\). For any non-empty piece \(\alpha_{i-1}\alpha_i\) and the corresponding apex point \(\beta_i\), the rays \(\beta_i\alpha_{i-1}\) and \(\alpha_i\beta_i\) (note the order of the points) are cone boundaries according to their polar angles. Thus, each point \(\beta_i \in B_{\phi}\) induces two pairs \((\beta_i, \alpha_{i-1})\) and \((\alpha_i, \beta_i)\). We call all pairs \((\beta_i, \alpha_{i-1})\) and \((\alpha_i, \beta_i)\) induced by points in \(B_{\phi}\) the child-pairs of \((w_1, w_2)\), and we say that they are siblings of each other. Note that there are some partition point which are not incident on any pair (e.g., \(\alpha_3\) in Figure 2). We call it an isolated point.

Definition 9 (The Order of the Child-pairs). Consider a gadget \(G_{(w_1, w_2)}\). Suppose \(\Phi\) is the set of the child-pairs of \((w_1, w_2)\). Consider two pairs \(\phi, \varphi\) in \(\Phi\). Define the order \(\phi \prec \varphi\), if \(\phi\) is closer to \(w_1\) than \(\varphi\). Here, the distance from a pair \(\phi\) to a point \(w\) is the shortest distance from \(w\) to any point of \(\phi\).
Figure 3 The process of generating a tree according to the DFS preorder. In each subfigure, ● represents a node we are visiting. The nodes generated in the step are denoted by ●. ○ represents a node which has already been visited. ● represents a node which has been created but not visited yet. The nodes covered by light brown triangles are related to the projection process.

3.2 The construction

In this subsection, we construct an $m$-level tree. When the recursion level increases by 1, we need to replace each current pair by a gadget generated by the pair. See Figure 3 for an example. The recursion can be naturally represented as a tree $T$. The tree is generated according to the DFS preorder, starting from the root. W.l.o.g, we assume that the root of $T$ is $(\mu_1, \mu_2)$ and $\mu_1 \mu_2$ is horizontal. We call a pair a leaf-pair if it is a leaf node in the tree and an internal-pair otherwise. Each time when we visit an internal-pair, we generate its gadget by two steps which are called projection and refinement and explained in detail soon. Generating its gadget is equivalent to generating its child-pairs in $T$ (we, however, do not visit those children during the generation. They will be visited later according to the DFS preorder). Whether a child-pair is a leaf or not is determined when the gadget is created. Hence, note that not all leaf-pairs are at level $m$. We call the points generated by the process normal points and denote the set of these points by $P_m^n$ where $m$ is the level of the tree and $n$ represents the word “normal”.

Root gadget. Let $d_0$ be a large positive constant integer (see Lemma 16 for detail). Consider a pair $\phi = (\mu_1, \mu_2)$. Let $A_\phi$ be its partition set which contains points

$$\alpha_i = \mu_1 \cdot \frac{d_0 - i}{d_0} + \mu_2 \cdot \frac{i}{d_0}, i \in [1, d_0 - 1].$$

For convenience, let $\alpha_0 = \mu_1, \alpha_{d_0} = \mu_2$. The points in $A_\phi$ partition the segment $\mu_1 \mu_2$ into $d_0$ pieces with equal length $|\mu_1 \mu_2|/d_0$. All pieces in the root gadget are non-empty. For each piece $\alpha_{i-1} \alpha_i$, we add an apex point $\beta_i$ below $\mu_1 \mu_2$. Let $B_\phi = \{\beta_i\}_{i \in [1, d_0]}$ be the apex set.

Projection and refinement. The projection and refinement generate the partition points of pair $\phi$. The purpose of the projection is to restrict all possible long range connections to a relatively simple form. See Section 4 for the details. The purpose of the refinement is to make the sibling pairs have relatively the same length, hence, make it possible to repeat the projection process recursively. Formally speaking, the refinement maintains the following property over the construction.

Property 10. We call the segment connecting the two points of the pair the segment of the pair and call the length of that segment the length of the pair. Consider an internal-pair $\phi$. Suppose $\varphi$ is a sibling of $\phi$. The length of pair $\varphi$ is at least half of the length of pair $\phi$. 
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Figure 4 An example of the projection for the first internal-pair $\phi = (\eta, \xi)$.

Figure 5 The two cases for refinement.

− Projection. Consider a pair $(\beta, \alpha)$ with the set $\Phi$ being its child-pairs. We decide whether a pair in $\Phi$ is a leaf-pair or an internal-pair after introducing the process projection and refinement. There is a clear order between the leaf-pairs and the internal-pairs. We provide that the property of the order here and prove it in the full version.

Property 11. Consider a pair $(\beta, \alpha)$ with the set $\Phi$ of its child-pairs. For $\phi_1, \phi_2, \phi_3 \in \Phi$, if $\phi_1 \prec \phi_2 \prec \phi_3$ and $\phi_1$ and $\phi_3$ are two internal-pairs, then $\phi_2$ is an internal-pair.

Next, we apply the projection to an internal-pair $\phi \in \Phi$ since only internal-pairs have children. We explain the projection formally below. We define the first internal-pair in direction $\beta\alpha$ as the first internal-pair of $\Phi$. Let $T_\phi$ be the set of points in the subtree rooted at $\phi$. Depending on whether $\phi$ is the first internal-pair of $\Phi$, there are two cases.

Pair $\phi$ is the first internal-pair of $\Phi$: In Figure 4, suppose pair $\phi = (\eta, \xi)$ is the first internal child-pair of $(\beta, \alpha)$ and the length of $\phi$ is $\delta$. Point $\xi$ is the partition point in $\phi$. First, we add a point $\lambda$ on the segment of $\phi$ such that $|\xi\lambda| = \delta/d_0$. Second, for each leaf-pair $\varphi \prec \phi$, project the apex point in $\varphi$ to the segment of $\phi$ along the direction $\beta\alpha$, e.g., project $p$ to $q$ in Figure 4. Note that the length of leaf-pair $\varphi$ is at least $\delta/2$ according to Property 10. Thus, there is no point between $\lambda$ and $\xi$ as long as $d_0 > 2$. Formally, we denote the operation by

$$\hat{A}_\phi \leftarrow \text{Proj} \left[ \bigcup_{\varphi \prec \phi, \varphi \in \Phi} T_\varphi \right] \cup \lambda. \quad (1)$$

Pair $\phi$ is not the first internal-pair: According to the DFS preorder, we have already constructed the subtrees rooted at $\varphi \prec \phi$. We project all points $p \in \bigcup_{\varphi \prec \phi, \varphi \in \Phi} T_\varphi$ to the segment of $\phi$ along the direction $\beta\alpha$. Let the partition set $\hat{A}_\phi$ of $\phi$ be the set of the projected points falling inside the segment of $\phi$. If several points overlap, we keep only one of them. Formally, we denote the operation by

$$\hat{A}_\phi \leftarrow \text{Proj} \left[ \bigcup_{\varphi \prec \phi, \varphi \in \Phi} T_\varphi \right]. \quad (2)$$

− Refinement. The partition points of $\phi$ divide the segment of $\phi$ into pieces. In order to maintain Property 10, we need to ensure that all non-empty pieces of $\phi$ have approximately

4 If the projected point falls outside the segment of $\phi$, we do not need to add a normal point.
the same length. We call this process the refinement operation. After the projection, we obtain a candidate partition set $\hat{A}_\phi$ of $\phi$ (defined in (1) and (2)). However, note that the length between the pieces may differ a lot.

W.l.o.g., suppose pair $\phi$ has unit length, $|\hat{A}_\phi| = n$ and $n > d_0$.\(^5\) Suppose $\phi = (u_1, u_2)$. We distinguish two cases based on whether the first point $u_1$ is a partition point or an apex point.

- If $u_1$ is an apex point, we mark the piece incident on $u_2$. See Figure 5a for an illustration, in which $(u_1, u_2) = (\beta, \alpha_1)$ and piece $\alpha_1 \eta_1$ is the marked piece.
- If $u_1$ is a partition point, we mark the pieces incident on $u_1$ and $u_2$. See Figure 5b for an illustration, in which $(u_1, u_2) = (\alpha_2, \beta)$ and piece $\alpha_2 \eta_2$ and $\xi_2 \beta$ are the marked pieces.

We do not add any point in the marked pieces under refinement. Consider two sibling pairs $(\beta, \alpha_1)$ and $(\alpha_2, \beta)$ where $\beta$ is an apex point. Suppose $\alpha_1 \eta_1, \alpha_2 \eta_2, \xi_2 \beta$ are the marked pieces of the two pairs and $\xi_1$ is the point on the segment $\beta \alpha_1$ which is projected to $\xi_2$.\(^6\) Then $|\xi_1 \xi_2| = |\xi_2 \beta|$ and $|\alpha_1 \eta_1| = |\alpha_2 \eta_2|$ after the refinement. See Figure 5 for an example.

Denote the length of the $i^{th}$ piece (defined by $\hat{A}_\phi$) by $\delta_i$. Let $\delta_0 = 1/n^2$. Except for the marked pieces, for each piece which is at least twice longer than $\delta_0$, we place $\lceil \delta_i / \delta_0 \rceil - 1$ equidistant points on the piece, which divide the piece into $\lceil \delta_i / \delta_0 \rceil$ equal-length parts.

We call this process the refinement and denote the resulting point set by

$$A_\phi \leftarrow \text{Refine}(\hat{A}_\phi).$$

Note that The number of points added in the refinement process is at most $O(n^2)$ since the segment of pair $\phi$ has unit length and $\delta_0 \geq 1/n^2$. We call each piece whose length is less than $\delta_0$ a short piece. The short pieces remain unchanged before and after the refinement. Moreover, the refinement does not introduce any new short piece for the pair. In the full version, we prove that the sum of lengths of the short pieces is less than $1/d_0$.

**Deciding Emptiness, Leaf-Pairs and Internal-Pairs**

We defer the details to the full version and just give the definitions here. In the full version, we will prove Property 10 and provide more properties of the construction.

Consider a pair $\phi$ whose apex point is $\beta$ and partition point is $\alpha$.\(^7\) We let the piece incident on the apex point $\beta$ and the short pieces be empty and the other pieces be non-empty.

For each non-empty piece, we generate one apex point. As we have discussed before, the apex set $B_\phi$ induces the set $\Phi$ of child-pairs of $\phi$. Let the three pairs closest to $\alpha$ and two pairs closest to $\beta$ be leaf-pairs. We do not further expand the tree from the leaf-pairs. Let the other pairs be the internal-pairs.

Overall, after the projection and refinement process, we can generate the gadget for any pair in the tree. We denote this process by

$$G_\phi \leftarrow \text{Proj-Refn}(\phi).$$

In the full version, we prove that the Property 10 and 11 hold under the construction and provide some other properties about the construction.

---

\(^5\) If $n \leq d_0$, we repeatedly split the inner pieces (i.e., all pieces except for the two pieces incident on the points of $\phi$) into two equal-length pieces until the number of the points in $\hat{A}_\phi$ is larger than $d_0$.

\(^6\) Point $\xi_1$ must exist since $\xi_2$ is a projected point and there is no point in the marked piece $\xi_2 \beta$.

\(^7\) Note that the first point of a pair can be either apex point or partition point. Here, $\phi = (\alpha, \beta)$ or $\phi = (\beta, \alpha)$ depending on whether first point of $\phi$ is apex point or not.
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Figure 6 The overview of the hinge set decomposition. Roughly speaking, each set of points covered by a green rectangle \( \Box \) is a hinge set. Recursively, we can further decompose the points covered by shadowed rectangle \( \sqcap \) into hinge sets.

(a) The hinge set centered on an apex point. (b) The hinge set centered on a partition point. (c) The hinge set consisting of the leaf-pairs at level-\( m \).

Figure 7 The hinge sets centered on a point in an internal-pair.

4 Hinge set decomposition of the normal points

We decompose \( \mathcal{P}_m^n \) into a collection of sets of points such that each normal point belongs to exactly one set. We call these sets hinge sets. Briefly speaking, each hinge set is a set of points which are close geometrically. See Figure 6 for an overview. Consider a pair \( \hat{\phi} \) at level-\( l \), \( l < m - 1 \) with partition point set \( \hat{A}_{\hat{\phi}} \) and apex point set \( \hat{B}_{\hat{\phi}} \). Let \( \hat{\Phi} \) be the set of the child-pairs of \( \hat{\phi} \).

Formally, the hinge sets are defined as follows.

- The hinge set centered on a point \( \beta \in \hat{B}_{\hat{\phi}} \) which belongs to one or two internal-pairs in \( \hat{\Phi} \): We denote the two pairs by \( \varphi \) and \( \phi \). The hinge set centered at \( \beta \) includes: \( \beta \) itself, the child-pair of \( \varphi \) closest to \( \beta \) (denoted by \( (\xi_1, \xi_2) \) in Figure 7a) and the child-pair of \( \phi \) closest to \( \beta \) (denoted by \( (\eta_1, \eta_2) \) in Figure 7a). \(^8\)

- The hinge set centered on a point \( \alpha \in \hat{A}_{\hat{\phi}} \) which belongs to one or two internal-pairs in \( \hat{\Phi} \): We denote the two pairs by \( \varphi \) and \( \phi \). The hinge set centered on \( \alpha \) includes: \( \alpha \) itself, the two child-pairs closest to \( \alpha \) of \( \varphi \) and \( \phi \) respectively (denoted by \( (\xi_2, \xi_1) \) and \( (\eta_1, \eta_2) \) in Figure 7b). \(^9\)

W.l.o.g., we process the points \( \mu_1 \) and \( \mu_2 \) in the root pair in the same way as the partition points in \( \mathcal{A}_{(\mu_1, \mu_2)} \). So far, some points at level-\( m \) still do not belong to any hinge set.

- The hinge set consisting of the leaf-pairs at level-\( m \): Consider any pair \( \phi = (w_1, w_2) \) at level-(\( m - 1 \)). Define the set difference of \( \mathcal{A}_\phi \cup \mathcal{B}_\phi \) and the hinge sets centered on \( w_1 \) and \( w_2 \) as a hinge set. \(^10\) See Figure 7c.

Overall, we decompose the points \( \mathcal{P}_m^n \) into a collection of hinge sets.

Lemma 12. Each point \( p \) in \( \mathcal{P}_m^n \) belongs to exactly one hinge set.

---

\(^8\) Note that \( \xi_1, \xi_2, \eta_1, \eta_2 \) only belong to leaf-pairs.

\(^9\) There is a degenerated case in which \( \alpha \) is an isolated point which does not belong to any internal-pair in \( \hat{\Phi} \). We process the case in the full version.

\(^10\) Although these points form the leaf-pairs at level-\( m \), these leaf-pairs are the “candidate internal-pairs” to generate the points at level-(\( m + 1 \)).
Order of the hinge sets. We define the total order of all hinge sets. We denote the order by \( \prec_h \), which is different from the previous order \( \prec \). The \( \prec_h \) is in fact consistent with the order of traversing the fractal path from \( \mu_1 \) to \( \mu_2 \). Rigorously, we define \( \prec_h \) in the full version.

Definition 13 (Long range connection). We call an edge connecting two points in two non-adjacent hinge sets a long range connection.

If there is no long range connection, the total order of the hinge sets corresponds to the ordering of the shortest path from \( \mu_1 \) to \( \mu_2 \) in the final construction. It means that each hinge set has at least one point on the shortest path between \( \mu_1 \) and \( \mu_2 \) and the order of these points is consistent with \( \prec_h \). However, there indeed exist long range connections among normal points. Fortunately, the long range connections in \( \YY_{2k+1}(P_m^n) \) have relatively simple form. After introducing some auxiliary points (in Section 5), we can cut the long range connections without introducing any new long range connections.

Now, we examine long range connections in \( \YY_{2k+1}(P_m^n) \). We give the sketch below and defer the details to the full version. Intuitively, these properties result from Property 7 which does not hold for even Yao-Yao graphs.

First, we claim that if we can cut all long range connections between the points in \( T_\phi \) and \( T_\varphi \) for any two sibling pairs \( \phi \) and \( \varphi \), then there is no long range connection.

Then, we consider the long range connections between two subtrees of any two sibling pairs. Consider two sibling pairs \( \phi \) and \( \varphi \) with subtrees \( T_\phi \) and \( T_\varphi \) respectively. Suppose \( p \) belongs to \( T_\phi \) and \( q \) belongs to \( T_\varphi \). We prove that if directed edge \( \overrightarrow{pq} \) is in \( \YY_{2k+1}(P_m^n) \), then \( \phi \prec \varphi \).

Finally, we consider the possible long range connection from \( T_\phi \) to \( T_\varphi \) for \( \phi \prec \varphi \). Suppose \( p \) belongs to \( T_\phi \). Note that the points of \( T_\varphi \) are located in at most two cones of \( p \) based on Property 10. We prove that for each point \( p \), only one of the two cones may contain a long range connection. Moreover, there exists a cone boundary \( pu \) such that (1) the long range connection is on the cone boundary if \( pu \) is in the cone, (2) or there is a point \( q \in G_\varphi \) on \( pu \) and \( |pq| < |pv| \) for any point \( v \) in the cone if \( pu \) is not in the cone.\(^{11}\)

5 The positions of auxiliary points

We discuss how to use the auxiliary points to cut the long range connections in the Yao-Yao graph \( \YY_{2k+1}(P_m^n) \). Denote the set of auxiliary points by \( P_m^n \). Let \( P_m = P_m^n \cup P_m \). First, we consider a simple example to see how auxiliary points work. Consider three points \( u, v \) and \( w \). Line \( uw \) is horizontal, and \( \angle wvu = \angle wvu = \theta/2 \). The point \( \xi_1 \) and \( \xi_2 \) are two points on segment \( uw \) and \( vw \) respectively. \( \xi_1 \xi_2 \) is horizontal. See Figure 8. Note that the polar angles of a cone in the Yao-Yao graph belong to a left side half-open interval in the counterclockwise direction. Thus, \( uv \) is in the \( \YY_{2k+1} \) graph, which is the shortest path between \( u \) and \( v \). However, we can add an auxiliary point \( r \) close to \( v \) and \( vr < \theta/2 \). Then, the shortest path between \( uv \) becomes \( u\xi_1 \xi_2 vr \).

The positions of the auxiliary points. Let \( \Delta \) be the minimum distance between any two normal points and \( n \) be the number of the normal points. Recall that we partition the root pair \( \mu_1, \mu_2 \) into \( d_0 \) equidistant pieces. Let \( \gamma \) be a very small angle, such as \( \gamma = \theta d_0^{-1} \). Let

\(^{11}\)Since a cone is a half-open interval in the counterclockwise direction, each cone has one boundary outside the cone.
It is slightly different from the first case. We add two auxiliary points with distance slightly larger than \(d \gg \sigma > 1\). Note that the candidate centers belong to \(G_{\phi}\). The concept of long range connections can be extended in the DFS preorder w.r.t. \(r \in G_{\phi}\) is the closest point to \(p\) on segment \(pq\).\(^{12}\) We call \(r\) a candidate center of auxiliary points.

We traverse \(T\) in the DFS preorder. Each time we reach a pair \(\phi\), we find all candidate centers in \(G_{\phi}\) and add auxiliary points centered on them.\(^{13}\) Moreover, let the order of \(\phi\) in the DFS preorder w.r.t. \(T\) be \(\kappa\). The distance between the auxiliary point and its center just depends on \(\kappa\). Let \(\phi = (v_1, v_2)\) and \((v_1, v_2)\) be the parent-pair of \(\phi\). There are two cases according to \(\angle(v_1v_2, w_1w_2) = \theta/2\) or \(-\theta/2\).

- \(\angle(v_1v_2, w_1w_2) = \theta/2\) (see Figure 9a and 9b):
  - If \(q = w_1\), do not add auxiliary point.
  - If \(q = w_2\), we add the point \(\eta\) such that \(\angle(w_2w_1, w_2\eta) = -\gamma\) and \(|w_2\eta| = \sigma^\gamma\chi^{-1}\).
  - Otherwise, we add two points \(\eta_1\) and \(\eta_2\) centered on \(q\) such that \(\angle(w_2w_1, q\eta_1) = \angle(w_2w_1, q\eta_2) = -\gamma\) and \(|q\eta_1| = |q\eta_2| = \sigma^\gamma\chi^{-1}\).

- \(\angle(v_1v_2, w_1w_2) = -\theta/2\) (see Figure 9c and 9d):
  - If \(q = w_1\), do not add auxiliary point.
  - If \(q = w_2\), we add the point \(\eta\) such that \(\angle(w_2w_1, w_2\eta) = \gamma\) and \(|w_2\eta| = \sigma^\gamma\chi^{-1}\).
  - If \(p\) and \(q\) are in the same hinge set (i.e., \(p, q\) are the points \(\xi_1, \xi_2\) in Figure 9c or 9d), we add two points \(\eta_1\) and \(\eta_2\) centered on \(q\) such that \(\angle(w_3w_1, q\eta_1) = \angle(w_2w_1, q\eta_2) = \gamma\) and \(|q\eta_1| = |q\eta_2| = \sigma^\gamma\chi^{-1} + \epsilon_0\) where \(\epsilon_0\) is much less than the distance between any two points in \(P_m\).\(^{14}\)
    - Otherwise, we add two points \(\eta_1\) and \(\eta_2\) centered on \(q\) such that \(\angle(w_2w_1, q\eta_1) = \angle(w_2w_1, q\eta_2) = \gamma\) and \(|q\eta_1| = |q\eta_2| = \sigma^\gamma\chi^{-1}\).

Let extended hinge set consist of the normal points in the hinge set and the auxiliary points centered on these normal points. The concept of long range connections can be extended to the extended hinge sets. Then, there is no long range connection in \(\mathcal{YY}_{2k+1}(P_m)\).

\(^{12}\) \(r\) may not be \(q\). See the full version for the proof of the existence of \(r\).

\(^{13}\) Note that the candidate centers belong to \(G_{\phi}\), may not belong to \(\phi\) itself.

\(^{14}\) It is slightly different from the first case. We add two auxiliary points with distance slightly larger than \(\sigma^\gamma\chi^{-1}\). The reason is that the cone is half-open half-close in the counterclockwise direction. It will help a lot to unify the proof in the same framework.
We defer the detailed proof to the full version. First, we prove that if for any two sibling pairs \( \phi \) and \( \varphi \) in \( \mathcal{T} \) at level \( l \) for \( l \leq m - 1 \), there is no long range connection between the points in \( \mathcal{T}_\phi \) and \( \mathcal{T}_\varphi \), then there is no long range connection (see Claim 17 in the full version). Next, for any \( l \leq m - 1 \), we examine any two points \( p \) and \( q \) which belong to \( \mathcal{T}_\phi \) and \( \mathcal{T}_\varphi \) respectively, where \( \phi \) and \( \varphi \) are two sibling pairs at level-\( l \). We give a necessary condition when there is an edge \( pq \) in \( \mathcal{Y}_Y^{2k+1}(\mathcal{P}_m) \) (see Lemma 25 in the full version). We also provide some useful properties about the construction (see Property 24 in the full version). These properties indicate that for any possible long range connection, we can always find a point \( r \) (see point \( r \) in Figure 8 for an example) to break the connection (see Lemma 26 in the full version).

Finally, we can prove that the shortest paths between \( \mu_1 \) and \( \mu_2 \) in the root pair should pass through all extended hinge sets in order, hence, diverges as \( m \) approaches infinity.

\[ \text{Lemma 16.} \quad \text{The length of the shortest path between } \mu_1 \text{ and } \mu_2 \text{ in } \mathcal{Y}_Y^{2k+1}(\mathcal{P}_m) \text{ for } k \geq 3 \text{ is at least } p^m \text{, for some } p = (1 - O(d_0^{-1})) \cdot \cos^{-1}(\theta/2). \text{ Thus, by setting } d_0 > \lceil 6(1 - \cos(\theta/2))^{-1} \rceil, \text{ the length diverges as } m \text{ approaches infinity.} \]
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Abstract

Updating an abstract Voronoi diagram in linear time, after deletion of one site, has been an open problem for a long time. Similarly for various concrete Voronoi diagrams of generalized sites, other than points. In this paper we present a simple, expected linear-time algorithm to update an abstract Voronoi diagram after deletion. We introduce the concept of a Voronoi-like diagram, a relaxed version of a Voronoi construct that has a structure similar to an abstract Voronoi diagram, without however being one. Voronoi-like diagrams serve as intermediate structures, which are considerably simpler to compute, thus, making an expected linear-time construction possible. We formalize the concept and prove that it is robust under an insertion operation, thus, enabling its use in incremental constructions.
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1 Introduction

The Voronoi diagram of a set $S$ of $n$ simple geometric objects, called sites, is a well-known geometric partitioning structure that reveals proximity information for the input sites. Classic variants include the nearest-neighbor, the farthest-site, and the order-$k$ Voronoi diagram of $S$ ($1 \leq k < n$). Abstract Voronoi diagrams [11] offer a unifying framework for various concrete and well-known instances. Some classic Voronoi diagrams have been well investigated, with optimal construction algorithms available in many cases, see e.g., [2] for references and more information or [16] for numerous applications.

For certain tree-like Voronoi diagrams in the plane, linear-time construction algorithms have been well-known to exist, see e.g., [1, 7, 13, 8]. The first technique was introduced by Aggarwal et al. [1] for the Voronoi diagram of points in convex position, given the order of points along their convex hull. It can be used to derive linear-time algorithms for other fundamental problems: (1) updating a Voronoi diagram of points after deletion of one site in
time linear to the number of the Voronoi neighbors of the deleted site; (2) computing the farthest Voronoi diagram of point-sites in linear time, after computing their convex hull; (3) computing the order-\((k+1)\) subdivision within an order-\(k\) Voronoi region. There is also a much simpler randomized approach for the same problems introduced by Chew [7]. Klein and Lingas [13] adapted the linear-time framework [1] to abstract Voronoi diagrams, under restrictions, showing that a Hamiltonian abstract Voronoi diagram can be computed in linear time, given the order of Voronoi regions along an unbounded simple curve, which visits each region exactly once and can intersect each bisector only once. This construction has been extended recently to include forest structures [4] under similar conditions, where no region can have multiple faces within the domain enclosed by a curve. The medial axis of a simple polygon is another well-known problem to admit a linear-time construction, shown by Chin et al. [8].

In this paper we consider the fundamental problem of updating a two-dimensional Voronoi diagram, after deletion of one site, and provide an expected linear-time algorithm to achieve this task. We consider the framework of abstract Voronoi diagrams to simultaneously address the various concrete instances under their umbrella. To the best of our knowledge, no linear-time construction algorithms are known for concrete diagrams of non-point sites, nor for abstract Voronoi diagrams. Related is our expected linear-time algorithm for the concrete farthest-segment Voronoi diagram [10], however, definitions are geometric, relying on star-shapeness and visibility properties of segment Voronoi regions, which do not extend to the abstract model. In this paper we consider a new formulation.

Abstract Voronoi diagrams. Abstract Voronoi diagrams (AVDs) were introduced by Klein [11]. Instead of sites and distance measures, they are defined in terms of bisecting curves that satisfy some simple combinatorial properties. Given a set \(S\) of \(n\) abstract sites, the bisector \(J(p, q)\) of two sites \(p, q \in S\) is an unbounded Jordan curve, homeomorphic to a line, that divides the plane into two open domains: the dominance region of \(p\), \(D(p, q)\) (having label \(p\)), and the dominance region of \(q\), \(D(q, p)\) (having label \(q\)), see Figure 1. The Voronoi region of \(p\) is

\[
\text{VR}(p, S) = \bigcap_{q \in S \setminus \{p\}} D(p, q).
\]

The (nearest-neighbor) abstract Voronoi diagram of \(S\) is \(\mathcal{V}(S) = \mathbb{R}^2 \setminus \bigcup_{p \in S} \text{VR}(p, S)\).

Following the traditional model of abstract Voronoi diagrams (see e.g. [11, 3, 6, 5]) the system of bisectors is assumed to satisfy the following axioms, for every subset \(S' \subseteq S\):

- (A1) Each nearest Voronoi region \(\text{VR}(p, S')\) is non-empty and pathwise connected.
- (A2) Each point in the plane belongs to the closure of a nearest Voronoi region \(\text{VR}(p, S')\).
- (A3) After stereographic projection to the sphere, each bisector can be completed to a Jordan curve through the north pole.
- (A4) Any two bisectors \(J(p, q)\) and \(J(r, t)\) intersect transversally and in a finite number of points. (It is possible to relax this axiom, see [12]).

\(\mathcal{V}(S)\) is a plane graph of structural complexity \(O(n)\) and its regions are simply-connected. It can be computed in time \(O(n \log n)\), randomized [14] or deterministic [11]. To update \(\mathcal{V}(S)\), after deleting one site \(s \in S\), we compute \(\mathcal{V}(S \setminus \{s\})\) within \(\text{VR}(s, S)\). The sequence of

\[\text{VR}(p, S) = \bigcap_{q \in S \setminus \{p\}} D(p, q).\]

A preliminary version contains a gap when considering the linear-time framework of [1], thus, a linear-time construction for the farthest segment Voronoi diagram remains an open problem.
site-occurrences along $\partial \text{VR}(s, S)$ forms a Davenport-Schinzel sequence of order 2 and this constitutes a major difference from the respective problem for points, where no repetition can occur. $\mathcal{V}(S \setminus \{s\}) \cap \text{VR}(s, S)$ contains disconnected Voronoi regions, which introduce several complications. For example, $\mathcal{V}(S') \cap \text{VR}(s, S' \cup \{s\})$ for $S' \subset S \setminus \{s\}$ may contain various faces that are not related to $\mathcal{V}(S \setminus \{s\}) \cap \text{VR}(s, S)$, and conversely, an arbitrary sub-sequence of $\partial \text{VR}(s, S)$ need not correspond to any Voronoi diagram. At first sight, a linear-time algorithm may seem infeasible.

**Our results.** In this paper we give a simple randomized algorithm to compute $\mathcal{V}(S \setminus \{s\})$ within $\text{VR}(s, S)$ in expected time linear on the complexity of $\partial \text{VR}(s, S)$. The algorithm is simple, not more complicated than its counterpart for points [7], and this is achieved by computing simplified intermediate structures that are interesting in their own right. These are Voronoi-like diagrams, having a structure similar to an abstract Voronoi diagram, however, they are not Voronoi structures. Voronoi-like regions are supersets of real Voronoi regions, and their boundaries correspond to monotone paths in the relevant system of bisectors, rather than to an envelope in the same system as in a real Voronoi diagram (see Definition 5). We prove that Voronoi-like diagrams are well-defined, and also they are robust under an insertion operation, thus, making possible a randomized incremental construction for $\mathcal{V}(S \setminus \{s\}) \cap \text{VR}(s, S)$ in linear time. We expect the concept to find uses in other Voronoi computations, where computing intermediate relaxed structures may simplify the entire computation. A first candidate in this direction is the linear-time framework of Aggarwal et al. [1] that we plan to investigate next.

Our approach can be adapted (in fact, simplified) to compute in expected linear time the farthest abstract Voronoi diagram, after the sequence of its faces at infinity is known. The latter sequence can be computed in time $O(n \log n)$. We also expect that our algorithm can be adapted to compute the order-$(k+1)$ subdivision within an order-$k$ abstract Voronoi region in expected time linear on the complexity of the region boundary. Our technique can be applied to concrete diagrams that may not strictly fall under the AVD model such as Voronoi diagrams of line segments that may intersect and of planar straight-line graphs (including simple and non-simple polygons).

\section{Preliminaries}

Let $S$ be a set of $n$ abstract sites (a set of indices) that define an admissible system of bisectors in the plane $J = \{J(p, q) : p \neq q \in S\}$, which fulfills axioms (A1)–(A4) for every $S' \subseteq S$. The (nearest) Voronoi region of $p$ is $\text{VR}(p, S) = \bigcap_{q \in S \setminus \{p\}} D(p, q)$ and the Voronoi diagram of $S$ is $\mathcal{V}(S) = \mathbb{R}^2 \setminus \bigcup_{p \in S} \text{VR}(p, S)$, see, e.g., Figure 2.

\footnotetext[2]{The adaptation is non-trivial, thus, we only make a conjecture here and plan to consider details in subsequent work.}
Bisectors that have a site \( p \) in common are called \( p \)-related or simply related; related bisectors can intersect at most twice \([11, \text{Lemma 3.5.2.5}]\). When two related bisectors \( J(p, q) \) and \( J(p, r) \) intersect, bisector \( J(q, r) \) also intersects with them at the same point(s) \([11]\), and these points are the Voronoi vertices of \( \mathcal{V}(\{p, q, r\}) \), see Figure 2. Since any two related bisectors in \( \mathcal{J} \) intersect at most twice, the sequence of site occurrences along \( \partial \mathcal{V}(p, S) \), \( p \in S \), forms a Davenport-Schinzel sequence of order 2 \((\text{by } [19, \text{Theorem 5.7}])\).

To update \( \mathcal{V}(S) \) after deleting one site \( s \in S \), we compute \( \mathcal{V}(S \setminus \{s\}) \) within \( \mathcal{V}(s, S) \), i.e., compute \( \mathcal{V}(S \setminus \{s\}) \cap \mathcal{V}(s, S) \). Its structure is given in the following lemma. Figure 7(a) illustrates \( \mathcal{V}(S \setminus \{s\}) \cap \mathcal{V}(s, S) \) (in red) for a bounded region \( \mathcal{V}(s, S) \), where the region’s boundary is shown in bold.

\begin{lemma}
\( \mathcal{V}(S \setminus \{s\}) \cap \mathcal{V}(s, S) \) is a forest having exactly one face for each Voronoi edge of \( \partial \mathcal{V}(s, S) \). Its leaves are the Voronoi vertices of \( \partial \mathcal{V}(s, S) \), and points at infinity if \( \mathcal{V}(s, S) \) is unbounded. If \( \mathcal{V}(s, S) \) is bounded then \( \mathcal{V}(S \setminus \{s\}) \cap \mathcal{V}(s, S) \) is a tree.
\end{lemma}

Let \( \Gamma \) be a closed Jordan curve in the plane large enough to enclose all the intersections of bisectors in \( \mathcal{J} \), and such that each bisector crosses \( \Gamma \) exactly twice and transversally. Without loss of generality, we restrict all computations within \( \Gamma \).\(^3\) The curve \( \Gamma \) can be interpreted as \( J(p, s_\infty) \), for all \( p \in S \), where \( s_\infty \) is an additional site at infinity. Let the interior of \( \Gamma \) be denoted as \( D_\Gamma \). Our domain of computation is \( D_s = \mathcal{V}(s, S) \cap D_\Gamma \), see Figure 3; we compute \( \mathcal{V}(S \setminus \{s\}) \cap D_s \).

The following lemmas are used as tools in our proofs. Let \( C_p \) be a cycle of \( p \)-related bisectors in the arrangement of bisectors \( \mathcal{J} \cup \Gamma \). If for every edge in \( C_p \) the label \( p \) appears on the outside of the cycle then \( C_p \) is called \( p \)-inverse, see Figure 4(a). If the label \( p \) appears only inside \( C_p \) then \( C_p \) is called a \( p \)-cycle, see Figure 4(b). By definition, \( \mathcal{V}(p, S) \subseteq C_p \) for any \( p \)-cycle \( C_p \). A \( p \)-inverse cycle cannot contain pieces of \( \Gamma \).

\begin{lemma}
In an admissible bisector system there is no \( p \)-inverse cycle.
\end{lemma}

**Proof.** The farthest Voronoi region of \( p \) is \( \mathcal{FVR}(p, S) = \bigcap_{q \in S \setminus \{p\}} D(q, p) \). By its definition, \( \mathcal{FVR}(p, S) \) must be enclosed in any \( p \)-inverse cycle \( C_p \). But farthest Voronoi regions must be unbounded \([15, 3]\) deriving a contradiction. \hfill \( \blacksquare \)

The following transitivity lemma is a consequence of transitivity of dominance regions \([3, \text{Lemma 2}]\) and the fact that bisectors \( J(p, q), J(q, r), J(p, r) \) intersect at the same point(s).

\begin{lemma}
Let \( z \in \mathbb{R}^2 \) and \( p, q, r \in S \). If \( z \in D(p, q) \) and \( z \in D(q, r) \), then \( z \in D(p, r) \).
\end{lemma}

We make a general position assumption that no three \( p \)-related bisectors intersect at the same point. This implies that Voronoi vertices have degree 3.

\(^3\) The presence of \( \Gamma \) is conceptual and its exact position unknown; we never compute coordinates on \( \Gamma \).
3 Problem formulation and definitions

Let \( S \) denote the sequence of Voronoi edges along \( \partial VR(s,S) \), i.e., \( S = \partial VR(s,S) \cap D_r \). We consider \( S \) as a cyclically ordered set of arcs, where each arc is a Voronoi edge of \( \partial VR(s,S) \). Each arc \( \alpha \in S \) is induced by a site \( s_\alpha \in S \setminus \{s\} \) such that \( \alpha \subseteq J(s,s_\alpha) \). A site \( p \) may induce several arcs on \( S \); recall, that the sequence of site occurrences along \( \partial VR(s,S) \) is a Davenport-Schinzel sequence of order 2.

We can interpret the arcs in \( S \) as sites that induce a Voronoi diagram \( V(S) \), where \( V(S) = V(S \setminus \{s\}) \cap D_s \) and \( D_s = VR(s,S) \cap D_r \). Figure 7(a) illustrates \( S \) and \( V(S) \) in black (bold) and red, respectively. By Lemma 1, each face of \( V(S \setminus \{s\}) \cap D_s \) is incident to exactly one arc in \( S \). In this respect, each arc \( \alpha \) in \( S \) has a Voronoi region, \( VR(\alpha,S) \), which is the face of \( V(S \setminus \{s\}) \cap D_s \) incident to \( \alpha \).

For a site \( p \in S \) and \( S' \subseteq S \), let \( J_{p,S'} = \{J(p,q) \mid q \in S',q \neq p\} \) denote the set of all \( p \)-related bisectors involving sites in \( S' \). The arrangement of a bisector set \( J \) is denoted by \( A(J) \). \( A(J_{p,S'}) \) may consist of more than one connected components.

\[\text{Definition 4.} \quad \text{A path } P \text{ in } J_{p,S'} \text{ is a connected sequence of alternating edges and vertices of the arrangement } A(J_{p,S'}). \text{ An arc } \alpha \text{ of } P \text{ is a maximally connected set of consecutive edges and vertices of the arrangement along } P, \text{ which belong to the same bisector. The common endpoint of two consecutive arcs of } P \text{ is a vertex of } P. \text{ An arc of } P \text{ is also called an edge.}\]

Two consecutive arcs in a path \( P \) are pieces of different bisectors. We use the notation \( \alpha \in P \) for referring to an arc \( \alpha \) of \( P \). For \( \alpha \in P \), let \( s_\alpha \in S \) denote the site in \( S \) that \textit{induces} \( \alpha \), where \( \alpha \subseteq J(p,s_\alpha) \).

\[\text{Definition 5.} \quad \text{A path } P \text{ in } J_{p,S'} \text{ is called } p\text{-monotone if any two consecutive arcs } \alpha,\beta \in P, \text{ where } \alpha \subseteq J(p,s_\alpha) \text{ and } \beta \subseteq J(p,s_\beta), \text{ induce the Voronoi edges of } \partial VR(p,\{p,s_\alpha,s_\beta\}), \text{ which are incident to the common endpoint of } \alpha,\beta \text{ (see Figure 5).}\]

\[\text{Definition 6.} \quad \text{The envelope of } J_{p,S'}, \text{ with respect to site } p, \text{ is } env(J_{p,S'}) = \partial VR(p,S' \cup \{p\}), \text{ called a } p\text{-envelope (see Figure 6(a)).}\]

Figure 6 illustrates two \( p \)-monotone paths, where the path in Figure 6(a) is a \( p \)-envelope. Notice, \( S \) is the envelope of the \( s \)-related bisectors in \( J \), \( S = env(J_{s,S\setminus\{s\}}) \cap D_r \). A \( p \)-monotone path that is not a \( p \)-envelope can be a Davenport-Schinzel sequence of order \( > 2 \), with respect to site occurrences in \( S \setminus \{s\} \).

The system of bisectors \( J_{p,S'} \) may consist of several connected components. For convenience, in order to unify the various connected components of \( A(J_{p,S'}) \) and to consider its \( p \)-monotone paths as single curves, we include the curve \( \Gamma \) in the corresponding system of bisectors. Then, \( env(J_{p,S'} \cup \Gamma) \) is a closed \( p \)-monotone path, whose connected components in \( J_{p,S'} \) are interleaved with arcs of \( \Gamma \).
Figure 7 (a) illustrates \( S \) in black (bold) and \( \mathcal{V}(S) \) in red, \( S = (\alpha, \beta, \gamma, \delta, \varepsilon, \zeta, \eta, \vartheta) \). (b) illustrates \( \mathcal{V}_l(P) \) for a boundary curve \( P = (\alpha, \beta, \gamma, \delta, \varepsilon, \eta, g) \) for \( S' \), where \( S' = (\alpha, \beta, \gamma, \varepsilon, \eta) \) is shown in bold. The arcs of \( P \) are original except the auxiliary arc \( \beta' \) and the \( \Gamma \)-arc \( g \).

**Definition 7.** Consider \( S' \subseteq S \) and let \( S' = \{ s_\alpha \in S \mid \alpha \in S' \} \subseteq S \backslash \{ s \} \) be its corresponding set of sites. A closed s-monotone path in \( J_{s, S'} \cup \Gamma \) that contains all arcs in \( S' \) is called a boundary curve for \( S' \). The part of the plane enclosed in a boundary curve \( P \) is called the domain of \( P \), and it is denoted by \( D_P \). Given \( P \), we also use notation \( S_P \) to denote \( S' \).

A set of arcs \( S' \subset S \) can admit several different boundary curves. One such boundary curve is its envelope \( E = s_\text{env}(J_{s, S'} \cup \Gamma) \). Figure 7(b) illustrates a boundary curve for \( S' \subseteq S \), where \( S \) is the set of arcs in Figure 7(a).

A boundary curve \( P \) in \( J_{s, S'} \cup \Gamma \) consists of pieces of bisectors in \( J_{s, S'} \), called boundary arcs, and pieces of \( \Gamma \), called \( \Gamma \)-arcs. \( \Gamma \)-arcs correspond to openings of the domain \( D_P \) to infinity. Among the boundary arcs, those that contain an arc of \( S' \) are called original and others are called auxiliary arcs. Original boundary arcs are expanded versions of the arcs in \( S' \). To distinguish between them, we call the elements of \( S \) core arcs and use an * in their notation. In Figure 7 the core arcs are illustrated in bold.

For a set of arcs \( S' \subseteq S \), we define the Voronoi diagram of \( S' \subseteq S \) as \( \mathcal{V}(S') = \mathcal{V}(S') \cap D_E \), where \( E \) is the s-envelope \( s_\text{env}(J_{s, S'} \cup \Gamma) \). \( \mathcal{V}(S') \) can be regarded as the Voronoi diagram of the envelope \( E \), thus, it can also be denoted as \( \mathcal{V}(E) \). The face of \( \mathcal{V}(S') \) incident to an arc \( \alpha \in E \) is called the Voronoi region of \( \alpha \) and is denoted by \( \mathcal{V}(\alpha, S') \). We would like to extend the definition of \( \mathcal{V}(S') \) to any boundary curve stemming out of \( S' \). To this goal we define a Voronoi-like diagram for any boundary curve \( P \) of \( S' \). Notice, \( D_s \subseteq D_E \subseteq D_P \).

**Definition 8.** Given a boundary curve \( P \) in \( J_{s, S'} \cup \Gamma \), a Voronoi-like diagram of \( P \) is a plane graph on \( J(S') = \{ (p, q) \in J \mid p, q \in S' \} \) inducing a subdivision on the domain \( D_P \) as follows (see Figure 7(b)):

1. There is exactly one face \( R(\alpha) \) for each boundary arc \( \alpha \) of \( P \), and \( \partial R(\alpha) \) consists of the arc plus an \( s_\alpha \)-monotone path in \( J_{s, S'} \cup \Gamma \).
2. \( \bigcup_{\alpha \in P \cup \Gamma} R(\alpha) = D_P \).

The Voronoi-like diagram of \( P \) is \( \mathcal{V}_l(P) = D_P \backslash \bigcup_{\alpha \in P} R(\alpha) \).

Voronoi-like regions in \( \mathcal{V}_l(P) \) are related to real Voronoi regions in \( \mathcal{V}(S') \) as supersets, as shown in the following lemma. In Figure 7(b) the Voronoi-like region \( R(\eta) \) is a superset of its corresponding Voronoi region \( \mathcal{V}(\eta, S) \) in (a); similarly for e.g., \( R(\alpha) \). Note that not every boundary curve of \( S' \subset S \) needs to admit a Voronoi-like diagram.

**Lemma 9.** Let \( \alpha \) be a boundary arc in a boundary curve \( P \) of \( S' \) such that a portion \( \tilde{\alpha} \subseteq \alpha \) appears on the s-envelope \( E \) of \( S' \), \( E = s_\text{env}(J_{s, S'} \cup \Gamma) \). Given \( \mathcal{V}_l(P) \), \( R(\alpha) \supseteq \mathcal{V}(\tilde{\alpha}, S') \). If \( \alpha \) is original, then \( R(\alpha) \supseteq \mathcal{V}(\tilde{\alpha}, S') \supseteq \mathcal{V}(\alpha^*, S) \).

**Proof.** By the definition of a Voronoi region, no piece of a bisector \( J(s, \cdot, \cdot) \) can appear in the interior of \( \mathcal{V}(\tilde{\alpha}, S') \), where \( \tilde{\alpha} \in E \) (recall that \( \mathcal{V}(S') = \mathcal{V}(E) \)). Since in addition \( \alpha \supseteq \tilde{\alpha} \), the
Lemma 13. \nonempty component of \partial R \beta \at the same point as \alpha \arc resulting in another component of \partial R \alpha \lies only partially in \VR \alpha. Suppose for the sake of contradiction that there is such a component \VR \alpha. Note that \VR \alpha \subset \VR \alpha^*, by the monotonicity property of Voronoi regions, we also have \VR(\tilde{\alpha}, S') \supseteq \VR(\alpha^*, S').

As a corollary to Lemma 9, the adjacencies of the real Voronoi diagram \mathcal{V}(S') are preserved in \mathcal{V}(\mathcal{P}), for all arcs that are common to the envelope \mathcal{E} and the boundary curve \mathcal{P}. In addition, \mathcal{V}(\mathcal{E}) coincides with the real Voronoi diagram \mathcal{V}(S').

**Corollary 10.** \mathcal{V}(\mathcal{E}) = \mathcal{V}(S'). This also implies \mathcal{V}(S) = \mathcal{V}(S).

The following Lemma 11 gives a basic property of Voronoi-like regions that is essential for subsequent proofs. To establish it we first need the following observation.

**Lemma 11.** \mathcal{D}_\mathcal{P} \cannot contain a p-cycle of \mathcal{J}(S_\mathcal{P}) \cup \Gamma, for any \ p \ in \ S_\mathcal{P}.

**Proof.** Let \ p \ in \ S_\mathcal{P} \ define an original arc along \mathcal{P}. This arc is bounding \VR(\mathcal{P}, S_\mathcal{P}) \cup \mathcal{P} \cup \{s\}, thus, it must have a portion within \VR(\mathcal{P}, S_\mathcal{P}). Hence, \VR(\mathcal{P}, S_\mathcal{P}) \ has a non-empty intersection with \mathbb{R}^2 \setminus \mathcal{D}_\mathcal{P}. But any arc \ p \ in \ S_\mathcal{P} \ must be enclosed within any \ p\-cycle of \mathcal{J}(S_\mathcal{P}) \cup \Gamma, by its definition. Thus, no such \ p\-cycle can be contained in \mathcal{D}_\mathcal{P}. Refer to Figure 8.

**Lemma 12.** Suppose bisector \mathcal{J}(s_\alpha, s_\beta) \ appears within \mathcal{R}(\alpha) (see Figure 9). For any connected component \ e \ of \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha) \ that is not intersecting \alpha, the label \ s_\alpha \ must appear on the same side of \ e \ as \alpha. Let \partial R_\mathcal{P}(\alpha) \ denote the portion of \partial R(\alpha) \ cut out by such a component \ e, \ at opposite side from \alpha. Then \partial R_\mathcal{P}(\alpha) \subseteq D(s_\beta, s_\alpha).

By Lemma 12, any components of \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha) \ must appear sequentially along \partial R(\alpha).

**Proof.** Suppose for the sake of contradiction that there is such a component \ e \subseteq \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha) \ with the label \ s_\alpha \ appearing at opposite side of \ e \ as \alpha (see Figure 10). Then \ e \ and \partial R(\alpha) \ form an \ s_\alpha\-cycle \mathcal{C} \ within \mathcal{D}_\mathcal{P}, contradicting Lemma 11. Suppose now that \partial R_\mathcal{P}(\alpha) \ lies only partially in \mathcal{D}(s_\beta, s_\alpha). Then \mathcal{J}(s_\beta, s_\alpha) \ would have to re-enter \mathcal{R}(\alpha) \ at \partial R_\mathcal{P}(\alpha), resulting in another component of \mathcal{J}(s_\beta, s_\alpha) \cap \mathcal{R}(\alpha) \ with an invalid labeling.

The following lemma extends Lemma 12 when a component \ e \ of \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha) \ intersects \alpha. If \mathcal{J}(s_\alpha, s_\beta) \ intersects \alpha then there is also a component \tilde{\beta} \ of \mathcal{J}(s, s_\beta) \cap \mathcal{R}(\alpha) \ intersecting \alpha \ at \ the same point as \ e. If \tilde{\beta} \ has only one endpoint on \alpha, let \partial R_\mathcal{P}(\alpha) \ denote the portion of \partial R(\alpha) \ that is cut out by \ e, at the side of its \ s_\beta\-label (see Figure 11(a)). If both endpoints of \tilde{\beta} \ are on \alpha \ then there are two components of \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha) \ incident to \alpha (see Figure 11(b)); let \partial R_\mathcal{P}(\alpha) \ denote the portion of \partial R(\alpha) \ between these two components.

**Lemma 13.** Let \ e \ be a component of \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha). Then \partial R_\mathcal{P}(\alpha) \subseteq D(s_\beta, s_\alpha).

Using the basic property of Lemma 12 and its extension, we show that if there is any non-empty component of \mathcal{J}(s_\alpha, s_\beta) \cap \mathcal{R}(\alpha), then \mathcal{J}(s, s_\beta) \ must also intersect \mathcal{D}_\mathcal{P}, i.e., there exists a non-empty component of \mathcal{J}(s, s_\beta) \cap \mathcal{D}_\mathcal{P} \ that \ is missing from \mathcal{P}. Using this property and Theorem 18 of the next section, we obtain the following theorem (see Section 5).
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**Theorem 14.** Given a boundary curve $\mathcal{P}$ of $\mathcal{S}' \subseteq \mathcal{S}$, $\mathcal{V}_1(\mathcal{P})$ (if it exists) is unique.

The complexity of $\mathcal{V}_1(\mathcal{P})$ is $O(|\mathcal{P}|)$, where $|\mathcal{P}|$ denotes the number of boundary arcs in $\mathcal{P}$, as it is a planar graph with exactly one face per boundary arc and vertices of degree 3 (or 1).

4 Insertion in a Voronoi-like diagram

Consider a boundary curve $\mathcal{P}$ for $\mathcal{S}' \subseteq \mathcal{S}$ and its Voronoi-like diagram $\mathcal{V}_1(\mathcal{P})$. Let $\beta^*$ be an arc in $\mathcal{S} \setminus \mathcal{S}'$, thus, $\beta^*$ is contained in the closure of the domain $\overline{D_{\mathcal{P}}}$.

We define arc $\beta \supseteq \beta^*$ as the connected component of $J(s, s) \cap D_{\mathcal{P}}$ that contains $\beta^*$ (see Figure 12). We also define an insertion operation $\oplus$, which inserts arc $\beta$ in $\mathcal{P}$ deriving a new boundary curve $\mathcal{P}_\beta = \mathcal{P} \oplus \beta$, and also inserts $R(\beta)$ in $\mathcal{V}_1(\mathcal{P})$ deriving the Voronoi-like diagram $\mathcal{V}_1(\mathcal{P}_\beta) = \mathcal{V}_1(\mathcal{P}) \oplus \beta$. $\mathcal{P}_\beta$ is the boundary curve obtained by deleting the portion of $\mathcal{P}$ between the endpoints of $\beta$, which lies in $D(s_\beta, s)$, and substituting it with $\beta$.

Figure 13 enumerates the possible cases of inserting arc $\beta$ in $\mathcal{P}$ and is summarized in the following observation.

**Observation 15.** Possible cases of inserting arc $\beta$ in $\mathcal{P}$ (see Figure 13). $D_{\mathcal{P}_\beta} \subseteq D_{\mathcal{P}}$.

(a) $\beta$ straddles the endpoint of two consecutive boundary arcs; no arcs in $\mathcal{P}$ are deleted.
(b) Auxiliary arcs in $\mathcal{P}$ are deleted by $\beta$; their regions are also deleted from $\mathcal{V}_1(\mathcal{P}_\beta)$.
(c) An arc $\alpha \in \mathcal{P}$ is split into two arcs by $\beta$; $R(\alpha)$ in $\mathcal{V}_1(\mathcal{P})$ will also be split.
(d) A $\Gamma$-arc is split in two by $\beta$; $\mathcal{V}_1(\mathcal{P}_\beta)$ may switch from being a tree to being a forest.
(e) A $\Gamma$-arc is deleted or shrunk by inserting $\beta$. $\mathcal{V}_1(\mathcal{P}_\beta)$ may become a tree.
(f) $\mathcal{P}$ already contains a boundary arc $\beta \supseteq \beta^*$; then $\beta = \beta$ and $\mathcal{P}_\beta = \mathcal{P}$.

Note that $\mathcal{P}_\beta$ may contain fewer, the same number, or even one extra auxiliary arc compared to $\mathcal{P}$.

**Lemma 16.** The curve $\mathcal{P}_\beta = \mathcal{P} \oplus \beta$ is a boundary curve for $\mathcal{S}' \cup \{\beta^*\}$.

**Proof.** Since $\mathcal{P}$ is a (closed) $s$-monotone path in $\mathcal{F}_{s, \mathcal{S}'} \cup \Gamma$, $\mathcal{P}_\beta$ is also such a path in $\mathcal{F}_{s, \mathcal{S}' \cup \{s_\beta\}} \cup \Gamma$, by construction. No original arc in $\mathcal{P}$ can be deleted by the insertion of $\beta$, because every core arc in $\mathcal{S}$ appears on the envelope $\text{env}(\mathcal{F}_{s, \mathcal{S}} \cup \Gamma)$; thus, such an arc cannot be cut out by the insertion of $\beta$ on $\mathcal{P}$. Hence, $\mathcal{P}_\beta$ contains all arcs in $\mathcal{S}' \cup \{\beta^*\}$. ◀
Given \(V_\beta(\mathcal{P})\) and arc \(\beta\), where \(\beta^* \in \mathcal{S} \setminus \mathcal{S}'\), we define a merge curve \(J(\beta)\), within \(V_\beta(\mathcal{P})\), which delimits the boundary of \(R(\beta)\) in \(V_\beta(\mathcal{P})\). We define \(J(\beta)\) incrementally, starting at an endpoint of \(\beta\). Let \(x\) and \(y\) denote the endpoints of \(\beta\), where \(x, y\) are in counterclockwise order around \(\mathcal{P}_\beta\); refer to Figure 14.

**Definition 17.** Given \(V_\beta(\mathcal{P})\) and arc \(\beta \subset J(s, s_\beta)\), the merge curve \(J(\beta)\) is a path \((v_1, \ldots, v_m)\) in the arrangement of \(\gamma(s_\beta, s_\alpha) \cup \Gamma\), connecting the endpoints of \(\beta\), \(v_1 = x\) and \(v_m = y\). Each edge \(e_i = (v_i, v_{i+1})\) is an arc of a bisector \(J(s_\beta, \cdot)\), called an ordinary edge, or an arc on \(\Gamma\). For \(i = 1\): if \(x \in J(s_\beta, s_\alpha)\), then \(e_1 \subseteq J(s_\beta, s_\alpha)\); if \(x \in \Gamma\), then \(e_1 \subseteq \Gamma\). Given \(v_i\), vertex \(v_{i+1}\) and edge \(e_{i+1}\) are defined as follows (see Figure 14). Wlog we assume a clockwise ordering of \(J(\beta)\).

1. If \(e_i \subseteq J(s_\beta, s_\alpha)\), let \(v_{i+1}\) be the other endpoint of the component \(J(s_\beta, s_\alpha) \cap R(\alpha)\) incident to \(v_i\). If \(v_{i+1} \in J(s_\beta, \cdot) \cap J(s_\beta, s_\alpha)\), then \(e_{i+1} \subseteq J(s_\beta, \cdot)\). If \(v_{i+1} \in \Gamma\), then \(e_{i+1} \subseteq \Gamma\). (In Figure 14, see \(e_1 = e', v_1 = z, v_{i+1} = z')\.)

2. If \(e_i \subseteq \Gamma\), let \(g\) be the \(\Gamma\)-arc incident to \(v_i\). Let \(e_{i+1} \subseteq J(s_\beta, s_\gamma)\), where \(R(\gamma)\) is the first region, incident to \(g\) clockwise from \(v_i\), such that \(J(s_\beta, s_\gamma)\) intersects \(g \cap R(\gamma)\); let \(v_{i+1}\) be this intersection point. (In Figure 14, see \(v_i = v\) and \(v_{i+1} = w\).)

A vertex \(v\) along \(J(\beta)\), is called valid if \(v\) is a vertex in the arrangement \(\mathcal{A}(J(s_\beta, s_\gamma) \cup \Gamma)\) or \(v\) is an endpoint of \(\beta\). The following theorem shows that \(J(\beta)\) is well defined, given \(V_\beta(\mathcal{P})\), and that it forms an \(s_\beta\)-monotone path. We defer its proof to the end of this section.

**Theorem 18.** \(J(\beta)\) is a unique \(s_\beta\)-monotone path in the arrangement of \(s_\beta\)-related bisectors \(J(s_\beta, s_\gamma) \cup \Gamma\) connecting the endpoints of \(\beta\). \(J(\beta)\) can contain at most one ordinary edge per region of \(V_\beta(\mathcal{P})\), with the exception of \(e_1\) and \(e_{m-1}\), when \(v_1\) and \(v_m\) are incident to the same face in \(V_\beta(\mathcal{P})\). \(J(\beta)\) cannot intersect the interior of arc \(\beta\).

We define \(R(\beta)\) as the area enclosed by \(\beta \cup J(\beta)\). Let \(V_\beta(\mathcal{P}) \oplus \beta\) be the subdivision of \(D_{\mathcal{P}_\beta}\) obtained by inserting \(J(\beta)\) in \(V_\beta(\mathcal{P})\) and deleting any portion of \(V_\beta(\mathcal{P})\) enclosed by \(J(\beta)\), i.e., \(V_\beta(\mathcal{P}) \oplus \beta = (V_\beta(\mathcal{P}) \setminus R(\beta)) \cup J(\beta)\) \(\cap D_{\mathcal{P}_\beta}\). We prove that \(V_\beta(\mathcal{P}) \oplus \beta\) is a Voronoi-like diagram. To this goal we need an additional property of \(J(\beta)\).

**Lemma 19.** If the insertion of \(\beta\) splits an arc \(\alpha \in \mathcal{P}\) (Observation 15(c)), then \(J(\beta)\) also splits \(R(\alpha)\) and \(J(\beta) \not\subset R(\alpha)\). In no other case can \(J(\beta)\) split a region \(R(\alpha)\) in \(V_\beta(\mathcal{P})\).
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Proof. Suppose for the sake of contradiction that $\beta$ splits arc $\alpha$ and $J(\beta) \subseteq R(\alpha)$, as shown in Figure 15. Then $J(\beta) = J(s_\alpha, s_\beta) \cap R(\alpha)$ and the bisector $J(s_\alpha, s_\beta)$ together with the arc $\alpha$ form a forbidden $s_\alpha$-inverse cycle, deriving a contradiction to Lemma 2. Thus, $J(\beta)$ must intersect $\partial R(\alpha)$ in $V_1(\mathcal{P})$ and therefore $J(\beta) \not\subseteq R(\alpha)$. By Theorem 18, $J(\beta)$ can only enter some other region at most once. Thus, $J(\beta)$ cannot split any other region.

\begin{lemma}
$V_1(\mathcal{P}) \cup \beta$ is a Voronoi-like diagram for $\mathcal{P}_\beta = \mathcal{P} \cup \beta$, denoted $V_1(\mathcal{P}_\beta)$.
\end{lemma}

Proof. By Theorem 18, $R(\beta)$ fulfills the properties of a Voronoi-like region. Moreover, the updated boundary of any other region $R(\alpha)$ in $V_1(\mathcal{P})$, which is truncated by $J(\beta)$, remains an $s_\alpha$-monotone path. By Lemma 19, $J(\beta)$ cannot split a region $R(\alpha)$ in $V_1(\mathcal{P})$, and thus, it cannot create a face that is not incident to $\alpha$. Therefore, $V_1(\mathcal{P}) \cup \beta$ fulfills all properties of Definition 8.

The tracing of $J(\beta)$ within $V_1(\mathcal{P})$, given the endpoints of $\beta$, can be done similarly to any ordinary Voronoi diagram, see e.g., [11] [2, Ch. 7.5.3] for AVDs, or [9, Ch. 7.4] [18, Ch. 5.5.2.1] for concrete diagrams. For a Voronoi-like diagram this can be established due to the basic property of Lemmas 12 and 13.

Special care is required in cases (c), (d), and (e) of Observation 15, in order to identify the first edge of $J(\beta)$; in these cases, $\beta$ may not overlap with any feature of $V_1(\mathcal{P})$, thus, a starting point for tracing $J(\beta)$ is not readily available. In case (c), we trace a portion of $\partial R(\alpha)$, which does not get deleted afterwards, thus it adds to the time complexity of the operation $V_1(\mathcal{P}) \cup \beta$ (see Lemma 21). In cases (d) and (e), we show that if no feature of $V_1(\mathcal{P})$ overlaps $\beta$, then either there is a leaf of $V_1(\mathcal{P})$ in the neighboring $\Gamma$-arc or $J(\beta) \subseteq R(\alpha)$. In either case a starting point for $J(\beta)$ can be identified in $O(1)$ time. Notice, if $J(\beta) \subseteq R(\alpha)$, then it consists of a single bisector $J(s_\beta, s_\alpha)$ (and one or two $\Gamma$-arcs).

The following lemma gives the time complexity to compute $J(\beta)$ and update $V_1(\mathcal{P}_\beta)$. The statement of the lemma is an adaptation from [10], however, the proof contains cases that do not appear in a farthest segment Voronoi diagram. $\cdot | \cdot$ denotes complexity.

Let $\mathcal{P}$ denote a finer version of $\mathcal{P}$, where a $\Gamma$-arc between two consecutive boundary arcs in $\mathcal{P}$ is partitioned into smaller $\Gamma$-arcs as defined by the incident faces of $V_1(\mathcal{P})$. Since $|V_1(\mathcal{P})|$ is $O(|\mathcal{P}|)$, $|\mathcal{P}|$ is also $O(|\mathcal{P}|)$.

\begin{lemma}
Let $\alpha$ and $\gamma$ be the first original arcs on $\mathcal{P}_\beta$ occurring before and after $\beta$. Let $d(\beta) = \{|\mathcal{P}| \cup \beta | | \mathcal{P}| \cup \beta \}$ be the number of arcs in $\mathcal{P}$ between $\alpha$ and $\gamma$ (both boundary and $\Gamma$-arcs). Given $\alpha$, $\gamma$, and $V_1(\mathcal{P})$, in all cases of Observation 15, except (c), the merge curve $J(\beta)$ and the diagram $V_1(\mathcal{P}_\beta)$ can be computed in time $O(|\mathcal{R}(\beta)| + d(\beta))$. In case (c), where an arc is split and a new arc $\omega$ is created by the insertion of $\beta$, the time is $O(|\partial R(\beta)| + |\partial R(\omega)| + d(\beta))$.
\end{lemma}

4.1 Proving Theorem 18

We first establish that $J(\beta)$ cannot intersect arc $\beta$, other than its endpoints, using the following Lemma.

\begin{lemma}
Given $V_1(\mathcal{P})$, for any arc $\alpha \in \mathcal{P}$, $R(\alpha) \subseteq D(s, s_\alpha)$.
\end{lemma}

Proof. The contrary would yield an $s_\alpha$-inverse cycle defined by $J(s, s_\alpha)$ and $\partial R(\alpha)$. \qed

Lemma 22 implies that bisector $J(s_\beta, s_\alpha)$ cannot intersect $J(s, s_\beta)$ within region $R(\alpha)$. Thus $J(\beta)$ cannot intersect arc $\beta$ in its interior. The following lemma is used in several proofs.

\begin{lemma}
$D(s, \cdot) \cap D_\mathcal{P}$ is always connected. Thus, any components of $J(s, \cdot) \cap D_\mathcal{P}$ must appear sequentially along $\mathcal{P}$.
\end{lemma}
Lemma 24. Suppose $e_i = (v_i, v_{i+1})$ is a valid vertex because $e_i$ hits $\alpha_i$. Then vertex $v_{m-j}$ must be a valid vertex in $A(J_s, s_\beta)$, and $v_{m-j}$ cannot be on $\mathcal{P}$.

Lemma 25. Suppose vertex $v_i$ is on a $\Gamma$-arc $g$ but $v_{i+1}$ cannot be determined because no bisector $J(s, s_\gamma)$ intersects $R(\gamma) \cap g$, clockwise from $v_i$. Then vertex $v_{m-j}$ must be a valid vertex in $A(J_s, s_\beta)$ and $v_{m-j}$ cannot be on $\mathcal{P}$.

Proof of Lemma 24. Suppose vertex $v_{i+1}$ of $e_i$ lies on $\alpha_i$ as shown in Figure 17(a). Vertex $v_{i+1}$ is the intersection point of related bisectors $J(s, s_\alpha)$, $J(s_\beta, s_\alpha)$ and thus also of $J(s, s_\beta)$. Observe that arc $\beta$ partitions $J(s, s_\beta)$ in two parts: $J_1$ incident to $v_1$ and $J_2$ incident to $v_m$. We claim that $v_{i+1}$ lies on $J_2$. Suppose otherwise, then $J_2^{i+1}$ and $J_1$ would form a forbidden $s_\beta$-inverse cycle, see the dashed black and the green solid curve in Figure 17(a). By Lemma 23 the components of $J_2 \cap D_\mathcal{P}$ appear on $\mathcal{P}$ clockwise after $v_{i+1}$ and before $v_m$, as shown in Figure 17(b) illustrating $J(s, s_\beta)$ as a black dashed curve.

Now consider $J_2^{j_1}$. We show that $v_{m-j}$ cannot be on $\mathcal{P}$. First observe that $v_{m-j}$ cannot lie on $\mathcal{P}$, clockwise after $v_m$ and before $v_1$, since $J_2^{j_1}$ cannot cross $\beta$. We prove that $v_{m-j}$
cannot lie on $\mathcal{P}$ clockwise after $v_1$ and before $v_{i+1}$. To see that, note that edge $e_{m-j}$ cannot cross any non-$\Gamma$ edge of $J_{y}^{i+1}$, because $\alpha_{m-j}$ is distinct from all $\alpha_{\ell}, \ell \leq i$ (by the induction hypothesis). In addition, by the definition of a $\Gamma$-arc, $v_{m-j}$ cannot lie on any $\Gamma$-arc of $J_{x}^{i}$. Finally, we show that $v_{m-j}$ cannot lie on $\mathcal{P}$ clockwise after $v_{i+1}$ and before $v_{m}$. If $v_{m-j}$ lay on the boundary arc $\alpha_{m-j}$ then we would have $v_{m-j} \in J(s, s_{\beta})$. This would define an $s_{\beta}$-inverse cycle $C_{\beta}$, formed by $J_{y}^{i+1}$ and $J(s_{\beta}, s)$, see Figure 17(b). If $v_{m-j}$ lay on a $\Gamma$-arc then there would also be a forbidden $s_{\beta}$-inverse cycle formed by $J_{y}^{i+1}$ and $J(s, s_{\beta})$ because in order to reach $\Gamma$ edge $e_{1}$ must cross $J(s, s_{\beta})$. See the dashed black and the green curve in Figure 17(c). Thus $v_{m-j} \notin \mathcal{P}$.

Since $v_{m-j} \in \partial R(\alpha_{i+1})$ but $v_{m-j} \notin \mathcal{P}$, it must be a vertex of $\mathcal{A}(J_{s_{\beta}, s}\mathcal{P})$.

Lemma 26 provides a finish condition for the induction. When it is met, $J(\beta) = J_{x}^{i} \cup J_{y}^{j}$, i.e., a concatenation of $J_{x}^{i}$ and $J_{y}^{j}$.

\textbf{Lemma 26.} Suppose $i + j > 2$ and either (1) or (2) holds: (1) $\alpha_{i} = \alpha_{m-j}$, i.e., $v_{i}$ and $v_{m-j+1}$ are incident to a common region $R(\alpha_{i})$ and $e_{i}, e_{m-j} \subseteq J(s_{\beta}, s_{\alpha_{i}})$; or (2) $v_{i}$ and $v_{m-j+1}$ are on a common $\Gamma$-arc $g$ of $\mathcal{P}$ and $e_{i}, e_{m-j} \subseteq \Gamma$. Then $v_{i+1} = v_{m-j+1}, v_{m-j} = v_{i}$, and $m = i + j$.

\textbf{Lemma 27.} Suppose vertex $v_{i+1}$ is valid and $e_{i+1} \subseteq J(s_{\beta}, s_{\alpha_{i+1}})$. Then $R(\alpha_{i+1})$ has not been visited by $J_{x}^{i}$ nor $J_{y}^{j}$, i.e., $\alpha_{i+1} \neq \alpha_{\ell}$ for $\ell \leq i$ and for $m - j < \ell$.

By Lemma 27, $J_{x}^{i+1}$ and $J_{y}^{j+1}$ always enter a new region of $\mathcal{V}(\mathcal{P})$ that has not been visited yet; thus, conditions (1) or (2) of Lemma 26 must be fulfilled at some point of the induction. Hence, the proof of Theorem 18 is complete. Completing the induction establishes also that the conditions of Lemmas 24 and 25 can never be met, thus, no vertex of $J(\beta)$ can be on a boundary arc of $\mathcal{P}$, except its endpoints.

## 5 $\mathcal{V}_{i}(\mathcal{P})$ is unique

In this section we establish that $\mathcal{V}_{i}(\mathcal{P})$ is unique. To this goal we prove the following lemma and use it to prove Theorem 14.

\textbf{Lemma 28.} Suppose there is a non-empty component $e$ of $J(s_{\alpha}, \cdot)$ intersecting $R(\alpha)$ in $\mathcal{V}_{i}(\mathcal{P})$. Then $J(s, \cdot)$ must also intersect $D_{\mathcal{P}}$. Further, there exists a component of $J(s, \cdot) \cap D_{\mathcal{P}}$, denoted as $e$, such that the merge curve $J(\beta)$ in $\mathcal{V}_{i}(\mathcal{P})$ contains $e$.

Proof sketch of Theorem 14. Suppose that for a given boundary curve $\mathcal{P}$ there are two different Voronoi-like diagrams $\mathcal{V}_{i}^{1} \neq \mathcal{V}_{i}^{2}$. Then there must be an edge $e^{1} \subseteq J(s_{\beta}, s_{\alpha})$ of $\mathcal{V}_{i}^{1}$, such that $e^{1}$ intersects region $R^{2}(\alpha)$ of $\mathcal{V}_{i}^{2}$. Let edge $e \subseteq J(s_{\beta}, s_{\alpha})$ be the component of $R^{2}(\alpha) \cap J(s_{\beta}, s_{\alpha})$ overlapping with $e^{1}$. Lemma 28 yields a non-empty component $\beta_{0}$ of $J(s, s_{\beta}) \cap D_{\mathcal{P}}$ such that $J(\beta_{0})$ on $\mathcal{V}_{i}^{2}$ contains edge $e$. Since $J(\beta_{0})$ and $\partial R^{2}(\alpha)$ have an overlapping component $e \cap e^{1}$, and they bound the regions of two different arcs $\beta_{0} \neq \beta$ of site $s_{\beta}$, they form an $s_{\beta}$-cycle $C$. But $C$ is contained in $D_{\mathcal{P}}$, deriving a contradiction to Lemma 11.

## 6 A randomized incremental algorithm

Consider a random permutation of the set of arcs $\mathcal{S}$, $o = (\alpha_{1}, \ldots, \alpha_{h})$. For $1 \leq i \leq h$ define $\mathcal{S}_{i} = \{\alpha_{1}, \ldots, \alpha_{i}\} \subseteq \mathcal{S}$ to be the subset of the first $i$ arcs in $o$. Given $\mathcal{S}_{i}$, let $\mathcal{P}_{i}$ denote a boundary curve for $\mathcal{S}_{i}$, which induces a domain $D_{i} = D_{\mathcal{P}_{i}}$. 
The randomized algorithm is inspired by the randomized, two-phase, approach of Chew [7] for the Voronoi diagram of points in convex position; however, it constructs Voronoi-like diagrams of boundary curves $P_i$ within a series of shrinking domains $D_i \supseteq D_{i+1}$. The boundary curves are obtained by the insertion operation, starting with $J(s, s_{\alpha_1})$, thus, they always admit a Voronoi-like diagram. In phase 1, the arcs in $S$ get deleted one by one in reverse order of $o$, while recording the neighbors of each deleted arc at the time of its deletion. Let $P_1 = \partial(D(s, s_{\alpha_1}) \cap D_{1})$ and $D_1 = D(s, s_{\alpha_1}) \cap D_{1}$. Let $R(\alpha_1) = D_1$. $V_i(P_1) = \emptyset$ is the Voronoi-like diagram for $P_1$. In phase 2, we start with $V_i(P_1)$ and incrementally compute $V_i(P_{i+1})$, $i = 1, \ldots, h-1$, by inserting arc $\alpha_{i+1}$ in $V_i(P_i)$, where $P_{i+1} = P_i \oplus \alpha_{i+1}$ and $V_i(P_{i+1}) = V_i(P_i) \oplus \alpha_{i+1}$. At the end we obtain $V_i(P_h)$, where $P_h = S$.

We have already established that $V_i(S) = V(S)$ (Corollary 10) and $P_h = S$, thus, the algorithm is correct. Given the analysis and the properties of Voronoi-like diagrams established in Sections 3 and 4, as well as Lemma 21, the time analysis becomes similar to the one for the farthest-segment Voronoi diagram [10].

\textbf{Lemma 29.} $P_i$ contains at most $2i$ arcs; thus, the complexity of $V_i(P_i)$ is $O(i)$.

\textbf{Proof.} At each step of phase 2, one original arc is inserted and at most one additional arc is created by a split, thus, $|P_i| \leq 2i$. The complexity of $V_i(P_i)$ is $O(|P_i|)$, thus, it is $O(i)$.  

\textbf{Lemma 30.} The expected number of arcs in $\tilde{P}_i$ (auxiliary boundary arcs and fine $\Gamma$-arcs) that are visited while inserting $\alpha_{i+1}$ is $O(1)$.

\textbf{Proof.} To insert arc $\alpha_{i+1}$ at one step of phase 2, we may trace a number of arcs in $\tilde{P}_i$ that may be auxiliary arcs and/or fine $\Gamma$-arcs between the pair of consecutive original arcs that has been stored with $\alpha_{i+1}$ in phase 1. Since every element of $S_{i+1}$ is equally likely to be $\alpha_{i+1}$, each pair of consecutive original arcs in $P_{i+1}$ has probability $1/i$ to be considered at step $i$. Let $n_j$ be the number of arcs inbetween the $j$th pair of original arcs in $\tilde{P}_i$, $1 \leq j \leq i$; $\sum_{j=1}^{i} n_j = |\tilde{P}_i|$ which is $O(i)$. The expected number of arcs that are traced is then $\sum_{j=1}^{i} n_j / i \in O(1)$.

Using the same backwards analysis as in [10], we conclude with the following theorem.

\textbf{Theorem 31.} Given an abstract Voronoi diagram $V(S)$, $V(S \setminus \{s\}) \cap VR(s, S)$ can be computed in expected $O(h)$ time, where $h$ is the complexity of $\partial VR(s, S)$. Thus, $V(S \setminus \{s\})$ can also be computed in expected time $O(h)$.

7 Concluding remarks

Updating an abstract Voronoi diagram, after deletion of one site, in deterministic linear time remains an open problem. We plan to investigate the applicability of Voronoi-like diagrams in the linear-time framework of Aggarwal et al. [1] in subsequent research.

The algorithms and the results in this paper (Theorem 31) are also applicable to concrete Voronoi diagrams of line segments and planar straight-line graphs (including simple and non-simple polygons) even though they do not strictly fall under the AVD model unless segments are disjoint. For intersecting line segments, $\partial VR(s, S)$ is a Davenport-Schinzel sequence of order 4 [17] but this does not affect the complexity of the algorithm, which remains linear.

Examples of concrete diagrams that fall under the AVD umbrella and thus can benefit from our approach include [6]: disjoint line segments and disjoint convex polygons of constant size in the $L_p$ norms, or under the Hausdorff metric; point sites in any convex distance metric or the Karlsruhe metric; additively weighted points that have non-enclosing circles; power diagrams with non-enclosing circles.
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Abstract
A family \(F\) of sets is said to satisfy the \((p,q)\)-property if among any \(p\) sets of \(F\) some \(q\) have a non-empty intersection. The celebrated \((p,q)\)-theorem of Alon and Kleitman asserts that any family of compact convex sets in \(\mathbb{R}^d\) that satisfies the \((p,q)\)-property for some \(q \geq d+1\), can be pierced by a fixed number (independent on the size of the family) \(f_d(p,q)\) of points. The minimum such piercing number is denoted by \(HD_d(p,q)\). Already in 1957, Hadwiger and Debrunner showed that whenever \(q > \frac{d-1}{d} p + 1\) the piercing number is \(HD_d(p,q) = p - q + 1\); no exact values of \(HD_d(p,q)\) were found ever since.

While for an arbitrary family of compact convex sets in \(\mathbb{R}^d\), \(d \geq 2\), a \((p,2)\)-property does not imply a bounded piercing number, such bounds were proved for numerous specific families. The best-studied among them is axis-parallel boxes in \(\mathbb{R}^d\), and specifically, axis-parallel rectangles in the plane. Wegner (1965) and (independently) Dol’nikov (1972) used a \((p,2)\)-theorem for axis-parallel rectangles to show that \(HD_{\text{rect}}(p,q) = p - q + 1\) holds for all \(q > \sqrt{2p}\). These are the only values of \(q\) for which \(HD_{\text{rect}}(p,q)\) is known exactly.

In this paper we present a general method which allows using a \((p,2)\)-theorem as a bootstrapping to obtain a tight \((p,q)\)-theorem, for families with Helly number 2, even without assuming that the sets in the family are convex or compact. To demonstrate the strength of this method, we show that \(HD_{d,\text{-box}}(p,q) = p - q + 1\) holds for all \(q > c' \log^{d-1} p\), and in particular, \(HD_{\text{rect}}(p,q) = p - q + 1\) holds for all \(q \geq 7 \log^2 p\) (compared to \(q \geq \sqrt{2p}\), obtained by Wegner and Dol’nikov more than 40 years ago).

In addition, for several classes of families, we present improved \((p,2)\)-theorems, some of which can be used as a bootstrapping to obtain tight \((p,q)\)-theorems. In particular, we show that any family \(F\) of compact convex sets in \(\mathbb{R}^d\) with Helly number 2 admits a \((p,2)\)-theorem with piercing number \(O(p^{2d-1})\), and thus, satisfies \(HD_F(p,q) = p - q + 1\) for all \(q > cp^{1-\frac{1}{2d-1}}\), for a universal constant \(c\).
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1 Introduction

1.1 Helly’s theorem and \((p,q)\)-theorems

The classical Helly’s theorem says that if in a family of compact convex sets in \(\mathbb{R}^d\) every \(d+1\) members have a non-empty intersection then the whole family has a non-empty intersection.

For a pair of positive integers \(p \geq q\), we say that a family \(F\) of sets satisfies the \((p,q)\)-property if \(|F| \geq p\), none of the sets in \(F\) is empty, and among any \(p\) sets of \(F\) there are some \(q\) with a non-empty intersection. A set \(P\) is called a transversal (or alternatively, a piercing set) for \(F\) if it has a non-empty intersection with every member of \(F\). In this language, Helly’s theorem states that any family of compact convex sets in \(\mathbb{R}^d\) satisfying the \((d+1,d+1)\)-property has a singleton transversal (alternatively, can be pierced by a single point).

In general, \(d+1\) is clearly optimal in Helly’s theorem, as any family of \(n\) hyperplanes in a general position in \(\mathbb{R}^d\) satisfies the \((d,d)\)-property but cannot be pierced by less than \(n/d\) points. However, for numerous specific classes of families, a \((d',d')\)-property for some \(d' < d + 1\) is already sufficient to imply piercing by a single point. The minimal number \(d'\) for which this holds is called the Helly number of the family. For example, any family of axis-parallel boxes in \(\mathbb{R}^d\) has Helly number 2.

In 1957, Hadwiger and Debrunner [13] proved the following generalization of Helly’s theorem:

\begin{theo}[Hadwiger-Debrunner Theorem \([13]\)]\textup{For all } p \geq q \geq d+1 \textup{ such that } q > \frac{d-1}{d}p+1, \textup{ any family of compact convex sets in } \mathbb{R}^d \textup{ that satisfies the } (p,q)\textup{-property can be pierced by } p-q+1 \textup{ points.}\end{theo}

\begin{rem}The bound in Theorem 1 is tight. Indeed, any family of \(n\) sets which consists of \(p-q\) pairwise disjoint sets and \(n-(p-q)\) copies of the same set satisfies the \((p,q)\)-property but cannot be pierced by less than \(p-q+1\) points.

Hadwiger and Debrunner conjectured that while for general \(p \geq q \geq d+1\), a transversal of size \(p-q+1\) is not guaranteed, a \((p,q)\)-property does imply a bounded-size transversal. This conjecture was proved only 35 years later, in the celebrated \((p,q)\)-theorem of Alon and Kleitman.

\begin{theo}[Alon-Kleitman \((p,q)\)-Theorem \([2]\)]\textup{For any triple of positive integers } p \geq q \geq d+1, \textup{ there exists an integer } s = s(p,q,d) \textup{ such that if } F \textup{ is a family of compact convex sets in } \mathbb{R}^d \textup{ satisfying the } (p,q)\textup{-property, then there exists a transversal for } F \textup{ of size at most } s.\end{theo}

The smallest value \(s\) that works for \(p \geq q > d\) is called ‘the Hadwiger-Debrunner number’ and is denoted by \(\text{HD}_d(p,q)\). For various specific classes of families, a stronger \((p,q)\)-theorem can be obtained. In such cases, we denote the minimal \(s\) that works for the family \(F\) by \(\text{HD}_F(p,q)\).

The \((p,q)\)-theorem has a rich history of variations and generalizations. To mention a few: In 1997, Alon and Kleitman [3] presented a simpler proof of the theorem (that leads to a somewhat weaker quantitative result). Alon et al. [1] proved in 2002 a ‘topological’ \((p,q)\)-theorem for finite families of sets which are a good cover (i.e., the intersection of every
A subfamily is either empty or contractible), and Bárány et al. [4] obtained in 2014 colorful and fractional versions of the theorem.

The size of the transversal guaranteed by the \((p, q)\)-theorem is huge, and a large effort was invested in proving better bounds on \(\text{HD}_d(p, q)\), both in general and in specific cases. The most recent general result, by the authors and Tardos [16], shows that for any \(\varepsilon > 0\), \(\text{HD}_d(p, q) \leq p - q + 2\) holds for all \((p, q)\) such that \(p > p_0(\varepsilon)\) and \(q > p^{\frac{d-1}{2}}\). Yet, no exact values of the Hadwiger-Debrunner number are known except for those given in the Hadwiger-Debrunner theorem. In fact, even the value \(\text{HD}_2(4, 3)\) is not known, the best bounds being \(3 \leq \text{HD}_2(4, 3) \leq 13\) (obtained by Kleitman et al. [18] in 2001).

### 1.2 \((p, 2)\)-theorems and their applications

As mentioned above, while no general \((p, q)\)-theorems exist for \(q \leq d\), such theorems can be proved for various specific families. Especially desirable are \((p, 2)\)-theorems, which relate the packing number, \(\nu(F)\), of the family \(F\) (i.e., the maximum size of a subfamily all of whose members are pairwise disjoint) to its piercing number, \(\tau(F)\) (i.e., the minimal size of a piercing set for the family \(F\)).

In the last decades, \((p, 2)\)-theorems were proved for numerous families. In particular, in 1991 Károlyi [15] proved a \((p, 2)\)-theorem for axis-parallel boxes in \(\mathbb{R}^d\), guaranteeing piercing by \(O(p \log^{d-1} p)\) points. Kim et al. [17] proved in 2006 that any family of translates of a fixed convex set in \(\mathbb{R}^d\) that satisfies the \((p, 2)\)-property can be pierced by \(2\sqrt{d(p - 1)}\) points; five years later, Dumitrescu and Jiang [8] obtained a similar result for homothets of a convex set in \(\mathbb{R}^d\). In 2012, Chan and Har-Peled proved a \((p, 2)\)-theorem for families of pseudo-discs in the plane ([5], Theorem 4.6), with a piercing number linear in \(p\). Two years ago, Govindarajan and Nivasch [11] showed that any family of convex sets in the plane in which among any \(p\) sets there is a pair that intersects on a given convex curve \(\gamma\), can be pierced by \(O(p^3)\) points.

In 2004, Matoušek [20] showed that families of sets with bounded dual VC-dimension have a bounded fractional Helly number. Recently, Pinchasi [21] has drawn a similar relation between the union complexity and the fractional Helly number. Each of these results implies a \((p, 2)\)-theorem for the respective families, using the proof technique of the Alon-Kleitman \((p, q)\)-theorem.

Besides their intrinsic interest, \((p, 2)\)-theorems serve as a tool for obtaining other results. One such result is an improved Ramsey Theorem. Consider, for example, a family \(F\) of \(n\) axis-parallel rectangles in the plane. The classical Ramsey theorem implies that \(F\) contains a subfamily of size \(O(\log n)\), all whose elements are either pairwise disjoint or pairwise intersecting. As was observed by Larman et al. [19], the aforementioned \((p, 2)\)-theorem for axis-parallel rectangles [15] allows obtaining an improved bound of \(\Omega(\sqrt{n/\log n})\). Indeed, either \(F\) contains a subfamily of size \(\left\lceil \sqrt{n/\log n} \right\rceil\) all whose elements are pairwise disjoint, and we are done, or \(F\) satisfies the \((p, 2)\)-property with \(p = \left\lceil \sqrt{n/\log n} \right\rceil\). In the latter case, by the \((p, 2)\)-theorem, \(F\) can be pierced by \(O(p \log p) = O(\sqrt{n \log n})\) points. The largest among the subsets of \(F\) pierced by a single point contains at least \(\Omega\left(\frac{n}{\sqrt{n \log n}}\right) = \Omega(\sqrt{n/\log n})\) rectangles, and all its elements are pairwise intersecting.

Another result that can be obtained from a \((p, 2)\)-theorem is an improved \((p, q)\)-theorem; this will be described in detail below.
1.3 \((p, q)\)-theorems and \((p, q)\)-theorems for axis-parallel rectangles and boxes

The \((p, q)\)-problem for axis-parallel boxes is almost as old as the general \((p, q)\)-problem, and was studied almost as thoroughly (see the survey of Eckhoff [9]). It was posed in 1960 by Hadwiger and Debrunner [14], who proved that any family of axis-parallel rectangles in the plane that satisfies the \((p, q)\)-property, for \(p \geq q \geq 2\), can be pierced by \((\frac{p-q+2}{2})\) points. Unlike the \((p, q)\)-problem for general families of convex sets, in this problem a finite bound on the piercing number was known from the very beginning, and the research goal has been to improve the bounds on this size, denoted \(\text{HD}_{\text{rect}}(p, q)\) for rectangles and \(\text{HD}_{\text{d-box}}(p, q)\) for boxes in \(\mathbb{R}^d\).

For rectangles and \(q = 2\), the quadratic upper bound on \(\text{HD}_{\text{rect}}(p, 2)\) was improved to \(O(p \log p)\) by Wegner (unpublished), and independently, by Károlyi [15]. The best currently known upper bound, which follows from a recursive formula presented by Fon Der Flaass and Kostochka [10], is

\[
\text{HD}_{\text{rect}}(p, 2) \leq p\lceil \log_2 p \rceil - 2\lceil \log_2 p \rceil + 1, \tag{1}
\]

for all \(p \geq 2\). On the other hand, it is known that the ‘optimal possible’ answer \(p-q+1 = p-1\) fails already for \(p = 4\). Indeed, Wegner [24] showed that \(\text{HD}_{\text{rect}}(4, 2) = 5\), and by taking \(\lceil \frac{p}{3} \rceil - 1\) pairwise disjoint copies of his example, one obtains a family of axis-parallel rectangles that satisfies the \((p, 2)\)-property but cannot be pierced by less than \(\approx 5p/3\) points.

Wegner [24] conjectured that \(\text{HD}_{\text{rect}}(p, 2)\) is linear in \(p\), and is possibly even bounded by \(2p - 3\). While Wegner’s conjecture is believed to hold (see [9, 12]), no improvement of the bound (1) was found so far.

For rectangles and \(q > 2\), Hadwiger and Debrunner showed that the exact bound \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) holds for all \(q \geq p/2+1\). Wegner [24] and (independently) Dol’nikov [7] presented recursive formulas that allow leveraging a \((p, 2)\)-theorem for axis-parallel rectangles into a tight \((p, q)\)-theorem. Applying these formulas along with the Hadwiger-Debrunner quadratic upper bound on \(\text{HD}_{\text{rect}}(p, 2)\), Dol’nikov showed that \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) holds for all \(2 \leq q \leq p < \binom{q+1}{2}\). Applying the formulas along with the improved bound (1) on \(\text{HD}_{\text{rect}}(p, 2)\), Scheller [22], see also [9]) obtained by a computer-aided computation upper bounds on the minimal \(p\) such that \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) holds, for all \(q \leq 12\). These values suggest that \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) holds already for \(q = O(\log p)\). However, it appears that the method in which Dol’nikov proved a tight bound in the range \(p < \binom{q+1}{2}\) does not extend to show a tight bound for all \(q = O(\log p)\) even if (1) is employed, and in fact, no concrete improvement of Dol’nikov’s result was presented (see the survey [9]).

Dol’nikov [7] claimed that if \(\text{HD}_{\text{rect}}(p, 2)\) is linear in \(p\) as conjectured by Wegner [24], then one can deduce that \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) holds for all \(q \geq c\), for some constant \(c\). Eckhoff [9] wrote that the proof of this claim presented in [7] is flawed, but it is plausible that the claim does hold. On the other direction, nothing is known about the minimal \(q\) for which \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) may hold; in particular, it is not impossible that the optimal bound \(\text{HD}_{\text{rect}}(p, q) = p-q+1\) holds already for \(q = 3\).

For axis-parallel boxes in \(\mathbb{R}^d\), the aforementioned recursive formula of [10] implies the bound \(\text{HD}_{\text{d-box}}(p, 2) \leq O(p \log^{d-1} p)\). While it is believed that the correct upper bound is \(O(p)\), the result of [10] was not improved ever since; the only advancement is a recent result of Chudnovsky et al. [6], who proved an upper bound of \(O(p \log \log p)\) for any family of axis-parallel boxes in which for each two intersecting boxes, a corner of one is contained in the other.
1.4 Our results

From \((p, 2)\)-theorems to \((p, q)\)-theorems

The main result of this paper is a general method for leveraging a \((p, 2)\)-theorem into a tight \((p, q)\)-theorem, applicable to families with Helly number 2. Interestingly, the method does not assume that the sets in \(F\) are convex or compact.

\textbf{Theorem 3.}\ For any \(m \in \mathbb{N}\), there exists \(c' = c'(m)\) such that the following holds. Let \(F\) be a family of sets in \(\mathbb{R}^d\) such that \(\text{HD}_F(2, 2) = 1\). Assume that for all \(2 \leq p \in \mathbb{N}\) we have \(\text{HD}_F(p, 2) \leq pf(p)\), where \(f : [2, \infty) \to [1, \infty)\) is a differentiable function of \(p\) that satisfies \(f'(p) \geq \frac{\log_2 p}{p}\) and \(f'(p) \leq \frac{m}{p}\) for all \(p \geq 2\). Denote \(T_c(p) = T_c(p, f) = \min\{q : q \geq 2c \cdot f(2p/q)\}\). Then for any \(p \geq q \geq 2\) such that \(q \geq T_c(p)\), we have \(\text{HD}_F(p, q) = p - q + 1\).

While the condition on the function \(f(p)\) looks a bit “scary”, it actually holds for any function \(f\) whose growth rate (as expressed by its derivative \(f'(p)\)) and by the derivative of its logarithm \((\log f(p))' = \frac{f'(p)}{f(p)}\) is between the growth rates of \(f(p) = \log_2 p\) and \(f(p) = p^m\) (where \(m\) can be any integer, and \(c'\) in the assertion depends on it), including all cases needed in the current paper.

The first application of our general method is the following theorem for families of axis-parallel rectangles in the plane, obtained using (1) as the basic \((p, 2)\)-theorem and some local refinements.

\textbf{Theorem 4.}\ \(\text{HD}_{\text{rect}}(p, q) = p - q + 1\) holds for all \(q \geq 7 \log_2 p\).

\textbf{Remark.}\ Theorem 4 improves significantly on the best previous result of Wegner (1965) and Dol’nikov (1972), that obtained the exact value \(\text{HD}_{\text{rect}}(p, q) = p - q + 1\) only for \(q > \sqrt{2p}\).

Another corollary is a tight \((p, q)\)-theorem for axis-parallel boxes in \(\mathbb{R}^d\):

\textbf{Theorem 5.}\ \(\text{HD}_{\text{d-box}}(p, q) = p - q + 1\) holds for all \(q > c \log^{d-1} p\), where \(c\) is a universal constant.

In the proof of Theorem 3 we deploy the following observation of Wegner and Dol’nikov, which holds for any family \(F\) with Helly number 2:

\[\text{HD}_F(p, q) \leq \text{HD}_F(p - \lambda, q - 1) + \lambda - 1,\] \hspace{1cm} (2)

where \(\lambda = \nu(F)\) is the packing number of \(F\) (Observation 8 below). We use an inductive process in which (2) is applied as long as \(F\) contains a sufficiently large pairwise-disjoint set. To treat the case where \(F\) does not contain a ‘large’ pairwise-disjoint set (and thus, \(\nu(F)\) is small), we make use of a combinatorial argument, based on a variant of a ‘combinatorial dichotomy’ presented by the authors and Tardos [16], which first leverages the \((p, 2)\)-theorem into a ‘weak’ \((p, q)\)-theorem, and then uses that \((p, q)\)-theorem to show that if \(\nu(F)\) is ‘small’ then \(\tau(F) < p - q + 1\).

From \((2, 2)\)-theorems to \((p, 2)\)-theorems

It is natural to ask, under which conditions a \((2, 2)\)-theorem implies a \((p, 2)\)-theorem for all \(p > 2\).

While in general, a \((2, 2)\)-theorem does not imply a \((p, 2)\)-theorem (see an example in the full version of the paper), we prove such an implication for several kinds of families. Our first result here concerns families with Helly number 2 (i.e., families \(F\) with \(\text{HD}_F(2, 2) = 1\)).
From a \((p, 2)\)-Theorem to a Tight \((p, q)\)-Theorem

\begin{itemize}
  \item \textbf{Theorem 6.} Let \(\mathcal{F}\) be a family of compact convex sets in \(\mathbb{R}^d\) with Helly number 2. Then \(\text{HD}_\mathcal{F}(p, 2) \leq p^{d-1}/2^{d-1}\), and consequently, \(\text{HD}_\mathcal{F}(p, q) = p - q + 1\) holds for all \(q > cp^{1-d/2}\), where \(c = c(d)\) is a constant depending only on the dimension \(d\).
\end{itemize}

The second result only assumes the existence of a \((2, 2)\)-theorem (where the piercing set may contain more than one point).

\begin{itemize}
  \item \textbf{Theorem 7.} Let \(\mathcal{F}\) be a family of compact convex sets in \(\mathbb{R}^d\) that admits a \((2, 2)\)-theorem. Then:
    \begin{enumerate}
      \item If \(d = 2\), then \(\text{HD}_\mathcal{F}(p, 2) = O(p^8 \log^2 p)\).
      \item If \(d = 2\) and \(\mathcal{F}\) has a bounded VC-dimension (see [23]), then \(\text{HD}_\mathcal{F}(p, 2) = O(p^4 \log^2 p)\).
    \end{enumerate}
\end{itemize}

Since families with a sub-quadratic union complexity admit a \((2, 2)\)-theorem and have a bounded VC-dimension, Theorem 7(3) implies that any family \(\mathcal{F}\) of regions in the plane with a sub-quadratic union complexity satisfies \(\text{HD}_\mathcal{F}(p, 2) = O(p^4 \log^2 p)\). This significantly improves over the bound \(\text{HD}_\mathcal{F}(p, 2) = O(p^{16})\) that was obtained for such families in [16].

1.5 Organization of the paper

In Section 2 we demonstrate our general method for leveraging a \((p, 2)\)-theorem into a tight \((p, q)\)-theorem and prove Theorem 4. Our new \((p, 2)\)-theorem for convex sets with Helly number 2 (i.e., Theorem 6 above) is presented in Section 3. We conclude the paper with a discussion and open problems in Section 4. For space reasons, the proofs of Theorems 3, 5, and 7 are presented only in the full version of the paper.

2 From \((p, 2)\)-theorems to tight \((p, q)\)-theorems

In this section we present our main theorem which allows leveraging a \((p, 2)\)-theorem into a tight \((p, q)\)-theorem, for families \(\mathcal{F}\) that satisfy \(\text{HD}_\mathcal{F}(2, 2) = 1\). As the proof of the theorem in its full generality is somewhat complex, we present here the proof in the case of axis-parallel rectangles in the plane, and provide the full proof in the full version of the paper. Before presenting the proof of the theorem, we briefly present the Wegner-Dol’nikov argument (parts of which we use in our proof) in Section 2.1, provide an outline of our method in Section 2.2, and prove two preparatory lemmas in Section 2.3.

2.1 The Wegner-Dol’nikov method

As mentioned in the introduction, Wegner and (independently) Dol’nikov leveraged the Hadwiger-Debrunner \((p, 2)\)-theorem for axis-parallel rectangles in the plane, which asserts that \(\text{HD}_{\text{rect}}(p, 2) \leq \binom{p}{2}\), into a tight \((p, q)\)-theorem, asserting that \(\text{HD}_{\text{rect}}(p, q) \leq p - q + 1\) holds for all \(p \geq q \geq 2\) such that \(p < \binom{q+1}{2}\). The heart of the Wegner-Dol’nikov argument is the following observation.

\begin{itemize}
  \item \textbf{Observation 8.} Let \(\mathcal{F}\) be a family that satisfies \(\text{HD}_\mathcal{F}(2, 2) = 1\), and put \(\lambda = \nu(\mathcal{F})\). Then
    \[\text{HD}_\mathcal{F}(p, q) \leq \text{HD}_\mathcal{F}(p - \lambda, q - 1) + \lambda - 1.\]
\end{itemize}

\textbf{Proof.} The slightly weaker bound \(\text{HD}_\mathcal{F}(p, q) \leq \text{HD}_\mathcal{F}(p - \lambda, q - 1) + \lambda\) holds trivially, and does not even require the assumption \(\text{HD}_\mathcal{F}(2, 2) = 1\). Indeed, if \(\mathcal{S}\) is a pairwise-disjoint subset of \(\mathcal{F}\) of size \(\lambda\), then \(\mathcal{F} \setminus \mathcal{S}\) satisfies the \((p - \lambda, q - 1)\)-property, and thus, can be
We want to deduce that we would like to leverage the stronger bound on the Hadwiger-Debrunner number for general convex sets presented in Observation 8 which clearly cannot be pierced by less than \( \lambda \) points, and we indeed have \( \lambda \). Observe that for each \( A \in \mathcal{X} \setminus \mathcal{S} \), \( \mathcal{S} \) intersects some \( B \in \mathcal{S} \). Hence, we can write \( \mathcal{X} = \mathcal{X} \setminus \mathcal{S} \mathcal{X}_B \), where \( \mathcal{X}_B = \{ A \in \mathcal{X} : A \cap B \neq \emptyset \} \). Observe that for each \( B \), the set \( \mathcal{X}_B \cup \{ B \} \) is pairwise-intersecting. Indeed, any \( A, A' \in \mathcal{X} \) intersect in \( x \), and all elements of \( \mathcal{X}_B \) intersect \( B \). Therefore, by the assumption on \( \mathcal{F} \), each \( \mathcal{X}_B \cup \{ B \} \) can be pierced by a single point. Since \( \mathcal{X} = \bigcup_{B \in \mathcal{S}} \mathcal{X}_B \), this implies that there exists a transversal \( \mathcal{T}' \) of \( \mathcal{X} \cup \mathcal{S} \) of size \( |\mathcal{S}| = \lambda \). Now, the set \( \mathcal{T} \cup \{ x \} \) \( \cup \mathcal{T}' \) is the desired transversal of \( \mathcal{F} \) with \( HD_F(p - \lambda, q - 1) + \lambda - 1 \) points.

\[ \lambda \]

Remark. We note that a generally similar argument of dividing the family \( \mathcal{F} \) into a ‘good’ subfamily that satisfies a ‘stronger’ property (like the \( (p - \lambda, q - 1) \)-property in Observation 8) and a small ‘bad’ subfamily that does not admit a ‘good’ property (like the independent set in Observation 8 which clearly cannot be pierced by less than \( \lambda \) points) appears also in the improved bound on the Hadwiger-Debrunner number for general convex sets presented in [16]. While in [16], the bound on the piercing number is \( p - q + 2 \), Observation 8 leads to the optimal piercing number \( p - q + 1 \), as shown below. The advantage of Observation 8 is the ‘improvement by 1’ step, which reduces the piercing number by 1; this step cannot be applied for general families of compact convex sets, since it relies on the fact that axis-parallel rectangles have Helly number 2.

Using Observation 8, Wegner and Dol’nikov proved the following theorem, which we will use in our proof below.

\[ \lambda \]

Theorem 9 ([7], Theorem 2; [24]). Let \( \mathcal{F} \) be a family of axis-parallel rectangles in the plane. Then for any \( p \geq q \geq 2 \) such that \( p < \binom{q+1}{2} \), we have \( HD_F(p, q) = p - q + 1 \).

Proof. The proof is by induction. The induction basis is \( q = 2 \): for this value, the assertion is relevant only for \( p = 2 \), and we indeed have \( HD_{rect}(2, 2) = 2 - 2 + 1 = 1 \) as asserted.

For the inductive step, we consider \( \lambda = \nu(\mathcal{F}) \). Note that \( \mathcal{F} \) satisfies the \( (\lambda + 1, 2) \)-property. Thus, if \( \binom{\lambda + 1}{2} \leq p - q + 1 \) then we have \( HD_F(p, q) \leq p - q + 1 \) by the aforementioned Hadwiger-Debrunner \( (p, 2) \)-theorem for axis-parallel rectangles. On the other hand, if \( \binom{\lambda + 1}{2} > p - q + 1 \) then it can be checked that \( p - \lambda < \binom{\lambda}{2} \), so by the induction hypothesis we have \( HD_F(p - \lambda, q - 1) = (p - \lambda) - (q - 1) + 1 \). By Observation 8, this implies \( HD_F(p, q) \leq HD_F(p - \lambda, q - 1) + \lambda - 1 = p - q + 1 \), as asserted.

2.2 Outline of our method

Let \( \mathcal{F} \) be a family of axis-parallel rectangles in the plane. Instead of leveraging the Hadwiger-Debrunner \( (p, 2) \)-theorem for \( \mathcal{F} \) into a \( (p, q) \)-theorem as was done by Wegner and Dol’nikov, we would like to leverage the stronger bound \( HD_{rect}(p, 2) \leq p \log_2 p \) which follows from (1). We want to deduce that \( HD_{rect}(p, q) = p - q + 1 \) holds for all \( q \geq 7 \log p \).

Basically, we would like to perform an inductive process similar to the process applied in the proof of Theorem 9. As above, put \( \lambda = \nu(\mathcal{F}) \). If \( \lambda \) is ‘sufficiently large’ (namely, if \( q - 1 \geq 7 \log (p - \lambda) \)), we apply the recursive formula \( HD_F(p, q) \leq HD_F(p - \lambda, q - 1) + \lambda - 1 \) and use the induction hypothesis to bound \( HD_F(p - \lambda, q - 1) \). Otherwise, we would like to use the improved \( (p, 2) \)-theorem to deduce that \( \mathcal{F} \) can be pierced by at most \( p - q + 1 \) points.
However, since we want to prove the theorem in the entire range \( q \geq 7 \log_2 p \), in order to apply the induction hypothesis to \( \text{HD}_F(p - \lambda, q - 1) \), \( \lambda \) must be at least linear in \( p \) (specifically, we need \( \lambda \geq 0.1p \), as is shown below). Thus, in the ‘otherwise’ case we have to show that if \( \lambda < 0.1p \), then \( F \) can be pierced by at most \( p - q + 1 \) points. If we merely use the fact that \( F \) satisfies the \((\lambda + 1, 2)\)-property and apply the improved \((p, 2)\)-theorem, we only obtain that \( F \) can be pierced by \( O(p \log p) \) points – significantly weaker than the desired bound \( p - q + 1 \).

Instead, we use a more complex procedure, partially based on the following observation, presented in [16] (and called there a ‘combinatorial dichotomy’):

**Observation 10.** Let \( F \) be a family that satisfies the \((p, q)\)-property. For any \( p' \leq p, q' \leq q \) such that \( q' \leq p' \), either \( F \) satisfies the \((p', q')\)-property, or there exists \( S \subset F \) of size \( p' \) that does not contain an intersecting \( q'\)-tuple. In the latter case, \( F \setminus S \) satisfies the \((p - p', q - q' + 1)\)-property.

First, we use Observation 10 to leverage the \((p, 2)\)-theorem by an inductive process into a ‘weak’ \((p, q)\)-theorem that guarantees piercing with \( p - q + 1 + O(p) \) points, for all \( q = \Omega(\log p) \). We then show that if \( \lambda < 0.1p \) then \( F \) can be pierced by at most \( p - q + 1 \) points, by combining the weak \((p, q)\)-theorem, another application of Observation 10, and a lemma which exploits the size of \( \lambda \).

### 2.3 The two main lemmas used in the proof

Our first lemma leverages the \((p, 2)\)-theorem \( \text{HD}_{\text{rec}}(p, 2) \leq p \log_2 p \) into a weak \((p, q)\)-theorem, using Observation 10.

**Lemma 11.** Let \( F \) be a family of axis-parallel rectangles in the plane. Then for any \( c > 0 \) and for any \( p \geq q \geq 2 \) such that \( q \geq c \log_2 p \), we have

\[
\text{HD}_F(p, q) \leq p - q + 1 + \frac{2p}{c}.
\]

**Proof.** First, assume that both \( p \) and \( q \) are powers of 2. We perform an inductive process with \( \ell = (\log_2 q) - 1 \) steps, where we set \( F_0 = F \) and \((p_0, q_0) = (p, q)\), and in each step \( i \), we apply Observation 10 to a family \( F_{i-1} \) that satisfies the \((p_{i-1}, q_{i-1})\)-property, with \((p', q') = (\frac{p_{i-1} - 1}{2}, \frac{q_{i-1} - 1}{2})\) which we denote by \((p_i, q_i)\).

Consider Step \( i \). By Observation 10, either \( F_{i-1} \) satisfies the \((p_i, q_i)\)-property, or there exists a ‘bad’ set \( S_i \) of size \( \frac{p_{i-1}}{2} \) without an intersecting \( \frac{q_{i-1}}{2} \)-tuple, and the family \( F_{i-1} \setminus S_i \) satisfies the \((\frac{p_{i-1}}{2}, \frac{q_{i-1}}{2} + 1)\)-property, and in particular, the \((\frac{p_{i-1}}{2}, \frac{q_{i-1}}{2})\)-property. In either case, we are reduced to a family \( F_i \) (either \( F_{i-1} \) or \( F_{i-1} \setminus S_i \)) that satisfies the \((p_i, q_i)\)-property, to which we apply Step \( i + 1 \).

At the end of Step \( \ell \) we obtain a family \( F_\ell \) that satisfies the \((2p/q, 2)\)-property. (Note that the ratio between the left term and the right term remains constant along the way.) By the \((p, 2)\)-theorem, \( F_\ell \) can be pierced by \( \frac{2p}{q} \log_2 \left( \frac{2p}{q} \right) \) points. As \( q \geq \max(c \log_2 p, 2) \), this implies that \( F_\ell \) can be pierced by

\[
\frac{2p}{q} \log_2 \left( \frac{2p}{q} \right) \leq \frac{2p}{q} \log_2 p \leq \frac{2p}{c}
\]

points.

In order to pierce \( F_\ell \), we also have to pierce the ‘bad’ sets \( S_i \). In the worst case, in each step we have a bad set, and so we have to pierce \( S = \bigcup_{i=1}^{\ell} S_i \). The size of \( S \) is
|S| = \frac{p}{2} + \frac{p}{4} + \ldots + 2 + 1 = p - 1. \quad \text{Since any family that satisfies the \((p,q)\)-property also satisfies the \((p-k,q-k)\)-property for any \(k\), the family \(S\) contains an intersecting \((q-1)\)-tuple, which of course can be pierced by a single point. Hence, \(S\) can be pierced by \((p-1)-(q-1)+1 = p-q+1\) points. Therefore, in total \(\mathcal{F}\) can be pierced by \(p-q+1+2p/c\) points, as asserted.}

Now, we have to deal with the case where \(p,q\) are not necessarily powers of 2, and thus, in some of the steps either \(p_{i-1}\) or \(q_{i-1}\) or both are not divisible by 2. It is clear from the proof presented above that if we can define \((p_i,q_i)\) in such a way that in both cases (i.e., whether there is a ‘bad’ set or not), we have \(\frac{p}{q} \leq \frac{p_{i-1}}{q_{i-1}}\), and also the total size of the bad sets (i.e., \(|S|\)) is at most \(p\), the assertion can be deduced as above (as the ratio between the left term and the right term only decreases). We show that this can be achieved by a proper choice of \((p_i,q_i)\) and a slight modification of the steps described above. Let

\((p',q') = \left(\left\lfloor \frac{p_{i-1}}{2} \right\rfloor, \left\lfloor \frac{q_{i-1}}{2} \right\rfloor + 1 \right)\).

If \(\mathcal{F}_{i-1}\) satisfies the \((p',q')\)-property, we define \(\mathcal{F}_i = \mathcal{F}_{i-1}\) and \((p_i,q_i) = (p',q')\). Otherwise, there exists a ‘bad’ set \(S_i\) of size \(p'\) that does not contain an intersecting \(q'\)-tuple, and the family \(\mathcal{F}_{i-1} \setminus S_i\) satisfies the

\((p_{i-1} - p', q_{i-1} - q' + 1) = \left(\left\lfloor \frac{p_{i-1}}{2} \right\rfloor, \left\lfloor \frac{q_{i-1}}{2} \right\rfloor + 1 \right)\)

property. In this case, we define \(\mathcal{F}_i = \mathcal{F}_{i-1} \setminus S_i\) and \((p_i,q_i) = (p_{i-1} - p', q_{i-1} - q' + 1)\).

It is easy to check that in both cases we have \(\frac{p}{q} \leq \frac{p_{i-1}}{q_{i-1}}\), and that \(|S| \leq p - 1\) holds also with respect to the modified definition of the \(S_i\)'s. Hence, the proof indeed can be completed, as above.

Our second lemma is a simple upper bound on the piercing number of a family that satisfies the \((p,2)\)-property. We shall use it to show that if \(\nu(\mathcal{F})\) is ‘small’, then we can save ‘something’ when piercing large subsets of \(\mathcal{F}\).

\textbf{Lemma 12.} Any family \(\mathcal{G}\) of \(m\) sets that satisfies the \((p,2)\)-property can be pierced by \(\left\lfloor \frac{m+p-1}{2} \right\rfloor\) points.

\textbf{Proof.} We perform the following simple recursive process. If \(\mathcal{G}\) contains a pair of intersecting sets, pierce them by a single point and remove both of them from \(\mathcal{G}\). Continue in this fashion until all remaining sets are pairwise disjoint. Then pierce each remaining set by a separate point.

As \(\mathcal{G}\) satisfies the \((p,2)\)-property, the number of sets that remain in the last step is at most \(p-1\) if \(m-(p-1)\) is even and at most \(p-2\) otherwise. In the former case, the resulting piercing set is of size at most \(\frac{m-(p-1)}{2} + (p-1) = \frac{m+p-1}{2}\). In the latter case, the piercing set is of size at most \(\frac{m-(p-2)}{2} + (p-2) = \frac{m+p-2}{2}\). Hence, in both cases the piercing set is of size at most \(\left\lfloor \frac{m+p-1}{2} \right\rfloor\), as asserted.

\textbf{Remark.} The assertion of Lemma 12 is tight, as for a family \(\mathcal{G}\) composed of \(m-p+2\) lines in a general position in the plane and \(p-2\) pairwise-disjoint segments that do not intersect any of the lines, we have \(|\mathcal{G}| = m\), \(\mathcal{G}\) satisfies the \((p,2)\)-property, and \(\mathcal{G}\) clearly cannot be pierced by less than \(\left\lfloor \frac{m+p-1}{2} \right\rfloor\) points.

\textbf{Corollary 13.} Let \(\mathcal{F}\) be a family of sets in \(\mathbb{R}^d\), and put \(\lambda = \nu(\mathcal{F})\). Then any subset \(S \subset \mathcal{F}\) can be pierced by at most \(\left\lfloor \frac{|S|+\lambda}{2} \right\rfloor\) points.

The corollary follows from the lemma immediately, as any such family \(\mathcal{F}\) satisfies the \((\lambda+1,2)\)-property.
2.4 Proof of Theorem 4

Now we are ready to present the proof of our main theorem, in the specific case of axis-parallel rectangles in the plane. Let us recall its statement.

**Theorem 4.** Let $\mathcal{F}$ be a family of axis-parallel rectangles in the plane. If $\mathcal{F}$ satisfies the $(p, q)$-property, for $p \geq q \geq 2$ such that $q \geq 7 \log_2 p$, then $\mathcal{F}$ can be pierced by $p - q + 1$ points.

**Remark.** We note that the parameters in the proof (e.g., the values of $(p', q')$ in the inductive step) were chosen in a sub-optimal way, that is however sufficient to yield the assertion with the constant 7. (The straightforward choice $(p', q') = (0.5p, 0.5q)$ is not sufficient for that). The constant can be further optimized by a more careful choice of the parameters; however, it seems that in order to reduce it below 6, a significant change in the proof is needed.

**Proof of Theorem 4.** The proof is by induction.

**Induction basis.** One can assume that $q \geq 37$, as for any smaller value of $q$, there are no $p$’s such that $7 \log_2 p \leq q \leq p$. For $q = 37$, the theorem is only relevant for $(p, q) = (37, 37)$, and in this case we clearly have $\text{HD}_p(p, q) = 1 = p - q + 1$. Generally speaking, this is a sufficient basis, since in the inductive step, the value of $q$ is reduced by 1 every time. However, in the proof of the inductive step we would like to assume that $p, q$ are ‘sufficiently large’; hence, we use Theorem 9 as the induction basis in order to cover a larger range of small $(p, q)$ values.

We observe that for $q \leq 70$, all relevant $(p, q)$ pairs (i.e., all pairs for which $7 \log_2 p \leq q \leq p$) satisfy $p \leq \left(\frac{q+1}{2}\right)$. Hence, in this range we have $\text{HD}_p(p, q) = p - q + 1$ by Theorem 9. Therefore, we may assume that $q > 70$; we also may assume $q < \sqrt{2}p$ (as otherwise, the assertion follows from Theorem 9), and thus, $p > 2450$ and so (using again the assumption $q < \sqrt{2}p$), also $p > 35q$.

**Inductive step.** Put $\lambda = \nu(\mathcal{F})$. By Observation 8, we have $\text{HD}_p(p, q) \leq \text{HD}_p(p - \lambda, q - 1) + \lambda - 1$. We want $\lambda$ to be sufficiently large, such that if $(p, q)$ lies in the range covered by the theorem (i.e., if $q \geq 7 \log_2 p$), then $(p - \lambda, q - 1)$ also lies in the range covered by the theorem (i.e., $q - 1 \geq 7 \log_2 (p - \lambda)$). Note that the condition $q \geq 7 \log_2 p$ is equivalent to $2^{q/7} \geq p$, which implies $2^{(q-1)/7} = \frac{2^{q/7}}{2} \geq 0.9p$. Hence, if $\lambda \geq 0.1p$ then $q - 1 \geq 7 \log_2 (p - \lambda)$, and so we can deduce from the induction hypothesis that

$$\text{HD}_p(p, q) \leq \text{HD}_p(p - \lambda, q - 1) + \lambda - 1 \leq (p - \lambda) - (q - 1) + 1 + (\lambda - 1) = p - q + 1,$$

as asserted. Therefore, it is sufficient to prove that $\text{HD}_p(p, q) \leq p - q + 1$ holds when $\lambda < 0.1p$.

Under this assumption on $\lambda$, we apply Observation 10 to $\mathcal{F}$, with $(p', q') = ([0.62p], 0.5q)$. We have to consider two cases:

**Case 1:** $\mathcal{F}$ satisfies the $(p', q')$-property. By the assumption on $(p, q)$, we have $q \geq 7 \log_2 p$, and thus, $0.5q \geq 3.5 \log_2 p \geq 3.5 \log_2 ([0.62p])$. Hence, by Lemma 11,

$$\text{HD}_p([0.62p], 0.5q) \leq 0.62p - 0.5q + 1 + \frac{2}{3.5} \cdot 0.62p < 0.975p - 0.5q + 1 \leq p - q + 1,$$

where the last inequality holds because we may assume $q \leq 0.05p$, since $p > 35q$ as was written above. Thus, $\mathcal{F}$ can be pierced by at most $p - q + 1$ points, as asserted.
Case 2: $\mathcal{F}$ does not satisfy the $(p', q')$-property. In this case, there exists a ‘bad’ subfamily $S$ of size $p' = \lfloor 0.62p \rfloor$ that does not contain an intersecting $0.5q$-tuple, and the family $\mathcal{F} \setminus S$ satisfies the $([0.38p], 0.5q)$-property.

To pierce $\mathcal{F} \setminus S$, we use Lemma 11. Like above, we have $0.5q \geq 3.5 \log_2[0.38p]$, whence by Lemma 11,

$$\text{HD}_{\mathcal{F}}([0.38p], 0.5q) \leq 0.39p - 0.5q + 1 + \frac{2}{3.5} \cdot 0.39p < 0.613p - 0.5q + 1,$$

where the first inequality holds since we may assume $p \geq 100$ (as was written above), and thus, $[0.38p] \leq 0.39p$.

To pierce the ‘bad’ subfamily $S$, we use Corollary 13, which implies that $S$ can be pierced by

$$\left\lfloor \frac{1}{2}(|S| + \lambda) \right\rfloor \leq \frac{1}{2}(0.62p + 0.1p) = 0.36p$$

points. Therefore, in total $\mathcal{F}$ can be pierced by $(0.613p - 0.5q + 1) + 0.36p < 0.975p - 0.5q + 1$ points. Since we may assume $q \leq 0.05p$ (like above), this implies that $\mathcal{F}$ can be pierced by $p - q + 1$ points. This completes the proof. ▶

3 From (2, 2)-theorems to (p, 2)-theorems

As was mentioned in the introduction, in general, the existence of a (2, 2)-theorem (and even Helly number 2) does not imply the existence of a (p, 2)-theorem. An example mentioned by Von der Flaass and Kostochka [10] (in a slightly different context) is presented in the full version of the paper.

In this section we prove Theorem 6 which asserts that for families of convex sets with Helly number 2, a (2, 2)-theorem does imply a (p, 2)-theorem, and consequently, a tight (p, q)-theorem for a large range of $q$’s. Due to space constraints, the proof of our other new (p, 2)-theorem (i.e., Theorem 7) is presented in the full version of the paper.

Let us recall the assertion of the theorem:

**Theorem 6.** For any family $\mathcal{F}$ of compact convex sets in $\mathbb{R}^d$ that has Helly number 2, we have $\text{HD}_{\mathcal{F}}(p, 2) \leq \frac{p^{d-1}}{2^{d-1}}$. Consequently, we have $\text{HD}_{\mathcal{F}}(p, q) = p - q + 1$ for all $q > cp^{1-\frac{1}{d-1}}$, where $c = c(d)$.

The ‘consequently’ part follows immediately from the (p, 2)-theorem via Theorem 3. Hence, we only have to prove the (p, 2)-theorem.

Let us present the proof idea first. The proof goes by induction on $d$. Given a family $\mathcal{F}$ of sets in $\mathbb{R}^d$ that satisfies the assumptions of the theorem and has the (p, 2)-property, we take $\mathcal{S}$ to be a maximum (with respect to size) pairwise-disjoint subfamily of $\mathcal{F}$, and consider the intersections of other sets of $\mathcal{F}$ with the elements of $\mathcal{S}$. We observe that by the maximality of $\mathcal{S}$, each set $A \in \mathcal{F} \setminus \mathcal{S}$ intersects at least one element of $\mathcal{S}$, and thus, we may partition $\mathcal{F}$ into three subfamilies: $\mathcal{S}$ itself, the family $\mathcal{U}$ of sets in $\mathcal{F} \setminus \mathcal{S}$ that intersect only one element of $\mathcal{S}$, and the family $\mathcal{M} \subset \mathcal{F} \setminus \mathcal{S}$ of sets that intersect at least two elements of $\mathcal{S}$.

We show (using the maximality of $\mathcal{S}$ and the (2, 2)-theorem on $\mathcal{F}$) that $\mathcal{U} \cup \mathcal{S}$ can be pierced by $p - 1$ points. As for $\mathcal{M}$, we represent it as a union of families: $\mathcal{M} = \bigcup_{C,C' \in \mathcal{S}} \mathcal{X}_{C,C'}$, where each $\mathcal{X}_{C,C'}$ consists of the elements of $\mathcal{F} \setminus \mathcal{S}$ that intersect both $C$ and $C'$. We use a geometric argument to show that each $\mathcal{X}_{C,C'}$ corresponds to $\mathcal{Y}_{C,C'} \subset \mathbb{R}^{d-1}$ that has Helly number 2 and satisfies the (p, 2)-property. This allows us to bound the piercing number of
\(Y_{C,C'}\) by the induction hypothesis, and consequently, to bound the piercing number of \(X_{C,C'}\). Adding up the piercing numbers of all \(X_{C,C'}\)'s and the piercing number of \(U \cup S\) completes the inductive step.

**Proof of Theorem 6.** By induction on \(d\).

**Induction basis.** For any family \(\mathcal{F}\) of compact convex sets in \(\mathbb{R}^1\), by the Hadwiger-Debrunner theorem [13] we have \(\text{HD}_{\mathcal{F}}(p, 2) = p - 2 + 1 < p = p^{3-1}/2^{1-1}\), and so the assertion holds.

**Inductive step.** Let \(\mathcal{F}\) be a family of sets in \(\mathbb{R}^d\) that satisfies the assumptions of the theorem and has the \((p, 2)\)-property. Let \(\mathcal{S}\) be a maximum (with respect to size) pairwise-disjoint subfamily of \(\mathcal{F}\). We may assume \(|\mathcal{S}| = p - 1\).

By the maximality of \(\mathcal{S}\), each set \(A \in \mathcal{F} \setminus \mathcal{S}\) intersects at least one element of \(\mathcal{S}\). Moreover, any two sets \(A, B \in \mathcal{F}\) that intersect the same \(C \in \mathcal{S}\) and do not intersect any other element of \(\mathcal{S}\), are intersecting, as otherwise, the subfamily \(\mathcal{S} \cup \{A, B\} \setminus \{C\}\) would be a pairwise-disjoint subfamily of \(\mathcal{F}\) that is larger than \(\mathcal{S}\), a contradiction. Hence, for each \(C \in \mathcal{S}\), the subfamily

\[X_{C_0} = \{A \in \mathcal{F} : \{C \in \mathcal{S} : A \cap C \neq \emptyset\} = \{C_0\}\} \cup \{C_0\}\]

satisfies the \((2, 2)\)-property, and thus, can be pierced by a single point by the assumption on \(\mathcal{F}\). Therefore, denoting \(U = \{A \in \mathcal{F} : |\{C \in \mathcal{S} : A \cap C \neq \emptyset\}| = 1\}\), all sets in \(U \cup \mathcal{S}\) can be pierced by at most \(p - 1\) points.

Let \(\mathcal{M}\) be the family of all sets in \(\mathcal{F}\) that intersect at least two elements of \(\mathcal{S}\). For each \(C, C' \in \mathcal{S}\), let

\[X_{C,C'} = \{A \in \mathcal{F} \setminus \mathcal{S} : A \cap C \neq \emptyset \land A \cap C' \neq \emptyset\}\]

(Note that the elements of \(X_{C,C'}\) may intersect other elements of \(\mathcal{S}\).) Let \(H \subset \mathbb{R}^d\) be a hyperplane that strictly separates \(C\) from \(C'\), and put \(Y_{C,C'} = \{A \cap H : A \in X_{C,C'}\}\).

**Claim 14.** \(Y_{C,C'} \subset H \approx \mathbb{R}^{d-1}\) admits \(\text{HD}_{Y_{C,C'}}(2, 2) = 1\) and satisfies the \((p, 2)\)-property.

**Proof.** To prove the claim, we observe that \(A \cap H, A' \cap H \in Y_{C,C'}\) intersect if and only if \(A\) and \(A'\) intersect. Indeed, assume \(A \cap A' \neq \emptyset\). The family \(\{A, A', C\}\) satisfies the \((2, 2)\)-property, and hence, can be pierced by a single point by the assumption on \(\mathcal{F}\). Thus, \(A \cap A'\) contains a point of \(C\). For the same reason, \(A \cap A'\) contains a point of \(C'\). Therefore, \(A \cap A'\) contains points on the two sides of the hyperplane \(H\). However, \(A \cap A'\) is convex, and so, \((A \cap A') \cap H = \emptyset\), which means that \((A \cap H)\) and \((A' \cap H)\) intersect. The other direction is obvious.

It is now clear that as \(X_{C,C'} \subset \mathcal{F}\) satisfies the \((p, 2)\)-property, \(Y_{C,C'}\) satisfies the \((p, 2)\)-property as well. Moreover, let \(T = \{A_1 \cap H, A_2 \cap H, A_3 \cap H, \ldots\} \subset Y_{C,C'}\) be pairwise-intersecting. The corresponding family \(\tilde{T} = \{C, A_1, A_2, A_3, \ldots\}\) is pairwise-intersecting, and thus, can be pierced by a single point by the assumption on \(\mathcal{F}\). Thus, \((A_1 \cap A_2 \cap A_3 \cap \ldots) \cap C \neq \emptyset\). For the same reason, \((A_1 \cap A_2 \cap A_3 \cap \ldots) \cap C' \neq \emptyset\). Since \(A_1 \cap A_2 \cap A_3 \cap \ldots\) is convex, this implies that \((A_1 \cap A_2 \cap A_3 \cap \ldots) \cap H = \emptyset\), or equivalently, that the family \(T\) can be pierced by a single point. Therefore, \(Y_{C,C'}\) satisfies \(\text{HD}_{Y_{C,C'}}(2, 2) = 1\), as asserted. ▶

Claim 14 allows us to apply the induction hypothesis to \(Y_{C,C'}\), to deduce that it can be pierced by less than \(p^{2d-3}/2^{d-1}\) points. Since \(\mathcal{S}\) contains only \(\binom{p-1}{2}\) pairs \((C, C')\), and since any set in \(\mathcal{M}\) belongs to at least one of the \(X_{C,C'}\), this implies that \(\mathcal{M}\) can be pierced by
less than \((p-1) \cdot p^{2d-3} / 2^{d-2}\) points. As \(U \cup S\) can be pierced by \(p - 1\) points as shown above, \(F\) can be pierced by less than
\[
\left( \frac{p-1}{2} \right) \cdot \frac{p^{2d-3}}{2^{d-2}} + (p - 1) < \frac{p^{2d-1}}{2^{d-1}}
\]
points. This completes the proof.

\(\Box\)

4 Discussion and open problems

A central problem left for further research is whether Theorem 3 which allows leveraging a \((p, 2)\)-theorem into a \((p, q)\)-theorem, can be extended to the cases \(HD_F(p, 2) = pf(p)\) where \(f(p) \ll \log p\) or \(f(p)\) being super-polynomial in \(p\). It seems that super-polynomial growth rates can be handled with a slight modification of the argument (at the expense of replacing \(T_c(p)\) with some worse dependence on \(p\)). For a sub-logarithmic growth rate, it seems that the current argument does not work, since the inductive step requires the packing number of \(F\) to be extremely large, and so, Lemma 12 allows reducing the piercing number of the ‘bad’ family \(S\) only slightly, rendering Lemma 11 insufficient for piercing \(F\) with \(p - q + 1\) points in total.

Extending the method for sub-logarithmic growth rates will have interesting applications. For instance, it will immediately yield a tight \((p, q)\)-theorem for all \(q = \Omega(\log \log p)\) for families of axis-parallel boxes in which for each two intersecting boxes, a corner of one is contained in the other, following the work of Chudnovsky et al. \[6\]. Furthermore, it will imply that if axis-parallel rectangles admit a \((p, 2)\)-theorem with the size of the piercing set linear in \(p\) (as conjectured by Wegner \[24\]), then \(HD_{\text{rect}}(p, q) = p - q + 1\) holds for all \(q \geq c\) for a constant \(c\). As mentioned in Section 1.3, this was claimed by Dol’nikov \[7\], but with a flawed argument, as remarked by Eckhoff \[9\].

Another open problem is whether the method can be extended to families \(F\) that admit a \((2, 2)\)-theorem, but satisfy \(HD_F(2, 2) > 1\). Such an improvement would allow transformation into tight \((p, q)\)-theorems of the \((p, 2)\)-theorems presented in Section 1.3, such as the \((p, 2)\)-theorem for pseudo-discs of Chan and Har-Peled \[5\].

A main obstacle here is that in this case, Observation 8 does not apply, and instead, we have the bound \(HD(p, q) \leq HD(p - \lambda, q - 1) + \lambda\). While the bound is only slightly weaker, it precludes us from using the inductive process of Wegner and Dol’nikov, as in each application of the inductive step we have an ‘extra’ point.
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1 Introduction

Proper colorings of hypergraphs and graphs defined by geometric regions are studied extensively due to their connections to, among others, conflict-free colorings and to cover-decomposability problems, both of which have real-life motivations in cellular networks, scheduling, etc. For applications and history we refer to the surveys [20, 26]. Here we restrict our attention to the (already long list of) results that directly precede our results. We discuss further directions and connections to other problems in Section 4.
Our central family of regions is the family of pseudo-disks. Families of pseudo-disks have been regarded in many settings for a long time due to being the natural way of generalizing disks while retaining many of their topological and combinatorial properties. Problems regarded range from classic algorithmic questions like finding maximum size independent (disjoint) subfamilies \cite{5} to classical combinatorial geometric questions like the Erdős-Szekeres problem \cite{9}. Probably the most important pseudo-disk family is the family of homothets of a convex region. Pseudo-disks are also central in the area of geometric hypergraph coloring problems as we will see soon in this section.

Before we state our results and their precursors, we need to introduce some basic definitions.

\begin{definition}
Given a hypergraph $\mathcal{H}$, a **proper coloring** of its vertices is a coloring in which every hyperedge $H$ of size at least 2 of $\mathcal{H}$ contains two differently colored vertices.
\end{definition}

Throughout the paper hypergraphs can contain hyperedges of size at least 2 only, in other words we do not allow (or automatically delete, when necessary) hyperedges of size 1.

\begin{definition}
Given a hypergraph $\mathcal{H}$, a **conflict-free coloring** of its vertices is a coloring in which every hyperedge $H$ contains a vertex whose color differs from the color of every other vertex of $H$.
\end{definition}

\begin{definition}
Given a family $\mathcal{B}$ of regions and a family $\mathcal{F}$ of regions, the **intersection hypergraph** of $\mathcal{B}$ with respect to (wrt. in short) $\mathcal{F}$ is the simple (that is, it has no multiple edges) hypergraph $I(\mathcal{B}, \mathcal{F})$ which has a vertex $v_B$ corresponding to every $B \in \mathcal{B}$ and for every $F \in \mathcal{F}$ it has a hyperedge $H = \{v_B : B \cap F \neq \emptyset\}$ (if this set has size at least two) which corresponds to $F$. The **Delaunay-graph** of $\mathcal{B}$ wrt. $\mathcal{F}$ is the graph on the same vertex set containing only the hyperedges of $I(\mathcal{B}, \mathcal{F})$ of size 2.

Note that if $\mathcal{B}$ is finite, then even if $\mathcal{F}$ is infinite, $I(\mathcal{B}, \mathcal{F})$ has finitely many hyperedges.

In particular, a hyperedge $H$ can correspond to multiple members of $\mathcal{F}$.

We also define the following subgraph of the Delaunay-graph:

\begin{definition}
The **restricted Delaunay-graph** of $\mathcal{B}$ wrt. $\mathcal{F}$ is the subgraph of the Delaunay-graph containing only those (hyper)edges $H_F = \{v_{B_1}, v_{B_2}\}$ for which the corresponding $F \in \mathcal{F}$ intersects $B_1$ and $B_2$ in disjoint regions, that is, $F \cap B_1 \neq \emptyset$, $F \cap B_2 \neq \emptyset$, $F \cap B_1 \cap B_2 = \emptyset$ and $F \cap B = \emptyset$ for every $B \in \mathcal{B} \setminus \{B_1, B_2\}$.
\end{definition}

\begin{observation} [\cite{25}]
If $\mathcal{B}$ and $\mathcal{F}$ are families for which every hyperedge of $I(\mathcal{B}, \mathcal{F})$ contains a hyperedge of size 2, then a proper coloring of the Delaunay-graph is also a proper coloring of $I(\mathcal{B}, \mathcal{F})$.
\end{observation}

In the literature hypergraphs that have the property assumed in Observation 5 are sometimes called **rank two** hypergraphs (e.g., in \cite{25}).

\begin{definition}
We say that $\mathcal{B}$ can be properly/conflict-free/etc. colored wrt. $\mathcal{F}$ with $f(n)$ colors if for any $\mathcal{B}'$ subfamily of $\mathcal{B}$ of size $n$, the hypergraph $I(\mathcal{B}', \mathcal{F})$ can be properly/conflict-free/etc. colored with $f(n)$ colors.
\end{definition}

We note that one could further generalize this notion such that instead of intersection we regard inclusion/reverse-inclusion as the relation that defines the hyperedges, as it is done, e.g., in \cite{16} for hypergraphs defined by intervals. As we do not consider problems in this paper for which this generalization is necessary, for simplicity we do not complicate our notation to contain these cases. For related problems see Section 4.
In the majority of earlier results, coloring points w.r.t. a family of regions or coloring a family of regions w.r.t. points were regarded. While they were not defined as intersection hypergraphs, they do fit into our general definition of intersection hypergraphs, choosing either $B$ or $F$ to be the family of points of the plane. Notice that whenever every point is or can be added as a member of the family $F$, e.g., for disks, for homothets of a convex region and for pseudo-disks\footnote{See Corollary 26 for a precise formulation of this property for pseudo-disks.}, coloring intersection hypergraphs of $F$ w.r.t. to $F$ is a common generalization both of coloring points w.r.t. $F$ and coloring $F$ w.r.t. points.

There are a few earlier results regarding this general setting. In \cite{16} intersection (and also inclusion and reverse-inclusion) hypergraphs of intervals of the line were considered. In \cite{11} and \cite{8} they considered intersection hypergraphs (and graphs) of (unit) disks, pseudo-disks, squares and axis-parallel rectangles.

1.1 Results related to pseudo-disks

It is well known that the Delaunay-graph of points w.r.t. disks is planar and thus proper 4-colorable, and Observation 5 implies that the respective hypergraph is also proper 4-colorable.

In \cite{25} Smorodinsky developed a general framework (based on the framework presented in \cite{7}): using proper colorings of the subhypergraphs of the hypergraph with constantly many colors it can build a conflict-free coloring with $O(\log n)$ colors (where $n$ is the number of vertices of the hypergraph). The results mentioned from now on use this framework to get a conflict-free coloring once there is a proper coloring. First, using the precursor of this framework, it was proved by Even et al. \cite{7} that points w.r.t. disks admit a conflict-free coloring with $O(\log n)$ colors:

\begin{itemize}
  \item \textbf{Theorem 7 (\cite{7}).} Let $D$ be the family of disks in the plane and $S$ a finite set of points, $I(S, D)$ admits a conflict-free coloring with $O(\log n)$ colors, where $n = |S|$.
\end{itemize}

\begin{itemize}
  \item \textbf{Definition 8.} A Jordan region is a (simply connected) closed bounded region whose boundary is a closed simple Jordan curve. A family of Jordan regions is called a family of pseudo-disks if the boundaries of every pair of the regions intersect in at most two points.
\end{itemize}

Although we could not find it in the literature, it is well known that for pseudo-disks the bound of Theorem 7 holds as well, the reason is that the Delaunay-graph of points with respect to pseudo-disks is also a planar graph (implied by, e.g., Lemma 29, see later) and thus proper 4-colorable and then we can apply Observation 5 (we can assume that the hypergraph is rank two by, e.g., Corollary 26) and the same general framework to conclude the $O(\log n)$ upper bound for a conflict-free coloring.

The dual of Theorem 7 was also proved by Even et al. and was generalized to pseudo-disks by Smorodinsky:

\begin{itemize}
  \item \textbf{Theorem 9 (\cite{7}).} Let $P$ be the set of all points of the plane and $B$ a finite family of disks, $I(B, P)$ admits a proper coloring with 4 colors and a conflict-free coloring with $O(\log n)$ colors, where $n = |B|$.
\end{itemize}

\begin{itemize}
  \item \textbf{Theorem 10 (\cite{25}).} Let $P$ be the set of all points of the plane and $B$ be a finite family of pseudo-disks, $I(B, P)$ admits a proper coloring with a constant number of colors and a conflict-free coloring with $O(\log n)$ colors, where $n = |B|$.
\end{itemize}
While for coloring pseudo-disks wrt. points there was no explicit upper bound, for the special case of homothets of a convex region\(^2\), the constant was shown by Cardinal and Korman to be 4, just like for disks:

**Theorem 11** ([4]). Let \(P\) be the set of all points of the plane and \(B\) be a finite family of homothets of a given convex region, \(I(B,P)\) admits a proper coloring with 4 colors.

Recently it was proved by Keller and Smorodinsky that disks w.r.t. disks can be also colored in such a way, a common generalization of Theorems 7 and 9:

**Theorem 12** ([11]). Let \(D\) be the family of all disks in the plane and \(B\) a finite family of disks, \(I(B,D)\) admits a proper coloring with 6 colors and a conflict-free coloring with \(O(\log n)\) colors, where \(n = |B|\).

While they did not prove the same for pseudo-disks, they solved two special cases (they stated these only as part of the proof of their main result):

**Claim 13** ([11]). Given a finite family \(F\) of pseudo-disks and a subfamily \(B\) of \(F\). If either \(B\) or \(F \setminus B\) contains only pairwise disjoint pseudo-disks, then \(I(B,F)\) admits a proper coloring with a constant number of colors and a conflict-free coloring with \(O(\log n)\) colors, where \(n = |B|\).

In this paper we generalize Theorem 12 to the case of coloring a pseudo-disk family wrt. another pseudo-disk family, which is a common generalization of all the above results (Theorems 7,9,10,11,12 and Claim 13). Moreover we prove the optimal upper bound of 4 colors, which improves the bound of Theorem 10 for coloring pseudo-disks wrt. disks from some constant number of colors to 4 colors and improves the bound of Theorem 12 for coloring disks wrt. disks from 6 colors to 4 colors. Furthermore, it provides an alternative proof for Theorems 9 and 11 (both of these were originally proved using dualization and solving equivalent problems about coloring points in the 3 dimensional space):

**Theorem 14.** Given a family \(F\) of pseudo-disks and a finite family \(B\) of pseudo-disks, \(I(B,F)\) admits a proper coloring with 4 colors.

Along the way we prove that the respective Delaunay-graph is planar:

**Theorem 15.** Given a family \(F\) of pseudo-disks and a finite family \(B\) of pseudo-disks, the Delaunay-graph of \(B\) wrt. \(F\) is a planar graph.

This was not known even for the Delaunay-graph of pseudo-disks wrt. points. With standard methods (present also in the proof of Theorem 22) this already implies Theorem 14 with 6 colors instead of 4. To achieve the optimal bound we will need some additional ideas.

We mention that if \(B\) and \(F\) are both families of pairwise disjoint simply connected regions, then \(I(B,F)\) is a planar hypergraph\(^3\) and all planar hypergraphs can be generated this way. From this perspective Theorem 14 says that even with a much more relaxed definition of planarity of a hypergraph it remains 4-colorable.

Using the usual framework it easily follows from Theorem 14 that:

**Corollary 16.** Given a family \(F\) of pseudo-disks and a finite family \(B\) of pseudo-disks, \(I(B,F)\) admits a conflict-free coloring with \(O(\log n)\) colors, where \(n = |B|\).

---

\(^2\) For further results about homothets of a convex region see Section 4.

\(^3\) The most common definition of a planar hypergraph is that its bipartite incidence graph is planar.
We note that Claim 13 implies in a straightforward way the main result of [11] about conflict-free coloring the (open/closed) neighborhood hypergraphs of intersection graphs of pseudo-disks (for definitions and details see [11]). Thus, Theorem 14 also implies their main result.

Note that in Theorem 14 $\mathcal{B}$ and $\mathcal{F}$ are not related in any way, thus among others, even though two convex regions can intersect infinitely many times, it implies somewhat surprisingly the following:

**Corollary 17.** We can properly color with 4 colors the family of homothets of a convex region \(A\) wrt. the family of homothets of another convex region $\mathcal{B}$.

### 1.2 Results related to families of linear union complexity

In [25] Theorem 10 was shown by proving a more general statement about coloring a family of regions that has linear union complexity wrt. points.

**Definition 18.** Let $\mathcal{B}$ be a family of finitely many Jordan regions in the plane. The **vertices** of the arrangement of $\mathcal{B}$ are the intersection points of the boundaries of regions in $\mathcal{B}$, the **edges** are the maximal connected parts of the boundaries of regions in $\mathcal{B}$ that do not contain a vertex and the **faces** are the maximal connected parts of the plane which are disjoint from the edges and the vertices of the arrangement.

**Definition 19.** The **union complexity** $U(\mathcal{B})$ of a family of Jordan regions $\mathcal{B}$ is the number of edges of the arrangement $\mathcal{B}$ that lie on the boundary of $\bigcup_{B \in \mathcal{B}} B$.

We say that a family of regions $\mathcal{B}$ has \((c)\)-linear union complexity if there exists a constant $c$ such that for any subfamily $\mathcal{B}'$ of $\mathcal{B}$ the union complexity of $\mathcal{B}'$ is at most $c|\mathcal{B}'|.$

**Theorem 20 ([10]).** Any finite family of pseudo-disks in the plane has a linear union complexity.

Theorem 20 shows that the following result of Smorodinsky is indeed more general than Theorem 10.

**Theorem 21 ([25]).** Let $P$ be the set of all points of the plane and $\mathcal{B}$ be a finite family of Jordan regions with linear union complexity. Then $I(\mathcal{B}, P)$ admits a proper coloring with a constant number of colors and a conflict-free coloring with $O(\log n)$ colors, where $n = |\mathcal{B}|.$

We generalize this in the following way:

**Theorem 22.** Given a family $\mathcal{F}$ of pseudo-disks and a finite family $\mathcal{B}$ of Jordan regions with linear union complexity, $I(\mathcal{B}, \mathcal{F})$ admits a proper coloring with constant number of colors.

Note that using Theorem 20 we get that Theorem 22 implies Theorem 14 with a (non-explicit and worse) upper bound.

---

4 Sometimes in the literature, in the definition of union complexity they count vertices rather than edges, yet it is easy to see that this does not affect the property of having linear union complexity. Also note that linear union complexity is not always defined hereditarily, we defined it this way in order to simplify our statements.

5 When a statement is about a family with \((c)\)-linear union complexity, by a constant we mean a constant that depends on $c$ and the $O$ notation similarly hides a dependence on $c$. 
Corollary 23. Given a family $F$ of pseudo-disks and a finite family $B$ of Jordan regions with linear union complexity, $I(B, F)$ admits a conflict-free coloring with $O(\log n)$ colors, where $n = |B|$.

The rest of the paper is structured as follows. In Section 2 we prove Theorem 15. In Section 3 we prove Theorem 14. Implications about conflict-free colorings and the results about regions of linear union complexity can be found in the full version of this paper. We also give an example that shows that we cannot always color properly points wrt. a family of linear union complexity with constantly many colors. This shows that Theorem 22 is strongest possible in the sense that we cannot change $F$ from pseudo-disks to a family with linear union complexity, even if $B$ would be only a finite family of points in the plane. Finally, in Section 4 we discuss some related (open) problems.

2 The Delaunay-graph of pseudo-disks wrt. pseudo-disks

In this section we prove Theorem 15. First we list some tools we need from the papers of Pinchasi and Buzaglo et al. about pseudo-disks:

Lemma 24 ([23]). Let $F$ be a family of pseudo-disks. Let $D \in F$ and let $x \in D$ be any point. Then $D$ can continuously be shrunk to the point $x$ so that at each moment $F$ is a family of pseudo-disks.

Note that when shrinking this way, we can keep all shrunk copies of $D$ in the family, it remains a pseudo-disk family as their boundaries are pairwise disjoint.

Definition 25. We say that a pseudo-disk family $F$ is saturated (for some family of regions $B$) if we cannot add pseudo-disks to $F$ in a way that strictly increases the number of hyperedges in $I(B, F)$.

We can enlarge $F$ greedily until it becomes saturated (we need to add at most $2|B|$ pseudo-disks).

Corollary 26. Given a family $F$ of pseudo-disks and a finite family $B$ of regions, there exists a saturated (for $B$) family of pseudo-disks $F'$ with $F' \supseteq F$ and consequently with $I(B, F') \supseteq I(B, F)$. In particular, for every point $p$, $H_p = \{v_B : p \in B \in B\}$ is a hyperedge of $I(B, F')$ (which we call the hyperedge that corresponds to $p$) if it is of size at least two.

The second part of Corollary 26 holds as for a point $p$ not contained in any member of $F$ we can add to $F$ a small disk centered at $p$ while for a point $p$ contained in some $F \in F$ we can apply Lemma 24.

When proving our results, it will be enough to consider the case when $F$ is saturated as adding hyperedges to a hypergraph cannot remove edges from its Delaunay-graph and cannot decrease the number of colors needed for a proper (or conflict-free) coloring. The following corollary of Lemma 24 will be useful when we deal with a saturated pseudo-disk family:

Corollary 27 ([23]). Let $B$ be a family of pairwise disjoint regions in the plane and let $F$ be a family of pseudo-disks. Let $D$ be a member of $F$ and suppose that $D$ intersects exactly $k$ members of $B$ one of which is the set $B \in B$. Then for every $2 \leq l < k$ there exists a set $D' \subset D$ such that $D'$ intersects $B$ and exactly $l - 1$ other regions from $B$, and $F \cup \{D\}$ is again a family of pseudo-disks.
Lemma 28 ([3]). Let $D_1$ and $D_2$ be two pseudo-disks in the plane. Let $x$ and $y$ be two points in $D_1 \setminus D_2$. Let $a$ and $b$ be two points in $D_2 \setminus D_1$. Let $e$ be any Jordan arc connecting $x$ and $y$ that is fully contained in $D_1$. Let $f$ be any Jordan arc connecting $a$ and $b$ that is fully contained in $D_2$. Then $e$ and $f$ cross an even number of times.

Lemma 29 ([23]). Given a family $F$ of pseudo-disks and a finite family $B$ of pairwise disjoint connected sets in the plane, the Delaunay-graph of $B$ wrt. $F$ is a planar graph.

Note that for a family $B$ of pairwise disjoint connected sets, the Delaunay-graph and the restricted Delaunay-graph are the same. Assuming also that $B$ is a family of Jordan regions, Lemma 29 becomes a special case of Theorem 15. Before proving Theorem 15 we prove another special case which for Jordan regions strengthens Lemma 29, while its proof remains relatively simple:

Lemma 30. Given a family $F$ of pseudo-disks and a finite family $B$ of pseudo-disks such that each member $B \in B$ contains a point which is in no other $C \in B$, the Delaunay-graph of $B$ wrt. $F$ is a planar graph.

Proof. We will draw $G$ in the plane in such a way that every pair of edges in $G$ that do not share a common vertex cross an even number of times. The Hanani-Tutte Theorem [6, 29] then implies the planarity of $G$. In our case the edges may have self-crossings too but the Hanani-Tutte theorem holds in this case as well as we can easily redraw the edges to avoid self-crossings (for further details see, e.g., [24]).

For every $v_B, B \in B$ choose a point $p_B \in B$ which is in no other $C \in B$. For an illustration of the rest of the proof see Figure 1.

If $v_B$ and $v_C$ are connected by an edge $f$ in $G$, then $e_f$, the drawing of the edge $f$, connecting $p_B$ and $p_C$, is as follows. Let $F \in F$ be a pseudo-disk corresponding to $f$. Draw an arc $a_B$ inside $B$ from $p_B$ to a point $p_{BF} \in B \cap F$ ($p_{BF} \in C$ is allowed, also $p_{BF}$ may coincide with $p_B$). Similarly draw an arc $a_C$ inside $C$ from $p_C$ to a point $p_{CF} \in C \cap F$ ($p_{CF} \in B$ is allowed and $p_{CF}$ may coincide with $p_C$). Finally, draw an arc $a_{BC}$ inside $F$ from $p_{BF}$ to $p_{CF}$ ($p_{BF}$ and $p_{CF}$ may also coincide in which case $a_{BC}$ is of length zero). The concatenation of these three arcs is the drawing $e_f$ of the edge $f$ between the points $p_B$ and $p_C$. Note that $e_f$ may have self-crossings.

We are left to prove that in this drawing of $G$ every pair of edges that do not share a vertex cross an even number of times.
Let $B, C, B', C' \in B$ with edges $f$ defined by $F$ between $v_B$ and $v_C$ and $f'$ defined by $F'$ between $v_{B'}$ and $v_{C'}$. Suppose $e_f = a_{B'} \cup a_{BC} \cup a_C$ and $e_{f'} = a_{B'} \cup a_{B'C'} \cup a_{C'}$ are the drawings of the two edges. Notice that the two endpoints of $a_B$ are in $B \setminus B'$ and the two endpoints of $a_{B'}$ are in $B' \setminus B$. Thus using Lemma 28 we get that $a_B$ with $a_{B'}$ intersects an even number of times. The same way we get that $a_B$ with $a_{C'}$, $a_C$ with $a_{B'}$ and $a_C$ with $a_{C'}$ intersect an even number of times. As $a_{BC}$ (resp. $a_{B'C'}$) is disjoint from $B'$ and $C'$ (resp. $B$ and $C$), there is no intersection between $a_{BC}$ and $a_{B'}, a_{C'}$ nor between $a_{B'C'}$ and $a_B, a_C$. Finally, the two endpoints of $a_{BC}$ are in $F \setminus F'$ and the two endpoints of $a_{B'C'}$ are in $F' \setminus F$ thus again using Lemma 28 we get that $a_{BC}$ and $a_{B'C'}$ intersect an even number of times. These together imply that indeed $e_f$ and $e_{f'}$ intersect an even number of times, as required.

Pach and Sharir [21] proved that (among others) pseudo-disks have linear union complexity using a similar approach as the proof of Lemma 30, connecting own-points of intersecting regions along their boundaries. More recently, Aronov et al. [2] proved (independently) the case of Lemma 30 when $B = F$ (with an almost identical proof) and showed that this implies that for a pseudo-disk family $F$ and a finite subfamily $B$ of $F$, the intersection hypergraph $\mathcal{I}(B, F)$ has VC-dimension at most 4. In fact, Lemma 30 implies the same way also that $\mathcal{I}(B, F)$ has VC-dimension at most 4 when $B$ is any finite pseudo-disk family, not necessarily a subfamily of $F$, for details see the full version of this paper.

**Corollary 31.** Given a family $F$ of pseudo-disks and a finite family $B$ of pseudo-disks, the restricted Delaunay-graph of $B$ wrt. $F$ is a planar graph.

The proof of Corollary 31 can be found in the full version of this paper.

**Observation 32.** If $F$ is saturated (for $B$), then for every $F \in F$ the corresponding hyperedge $H = \{v_B : B \cap F \neq \emptyset\}$ of $\mathcal{I}(B, F)$ either contains an edge of the restricted Delaunay-graph or $F$ contains a point contained in at least 2 members of $B$.

Corollary 31 shows that Lemma 30 takes care of the planarity of the restricted Delaunay-graph. From Observation 32 we may think that we are left to take care of hyperedges that contain a point that is contained in at least 2 members of $B$. This intuition turns out to be good, in all of our main results Lemma 30 will essentially reduce the problem to regarding the intersection hypergraph of $B$ wrt. points (instead of $B$ wrt. $F$).

Before starting the proof of Theorem 15 we make some more preparations:

**Definition 33.** Given a family of regions $B$, a point is $k$-deep if it is contained in exactly $k$ members of $B$. We denote by $\partial B$ the boundary of some region $B$ of $B$. We call a point which is in $B$ but no other $C \in B$, an own-point of $B$.

**Definition 34.** A hypergraph $\mathcal{H}'$ supports another hypergraph $\mathcal{H}$ if they are on the same vertex set and for every hyperedge $H \in \mathcal{H}$ there exists a hyperedge $H' \in \mathcal{H}'$ such that $H' \subseteq H$.

**Observation 35.** If $\mathcal{H}'$ supports $\mathcal{H}'$ and $\mathcal{H}'$ supports $\mathcal{H}$, then $\mathcal{H}'$ supports $\mathcal{H}$.

**Observation 36.** If a hypergraph $\mathcal{H}'$ supports another hypergraph $\mathcal{H}$, then the Delaunay-graph of $\mathcal{H}$ is a subgraph of the Delaunay-graph of $\mathcal{H}'$.

Our last tool is the following theorem of Snoeyink and Hershberger (we write here a special case of what they called as the Sweeping theorem):
Theorem 37 ([27]). Let $\Gamma$ be a finite set of bi-infinite curves in the plane such that any pair of them intersects at most twice. Let $d$ be a closed curve which intersects at most twice every curve in $\Gamma$. We can sweep $d$ such that every member of the sweeping of $d$ intersects at most twice every other curve of $\Gamma$.

A sweeping of $d$ in Theorem 37 is defined as a family $d(t), t \in (-1, 1]$, of pairwise disjoint curves such that $d(0) = d$ and their union contains all points of the plane ($d(-1)$ is a degenerate curve consisting of a singular point).

Proof of Theorem 15. Using Corollary 26 we can assume that $F$ is saturated (for $B$) and in particular, for every point $p$, $H_p = \{v_B : p \in B \}$ is a hyperedge of $I(B,F)$ if it is of size at least two.

We can keep deleting members of $B$ from $B$ which correspond to a vertex with degree 0 or 1 in the Delaunay-graph, during this process the Delaunay-graph of the new family keeps containing the graph induced by the original Delaunay-graph on the new (reduced) vertex set. If we can prove that the new Delaunay-graph is planar, then adding back the degree 0 and 1 vertices in reverse order we see that the original Delaunay-graph is also planar. Thus we can assume that every vertex of the Delaunay-graph has degree at least two. In this case for every $B \in B$ we have a point $p \in B$ which is in at most one other $C \in B$ (as there are no degree-0 vertices) and there are no two regions $B, C \in B$ such that $B \subset C$ (as there are no degree-0 or degree-1 vertices).

Given $B$ and $F$ we will modify $B$ such that for the new family $\hat{B}$ of pseudo-disks every $B \in \hat{B}$ contains an own-point and furthermore we do this in a way that $I(\hat{B},F)$ supports $I(B,F)$. Using Lemma 30 we get that the Delaunay-graph of $\hat{B}$ wrt. $F$ is planar and then by Observation 36 we get that the Delaunay graph of $B$ wrt. $F$ is also planar.

We do this modification by repeating the below defined operation finitely many times, at each time decreasing by at least one the number of members of $B$ without an own-point. We now define the three steps of this operation.

- Step 1 - Preparation.
  Take an arbitrary $B \in B$ that does not contain an own-point. We take a $C \in B$ for which $v_B$ is connected to $v_C$ in the Delaunay-graph. Thus, there is a point $p$ which is in $B \cap C$ but no other member of $B$. We morph the plane such that $B \cap C$ becomes a square $R$ such that the two intersection points of the boundary of $B$ and $C$ are on the horizontal halving line of the square (the upper part of $\partial R$ belongs to $\partial B$ and the lower part of $\partial R$ belongs to $\partial C$) and no member of $B$ and $F$ intersects the vertical sides of the square. This morphing is easily doable and it leaves intact the intersection structure of $B$ and $F$. Denote by $p_l$ and $p_r$ the intersection points of $\partial B$ and $\partial C$, that is, the midpoints of the left and right side of $R$. This finishes the Preparation Step of our operation. See the left side of Figure 2a for what we get after this step.

- Step 2 - Pulling apart $B \cap C$.
  Now we define the Pulling apart $B \cap C$ Step of the operation which keeps the intersection structure of $B$ and $F$ outside $B \cap C$ intact. First we morph the plane such that the square’s height is doubled to get the rectangle $R'$ while its horizontal halving line does not change (the part of $\partial R'$ above the halving line is part of $\partial B$ and the part below is part of $\partial C$) and the drawing inside $R$ remains untouched. We do this such that the intersections of members of $B$ (and of $F$) with the horizontal sides of the square are stretched to become vertical lines in $R' \setminus R$. Next, for every $D \in B \setminus \{B\}$ which intersects exactly one (horizontal) side of $R'$, we redraw the part of $\partial D$ inside $B$ to be a half-circle inside $B$ that has the same endpoints. See the right side of Figure 2a, where these redrawn
boundary parts are drawn with thin red strokes. We get a modified family $B'$, while the topology of $\mathcal{F}$ is unmodified.

It is easy to see that we modified $B$ in a way that $B'$ remains a pseudo-disk family. Next we show that $I(B', \mathcal{F})$ supports $I(B, \mathcal{F})$, that is for every $H \in I(B, \mathcal{F})$ there exists a $H' \in I(B', \mathcal{F})$ such that $H' \subseteq H$. If $F \in \mathcal{F}$ contains only depth-1 points, then it is disjoint from $B \cap C$ and so the hyperedge $H_F$ remains in the intersection hypergraph after pulling apart $B \cap C$. Otherwise, $F$ contains a depth-2 point $q$ and then $H_F$ contains the hyperedge $H_q$. So it is enough to prove that for every $H_q$ there is a hyperedge $H'_q$ (also corresponding to some point) in $I(B', \mathcal{F})$ such that $H'_q \subseteq H_q$. For $q \notin B \cap C$, $H_q$ remains in the intersection hypergraph after pulling apart $B \cap C$. Finally, for $q \in B \cap C$ the hyperedge $H_q$ contains the hyperedge $\{v_B, v_C\}$ which is exactly the hyperedge corresponding to $p$ in $B'$ (recall that this is the point that was only in $B$ and $C$ and no other member of $\mathcal{B}$, and this property remains true for $B'$ after the operation).

Step 3 - Shrinking of $C$.

Now we do the final step, the Shrinking of $C$ Step of the operation. Let arc $a_B$ (resp. $a_C$) be the part of $\partial R'$ above (resp. below) the halving line, which arc is also part of $\partial B$ (resp. $\partial C$) after the first two steps of the operation. Let arc $a^*$ (resp. arc $a_*$) be the part of $\partial R$ which is above (resp. below) the halving line. We perturb the vertical parts of $a^*$ and $a_*$ slightly so that they do not overlap (nor intersect) with $a_B$ and $a_C$. See right side of Figure 2a for an illustration.

If either $a^*$ or $a_*$ contains a point $p$ which is 2-deep (thus contained by $B$ and $C$ and no other member of $B'$), then we redraw $\partial C$ such that we change $a_C$ to $a^*$ or $a_*$ (whichever contains the 2-deep point $p$) and then what we get remains a pseudo-disk family. This way the hyperedge $\{v_B, v_C\}$ is still in $I(B'', \mathcal{F})$ as it is corresponding to a point close to $p$. Thus $I(B'', \mathcal{F})$ supports $I(B', \mathcal{F})$, and so $I(B, \mathcal{F})$ as well. Furthermore, in $B''$ there is a point close to $p$ which is an own-point of $B$.

Unfortunately it can happen that none of $a^*$ and $a_*$ contains a 2-deep point and so they are not suitable for redrawing $a_C$. Nevertheless, we assumed that there exists a 2-deep
Thus, we can assume that no two pseudo-disks in $I$ want to color the vertices of $I$.

Observation 38.

Step 3b - Drawing $a_p$.

While the existence of such an $a_p$ is intuitively not surprising, proving its existence is a somewhat technical application of Theorem 37. The proof can be found in the full version of this paper.

Thus, with the above 3-step operation we changed $B$ such that one more member, $B$, contains an own-point. Also it is easy to see that no other member could have lost its own-point, as we have redrawn members of $B$ only inside $B \cap C$, where there were no 1-deep points. So after finitely many times repeating this operation we get a family $\hat{B}$ in which every member has an own-point and whose intersection hypergraph $I(\hat{B}, F)$ supports the intersection hypergraph $I(\hat{B}, F)$ we started with, concluding the proof.

3 Coloring pseudo-disks wrt. pseudo-disks

Note that Observation 5 can be rephrased equivalently such that if the Delaunay-graph of $\mathcal{H}$ supports $\mathcal{H}$, then a proper coloring of the Delaunay-graph is a proper coloring of $\mathcal{H}$. More generally, it is true that:

Observation 38.

If a hypergraph $\mathcal{H}'$ supports another hypergraph $\mathcal{H}$, then a proper coloring of $\mathcal{H}'$ is a proper coloring of $\mathcal{H}$.

Proof of Theorem 14. Given the pseudo-disk family $F$ and the finite pseudo-disk family $\mathcal{B}$, we want to color the vertices of $I(\mathcal{B}, F)$ corresponding to the members of $\mathcal{B}$ such that for every $F \in \mathcal{F}$ the hyperedge $H_F$ in $\mathcal{B}$ containing exactly those $v_B$ for which $B \cap F \neq \emptyset$ is not monochromatic (assuming that $|H_F| \geq 2$). Using Corollary 26 and Observation 38 we can assume that $F$ is saturated (for $\mathcal{B}$).

We prove the existence of a 4-coloring by induction first on the size of $\mathcal{B}$, second on the size of the largest containment-minimal hyperedges and third on the number of largest containment-minimal hyperedges. We say that a hypergraph $\mathcal{H}'$ is better than a hypergraph $\mathcal{H}$ (on the same vertex set) if either the size of the largest containment-minimal hyperedges is smaller in $\mathcal{H}'$ than in $\mathcal{H}$ or they are of the same size but there are more of them in $\mathcal{H}$. Notice that if $\mathcal{H}'$ supports $\mathcal{H}$, then $\mathcal{H}'$ is not worse than $\mathcal{H}$.

If $\mathcal{B}$ contains two pseudo-disks $B, C$ such that $B \subset C$, then we can proper color $I(\mathcal{B} \setminus \{B\}, F)$ by induction and then color $v_B$ with a color different from the color of $v_C$ to get a proper coloring of $I(\mathcal{B}, F)$ as every hyperedge which contains $v_B$ must contain $v_C$ as well. Thus, we can assume that no two pseudo-disks in $\mathcal{B}$ contain one another.

We can assume that $F$ is saturated (for $\mathcal{B}$) as adding hyperedges to the intersection hypergraph cannot make it worse. In particular, we can assume that $I(\mathcal{B}, F)$ contains a hyperedge $H_p = \{v_B : p \in B \in \mathcal{B}\}$ (if it is of size at least two) for every point $p$ in the plane.

Take one of the largest containment-minimal hyperedges, $H \in I(\mathcal{B}, F)$.

If $H$ is of size 2 that means that the Delaunay-graph supports $I(\mathcal{B}, F)$ and then by Theorem 15 we can color it with 4 colors, which by Observation 38 is a proper coloring of $I(\mathcal{B}, F)$, as required. This starts the induction.
Otherwise, $H$ has $l \geq 3$ vertices. Assume by induction that every intersection hypergraph of pseudo-disks wrt. pseudo-disks better than $I(B, F)$ admits a proper 4-coloring.

If $H$ corresponds to some $F$ that contains only 1-deep points, then using Corollary 27 and that $F$ is saturated we get that $H$ is not containment-minimal, a contradiction. Thus, $H$ contains a point which is at least 2-deep and then using that $H$ is containment-minimal and $F$ is saturated there must be a point $p$ (any point inside a pseudo-disk corresponding to $H$ is such) for which actually $H = H_p$. Take two members $B, C \in B$ for which $v_B, v_C \in H_p$. On $B \cap C$ we do the first two steps of the operation used in the proof of Theorem 15 to get a new pseudo-disk family $B'$. As we have seen, the intersection hypergraph $I(B', F)$ supports $I(B, F)$ and thus $I(B', F)$ is not worse than $I(B, F)$. If $B \cap C$ in $B'$ contains a 2-deep point, then $\{v_B, v_C\}$ is a hyperedge of $I(B', F)$ and the number of size-$l$ hyperedges did actually decrease (as $H$ is not containment minimal anymore) and so $I(B', F)$ is better than $I(B, F)$. Then by induction $I(B', F)$ can be colored with 4 colors, which by Observation 38 is a proper coloring of $I(B, F)$ as well.

The only case left is when $B \cap C$ still does not contain a 2-deep point. In this case similarly to Step 3 of the operation in the proof of Theorem 15, we redraw $\partial C'$ such that we change $a_C$ to $a^*$ (see again the right side of Figure 2a). In the new family $B''$ every point in $R$ is still covered at least twice, and nothing changed outside $R$, thus $I(B'', F)$ supports $I(B', F)$ (and then in turn it supports $I(B, F)$). Moreover, the hyperedge corresponding to $p$ is a subset of $H_p$ but it does not contain $v_C$ anymore, so it is a proper subset of $H$ and is of size at least 2. This implies that the number of size-$l$ hyperedges did decrease. Then again $I(B', F)$ is better than $I(B, F)$ and then by induction can be colored with 4 colors, which by Observation 38 is a proper coloring of $I(B, F)$ as well.

Observe that already for coloring points wrt. disks we may need 4 colors (as there are points whose intersection hypergraph wrt. disks is a complete graph on four vertices), so 4 is also a lower bound for coloring pseudo-disks wrt. pseudo-disks.

Without going into details, we note that from the proofs we can create (low-degree) polynomial time coloring algorithms, supposing that initially we are given reasonable amount of information (e.g., the whole structure of the arrangement (all the vertices, edges and faces) of the pseudo-disks of $B$ and also for every hyperedge $H$ in $I(B, F)$ we are given an $F$ corresponding to $H$).

## 4 Discussion

As mentioned, the primary motivation behind considering such problems lies in applications to conflict-free colorings and to cover-decomposability problems.

When the main interest is in conflict-free colorings, the $\log n$ factor makes it less interesting to optimize the bound on the proper coloring result. However, when considering the relation to cover-decomposability problems, finding the exact value is of great interest. This makes it important that in Theorem 14 we could prove an exact upper bound for such a wide class of intersection hypergraphs. On the other hand, in Theorem 22 we aimed for keeping the proof as simple as possible, and so we did not optimize the number of colors.

In cover-decomposability problems the typical question asks if for some $m$ we can properly 2-color $I_m(B, F)$, the subhypergraph of $I(B, F)$ containing only hyperedges of size at least $m$. If we properly color $I_m(B, F)$, then we say that we color $B$ wrt. $F$ for $m$.

Usually either $B$ or $F$ is the family of points of the plane. Originally researchers concentrated on the problem when the other family, $F$ or $B$, is the family of translates of a convex region (see, e.g., [20] for a history of this research direction).
In the past years researchers started to concentrate more on problems where \( B \) or \( F \) is the family of homothets of a convex region. One of the most intriguing open problems is whether we can 2-color points wrt. homothets of a given convex polygon for some constant \( m \). The existence of a 2-coloring for some \( m \) was proved for triangles [14] and the square [1] and recently for convex polygons the existence of a 3-coloring for some \( m \) was proved [17]. On the other hand, for coloring points wrt. disks 2 colors are not enough (for any \( m \)) [22].

As we have seen already in the introduction, a 3-coloring always exists for \( m = 2 \); however the existence of a 3-coloring (for some \( m \)) is an open problem (see also the remark after Problem 39).

For the dual problem, about coloring the homothets of a convex polygon wrt. points, while proper 2-coloring exists for the homothets of triangles [14] for some \( m \), for the homothets of other convex polygons there is not always a 2-coloring [18] (for any \( m \)). Also, for coloring disks wrt. points 2 colors are not enough (for any \( m \)) [19].

In [17] it was conjectured that points wrt. pseudo-disks and pseudo-disks wrt. points can be proper 3-colored (for some \( m \)). Encouraged by Theorem 14 we pose the common generalization of these conjectures:

> **Problem 39.** Does there exist a constant \( m \) such that given a family \( F \) of pseudo-disks and a finite family \( B \) of pseudo-disks, \( I_m(B, F) \) always admits a proper coloring with 3 colors?

We note that Tóth [28] showed an example that choosing \( m = 3 \) is not enough already when \( B \) is a set of points and \( F \) is a family of pseudo-disks.

The case when \( B \) is a family of points and \( F \) is the family of disks was asked by the author of this paper 10 years ago [12, 13] and is still open (in this special case even \( m = 3 \) might be true).

As we mentioned in the introduction, one can easily change in the definition of the incidence hypergraph the incidence relation to the containment or reverse-containment relation. Thus we can define the following hypergraphs: \( H^C(B, F) \) contains a hyperedge \( H = \{ v_B : B \subset F \} \) for every \( F \in F \); similarly, \( H^>(B, F) \) contains a hyperedge \( H = \{ v_B : B \supset F \} \) for every \( F \in F \) (if these sets are of size at least two).

Thus we can ask if the respective variants of Theorem 14 and Problem 39 hold for these hypergraphs:

> **Problem 40.** Given a family \( F \) of pseudo-disks and a finite family \( B \) of pseudo-disks, does \( H^C_m(B, F) \) (resp. \( H^>(m)(B, F) \)) always admit a proper coloring with 4 colors?

Does there exist a constant \( m \) such that \( H^<C_m(B, F) \) (resp. \( H^>=m(B, F) \)) always admits a proper coloring with 3 colors?

The variant of this problem where \( F \) and \( B \) are families of intervals on the line was regarded in [16] where among others it was shown that for intervals these two classes (the class of containment and reverse-containment hypergraphs of intervals) are the same.

Finally we mention that similarly to pseudo-disks, pseudo-halfplanes are natural generalizations of halfplanes. For pseudo-halfplanes it was also possible to reprove the same coloring results that are known for halfplanes [15]. Also, due to the lack of direct relation to pseudo-disks, we did not mention axis-parallel rectangles, whose intersection hypergraph coloring problems are some of the most interesting open problems of the area.
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Abstract
Circular layouts are a popular graph drawing style, where vertices are placed on a circle and edges are drawn as straight chords. Crossing minimization in circular layouts is \( \text{NP} \)-hard. One way to allow for fewer crossings in practice are two-sided layouts that draw some edges as curves in the exterior of the circle. In fact, one- and two-sided circular layouts are equivalent to one-page and two-page book drawings, i.e., graph layouts with all vertices placed on a line (the spine) and edges drawn in one or two distinct half-planes (the pages) bounded by the spine. In this paper we study the problem of minimizing the crossings for a fixed cyclic vertex order by computing an optimal \( k \)-plane set of exteriorly drawn edges for \( k \geq 1 \), extending the previously studied case \( k = 0 \). We show that this relates to finding bounded-degree maximum-weight induced subgraphs of circle graphs, which is a graph-theoretic problem of independent interest. We show \( \text{NP} \)-hardness for arbitrary \( k \), present an efficient algorithm for \( k = 1 \), and generalize it to an explicit \( \text{XP} \)-time algorithm for any fixed \( k \). For the practically interesting case \( k = 1 \) we implemented our algorithm and present experimental results that confirm the applicability of our algorithm.
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1 Introduction

Circular graph layouts are a popular drawing style to visualize graphs, e.g., in biology [16], and circular layout algorithms [21] are included in standard graph layout software [11] such as yFiles, Graphviz, or OGDF. In a circular graph layout all vertices are placed on a circle, while the edges are drawn as straight-line chords of that circle, see Fig. 1a. Minimizing the number of crossings between the edges is the main algorithmic problem for optimizing the readability of a circular graph layout. If the edges are drawn as chords, then all crossings are determined solely by the order of the vertices. By cutting the circle between any two vertices and straightening it, circular layouts immediately correspond to one-page book...
drawings, in which all vertices are drawn on a line (the spine) and all edges are drawn in one half-plane (the page) bounded by the spine. Finding a vertex order that minimizes the crossings is NP-hard [18]. Heuristics and approximation algorithms have been studied in numerous papers, see, e.g., [2,13,20].

Gansner and Koren [8] presented an approach to compute improved circular layouts for a given input graph \( G = (V,E) \) in a three-step process. The first step computes a vertex order of \( V \) that aims to minimize the overall edge length of the drawing, the second step determines a crossing-free subset of edges that are drawn outside the circle to reduce edge crossings in the interior (see Fig. 1b), and the third step introduces edge bundling to save ink and reduce clutter in the interior. The layouts by Gansner and Koren draw edges inside and outside the circle and thus are called two-sided circular layouts. Again, it is easy to see that two-sided circular layouts are equivalent to two-page book drawings, where the interior of the circle with its edges corresponds to the first page and the exterior to the second page.

Inspired by their approach we take a closer look at the second step of the above process, which, in other words, determines for a given cyclic vertex order an outerplane subgraph to be drawn outside the circle such that the remaining crossings of the chords are minimized. Gansner and Koren [8] solve this problem in \( O(|V|^3) \) time.\(^1\) In fact, the problem is equivalent to finding a maximum independent set in the corresponding circle graph \( G^o = (V,E) \), which is the intersection graph of the chords (see Section 2 for details). The maximum independent set problem in a circle graph can be solved in \( O(\ell) \) time [23], where \( \ell \) is the total chord length of the circle graph (here \( |E| \leq \ell \leq |E|^2 \); see Section 4.2 for a precise definition of \( \ell \)).

**Contribution**

We generalize the above crossing minimization problem from finding an outerplane graph to finding an outer \( k \)-plane graph, i.e., we ask for an edge set to be drawn outside the circle such that none of these edges has more than \( k \) crossings. Equivalently, we ask for a page assignment of the edges in a two-page book drawing, given a fixed vertex order, such that in one of the two pages each edge has at most \( k \) crossings. For \( k = 0 \) this is exactly the same problem considered by Gansner and Koren [8]. An example for \( k = 1 \) is shown in Fig. 1c. More generally, studying drawings of non-planar graphs with a bounded number of crossings per edge is a topic of great interest in graph drawing, see [15,17].

We model the outer \( k \)-plane crossing minimization problem in two-sided circular layouts as a bounded-degree maximum-weight induced subgraph (BDMWIS) problem in the corresponding circle graph (Section 2). The BDMWIS problem is a natural generalization of the weighted independent set problem (setting the degree bound \( k = 0 \)), which was the basis for Gansner and Koren’s approach [8]. It is itself a weighted special case of the bounded-degree vertex deletion problem [3,5,7], a well-studied algorithmic graph problem of independent interest. For arbitrary \( k \) we show NP-hardness of the BDMWIS problem in Section 3. Our algorithms in Section 4 are based on dynamic programming using interval representations of circle graphs. For the case \( k = 1 \), where at most one crossing per exterior edge is permitted, we solve the BDMWIS problem for circle graphs in \( O(|E|^4) \) time. We then generalize our algorithm and obtain a problem-specific XP-time algorithm for circle graphs and any fixed \( k \), whose running time is \( O(|E|^{2k+2}) \). We note that the pure existence of an XP-time algorithm can also be derived from applying a metatheorem of Fomin et al. [6] using counting monadic second order (CMSO) logic, but the resulting running times are far worse. Finally, in Section 5, we present the results of a first experimental study comparing the crossing numbers of two-sided circular layouts for the cases \( k = 0 \) and \( k = 1 \).

---

\(^1\) The paper claims \( O(|V|^2) \) time without a proof; the immediate running time of their algorithm is \( O(|V|^3) \).
F. Klute and M. Nöllenburg

2 Preliminaries

Let $G = (V,E)$ be a graph and $\pi$ a cyclic order of $V$. We arrange the vertices in order $\pi$ on a circle $C$ and draw edges as straight chords to obtain a (one-sided) circular drawing $\Gamma$, see Fig. 1a. Note that all crossings of $\Gamma$ are fully determined by $\pi$: two edges cross iff their endpoints alternate in $\pi$. Our goal in this paper is to find a subset of edges to be drawn in the unbounded region outside $C$ with no more than $k$ crossings per edge in order to minimize the total number of edge crossings or the number of remaining edge crossings inside $C$.

More precisely, in a two-sided circular drawing $\Delta$ of $(G,\pi)$ we still draw all vertices on a circle $C$ in the order $\pi$, but we split the edges into two disjoint sets $E_1$ and $E_2$ with $E_1 \cup E_2 = E$. The edges in $E_1$ are drawn as straight chords, while the edges in $E_2$ are drawn as simple curves in the exterior of $C$, see Fig. 1c. Asking for a set $E_2$ that globally minimizes the crossings in $\Delta$ is equivalent to the NP-hard fixed linear crossing minimization problem in 2-page book drawings [19]. Hence we add the additional constraint that the exterior drawing induced by $E_2$ is outer $k$-plane, i.e., each edge in $E_2$ is crossed by at most $k$ other edges in $E_2$. This is motivated by the fact that, due to their detour, exterior edges are already harder to read and hence should not be further impaired by too many crossings. The parameter $k$, which can be assumed to be small, gives us control on the maximum number of crossings per exterior edge. Previous work [8] is limited to the case $k = 0$.

2.1 Problem transformation

Instead of working with a one-sided input layout $\Gamma$ of $(G,\pi)$ directly we consider the corresponding circle graph $G^c = (V,E)$ of $(G,\pi)$. The vertex set $V$ of $G^c$ has one vertex for each edge in $E$ and two vertices $u,v \in V$ are connected by an edge $(u,v)$ in $E$ if and only if the chords corresponding to $u$ and $v$ cross in $\Gamma$, i.e., their endpoints alternate in $\pi$. The number of vertices $|V|$ of $G^c$ thus equals the number of edges $|E|$ of $G$ and the number of edges $|E|$ of $G^c$ equals the number of crossings in $\Gamma$. Moreover, the degree $\deg(v)$ of a vertex $v$ in $G^c$ is the number of crossings of the corresponding edge in $\Gamma$.

Next we show that we can reduce our outer $k$-plane crossing minimization problem in two-sided circular layouts of $(G,\pi)$ to an instance of the following bounded-degree maximum-weight induced subgraph problem for $G^c$.
Problem 1 (Bounded-Degree $k$ Maximum-Weight Induced Subgraph ($k$-BDMWIS)). Let $G = (V, E)$ be a weighted graph with a vertex weight $w(v) \in \mathbb{R}^+$ for each $v \in V$ and an edge weight $w(u, v) \in \mathbb{R}^+$ for each $(u, v) \in E$ and let $k \in \mathbb{N}$. Find a set $V' \subset V$ such that the induced subgraph $G[V'] = (V', E')$ has maximum vertex degree $k$ and maximizes the weight
\[ W = W(G[V']) = \sum_{v \in V'} w(v) - \sum_{(u, v) \in E'} w(u, v). \]

For general graphs it follows immediately from Yannakakis [24] that $k$-BDMWIS is NP-hard, but restricting the graph class to circle graphs makes the problem significantly easier, at least for constant $k$, as we show in this paper.

For our reduction it remains to assign suitable vertex and edge weights to $G^\circ$. We define $w(v) = \deg(v)$ for all vertices $v \in V$ and $w(u, v) = 1$ or, alternatively, $w(u, v) = 2$ for all edges $(u, v) \in E$, depending on the type of crossings to minimize.

Lemma 2. Let $G = (V, E)$ be a graph with cyclic vertex order $\pi$ and $k \in \mathbb{N}$. Then a maximum-weight degree-$k$ induced subgraph in the corresponding weighted circle graph $G^\circ = (V, E)$ induces an outer $k$-plane graph that minimizes the number of crossings in the corresponding two-sided layout $\Delta$ of $(G, \pi)$.

Proof. Let $V^* \subset V$ be a vertex set that induces a maximum-weight subgraph of degree at most $k$ in $G^\circ$. Since vertices in $G^\circ$ correspond to edges in $G$, we can choose $E^* = V^*$ as the set of exterior edges in $\Delta$. Each edge in $G^\circ$ corresponds to a crossing in the one-sided circular layout $\Gamma$. Hence each edge in the induced graph $G^\circ[V^*]$ corresponds to an exterior crossing in $\Delta$. Since the maximum degree of $G^\circ[V^*]$ is $k$, no exterior edge in $\Delta$ has more than $k$ crossings.

The degree of a vertex $v \in V^*$ (and thus its weight $w(v)$) equals the number of crossings that are removed from $\Gamma$ by drawing the corresponding edge in $E^*$ in the exterior part of $\Delta$. However, if two vertices in $V^*$ are connected by an edge, their corresponding edges in $E^*$ necessarily cross in the exterior part of $\Delta$ and we need to add a correction term, otherwise the crossing would be counted twice. So for edge weights $w(u, v) = 1$ the weight $W$ maximized by $V^*$ equals the number of crossings that are removed from the interior part of $\Delta$. For $w(u, v) = 2$, though, the weight $W$ equals the number of crossings that are removed from the interior, but not counting those that are simply shifted to the exterior of $\Delta$.

Lemma 2 tells us that instead of minimizing the crossings in two-sided circular layouts with an outer $k$-plane exterior graph, we can focus on solving the $k$-BDMWIS problem for circle graphs in the rest of the paper.

2.2 Interval representation of circle graphs

There are two alternative representations of circle graphs. The first one is the chord representation as a set of chords of a circle (i.e., a one-sided circular layout), whose intersection graph actually serves as the very definition of circle graphs. The second and less immediate representation is the interval representation as an overlap graph, which is more convenient for describing our algorithms. In an interval representation each vertex is represented as a closed interval $I \subset \mathbb{R}$. Two vertices are adjacent if and only if the two corresponding intervals partially overlap, i.e., they intersect but neither interval contains the other.

Gavril [10] showed that circle graphs and overlap graphs represent the same class of graphs. To obtain an interval representation from a chord representation $\Gamma$ on a circle $C$ the idea is to pick a point $p$ on $C$, which is not the endpoint of a chord, rotate $\Gamma$ such that
Figure 2 An example projection of the chord representation of a circle graph (here: $K_{1,3}$) to obtain an interval representation of the same graph as an overlap graph. Marked groups of endpoints indicate how chords incident to the same vertex are separated before the projection.

$p$ is the topmost point of $\Gamma$ and project the chords from $p$ onto the real line below $C$, see Fig. 2. Each chord is then represented as a finite interval and two chords intersect if and only if their projected intervals partially overlap. We can further assume that all endpoints of the projected intervals are distinct by locally separating chords with a shared endpoint in $\Gamma$ before the projection, such that the intersection graph of the chords does not change.

3 NP-hardness

For arbitrary, non-constant $k \in \mathbb{N}$ we show that $k$-BDMWIS is NP-hard, even on circle graphs. Our reduction is from the Minimum Dominating Set problem, which is NP-hard on circle graphs [12].

**Problem 3** (Minimum Dominating Set). Given a graph $G = (V, E)$, find a set $V' \subseteq V$ of minimum cardinality such that for each $u \in V \setminus V'$ there is a vertex $v \in V'$ with $(u,v) \in E$.

**Theorem 4.** $k$-BDMWIS is NP-hard on circle graphs, even if all vertex weights are one and all edge weights are zero.

**Proof.** Given an instance of Minimum Dominating Set on a circle graph $G = (V, E)$ we construct an instance of $k$-BDMWIS. First let $G' = (V', E')$ be a copy of $G$. We set the degree bound $k$ equal to the maximum degree of $G$ and attach new leaves to each vertex $v \in V'$ until every (non-leaf) vertex in $G'$ has degree $k + 1$. Note that $G'$ remains a circle graph when adding leaves. We set the weights to $w(v) = 1$ for $v \in V'$ and $w(u,v) = 0$ for $(u,v) \in E'$. This implies that the weight $W$ to be maximized is just the number of vertices in the induced subgraph.

Now given a minimum dominating set $V_d \subseteq V$ of $G$, we know that for every vertex $v \in V$ either $v \in V_d$ or there exists a vertex $u \in V_d$ such that $(u,v) \in E$. This means if we set $V_s = V' \setminus V_d$ the graph $G'[V_s]$ has maximum degree $k$, since for every $v \in V_s$ at least one neighbor is in $V_d$ and the maximum degree in $G'$ is $k + 1$. Since $V_d$ is a minimum dominating set, $V_s$, for which we can assume that it contains all leaves, is the largest set of vertices such that $G'[V_s]$ has maximum degree $k$. Hence $V_s$ is a solution to the $k$-BDMWIS problem on $G'$.

Conversely let $V_s \subseteq V'$ be a solution to the $k$-BDMWIS problem on $G'$. Again we can assume that $V_s$ contains all leaves of $G'$. Otherwise let $u \in V' \setminus V_s$ be a leaf of $G'$ with unique neighbor $v \in V'$. The only possible reason that $u \not\in V_s$ is that $v \in V_s$ and the degree of $v$ in $G'[V_s]$ is $\deg(v) = k$. If we replace in $V_s$ a non-leaf neighbor $w$ of $v$ (which must exist) by the
leaf $u$, the resulting set has the same cardinality and satisfies the degree constraint. Now let $V_d = V' \setminus V_s$. By our assumption $V_d$ contains no leaves of $G'$ and $V_d \subseteq V$. Since every vertex in $G'[V_d]$ has degree at most $k$ we know that each $v \in V \setminus V_d$ must have a neighbor $u \in V_d$, otherwise it would have degree $k+1$ in $G'[V_s]$. Thus $V_d$ is a dominating set. Further, $V_d$ is a minimum dominating set. If there was a smaller dominating set $V_d'$ in $G$ then $V' \setminus V_d'$ would be a larger solution than $V_s$ for the $k$-BDMWIS problem on $G'$, which is a contradiction. ▲

4 Algorithms for $k$-BDMWIS on circle graphs

Before describing our dynamic programming algorithms for $k = 1$ and the generalization to $k \geq 2$ in this section, we introduce the necessary basic definitions and notation using the interval perspective on $k$-BDMWIS for circle graphs.

4.1 Notation and definitions

Let $G = (V, E)$ be a circle graph and $\mathcal{I} = \{I_1, \ldots, I_n\}$ an interval representation of $G$ with $n$ intervals that have $2n$ distinct endpoints as defined in Section 2.2. Let $\sigma(\mathcal{I}) = \{\sigma_1, \ldots, \sigma_{2n}\}$ be the set of all interval endpoints and assume that they are sorted in increasing order, i.e., $\sigma_i < \sigma_j$ for all $i < j$. We may in fact assume without loss of generality that $\sigma(\mathcal{I}) = \{1, \ldots, 2n\}$ by mapping each interval $[\sigma_i, \sigma_j]$ to the interval $[l, r]$ defined by its index ranks. Clearly the order of the endpoints of two intervals $[\sigma_i, \sigma_j]$ and $[\sigma_{i'}, \sigma_{j'}]$ is exactly the same as the order of the endpoint of the intervals $[l, r]$ and $[l', r']$ and thus the overlap or circle graph defined by the new interval set is exactly the same as the one defined by $\mathcal{I}$.

For two distinct intervals $I = [a, b]$ and $J = [c, d] \in \mathcal{I}$ we say that $I$ and $J$ overlap if $a < c < b < d$ or $c < a < d < b$. Two overlapping intervals correspond to an edge in $G$. For an interval $I \in \mathcal{I}$ and a subset $I' \subset \mathcal{I}$ we define the overlap set $\mathcal{P}(I, I') = \{J \mid J \in I' \text{ and } I, J \text{ overlap}\}$. Further, for $I = [a, b]$ we define the forward overlap set $\mathcal{P}^+(I, I') = \{J \mid J = [c, d] \in \mathcal{P}(I, I') \text{ and } c < b < d\}$ of intervals overlapping on the right side of $I$ and the set $\mathcal{P}^-(I, I') = \{J \mid J \in I' \text{ and } J \in \mathcal{P}(I, I')\}$ of all overlapping pairs of intervals in $I'$. If $J \subset I$, i.e., $a < c < d < b$, we say that $I$ nests $J$ (or $J$ is nested in $I$). Nested intervals do not correspond to edges in $G$. For a subset $I' \subset \mathcal{I}$ we define the set of all intervals nested in $I$ as $\mathcal{N}(I, I') = \{J \mid J \in I' \text{ and } J \text{ is nested in } I\}$.

Let $I' \subset \mathcal{I}$ be a set of $n'$ intervals. We say $I'$ is connected if its corresponding overlap or circle graph is connected. Further let $\sigma(I') = \{i_1, \ldots, i_{2n'}\}$ be the sorted interval endpoints of $I'$. The span of $I'$ is defined as span$(I') = i_{2n'} - i_1$ and the fit of the set $I'$ is defined as fit$(I') = \max\{i_{j+1} - i_j \mid 1 \leq j < 2n'\}$.

For a weighted circle graph $G = (V, E)$ with interval representation $\mathcal{I}$ we can immediately assign each vertex weight $w(v)$ as an interval weight $w(I_v)$ to the interval $I_v \in \mathcal{I}$ representing $v$ and each edge weight $w(u, v)$ to the overlapping pair of intervals $\{I_u, I_v\} \in \mathcal{P}(\mathcal{I})$ that represents the edge $(u, v) \in E$. We can now phrase the $k$-BDMWIS problem for a circle graph in terms of its interval representation, i.e., given an interval representation $\mathcal{I}$ of a circle graph $G$, find a subset $I' \subset \mathcal{I}$ such that no $I \in I'$ overlaps more than $k$ other intervals in $I'$ and such that the weight $W(I') = \sum_{I \in \mathcal{I}} w(I) - \sum_{(I, J) \in \mathcal{P}(\mathcal{I})} w(I, J)$ is maximized. We call such an optimal subset $I'$ of intervals a max-weight $k$-overlap set.

4.2 Properties of max-weight 1-overlap sets

The basic idea for our dynamic programming algorithm is to decompose any 1-overlap set, i.e., a set of intervals, in which no interval overlaps more than one other interval, into a sequence of independent single intervals and overlapping interval pairs. Consequently, we can
Figure 3 Split along the two thick red intervals. The dotted intervals are discarded and we recurse on the five sets with black intervals.

find a max-weight 1-overlap set by optimizing over all possible ways to select a single interval or an overlapping interval pair and recursively solving the induced independent subinstances that are obtained by splitting the instance according to the selected interval(s).

Let $I$ be a set of intervals. For $x, y \in \mathbb{R} \cup \{\pm \infty\}$ with $x \leq y$ we define the set $I[x, y] = \{I \in I \mid I \subseteq [x, y]\}$ as the subset of $I$ contained in $[x, y]$. Note that $I[-\infty, \infty] = I$. For any $I = [a, b] \in I[x, y]$ we can split $I[x, y]$ along $I$ into the three sets $I[x, a]$, $I[a, b]$, $I[b, y]$. This split corresponds to selecting $I$ as an interval without overlaps in a candidate 1-overlap set. All intervals which are not contained in one of the three sets will be discarded after the split.

Similarly, we can split $I[x, y]$ along a pair of overlapping intervals $I = [a, b]$, $J = [c, d] \in I$ to be included in candidate solution. Without loss of generality let $a < c < b < d$. Then the split creates the five sets $I[x, a]$, $I[a, c]$, $I[c, b]$, $I[b, d]$, $I[d, y]$, see Fig. 3. Again, all intervals which are not contained in one of the five sets are discarded. The next lemma shows that none of the discarded overlapping intervals can be included in a 1-overlap set together with $I$ and $J$.

Lemma 5. For any $x \in \mathbb{R}$ at most two overlapping intervals $I = [a, b]$, $J = [c, d] \in I$ with $a \leq x \leq b$ and $c \leq x \leq d$ can be part of a 1-overlap set of $I$.

Proof. Assume there is a third interval $K = [e, f] \in I$ with $e \leq x \leq f$ in a 1-overlap set, which overlaps $I$ or $J$ or both. Interval $K$ cannot be added to the 1-overlap set without creating at least one interval that overlaps two other intervals, which is not allowed in a 1-overlap set. ◀

Our algorithm for the max-weight 1-overlap set problem extends some of the ideas of the algorithm presented by Valiente for the independent set problem in circle graphs [23]. In our analysis we use Valiente’s notion of total chord length, where the chord length is the same as the length $\ell(I) = j - i$ of the corresponding interval $I = [i, j] \in I$. The total interval length can then be defined as $\ell = \ell(I) = \sum_{I \in I} \ell(I)$. We use the following bound in our analysis.

Lemma 6. Let $I$ be a set of intervals and $\gamma$ be the maximum degree of the corresponding overlap or circle graph, then $\sum_{I \in I} \sum_{J \in \mathcal{P}(I, I)} (\ell(I) + \ell(J)) = O(\gamma \ell)$.

Proof. We first observe that $J \in \mathcal{P}(I, I)$ if and only if $I \in \mathcal{P}(J, I)$. So in total each interval in $I$ appears at most $\gamma$ times as $I$ and at most $\gamma$ times as $J$ in the double sum, i.e., no interval in $I$ appears more than $2\gamma$ times and the bound follows. ◀

4.3 An algorithm for max-weight 1-overlap sets

Our algorithm to compute max-weight 1-overlap sets runs in two phases. In the first phase, we compute the weights of optimal solutions on subinstances of increasing size by recursively re-using solutions of smaller subinstances. In the second phase we optimize over all ways of combining optimal subsolutions to obtain a max-weight 1-overlap set.
The instances of interest are defined as follows. Let $\mathcal{I}' \subseteq \mathcal{I}$ be a connected set of intervals and let $l = l(\mathcal{I}')$ and $r = r(\mathcal{I}')$ be the leftmost and rightmost endpoints of all intervals in $\mathcal{I}'$. We define the value $1\text{MWOS}(\mathcal{I}')$ as the maximum weight of a 1-overlap set on $\mathcal{I}[l, r]$ that includes $\mathcal{I}'$ in the 1-overlap set (if one exists). Lemma 5 implies that it is sufficient to compute the $1\text{MWOS}$ values for single intervals $I \in \mathcal{I}$ and overlapping pairs $I, J \in \mathcal{I}$ since any connected set of three or more intervals cannot be a 1-overlap set any more.

We start with the computation of $1\text{MWOS}(I)$ for a single interval $I = [a, b] \in \mathcal{I}$. Using a recursive computation scheme of $1\text{MWOS}$ that uses increasing interval lengths we may assume by induction that for any interval $J \in \mathcal{I}$ with $\ell(J) < \ell(I)$ and any overlapping pair of intervals $J, K \in \mathcal{I}$ with $\text{span}(J, K) < \ell(I)$ the sets $1\text{MWOS}(J)$ and $1\text{MWOS}(J, K)$ are already computed. If we select $I$ for the 1-overlap set as a single interval without overlaps, we need to consider for $1\text{MWOS}(I)$ only those intervals nested in $I$. Refer to Fig. 4 for an illustration. The value of $1\text{MWOS}(I)$ is determined using an auxiliary recurrence $S_I[x]$ for $a \leq x \leq b$ and the weight $w(I)$ resulting from the choice of $I$:

$$1\text{MWOS}([a, b]) = S_I[a + 1] + w(I).$$

For a fixed interval $I = [a, b]$ the value $S_I[x]$ represents the weight of an optimal solution of $\mathcal{I}[x, b]$. To simplify the definition of recurrence $S_I[x]$ we define the set $D_S([c, d], \mathcal{I}[a, b])$ with $[c, d] \in \mathcal{I}[a, b]$, in which we collect all $1\text{MWOS}$ values for pairs composed of $[c, d]$ and an interval in $\mathcal{P}([c, d], \mathcal{I}[a, b])$ (see Fig. 4(c)) as

$$D_S([c, d], \mathcal{I}[a, b]) = \{1\text{MWOS}([c, d], [e, f]) + S_I[f + 1] \mid [c, f] \in \mathcal{P}([c, d], \mathcal{I}[a, b])\}.$$  

(2)

The main idea of the definition of $S_I[x]$ is a maximization step over the already computed sub-solutions that may be composed to an optimal solution for $\mathcal{I}[x, b]$. To stop the recurrence we set $S_I[b] = 0$ and for every end-point $d$ of an interval $[c, d] \in \mathcal{I}[a, b]$ we set $S_I[d] = S_I[d + 1]$. It remains to define the recurrence for the start-point $c$ of each interval $[c, d] \in \mathcal{I}[a, b]$:

$$S_I[c] = \max\{S_I[c + 1], 1\text{MWOS}([c, d]) + S_I[d + 1]\} \cup D_S([c, d], \mathcal{I}[a, b]).$$

(3)

Figure 4 depicts which of the possible configurations of selected intervals is represented by which values in the maximization step of eq. (3). The first option (Fig. 4(a)) is to discard the interval $[c, d]$, the second option (Fig. 4(b)) is to select $[c, d]$ as a single interval, and the third option (Fig. 4(c)) is to select $[c, d]$ and an interval in its forward overlap set.

Lemma 7. Let $\mathcal{I}$ be a set of intervals and $I \in \mathcal{I}$, then the value $1\text{MWOS}(I)$ can be computed in $O(\gamma(\ell(I)))$ time assuming all $1\text{MWOS}(J)$ and $1\text{MWOS}(J, K)$ values are computed for $J, K \in \mathcal{I}$, $\ell(J) < \ell(I)$ and $\text{span}(J, K) < \ell(I)$.

Proof. Recurrence (1) is correct if $S[a + 1]$ is exactly the weight of a max-weight 1-overlap set on the set $\mathcal{N}(I, \mathcal{I})$, the set of nested intervals of $I$. The proof is by induction over the number of intervals in $\mathcal{N}(I, \mathcal{I})$. In case $\mathcal{N}(I, \mathcal{I})$ is empty $b = a + 1$ and with $S[b] = 0$ Recurrence (1) is correct.
Now let $N(I, \mathcal{I})$ consist of one or more intervals. By Lemma 5 there can only be three cases of how an interval $J \in N(I, \mathcal{I})$ contributes. We can decide to discard $J$, to add it as a singleton interval which allows us to split $N(I, \mathcal{I})$ along $J$ or to add an overlapping pair $J, K \in N(I, \mathcal{I})$ such that $K \in \overline{P}(J, [a, b])$ and split $N(I, \mathcal{I})$ along $J, K$.

For the start-point $c$ of an interval $J = [c, d]$ the maximization in the definition of $S$ in Recurrence (3) exactly considers these three possibilities (recall Fig. 4). For all end-points aside from $b$ we simply use the value of the next start-point or $S[b] = 0$ which ends the recurrence. Since all $1\text{MWOS}(J)$ and $1\text{MWOS}(J, K)$ are computed for $J, K \in \mathcal{I}$, $\ell(J) < \ell(I)$ and span$(J, K) < \ell(I)$ the auxiliary table $S$ is computed in one iteration across $\sigma(\mathcal{I}[a, b])$.

The overall running time is dominated by traversing the $D_S$ sets, which contain at most $\gamma$ values. This has to be done for every start-point of an interval in $N(I, \mathcal{I})$ which leads to an overall computation time of $O(\gamma \ell(I))$ for $1\text{MWOS}(I)$.

Until now we only considered computing the 1MWOS value of a single interval, but we still need to compute 1MWOS for pairs of overlapping intervals. Let $I = [c, d], J = [e, f] \in \mathcal{I}$ be two intervals such that $J \in \overline{P}(I, \mathcal{I})$. If we split $I$ along these two intervals we find three independent regions (recall Fig. 4(c)) and obtain

$$1\text{MWOS}(I, J) = L_{I,J}[c + 1] + M_{I,J}[e + 1] + R_{I,J}[d + 1] + w(I) + w(J) - w(I, J).$$ \hfill (4)

The auxiliary recurrences $L_{I,J}, M_{I,J}, R_{I,J}$ are defined for the three independent regions in the very same way as $S_I$ above with the exception that $L_{I,J}[c] = 0, M_{I,J}[d] = 0$ and $R_{I,J}[f] = 0$. Hence, following essentially the same proof as in Lemma 7 we obtain

\begin{lemma}
Let $I$ be a set of intervals and $I, J \in \mathcal{I}$ with $J \in \overline{P}(I, \mathcal{I})$, then $1\text{MWOS}(I, J)$ can be computed in $O(\gamma \text{span}(I, J))$ time assuming all $1\text{MWOS}(K)$ and $1\text{MWOS}(K, L)$ values are computed for $K, L \in \mathcal{I}$, $\ell(K) < \ell(I)$ and span$(K, L) < \ell(I, J)$.
\end{lemma}

\begin{lemma}
Let $I$ be a set of intervals. The $1\text{MWOS}$ values for all $I \in \mathcal{I}$ and all pairs $I, J \in \mathcal{I}$ with $J \in \overline{P}(I, \mathcal{I})$ can be computed in $O(\gamma^2 \ell)$ time.
\end{lemma}

\begin{proof}
For an interval $I \in \mathcal{I}$ the value $1\text{MWOS}(I)$ is computed in $O(\gamma \ell(I))$ time by Lemma 7. With $\ell = \sum_{I \in \mathcal{I}} \ell(I)$ the claim follows for all $I \in \mathcal{I}$.

By Lemma 8 the value $1\text{MWOS}(I, J)$ can be computed in $O(\gamma \text{span}(I, J))$ time for each overlapping pair $I, J$ with $J \in \overline{P}(I, \mathcal{I})$. Since span$(I, J) \leq \ell(I) + \ell(J)$ the time bound of $O(\gamma^2 \ell)$ follows by applying Lemma 6.
\end{proof}

In the second phase of our algorithm we compute the maximum weight of a 1-overlap set for $\mathcal{I}$ by defining another recurrence $T[x]$ for $x \in \sigma(\mathcal{I})$ and re-using the 1MWOS values. The recurrence for $T$ is defined similarly to the recurrence of $S_I$ above. We set $T[2n] = 0$. Let $I = [a, b] \in \mathcal{I}$ be an interval and $b \neq 2n$, then

$$T[b] = T[b + 1] \quad T[a] = \max \left\{ \{T[a + 1]\} \cup \{1\text{MWOS}([a, b]) + T[b + 1]\} \cup D_T(I, \mathcal{I}) \right\},$$ \hfill (5)

where $D_T$ is defined analogously to $D_S$ by replacing the recurrence $S_I$ with $T$ in eq. (2). The maximum weight of a 1-overlap set for $\mathcal{I}$ is found in $T[1]$.

\begin{theorem}
A max-weight 1-overlap set for a set of intervals $\mathcal{I}$ can be computed in $O(\gamma^2 \ell) \subseteq O(|\mathcal{I}|^4)$ time, where $\ell$ is the total interval length and $\gamma$ is the maximum degree of the corresponding overlap graph.
\end{theorem}
Proof. The time to compute all 1MWOS values is $O(\gamma^2 \ell)$ with Lemma 9. As argued the optimal solution is found by computing $T[1]$. The time to compute $T$ in Recurrence (5) is again dominated by the maximization, which itself is dominated by the evaluation of the $D_T$-sets. The size of these sets is exactly $\gamma$ times the sum we bounded in Lemma 6. So the total time to compute $T$ is $O(\gamma^2 \ell)$. Hence the total running time is $O(\gamma^2 \ell)$. From $\gamma \leq |\mathcal{I}|$ and $\ell \leq |\mathcal{I}|^2$ we obtain the coarser bound $O(|\mathcal{I}|^4)$.

It remains to show the correctness of Recurrence (5). Again we can treat it with the same induction used in the proof of Lemma 7. To see this we introduce an interval $[0, 2n + 1]$ with weight zero. Now the computation of the maximum weight of a 1-overlap set for vectors $\lambda$ value $k$ neighbors of $\mathcal{I}$ is the same as computing all 1MWOS values for the instance $\mathcal{I} \cup \{[0, 2n + 1]\}$. Using standard backtracking, the same algorithm can be used to compute the max-weight 1-overlap set instead of only its weight. □

4.4 An XP-algorithm for max-weight $k$-overlap sets

In this section we generalize our algorithm to $k \geq 2$. While it is not possible to directly generalize Recurrences (3) and (5) we do use similar concepts. The difficulty for $k > 1$ is that the solution can have arbitrarily large connected parts, e.g., a 2-overlap set can include arbitrarily long paths and cycles. So we can no longer partition an instance along connected components into a constant number of independent sub-instances as we did for the case $k = 1$. Due to space constraints we only sketch the main ideas here and refer the reader to the full version for all omitted proofs.

We first generalize the definition of 1MWOS. Let $\mathcal{I}$ be a set of $n$ intervals as before and $I = [a, b] \in \mathcal{I}$. We define the value $k$MWOS($I$) as the maximum weight of a $k$-overlap set on $I[a, b]$ that includes $I$ in the $k$-overlap set (if one exists). When computing such a value $k$MWOS($I$), we consider all subsets $J \subseteq \mathcal{P}(I, \mathcal{I})$ of cardinality $|J| \leq k$ of at most $k$ neighbors of $I$ to be included in a $k$-overlap set, while $\mathcal{P}(I, \mathcal{I}) \setminus J$ is excluded.

For keeping track of how many intervals are still allowed to overlap each interval we introduce the capacity of each interval boundary $i \in \sigma(\mathcal{I}) = \{1, 2, \ldots, 2n\}$. These capacities are stored in a vector $\lambda = (\lambda_1, \ldots, \lambda_{2n})$, where each $\lambda_i$ is the capacity of the interval boundary $i \in \sigma(\mathcal{I})$. Each $\lambda_i$ is basically a value in the set $\{0, 1, \ldots, k\}$ that indicates how many additional intervals may still overlap the interval corresponding to $i$, see Fig. 5. We actually define $k$MWOS$_\lambda(I[a, b])$ as the maximum weight of a $k$-overlap set in $\mathcal{I}[a, b]$ with pre-defined capacities $\lambda$. In the full version of the paper we prove that the number of relevant vectors $\lambda$ to consider for each interval can be bounded by $O(\gamma^k)$, where $\gamma$ is the maximum degree of the overlap graph corresponding to $\mathcal{I}$.

For our recursive definition we assume that when computing $k$MWOS$_\lambda(I)$ all values $k$MWOS$_\lambda(J)$ with $J \in \mathcal{I}$ and $\ell(J) < \ell(I)$ are already computed. The following recurrence computes one $k$MWOS$_\lambda(I)$ value given a valid capacity vector $\lambda$ and an interval $I = [a, b] \in \mathcal{I}$.

\[ k = 2 \]
\[ 1 \rightarrow 0 \]
\[ 0 \]
\[ a \]
\[ k = 3 \]
\[ 2 \rightarrow 1 \]
\[ 1 \]
\[ a \]

\[ \text{Figure 5 Examples for } k = 2 \text{ and } k = 3. \text{ The red intervals are in a solution set. The arrows indicate how the capacities change if the blue interval is included in a solution. For } k = 2 \text{ we cannot use the interval } [c, d] \text{ since some capacities are zero, but for } k = 3 \text{ it remains possible.} \]
\( k\text{MWOS}_\lambda([a, b]) = S_{I, \lambda}[a + 1] + w([a, b]). \)\(^{(6)}\)

This means that we select \( I \) for the \( k \)-overlap set, add its weight \( w(I) \), and recursively solve the subinstance of intervals nested in \( I \) subject to the capacities \( \lambda \). As in the approach for the 1MWOS values the main work is done in recurrence \( S_{I, \lambda}[x] \) where \( x \in \sigma([a, b]) \). In the full version of the paper we prove the correctness of this computation using a similar induction-based proof as Lemma 7 for \( k = 1 \), but being more careful with the computation of the correct weights. Lemma 11 is a simplified version of this.

\begin{itemize}
\item \textbf{Lemma 11.} Let \( I \) be a set of intervals, \( I \in \mathcal{I} \), \( \lambda \) a valid capacity vector for \( I \), and \( \gamma \) the maximum degree of the corresponding overlap graph. Then \( k\text{MWOS}_\lambda(I) \) can be computed in \( O(\gamma^k \ell(I)) \) time once the \( k\text{MWOS}_\lambda(J) \) values are computed for all \( J \in \mathcal{I} \) with \( \ell(J) < \ell(I) \).
\end{itemize}

Applying Lemma 11 to all \( I \in \mathcal{I} \) and all valid capacity vectors \( \lambda \) results in a running time of \( O(\gamma^{2k}\ell) \) to compute all \( k\text{MWOS}_\lambda(I) \) values, where \( \ell \) is the total interval length.

Now that we know how to compute all values \( k\text{MWOS}_\lambda(I) \) for all \( I \in \mathcal{I} \) and all relevant capacity vectors \( \lambda \), we can obtain the optimal solution by introducing a dummy interval \( \hat{I} \) with weight \( w(\hat{I}) = 0 \) that nests the entire set \( \mathcal{I} \). We compute the value \( k\text{MWOS}_\lambda(\hat{I}) \) for a capacity vector \( \lambda \) that puts no prior restrictions on the intervals in \( \mathcal{I} \). This solution obviously contains the max-weight \( k \)-overlap set for \( \mathcal{I} \). We summarize:

\begin{itemize}
\item \textbf{Theorem 12.} A max-weight \( k \)-overlap set for a set of intervals \( \mathcal{I} \) can be computed in \( O(\gamma^{2k}\ell) \subseteq O(|\mathcal{I}|^{2k+2}) \) time, where \( \ell \) is the total interval length and \( \gamma \) is the maximum degree of the corresponding overlap graph.
\end{itemize}

The running time in Theorem 12 implies that both the max-weight \( k \)-overlap set problem and the equivalent \( k \)-BDMWIS problem for circle (overlap) graphs are in XP.\(^{2}\) This fact alone can alternatively be derived from a metatheorem of Fomin et al.\(^{[6]}\) as follows.\(^{3}\) The number of minimal separators of circle graphs can be polynomially bounded by \( O(n^2) \) as shown by Kloks\(^{[14]}\). Further, since we are interested in a bounded-degree induced subgraph \( G[V'] \) of a circle graph \( G \), we know from Gaspers et al.\(^{[9]}\) that \( G[V'] \) has treewidth at most four times the maximum degree \( k \). With these two pre-conditions the metatheorem of Fomin et al.\(^{[6]}\) yields the existence of an XP-time algorithm for \( k \)-BDMWIS on circle graphs. However, the running time obtained from Fomin et al.\(^{[6]}\) is \( O(|\Pi_G| \cdot n^t + 4 \cdot f(t, \phi)) \) where \( |\Pi_G| \) is the number of potential cliques in \( G \), \( t \) is the treewidth of \( G[V'] \) with \( V' \subseteq V \) being the solution set, and \( f \) is a tower function depending only on \( t \) and the CMSO (Counting Monadic Second Order Logic) formula \( \phi \) (compare Thomas\(^{[22]}\) proving this already for MSO formulas). Let \( k \) be the desired degree of a \( k \)-BDMWIS instance, then the treewidth of \( G[V'] \) is at most \( 4k \). Further by Kloks\(^{[14]}\) we know \( |\Pi_G| = O(n^2) \). Hence the running-time of the algorithm would be in \( O(n^{4k+6} \cdot f(4k, \phi)) \), whereas our problem-specific algorithm has running time \( O(n^{2k+2}) \).

5 Experiments

We implemented the algorithm for 1-BDMWIS from Section 4.3 and the independent set algorithm for 0-BDMWIS in C++. The compiler was g++, version 7.2.0 with set -O3 flag.

---

\(^{2}\) The class XP contains problems that can be solved in time \( O(n^{f(k)}) \), where \( n \) is the input size, \( k \) is a parameter, and \( f \) is a computable function.

\(^{3}\) We thank an anonymous reviewer of an earlier version for pointing us to this fact.
Further we used the OGDF library [4] in its most current snapshot version. Experiments were run on a standard desktop computer with an eight core Intel i7-6700 CPU clocked at 3.4 GHz and 16 GB RAM, running Archlinux and kernel version 4.13.12. The implementation is available under https://www.ac.tuwien.ac.at/two-sided-layouts/.

We generated two sets of random biconnected graphs using OGDF. The first set has 5,156 and the second 4,822 different non-planar graphs. We varied the edge to vertex ratio between 1.0 and 5.0 and the number of vertices between 20 and 60. In addition, we used the Rome graph library (http://www.graphdrawing.org/data.html) consisting of 8,504 non-planar graphs with a density of 0.5 to 2.1 and 10 to 100 vertices. The relative sparsity of the test instances is not a drawback, since it is impractical to use circular layouts for visualizing very dense graphs. For dense graphs one would have to apply some form of bundling strategy to reduce edge clutter. Given such a bundled layout one could consider minimizing bundled crossings [1] and adapt our algorithms to the resulting “bundled” circle graph.

For the random test graphs Fig. 6a displays the percentage of crossings saved by the layouts with exterior edges versus the one-sided circular layout implemented in OGDF. Compared to the approach without exterior crossings we find that allowing up to one crossing per edge in the exterior one can save around 11% more crossings on average for the random instances and 7.5% for the Rome graphs. Setting the edge weight in 1-BDMWIS to one (i.e., counting exterior crossings in the optimization) or two (i.e., not counting exterior crossings in the optimization), has (almost) no noticeable effect.

Figure 6b depicts the times needed to compute the layouts for the respective densities. We observe the expected behaviour. The case of $k = 0$ with $O(|E|^2)$ time is a lot faster as the graphs get more dense. Still for our sparse test instances our algorithm for 1-BDMWIS with $O(|E|^4)$ time runs sufficiently fast to be used on graphs with up to 60 vertices (82 seconds on average). For additional plots we refer to the full version of the paper.

Our tests show a clear improvement in crossing reduction when going from $k = 0$ to $k = 1$. Of course this comes with a non-negligible runtime increase. For the practically interesting sparse instances, though, 1-BDMWIS can be solved fast enough to be useful in practice.
6 Open questions

The overall hardness of the $k$-BDMWIS problem on circle graphs, parametrized by just the desired degree $k$ remains open. While we could show NP-hardness, we do not know whether an FPT-algorithm exists or whether the problem is W[1]-hard. In terms of the motivating graph layout problem crossing minimization is known as a major factor for readability. Yet, practical two-sided layout algorithms must also apply suitable vertex-ordering heuristics and they should further take into account the length and actual routing of exterior edges. Edge bundling approaches for both interior and exterior edges promise to further reduce visual clutter, but then bundling and bundled crossing minimization should be considered simultaneously. It would also be interesting to generalize the problem from circular layouts to other layout types, where many but not necessarily all vertices can be fixed on a boundary curve.
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Abstract

Inspired by the works of Forman on discrete Morse theory, which is a combinatorial adaptation to cell complexes of classical Morse theory on manifolds, we introduce a discrete analogue of the stratified Morse theory of Goresky and MacPherson. We describe the basics of this theory and prove fundamental theorems relating the topology of a general simplicial complex with the critical simplices of a discrete stratified Morse function on the complex. We also provide an algorithm that constructs a discrete stratified Morse function out of an arbitrary function defined on a finite simplicial complex; this is different from simply constructing a discrete Morse function on such a complex. We borrow Forman’s idea of a “user’s guide,” where we give simple examples to convey the utility of our theory.
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1 Introduction

It is difficult to overstate the utility of classical Morse theory in the study of manifolds. A Morse function \( f : M \to \mathbb{R} \) determines an enormous amount of information about the manifold \( M \): a handlebody decomposition, a realization of \( M \) as a CW-complex whose cells are determined by the critical points of \( f \), a chain complex for computing the integral homology of \( M \), and much more.

With this as motivation, Forman developed discrete Morse theory on general cell complexes [11]. This is a combinatorial theory in which function values are assigned not to points in a space but rather to entire cells. Such functions are not arbitrary; the defining conditions require that function values generically increase with the dimensions of the cells in the complex. Given a cell complex with set of cells \( K \), a discrete Morse function \( f : K \to \mathbb{R} \) yields information about the cell complex similar to what happens in the smooth case.
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While the category of manifolds is rather expansive, it is not sufficient to describe all situations of interest. Sometimes one is forced to deal with singularities, most notably in the study of algebraic varieties. One approach to this is to expand the class of functions one allows, and this led to the development of stratified Morse theory by Goresky and MacPherson [15]. The main objects of study in this theory are Whitney stratified spaces, which decompose into pieces that are smooth manifolds. Such spaces are triangulable.

The goal of this paper is to generalize stratified Morse theory to finite simplicial complexes, much as Forman did in the classical smooth case. Given that stratified spaces admit simplicial structures, and any simplicial complex admits interesting discrete Morse functions, this could be the end of the story. However, we present examples in this paper illustrating that the class of discrete stratified Morse functions defined here is much larger than that of discrete Morse functions. Moreover, there exist discrete stratified Morse functions that are nontrivial and interesting from a data analysis point of view. Our motivations are three-fold.

1. **Generating discrete stratified Morse functions from point cloud data.** Consider the following scenario. Suppose \( K \) is a simplicial complex and that \( f \) is a function defined on the 0-skeleton of \( K \). Such functions arise naturally in data analysis where one has a sample of function values on a space. Algorithms exist to build discrete Morse functions on \( K \) extending \( f \) (see, for example, [18]). Unfortunately, these are often of potentially high computational complexity and might not behave as well as we would like. In our framework, we may take this input and generate a discrete stratified Morse function which will not be a global discrete Morse function in general, but which will allow us to obtain interesting information about the underlying complex.

2. **Filtration-preserving reductions of complexes in persistent homology and parallel computation.** As discrete Morse theory is useful for providing a filtration-preserving reduction of complexes in the computation of both persistent homology [6, 21, 25] and multi-parameter persistent homology [1], we believe that discrete stratified Morse theory could help to push the computational boundary even further. First, given any real-valued function \( f : K \to \mathbb{R} \), defined on a simplicial complex, our algorithm generates a stratification of \( K \) such that the restriction of \( f \) to each stratum is a discrete Morse function. Applying Morse pairing to each stratum reduces \( K \) to a smaller complex of the same homotopy type. Second, if such a reduction can be performed in a filtration-preserving way with respect to each stratum, it would lead to a faster computation of persistent homology in the setting where the function is not required to be Morse. Finally, since discrete Morse theory can be applied independently to each stratum of \( K \), we can design a parallel algorithm that computes persistent homology pairings by strata and uses the stratification (i.e. relations among strata) to combine the results.

3. **Applications in imaging and visualization.** Discrete Morse theory can be used to construct discrete Morse complexes in imaging (e.g. [5, 25]), as well as Morse-Smale complexes [7, 8] in visualization (e.g. [16, 17]). In addition, it plays an essential role in the visualization of scalar fields and vector fields (e.g. [23, 24]). Since discrete stratified Morse theory leads naturally to stratification-induced domain partitioning where discrete Morse theory becomes applicable, we envision our theory to have wide applicability for the analysis and visualization of large complex data.

**Contributions.** Throughout the paper, we hope to convey via simple examples the usability of our theory. It is important to note that our discrete stratified Morse theory is not a simple reinterpretation of discrete Morse theory; it considers a larger class of functions defined on any finite simplicial complex and has potentially many implications for data analysis. Our
contributions are:
1. We describe the basics of a discrete stratified Morse theory and prove fundamental theorems that relate the topology of a finite simplicial complex with the critical simplices of a discrete stratified Morse function defined on the complex.
2. We provide an algorithm that constructs a discrete stratified Morse function on any finite simplicial complex equipped with a real-valued function.

A simple example. We begin with an example from [13], where we demonstrate how a discrete stratified Morse function can be constructed from a function that is not a discrete Morse function. As illustrated in Figure 1, the function on the left is a discrete Morse function where the green arrows can be viewed as its discrete gradient vector field; function $f$ in the middle is not a discrete Morse function, as the vertex $f^{-1}(5)$ and the edge $f^{-1}(0)$ both violate the defining conditions of a discrete Morse function. However, we can equip $f$ with a stratification $s$ by treating such violators as their own independent strata, therefore converting it into a discrete stratified Morse function.

![Figure 1](image-url) The function on the left is a discrete Morse function. The function $f$ in the middle is not a discrete Morse function; however, it can be converted into a discrete stratified Morse function when it is equipped with an appropriate stratification $s$.

2 Preliminaries on discrete Morse theory

We review the most relevant definitions and results on discrete Morse theory and refer the reader to the full version [20] for a review of classical Morse theory. Discrete Morse theory is a combinatorial version of Morse theory [11, 13]. It can be defined for any CW complex but in this paper we will restrict our attention to finite simplicial complexes.

Discrete Morse functions. Let $K$ be any finite simplicial complex, where $K$ need not be a triangulated manifold nor have any other special property [12]. When we write $K$ we mean the set of simplices of $K$; by $|K|$ we mean the underlying topological space. Let $\alpha^{(p)} \in K$ denote a simplex of dimension $p$. Let $\alpha < \beta$ denote that simplex $\alpha$ is a face of simplex $\beta$. If $f : K \to \mathbb{R}$ is a function define $U(\alpha) = \{ \beta^{(p+1)} > \alpha \mid f(\beta) \leq f(\alpha) \}$ and $L(\alpha) = \{ \gamma^{(p-1)} < \alpha \mid f(\gamma) \geq f(\alpha) \}$. In other words, $U(\alpha)$ contains the immediate cofaces of $\alpha$ with lower (or equal) function values, while $L(\alpha)$ contains the immediate faces of $\alpha$ with higher (or equal) function values. Let $|U(\alpha)|$ and $|L(\alpha)|$ be their sizes.

**Definition 1.** A function $f : K \to \mathbb{R}$ is a discrete Morse function if for every $\alpha^{(p)} \in K$, (i) $|U(\alpha)| \leq 1$ and (ii) $|L(\alpha)| \leq 1$.

Forman showed that conditions (i) and (ii) are exclusive – if one of the sets $U(\alpha)$ or $L(\alpha)$ is nonempty then the other one must be empty ([11], Lemma 2.5). Therefore each simplex
\(\alpha \in K\) can be paired with at most one exception simplex: either a face \(\gamma\) with larger function value, or a coface \(\beta\) with smaller function value. Formally, this means that if \(K\) is a simplicial complex with a discrete Morse function \(f\), then for any simplex \(\alpha\), either (i) \(|U(\alpha)| = 0\) or (ii) \(|L(\alpha)| = 0\) ([13], Lemma 2.4).

**Definition 2.** A simplex \(\alpha^{(p)}\) is **critical** if (i) \(|U(\alpha)| = 0\) and (ii) \(|L(\alpha)| = 0\). A **critical value** of \(f\) is its value at a critical simplex.

**Definition 3.** A simplex \(\alpha^{(p)}\) is **noncritical** if either of the following conditions holds: (i) \(|U(\alpha)| = 1\); (ii) \(|L(\alpha)| = 1\); as noted above these conditions can not both be true ([11], Lemma 2.5).

Given \(c \in \mathbb{R}\), we have the **level subcomplex** \(K_c = \cup_{f(\alpha) \leq c} \cup_{\beta \leq \alpha} \beta\). That is, \(K_c\) contains all simplices \(\alpha\) of \(K\) such that \(f(\alpha) \leq c\) along with all of their faces.

**Results.** We have the following two combinatorial versions of the main results of classical Morse theory (see the full version).

**Theorem 4 (DMT Part A, [12]).** Suppose the interval \((a, b]\) contains no critical value of \(f\). Then \(K_b\) is homotopy equivalent to \(K_a\). In fact, \(K_b\) simplicially collapses onto \(K_a\).

A key component in the proof of Theorem 4 is the following fact [11]: for a simplicial complex equipped with an arbitrary discrete Morse function, when passing from one level subcomplex to the next, the noncritical simplices are added in pairs, each of which consists of a simplex and a free face.

The next theorem explains how the topology of the sublevel complexes changes as one passes a critical value of a discrete Morse function. In what follows, \(e^{(p)}\) denotes the boundary of a \(p\)-simplex \(e^{(p)}\). Adjunction spaces, such as the space appearing in this result, are defined in Section 3.1 below.

**Theorem 5 (DMT Part B, [12]).** Suppose \(\sigma^{(p)}\) is a critical simplex with \(f(\sigma) \in (a, b]\), and there are no other critical simplices with values in \((a, b]\). Then \(K_b\) is homotopy equivalent to attaching a \(p\)-cell \(e^{(p)}\) along its entire boundary in \(K_a\); that is, \(K_b = K_a \cup_{e^{(p)}} e^{(p)}\).

**The associated gradient vector field.** Given a discrete Morse function \(f : K \to \mathbb{R}\) we may associate a discrete gradient vector field as follows. Since any noncritical simplex \(\alpha^{(p)}\) has at most one of the sets \(U(\alpha)\) and \(L(\alpha)\) nonempty, there is a unique face \(\nu^{(p-1)} < \alpha\) with \(f(\nu) \geq f(\alpha)\) or a unique coface \(\beta^{(p+1)} > \alpha\) with \(f(\beta) \leq f(\alpha)\). Denote by \(V\) the collection of all such pairs \{\(\sigma < \tau\)\}. Then every simplex in \(K\) is in at most one pair in \(V\) and the simplices not in any pair are precisely the critical cells of the function \(f\). We call \(V\) the **gradient vector field associated to \(f\).** We visualize \(V\) by drawing an arrow from \(\alpha\) to \(\beta\) for every pair \{\(\alpha < \beta\)\} \(\in \) \(V\). Theorems 4 and 5 may then be visualized in terms of \(V\) by collapsing the pairs in \(V\) using the arrows. Thus a discrete gradient (or equivalently a discrete Morse function) provides a collapsing order for the complex \(K\), simplifying it to a complex \(L\) with potentially fewer cells but having the same homotopy type.

The collection \(V\) has the following property. By a \(V\)-**path**, we mean a sequence

\[\alpha_0^{(p)} < \beta_0^{(p+1)} > \alpha_1^{(p)} < \beta_1^{(p+1)} > \cdots < \beta_r^{(p+1)} > \alpha_{r+1}^{(p)}\]

where each \{\(\alpha_i < \beta_i\)\} is a pair in \(V\). Such a path is **nontrivial** if \(r > 0\) and **closed** if \(\alpha_{r+1} = \alpha_0\). Forman proved the following result.
Theorem 6 ([11]). If $V$ is a gradient vector field associated to a discrete Morse function $f$ on $K$, then $V$ has no nontrivial closed $V$-paths.

In fact, if one defines a discrete vector field $W$ to be a collection of pairs of simplices of $K$ such that each simplex is in at most one pair in $W$, then one can show that if $W$ has no nontrivial closed $W$-paths there is a discrete Morse function $f$ on $K$ whose associated gradient is precisely $W$.

3. A discrete stratified Morse theory

Our goal is to describe a combinatorial version of stratified Morse theory. To do so, we need to: (a) define a discrete stratified Morse function; and (b) prove the combinatorial versions of the relevant fundamental results. Our results are very general as they apply to any finite simplicial complex $K$ equipped with a real-valued function $f : K \to \mathbb{R}$. Our work is motivated by relevant concepts from (classical) stratified Morse theory [15], whose details are found in the full version.

3.1 Background

Open simplices. To state our main results, we need to consider open simplices (as opposed to the closed simplices of Section 2). Let $\{a_0, a_1, \ldots, a_k\}$ be a geometrically independent set in $\mathbb{R}^N$, a closed $k$-simplex $[\sigma]$ is the set of all points $x$ of $\mathbb{R}^N$ such that $x = \sum_{i=0}^k t_i a_i$, where $\sum_{i=0}^k t_i = 1$ and $t_i \geq 0$ for all $i$ [22]. An open simplex $(\sigma)$ is the interior of the closed simplex $[\sigma]$.

A simplicial complex $K$ is a finite set of open simplices such that: (a) If $(\sigma) \in K$ then all open faces of $[\sigma]$ are in $K$; (b) If $(\sigma_1), (\sigma_2) \in K$ and $(\sigma_1) \cap (\sigma_2) \neq \emptyset$, then $(\sigma_1) = (\sigma_2)$. For the remainder of this paper, we always work with a finite open simplicial complex $K$.

Unless otherwise specified, we work with open simplices $\sigma$ and define the boundary $\partial \sigma$ to be the boundary of its closure. We will often need to talk about a “half-open” or “half-closed” simplex, consisting of the open simplex $\sigma$ along with some of the open faces in its boundary $\partial \sigma$. We denote such objects ambiguously as $[\sigma]$ or $(\sigma)$, specifying particular pieces of the boundary as necessary.

Stratified simplicial complexes. A simplicial complex $K$ equipped with a stratification is referred to as a stratified simplicial complex. A stratification of a simplicial complex $K$ is a finite filtration

$$\emptyset = K^0 \subset K^1 \subset \cdots \subset K^m = K,$$

such that for each $i$, $K^i - K^{i-1}$ is a locally closed subset of $K$. We say a subset $L \subset K$ is locally closed if it is the intersection of an open and a closed set in $K$. We will refer to a connected component of the space $K^i - K^{i-1}$ as a stratum; and the collection of all strata is denoted by $\mathcal{S} = \{S_j\}$. We may consider a stratification as an assignment from $K$ to the set $\mathcal{S}$, denoted $s : K \to \mathcal{S}$.

In our setting, each $S_j$ is the union of finitely many open simplices (that may not form a subcomplex of $K$); and each open simplex $\sigma$ in $K$ is assigned to a particular stratum $s(\sigma)$ via the mapping $s$.

Our notion of a stratified simplicial complex can be considered as a relaxed version of the notion in [2].

Technically we should speak of the geometric realization $|K^i - K^{i-1}|$ being a locally closed subspace of $|K|$; we often confuse these notations as it should be clear from context.
Adjunction spaces. Let $X$ and $Y$ be topological spaces with $A \subseteq X$. Let $f : A \to Y$ be a continuous map called the attaching map. The adjunction space $X \cup_f Y$ is obtained by taking the disjoint union of $X$ and $Y$ by identifying $x$ with $f(x)$ for all $x$ in $A$. That is, $Y$ is glued onto $X$ via a quotient map, $X \cup_f Y = (X \amalg Y)/\{f(A) \sim A\}$. We sometimes abuse the notion as $X \cup_A Y$, when $f$ is clear from the context (e.g. an inclusion).

Gluing theorem for homotopy equivalences. In homotopy theory, a continuous mapping $i : A \to X$ is a cofibration if there is a retraction from $X \times I$ to $(A \times I) \cup (X \times \{0\})$. In particular, this holds if $X$ is a cell complex and $A$ is a subcomplex of $X$; it follows that the inclusion $i : A \to X$ a closed cofibration.

**Theorem 7** (Gluing theorem for adjunction spaces ([4], Theorem 7.5.7)). Suppose we have the following commutative diagram of topological spaces and continuous maps:

\[
\begin{array}{c}
Y & \xleftarrow{f} & A & \xrightarrow{i} & X \\
\downarrow{\varphi_Y} & & \downarrow{\varphi_A} & & \downarrow{\varphi_X} \\
Y' & \xleftarrow{f'} & A' & \xrightarrow{i'} & X'
\end{array}
\]

where $\varphi_A$, $\varphi_X$ and $\varphi_Y$ are homotopy equivalences and inclusions $i$ and $i'$ are closed cofibrations, then the map $\phi : X \cup_f Y \to X' \cup_{f'} Y'$ induced by $\varphi_A$, $\varphi_X$ and $\varphi_Y$ is a homotopy equivalence.

In our setting, since we are not in general dealing with closed subcomplexes of simplicial complexes, this theorem does not apply directly. However, the condition that the maps $i, i'$ be closed cofibrations is not necessary (see [26], 5.3.2, 5.3.3), and in our setting it will be the case that our various pairs $(X, A)$ will satisfy the property that $X \times \{0\} \cup A \times [0, 1]$ is a retract of $X \times [0, 1]$.

Stratum-preserving homotopies. If $X$ and $Y$ are two filtered spaces, we call a map $f : X \to Y$ stratum-preserving if the image of each component of a stratum of $X$ lies in a stratum of $Y$ [14]. A map $f : X \to Y$ is a stratum-preserving homotopy equivalence if there exists a stratum-preserving map $g : Y \to X$ such that $g \circ f$ and $f \circ g$ are homotopic to the identity [14].

3.2 A primer

Discrete stratified Morse function. Let $K$ be a simplicial complex equipped with a stratification $s$ and a discrete stratified Morse function $f : K \to \mathbb{R}$. We define

\[
U_s(\alpha) = \{ \beta^{(p+1)} > \alpha \mid s(\beta) = s(\alpha) \text{ and } f(\beta) \leq f(\alpha) \}, \\
L_s(\alpha) = \{ \gamma^{(p-1)} < \alpha \mid s(\gamma) = s(\alpha) \text{ and } f(\gamma) \geq f(\alpha) \}.
\]

**Definition 8.** Given a simplicial complex $K$ equipped with a stratification $s : K \to \mathcal{S}$, a function $f : K \to \mathbb{R}$ (equipped with $s$) is a discrete stratified Morse function if for every $\alpha^{(p)} \in K$, (i) $|U_s(\alpha)| \leq 1$ and (ii) $|L_s(\alpha)| \leq 1$.

In other words, a discrete stratified Morse function is a pair $(f, s)$ where $f : K \to \mathbb{R}$ is a discrete Morse function when restricted to each stratum $S_j \in \mathcal{S}$. We omit the symbol $s$ whenever it is clear from the context.

**Definition 9.** A simplex $\alpha^{(p)}$ is critical if (i) $|U_s(\alpha)| = 0$ and (ii) $|L_s(\alpha)| = 0$. A critical value of $f$ is its value at a critical simplex.
Theorem 12 (DSMT Part A). Suppose the interval $(a, b]$ contains no critical value of $f$. Then $K_b$ is stratum-preserving homotopy equivalent to $K_a$.

Theorem 13 (DSMT Part B). Suppose $\sigma^{(p)}$ is a critical simplex with $f(\sigma) \in (a, b]$, and there are no other critical simplices with values in $(a, b]$. Then $K_b$ is homotopy equivalent to attaching a $p$-cell $e^{(p)}$ along its boundary in $K_a$; that is, $K_b = K_a \cup_{\partial e^{(p)}|_{K_a}} e^{(p)}$.

Remarks. $K_c$ as defined above falls under a nonclassical notion of a “simplicial complex” as defined in [19]: $K$ is a “simplicial complex” if it is the union of finitely many open simplices $\sigma_1, \sigma_2, ..., \sigma_J$ in some $\mathbb{R}^N$ such that the intersection of the closure of any two simplices $\sigma_i$ and $\sigma_j$ is either a common face of them or empty. Thus the closure $[K] = \{[\sigma_i]\}_{i=1}^{J}$ of $K$ is a classical finite simplicial complex; and $K$ is obtained from $[K]$ by omitting some open faces.

3.4 Algorithm

We give an algorithm to construct a discrete stratified Morse function from any real-valued function on a simplicial complex.

Given a simplicial complex $K$ equipped with a real-valued function, $f : K \to \mathbb{R}$, define a collection of strata $\mathcal{S}$ as follows. Each violation $\sigma^{(p)}$ is an element of the collection $\mathcal{S}$. Let $\mathcal{V}$ denote the set of violations and denote by $S_j$ the connected components of $K \setminus \mathcal{V}$. Then we set $\mathcal{S} = \mathcal{V} \cup \{S_j\}$. Denote by $s : K \to \mathcal{S}$ the assignment of the simplices of $K$ to their corresponding strata.

We realize this as a stratification of $K$ by taking $K^1 = \bigcup_j S_j$ and then adjoining the elements of $\mathcal{V}$ one simplex at a time by increasing function values (we may assume that $f$ is injective). This filtration is unimportant for our purposes; rather, we shall focus on the strata themselves. We have the following theorem whose proof is delayed to Section 5.
Theorem 14. The function $f$ equipped with the stratification $s$ produced by the algorithm above is a discrete stratified Morse function.

The algorithm described above is rather lazy. An alternative approach would be to remove violators one at a time by increasing dimension, and after each removal, check to see if what remains is a discrete Morse function globally. This requires more computation at each stage, but note that the extra work is entirely local— one need only check simplices adjacent to the removed violator. Example 1 below illustrates how this more aggressive approach can lead to further simplification of the complex.

4 Discrete stratified Morse theory by example

We apply the algorithm described in 3.4 to a collection of examples to demonstrate the utility of our theory. For each example, given an $f : K \to \mathbb{R}$ that is not necessarily a discrete Morse function, we equip $f$ with a particular stratification $s$, thereby converting it to a discrete stratified Morse function $(f, s)$. These examples help to illustrate that the class of discrete stratified Morse functions is much larger than that of discrete Morse functions.

Example 1: upside-down pentagon. As illustrated in Figure 2 (left), $f : K \to \mathbb{R}$ defined on the boundary of an upside-down pentagon is not a discrete Morse function, as it contains a set of violators: $V = \{ f^{-1}(10), f^{-1}(1), f^{-1}(2) \}$, since $|U(f^{-1}(10))| = 2$ and $|L(f^{-1}(1))| = |L(f^{-1}(2))| = 2$, respectively.

We construct a stratification $s$ by considering elements in $V$ and connected components in $K \setminus V$ as their own strata, as shown in Figure 2 (top middle). The resulting discrete stratified Morse function $(f, s)$ is a discrete Morse function when restricted to each stratum.

Recall that a simplex is critical for $(f, s)$ if it is neither the source nor the target of a discrete gradient vector. The critical values of $(f, s)$ are therefore 1, 2, 3, 4, 9 and 10. The vertex $f^{-1}(3)$ is noncritical for $f$ since $|U(f^{-1}(3))| = 1$ and $|L(f^{-1}(3))| = 0$; however it is critical for $(f, s)$ since $|U_s(f^{-1}(3))| = |L_s(f^{-1}(3))| = 0$.

One of the primary uses of classical discrete Morse theory is simplification. In this example, we can collapse a portion of each stratum following the discrete gradient field (illustrated by green arrows, see Section 2). Removing the Morse pairs $(f^{-1}(7), f^{-1}(5))$ and...
Example 2: pentagon. For our second pentagon example, $f$ can be made into a discrete stratified Morse function $(f, s)$ by making $f^{-1}(0)$ (a type II violator) and $f^{-1}(9)$ (a type I violator) their own strata (Figure 3). The critical values of $(f, s)$ are $0, 1, 3, 7, 8, 9$. The simplicial complex can be reduced to one with fewer cells by canceling the Morse pairs, as shown in Figure 3 (right).

Example 3: split octagon. The split octagon example (Figure 4) begins with a function $f$ defined on a triangulation of a stratified space that consists of two 0-dimensional and three 1-dimensional strata. The violators are $f^{-1}(0), f^{-1}(10), f^{-1}(24), f^{-1}(30)$ and $f^{-1}(31)$. The result of canceling Morse pairs yields the simpler complex shown on the right.

Example 4: tetrahedron. In Figure 5, the values of the function $f$ defined on the simplices of a tetrahedron are specified for each dimension. For each simplex $\alpha \in K$, we list the elements of its corresponding $U(\alpha)$ and $L(\alpha)$ in Table 1. We also classify each simplex in terms of its criticality in the setting of classical discrete Morse theory. According to Table 1, violators with function values of 10, 14 (type I), 6 (type II), 7, 8, 11, 12 (type III) form their individual strata in $(f, s)$. Given such a stratification $s$, every simplex is critical except for $f^{-1}(2)$ and $f^{-1}(3)$. Observing that the space is homeomorphic to $S^2$ and collapsing the single Morse pair $(f^{-1}(2), f^{-1}(3))$ yields a space of the same homotopy type.
Figure 5 Example 4: tetrahedron. Left: \( f \) is defined on the simplices of increasing dimensions. Right: violators are highlighted in red; not all simplices are shown for \((f, s)\).

Table 1 Example 4: tetrahedron. For simplicity, a simplex \( \alpha \) is represented by its function value \( f(\alpha) \) (as \( f \) is 1-to-1). In terms of criticality for each simplex: C means critical; R means regular; I, II and III correspond to type I, II and III violators.

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( U(\alpha) )</th>
<th>( L(\alpha) )</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
<td>C</td>
</tr>
<tr>
<td>2</td>
<td>( \emptyset )</td>
<td>( (3) )</td>
<td>R</td>
</tr>
<tr>
<td>3</td>
<td>( (2) )</td>
<td>( \emptyset )</td>
<td>R</td>
</tr>
<tr>
<td>4</td>
<td>( \emptyset )</td>
<td>( (10) )</td>
<td>R</td>
</tr>
<tr>
<td>5</td>
<td>( \emptyset )</td>
<td>( (7) )</td>
<td>H</td>
</tr>
<tr>
<td>6</td>
<td>( (15) )</td>
<td>( \emptyset )</td>
<td>III</td>
</tr>
<tr>
<td>7</td>
<td>( (10) )</td>
<td>( (8, 11) )</td>
<td>III</td>
</tr>
<tr>
<td>8</td>
<td>( (6) )</td>
<td>( \emptyset )</td>
<td>R</td>
</tr>
<tr>
<td>9</td>
<td>( \emptyset )</td>
<td>( (4, 7) )</td>
<td>II</td>
</tr>
<tr>
<td>10</td>
<td>( \emptyset )</td>
<td>( (12) )</td>
<td>R</td>
</tr>
<tr>
<td>11</td>
<td>( \emptyset )</td>
<td>( (6) )</td>
<td>II</td>
</tr>
<tr>
<td>12</td>
<td>( \emptyset )</td>
<td>( (14) )</td>
<td>III</td>
</tr>
<tr>
<td>13</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
<td>C</td>
</tr>
<tr>
<td>14</td>
<td>( (8, 11, 12))</td>
<td>( \emptyset )</td>
<td>I</td>
</tr>
</tbody>
</table>

Figure 6 Example 5: split solid square. Every simplex is critical for \((f, s)\).

Example 5: split solid square. As illustrated in Figure 6, the function \( f \) defined on a split solid square is not a discrete Morse function; there are three type I violators \( f^{-1}(9), f^{-1}(10), \) and \( f^{-1}(11) \). Making these violators their own strata helps to convert \( f \) into a discrete stratified Morse function \((f, s)\). In this example, all simplices are considered critical for \((f, s)\). For instance, consider the open 2-simplex \( f^{-1}(4) \), we have \( L(f^{-1}(4)) = \{f^{-1}(11)\} \) and \( U(f^{-1}(4)) = \emptyset \); with the stratification \( s \) in Figure 6 (right), \( L_s(f^{-1}(4)) = \emptyset \) and so 4 is not a critical value for \( f \) but it is a critical value for \((f, s)\). Since every simplex is critical for \((f, s)\), there is no simplification to be done.

5 Proofs of main results

We now provide the proofs of our main results, Theorem 12, Theorem 13, and Theorem 14. To better illustrate our ideas, we construct “filtrations” by sublevel sets based upon the upside-down pentagon example (Figure 7).

5.1 Proof of Theorem 12

Proof. For simplicity, we suppose \( K \) is connected and \( f \) is 1-to-1; otherwise, based on the principle of simulation of simplicity [9], we may perturb \( f \) slightly without changing which cells are critical in \( K_a \) or \( K_b \) so that \( f : K \to \mathbb{R} \) is 1-to-1. By partitioning \((a, b] \)
into smaller intervals if necessary, we may assume there is a single noncritical cell \( \sigma \) with \( f(\sigma) \in (a, b) \). Since \( \sigma \) is noncritical, either (a) \( |L_s(\sigma)| = 1 \) and \( |U_s(\sigma)| = 0 \) or (b) \( |U_s(\sigma)| = 1 \) and \( |L_s(\sigma)| = 0 \).

Since case (a) requires that \( p \geq 1 \), we assume for now that is the case. There exists a single \( \nu^{(p-1)} < \sigma \) with \( f(\nu) > f(\sigma) \); such a \( \nu \notin K_b \). Meanwhile, any other \((p-1)\)-face \( \nu^{(p-1)} < \sigma \) satisfies \( f(\nu) < f(\sigma) \), implying \( \nu \in K_a \). The set \( \{\nu\} \) of such \( \nu \) corresponds to the portion of the boundary of \( \sigma \) that lies in \( K_a \), that is, \( K_b = K_a \cup_{\{\nu\}} \sigma \), where \( \nu \) are open faces of \( \sigma \). Note that we use the half-closed simplex \( \nu = 0 \) and \( \nu = 1 \).

We now apply Theorem 7 by setting \( A = A' = Y = \{\nu\}, X = X' = K_a, Y' = \{\sigma\} \); \( i, i', \varphi_Y \) and \( f' \) the corresponding inclusions, and all other maps the identity. Since the diagram commutes and the pairs \((K_a, \{\nu\})\) and \((\sigma, \{\nu\})\) both satisfy the homotopy extension property, the maps \( i \) and \( i' \) are cofibrations. It follows that \( K_a = K_a \cup_{\{\nu\}} \{\nu\} \) and \( K_b = K_a \cup_{\{\nu\}} \sigma \) are homotopy equivalent.

For case (b), \( \sigma \) has a single coface \( \tau^{(p+1)} > \sigma \) with \( f(\tau) < f(\sigma) \). Thus \( \tau \in K_a \) and any other coface \( \tilde{\tau} > \sigma \) must have a larger function value; that is, \( \tilde{\tau} \notin K_b \). Denote by \( K_a \) the set \( K_a \setminus \tau \). Let \( \omega \) denote the boundary of \( \tau \) in \( K_a \). Then \( K_a = K_a \cup_{\{\omega\}} \{\tau\} \), and \( K_b = K_b \cup_{\{\omega\}} \{\tau\} \) and \( \sigma \) is a free face of \( \tau \). We apply Theorem 7 by setting \( A = A' = \{\omega\}, X = X' = K_a, Y = \{\tau\}, Y' = \{\tau\} \cup \sigma \). The maps \( i, i', \varphi_Y \) and \( f' \) are inclusions and also cofibrations, while all other maps are the identity. Attaching \( \sigma \) to \( \tau \) is clearly a homotopy equivalence and so we see that \( K_a \) and \( K_b \) are homotopy equivalent in this case as well.

Finally, it is clear that the above homotopy equivalence is stratum-preserving; in particular, the retracts associated with the inclusion/cofibration \( \varphi_Y : \{\nu\} \to \{\sigma\} \) in case (a), and \( \varphi_Y : \{\tau\} \to \{\tau\} \cup \sigma \) in case (b) are both completely contained within their own strata. Therefore, \( K_a \) and \( K_b \) are stratum-preserving homotopy equivalent.

**Examples of attaching regular simplices.** Let’s examine how this works in our upside-down pentagon example (Figure 7). Applying Theorem 12 going from \( K_4 \) to \( K_5 \), we attach the open simplex \( f^{-1}(5) \) to its boundary in \( K_4 \), which consists of the single vertex \( f^{-1}(4) \). The simplex \( f^{-1}(5) \) is a regular simplex and so \( K_4 \simeq K_5 \). This is precisely case (a) in the proof of Theorem 12. Similarly, \( K_6 \simeq K_7 \), as \( f^{-1}(6) \) is a regular simplex in its stratum, and this corresponds to case (b) in the proof of Theorem 12.

### 5.2 Proof of Theorem 13

**Proof.** Again, we may assume that \( f \) is 1-to-1. We may further assume that \( \sigma \) is the only simplex with a value between \((a, b]\) and prove that \( K_b \) is homotopy equivalent to \( K_a \cup_{\sigma|K_a} \sigma \).
Based on the definition of $K_a$, since $f(\sigma) > a$, we know that $\sigma \cap K_a = \emptyset$. We now consider several cases. Let $\sigma$ and $(\sigma)$ denote open simplices and $[\sigma]$ denote the closure.

Case (a), suppose $\sigma$ is not on the boundary of a stratum. Since $\sigma$ is critical in its own stratum $s(\sigma)$, then for every $\nu^{(p-1)} < \sigma$ in the same stratum as $\sigma$ (i.e. $s(\nu) = s(\sigma)$), we have $f(\nu) < f(\sigma)$, so that $f(\nu) < a$, which implies $\nu \in K_a$. In addition any such $\nu$ is not on the boundary of a stratum (otherwise $\sigma$ would be part of the boundary). This means that all $(p-1)$-dimensional open faces of $\sigma$ lying in $s(\sigma)$ are in $K_a$; this is precisely the boundary of $\sigma$ in $K_a$, denoted $\partial|_{K_a}$.

Therefore $K_b = K_a \cup \partial|_{K_a} \sigma$.

Case (b), suppose $\sigma$ is on the boundary of a stratum. There are two subcases: (i) $\sigma$ is a violator in the sense of Definition 11 and therefore forms its own stratum; or (ii) $\sigma$ is not a violator.

Case (b)(i), suppose $\sigma$ is a type I violator; that is, globally $|U(\sigma)| \geq 2$. Then for any $\tau^{(p+1)} > \sigma$ in $U(\sigma)$ we have $f(\tau) \leq f(\sigma)$. If follows that $f(\tau) < a$, implying $\tau \in K_a$. Denote the set of such $\tau$ as $\{\tau\}$. Meanwhile, if $|L(\sigma)| = 0$, then for all $\nu^{(p-1)} < \sigma$ we have $f(\nu) < f(\sigma)$; that is, all the $(p-1)$-dimensional faces of $\sigma$ are in $K_a$. Denote the set of such $\nu$ as $\{\nu\}$. The set $\{\nu\}$ is precisely $\partial|_{K_a}$. Therefore, $K_b = K_a \cup \partial|_{K_a} \sigma$, where we are attaching $\sigma$ along its whole boundary (which lies in $K_a$) and realizing it as a portion of $\tilde{\tau}$ for each $\tau \in \{\tau\}$. On the other hand, if $|L(\sigma)| \neq 0$, let $\mu^{(p-1)} < \sigma$ denote any face of $\sigma$ not in $L(\sigma)$. Again denote the set of such $\mu$ as $\{\mu\}$. The remaining $(p-1)$ faces $\nu < \sigma$ all lie in $K_a$; denote these by $\{\nu\}$. Note that $\{\nu\} = \partial|_{K_a}$. Then $\partial = \{\nu\} \cup \{\mu\}$ and $K_b = K_a \cup \partial|_{K_a} \sigma$.

Now suppose $\sigma$ is a type II violator, thus globally $|L(\sigma)| \geq 2$. The simplices $\nu^{(p-1)} < \sigma$ not in $L(\sigma)$ satisfy $f(\nu) < f(\sigma)$, thus such $\nu \in K_a$ (the possibly empty) set $\{\nu\}$. The simplices $\tau^{(p+1)} > \sigma$ in $U(\sigma)$ satisfy $f(\tau) < f(\sigma)$ such that $\tau \in K_a$ form the (possibly empty) set $\{\tau\}$. The set $\{\nu\}$ is precisely $\partial|_{K_a}$ and we again have $K_b = K_a \cup \partial|_{K_a} \sigma$. Finally, suppose $\sigma$ is a type III violator, the proof in this case is similar (and therefore omitted).

Case (b)(ii): $\sigma$ is not a violator. Since $\sigma$ is critical for a discrete stratified Morse function, it is either critical globally (i.e. $|U(\sigma)| = |L(\sigma)| = 0$) or locally (i.e. $|U_\partial(\sigma)| = |L_\partial(\sigma)| = 0$). Suppose $\sigma$ is critical locally but not globally, meaning that either $|U(\sigma)| = 1, |L(\sigma)| = 0$, or $|U(\sigma)| = 0, |L(\sigma)| = 1$. If $|U(\sigma)| = 1$ and $|L(\sigma)| = 0$ globally, then $U_\partial(\sigma)$ becomes $0$. If $\tau^{(p+1)} > \sigma$ is the unique element in $U(\sigma)$, then $f(\tau) < f(\sigma)$ and $\tau$ is in $K_a$. All cells $\nu^{(p-1)} < \sigma$ satisfy $f(\nu) < f(\sigma)$ and therefore are in $K_a$. The set $\{\nu\}$ again is precisely $\partial|_{K_a}$ and we have $K_b = K_a \cup \partial|_{K_a} \sigma$, where we are attaching $\sigma$ as a free face of $\tau$. The cases when $|U(\sigma)| = 0, |L(\sigma)| = 1$, or $|U(\sigma)| = 0, |L(\sigma)| = 0$ are proved similarly.

In summary, when passing through a single, unique critical cell $\sigma(\rho)$ with a function value in $(a, b]$, $K_b = K_a \cup e_{|\partial|_{K_a}} \sigma$. Since $\sigma$ is homeomorphic to $e(\rho)$, $K_b = K_a \cup e_{|\partial|_{K_a}} e(\rho)$.

**Examples of attaching critical simplices.** Returning to the upside-down pentagon (Figure 7), we have a few critical cells, namely those with critical values 1, 2, 3, 4, 9, and 10. Attaching $f^{-1}(2)$ to $K_1$, for example, changes the homotopy type, yielding a space with two connected components. Note that the boundary of this cell, restricted to $K_1$ is empty. When we attach $f^{-1}(9)$, we do so along its entire boundary (which lies in $K_9$), joining the two components together. Finally, attaching the vertex $f^{-1}(10)$ to $K_9$ changes the homotopy type yet again, yielding a circle.

5.3 Proof of Theorem 14

**Proof.** We assume $K$ is connected. If $f$ itself is a discrete Morse function, then there are no violators in $K$. The algorithm produces the trivial stratification $S = \{K\}$ and since $f$ is a discrete Morse function on the entire complex, the pair $(f, s)$ trivially satisfies Definition 8.
If $f$ is not a discrete Morse function, let $\mathcal{S} = \mathcal{V} \cup \{ S_j \}$ denote the stratification produced by the algorithm. Since each violator $\alpha$ forms its own stratum $s(\alpha)$, the restriction of $f$ to $s(\alpha)$ is trivially a discrete Morse function in which $\alpha$ is a critical simplex. It remains to show that the restriction of $f$ to each $S_j$ is a discrete Morse function.

If $\sigma$ is a simplex in $S_j$, that is, $s(\sigma) = S_j$, consider the sets $U_\sigma(\sigma)$ and $L_\sigma(\sigma)$. Since $\sigma$ is not a violator, the global sets $U(\sigma)$ and $L(\sigma)$ already satisfy the conditions required of an ordinary discrete Morse function. Restricting attention to the stratum $s(\sigma)$ can only reduce their size; that is, $|U_\sigma(\sigma)| \leq |U(\sigma)|$ and $|L_\sigma(\sigma)| \leq |L(\sigma)|$. It follows that the restriction of $f$ to $S_j$ is a discrete Morse function. ◀

**Remark.** When we restrict the function $f : K \to \mathbb{R}$ to one of the strata $S_j$, a non-violator $\sigma$ that is regular globally (that is, $\sigma$ forms a gradient pair with a unique simplex $\tau$) may become a critical simplex for the restriction of $f$ to $S_j$, e.g. $f^{-1}(3)$ in Figure 2 (top middle).

### 6 Discussion

In this paper we have identified a reasonable definition of a discrete stratified Morse function and demonstrated some of its fundamental properties. Many questions remain to be answered; we plan to address these in future work.

**Relation to classical stratified Morse theory.** An obvious question to ask is how our theory relates to the smooth case. Suppose $X$ is a Whitney stratified space and $F : X \to \mathbb{R}$ is a stratified Morse function. One might ask the following: is there a triangulation $K$ of $X$ and a discrete stratified Morse function $(f, s)$ on $K$ that mirrors the behavior of $F$? That is, can we define a discrete stratified Morse function so that its critical simplices contain the critical points of the function $F$? This question has a positive answer in the setting of discrete Morse theory [3], so we expect the same to be true here as well.

**Morse inequalities.** Forman proved the discrete version of the Morse inequalities in [11]. Does our theory produce similar inequalities?

**Discrete dynamics.** Forman developed a more general theory of discrete vector fields [10] in which closed $V$-paths are allowed (analogous to recurrent dynamics). This yields a decomposition of a cell complex into pieces and an associated Lyapunov function (constant on the recurrent sets). This is not the same as a stratification, but it would be interesting to uncover any connections between our theory and this general theory. In particular, one might ask if there is some way to glue together the discrete Morse functions on each piece of a stratification into a global discrete vector field.
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Abstract

The beacon model is a recent paradigm for guiding the trajectory of messages or small robotic agents in complex environments. A beacon is a fixed point with an attraction pull that can move points within a given polygon. Points move greedily towards a beacon: if unobstructed, they move along a straight line to the beacon, and otherwise they slide on the edges of the polygon. The Euclidean distance from a moving point to a beacon is monotonically decreasing. A given beacon attracts a point if the point eventually reaches the beacon.

The problem of attracting all points within a polygon with a set of beacons can be viewed as a variation of the art gallery problem. Unlike most variations, the beacon attraction has the intriguing property of being asymmetric, leading to separate definitions of attraction region and inverse attraction region. The attraction region of a beacon is the set of points that it attracts. It is connected and can be computed in linear time for simple polygons. By contrast, it is known that the inverse attraction region of a point – the set of beacon positions that attract it – could have $\Omega(n)$ disjoint connected components.

In this paper, we prove that, in spite of this, the total complexity of the inverse attraction region of a point in a simple polygon is linear, and present a $O(n \log n)$ time algorithm to construct it. This improves upon the best previous algorithm which required $O(n^3)$ time and $O(n^2)$ space. Furthermore we prove a matching $\Omega(n \log n)$ lower bound for this task in the algebraic computation tree model of computation, even if the polygon is monotone.
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1 Introduction

Consider a dense network of sensors. In practice, it is common that routing between two nodes in the network is performed by greedy geographical routing, where a node sends the message to its closest neighbor (by Euclidean distance) to the destination [11]. Depending on the geometry of the network, greedy routing may not be successful between all pairs of nodes. Thus, it is essential to determine nodes of the network for which this type of routing works. In particular, given a node in the network, it is important to compute all nodes that can successfully send a message to (or receive a message from) the input node. Motivated by this application Biro et al. [3] introduced the beacon routing model.

Let $P$ be a simple polygon with $n$ vertices. A beacon $b$ is a point in $P$ that can induce an attraction pull towards itself within $P$. The attraction of $b$ causes points in $P$ to move towards $b$ as long as their Euclidean distance is maximally decreasing. As a result, a point $p$ moves along the ray $\overrightarrow{pb}$ until it either reaches $b$ or an edge of $P$. In the latter case, $p$ slides on the edge towards $h$, the orthogonal projection of $b$ on the supporting line of the edge (Figure 1). Note that among all points on the supporting line of the edge, $h$ has the minimum Euclidean distance to $b$.

We say $b$ attracts $p$, if $p$ eventually reaches $b$. Interestingly, beacon attraction is not symmetric. The attraction region of $b$, denoted by $AR(b)$, is the set of all points in $P$ that $b$ attracts. The inverse attraction region of a point $p$, denoted by $IAR(p)$, is the set of all beacon positions in $P$ that can attract $p$.

The study of beacon attraction problems in a geometric domain, initiated by Biro et al. [3], finds its root in sensor networks, where the limited capabilities of sensors makes it crucial to design simple mechanisms for guiding their motion and communication. For instance, the beacon model can be used to represent the trajectory of small robotic agents in a polygonal domain, or that of messages in a dense sensor network. Using greedy routing, the trajectory of a robot (or a message) from a sender to a receiver closely follows the attraction trajectory of a point (the sender) towards a beacon (the receiver). However, greedy routing may not be successful between all pairs of nodes. Thus, it is essential to characterize for which pairs of nodes of the network for which this type of routing works. In particular, given a single node, it is important to compute the set of nodes that it can successfully receive messages from (its attraction region), and the set of node that it can successfully send messages to (its inverse attraction region).

In 2013, Biro et al. [5] showed that the attraction region $AR(b)$ of a beacon $b$ in a simple polygon $P$ is simple and connected, and presented a linear time algorithm to compute $AR(b)$.

---

2 We consider the attraction region to be closed, i.e., $b$ attracts all points on the boundary of $AR(b)$. 

---

Figure 1 Points on an edge $e$ slide towards the orthogonal projection $h$ of the beacon on the supporting line of $e$. 

---
Computing the inverse attraction region has proven to be more challenging. It is known [5] that the inverse attraction region \( IAR(p) \) of a point \( p \) is not necessarily connected and can have \( \Theta(n) \) connected components. Kouhestani et al. [14] presented an algorithm to compute \( IAR(p) \) in \( O(n^3) \) time and \( O(n^2) \) space. In the special cases of monotone and terrain polygons, they showed improved algorithms with running times \( O(n \log n) \) and \( O(n) \) respectively.

In this paper, we prove that, in spite of not being connected, the inverse attraction region \( IAR(p) \) always has total complexity\(^3\) \( O(n) \). Using this fact, we present the first optimal \( O(n \log n) \) time algorithm for computing \( IAR(p) \) for any simple polygon \( P \), improving upon the previous best known \( O(n^3) \) time algorithm. Since this task is at the heart of other algorithms for solving beacon routing problems, this improves the time complexity of several previously known algorithms such as approximating minimum beacon paths and computing the weak attraction region of a region [5].

To prove the optimality of our algorithm, we show an \( \Omega(n \log n) \) lower bound in the algebraic computation tree model and in the bounded degree algebraic decision tree model, even in the case when the polygon is monotone.

Due to space limitations some of the proofs are omitted and can be found in the full version of this paper [12].

Related work

Greedy routing has been studied extensively in the literature of sensor network as a local (and therefore inexpensive) protocol for message sending. As a result, many applications in wireless and sensor networks utilize greedy routing to choose the next hop in their message sending protocol [10]. In the geometric domain, greedy routing has been studied in both discrete and continuous spaces. Bose et al. [6] studied routing problems in ad hoc wireless networks modeled as unit graphs and Kermarrec and Tan [11] presented an approximation algorithm to decompose a polygon into minimum number of routable regions, i.e., regions in which greedy routing always works. Beacon routing, discussed in this paper, is essentially greedy routing in a polygonal environment representing an infinitely dense sensor network.

Several geometric problems related to the beacon model have been studied in recent years. Biro et al. [3] studied the minimum number of beacons necessary to successfully route between any pair of points in a simple \( n \)-gon \( P \). This can be viewed as a variant of the art gallery problem, where one wants to find the minimum number of beacons whose attraction regions cover \( P \). They proved that \( \lceil \frac{n}{2} \rceil \) beacons are sometimes necessary and always sufficient, and showed that finding a minimum cardinality set of beacons to cover a simple polygon is NP-hard. For polygons with holes, Biro et al. [4] showed that \( \lceil \frac{n}{2} \rceil - h - 1 \) beacons are sometimes necessary and \( \lceil \frac{n}{2} \rceil + h - 1 \) beacons are always sufficient to guard a polygon with \( h \) holes. Combinatorial results on the use of beacons in orthogonal polygons have been studied by Bae et al. [1] and by Shermer [17]. Biro et al. [5] presented a polynomial time algorithm for routing between two fixed points using a discrete set of candidate beacons in a simple polygon and gave a 2-approximation algorithm where the beacons are placed with no restrictions. Kouhestani et al. [15] give an \( O(n \log n) \) time algorithm for beacon routing in a 1.5D polygonal terrain.

Kouhestani et al. [13] showed that the length of a successful beacon trajectory is less than \( \sqrt{2} \) times the length of a shortest (geodesic) path. In contrast, if the polygon has internal holes then the length of a successful beacon trajectory may be unbounded.

\(^3\) Total number of vertices and edges of all connected components.
2 Preliminaries

A dead point \( d \neq b \) is defined as a point that remains stationary in the attraction pull of \( b \). The set of all points in \( P \) that eventually reach (and stay) on \( d \) is called the dead region of \( b \) with respect to \( d \). A split edge is defined as the boundary between two dead regions, or a dead region and \( AR(b) \). In the latter case, we call the split edge a separation edge.

If beacon \( b \) attracts a point \( p \), we use the term attraction trajectory, denoted by \( AT(p,b) \), to indicate the movement path of a point \( p \) from its original location to \( b \). The attraction trajectory alternates between a straight movement towards the beacon (a pull edge) and a sequence of consecutive sliding movements (slide edges), see Figure 2.

▶ Lemma 1. Consider the attraction trajectory \( AT(p,b) \) of a point \( p \) attracted by beacon \( b \). Let \( \alpha_i \) denote the angle between the \( i \)-th pull edge and the next slide edge on \( AT(p,b) \). Then \( \alpha_i \) is greater than \( \pi/2 \).

Note that, similarly, the angle between the \( i \)-th pull edge and the previous slide edge is also greater than \( \pi/2 \).

Let \( r \) be a reflex vertex of \( P \) with adjacent edges \( e_1 \) and \( e_2 \). Let \( H_1 \) be the half-plane orthogonal to \( e_1 \) at \( r \), that contains \( e_1 \). Let \( H_2 \) be the half-plane orthogonal to \( e_2 \) at \( r \), that contains \( e_2 \). The deadwedge of \( r \) (deadwedge(\( r \))) is defined as \( H_1 \cap H_2 \) (Figure 3). Let \( b \) be a beacon in the deadwedge of \( r \). Let \( \rho \) be the ray from \( r \) in the direction \( \overrightarrow{br} \) and let \( s \) be the line segment between \( r \) and the first intersection of \( \rho \) with the boundary of \( P \). Note that in the attraction of \( b \), points on different sides of \( s \) have different destinations. Thus, \( s \) is a split edge for \( b \). We say \( r \) introduces the split edge \( s \) for \( b \) to show this occurrence. Kouhestani et al. [14] proved the following lemma.

▶ Lemma 2 (Kouhestani et al. [14]). A reflex vertex \( r \) introduces a split edge for the beacon \( b \) if and only if \( b \) is inside the deadwedge of \( r \).

Let \( p \) and \( q \) be two points in a polygon \( P \). We use \( \overline{pq} \) to denote the straight-line segment between these points. Denote the shortest path between \( p \) and \( q \) in \( P \) (the geodesic path)

▶ Figure 2 The angle between a straight movement towards the beacon and the following slide movement is always greater than \( \pi/2 \).

▶ Figure 3 The deadwedge of \( r \) is shown by the red angle.
as $SP(p,q)$. The union of shortest paths from $p$ to all vertices of $P$ is called the shortest path tree of $p$, and can be computed in linear time [9] when $P$ is a simple polygon. In our problem, we are only interested in shortest paths from $p$ to reflex vertices of $P$. Therefore, we delete all convex vertices and their adjacent edges in the shortest path tree of $p$ to obtain the pruned shortest path tree of $p$, denoted by $SPT_r(p)$.

A shortest path map for a given point $p$, denoted as $SPM(p)$, is a subdivision of $P$ into regions such that shortest paths from $p$ to all the points inside the same region pass through the same set of vertices of $P$ [16]. Typically, shortest path maps are considered in the context of polygons with holes, where the subdivision represents grouping of the shortest paths of the same topology, and the regions may have curved boundaries. In the case of a simple polygon, the boundaries of $SPM(p)$ are straight-line segments and consist solely of the edges of $SPT_r(p)$. If a triangulation of $P$ is given, it can be computed in linear time [9].

$\blacktriangleright$ **Lemma 3.** During the movement of $p$ on its beacon trajectory, the shortest path distance of $p$ away from its original location monotonically increases.

### 3 The structure of inverse attraction regions

The $O(n^3)$ time algorithm of Kouhestani et al. [14] to compute the inverse attraction region of a point $p$ in a simple polygon $P$ constructs a line arrangement $A$ with quadratic complexity that partitions $P$ into regions, such that, either all or none of the points in a region attract $p$. Arrangement $A$, contains three types of lines:

1. Supporting lines of the deadwedge for each reflex vertex of $P$,
2. Supporting lines of edges of $SPT_r(p)$,
3. Supporting lines of edges of $P$.

$\blacktriangleright$ **Lemma 4** (Kouhestani et al. [14]). The boundary edges of $IAR(p)$ lie on the lines of arrangement $A$.

Let $\overline{uv}$ be an edge of $SPT_r(p)$, where $u = \text{parent}(v)$. We associate three lines of the arrangement $A$ to $\overline{uv}$: supporting line of $\overline{uv}$ and the two supporting lines of the deadwedge of $v$. By focusing on the edge $\overline{uv}$, we study the local effect of the reflex vertex $v$ on $IAR(p)$, and we show that:

1. Exactly one of the associated lines to $\overline{uv}$ may contribute to the boundary of $IAR(p)$. We call this line the effective associated line of $\overline{uv}$ (Figure 4).
2. The effect of $v$ on the inverse attraction region can be represented by at most two half-planes, which we call the constraining half-planes of $\overline{uv}$. These half-planes are bounded by the effective associated line of $\overline{uv}$.
3. Each constraining half-plane has a domain, which is a subpolygon of $P$ that it affects.

The points of the constraining half-plane that are inside the domain subpolygon cannot attract $p$ (see the next section).

Our algorithm to compute the inverse attraction region uses $SPM(p)$. For each region of $SPM(p)$, we compute the set of constraining half-planes with their domain subpolygons containing the region. Then, we discard points of the region that cannot attract $p$ by locating points which belong to at least one of these constraining half-planes.
Figure 4 An example of an inverse attraction region with effective associated lines to each reflex vertex. Points in the colored region attract $p$. Here $L_a$, $L_b$, $L_c$, $L_d$ and $L_e$ are respectively the associated lines of the reflex vertices $a$, $b$, $c$, $d$ and $e$.

Constraining half-planes

Let $uv$ be an edge of $SPT_r(p)$, where $u = \text{parent}(v)$. We extend $uv$ from $u$ until we reach $w$, the first intersection with the boundary of $P$. Segment $uv$ partitions $P$ into two subpolygons. Let $P_p$ be the subpolygon that contains $p$. Any path from $p$ to any point in $P \setminus P_p$ passes through $vw$. Thus a beacon outside of $P_p$ that attracts $p$, must be able to attract at least one point on the line segment $uw$. In order to determine the local attraction behaviour caused by the vertex $v$, and to find the effective line associated to $vw$, we focus on the attraction pull on the points of $vw$ (particularly the vertex $u$) rather than $p$. By doing so we detect points that cannot attract $u$, or any point on $vw$, and mark them as points that cannot attract $p$. In other words, for each edge $uv \in SPT_r(p)$ we detect a set of points in $P$ that cannot attract locally due to $v$. The attraction of these beacons either causes $u$ to move to a wrong subpolygon, or their attraction cannot move $u$ past $v$ (see the following two cases for details). Later in Theorem 8, we show that this suffices to detect all points that cannot attract $p$.

Let $e_1$ and $e_2$ be the edges incident to $v$. Let $H_1$ be the half-plane, defined by a line orthogonal to $e_1$ passing through $v$, which contains $e_1$, and let $H_2$ be the half-plane, defined by a line orthogonal to $e_2$ passing through $v$, which contains $e_2$. Depending on whether $u$ is in $H_1 \cup H_2$, we consider two cases:

Case 1. Vertex $u$ is not in $H_1 \cup H_2$ (Figure 5). We show that in this case the supporting line of $vw$ is the only line associated to $v$ that may contribute to the boundary of $IAR(p)$, i.e., it is the effective line associated to $vw$. Let $q$ be an arbitrary point on the open edge $e_1$. As $u$ is not in $H_1 \cup H_2$, the angle between the line segments $vq$ and $vw$ is less than $\pi/2$. Consider an arbitrary attraction trajectory that moves $u$ straight towards $q$. By Lemma 1, any slide movement of this attraction trajectory on the edge $e_1$ moves away from $v$. Now consider $q$ to be on the edge $e_2$. Similarly any slide on the edge $e_2$ moves away from $v$. Thus, the line segment $vw$ can only be crossed once in an attraction trajectory of $u$ (and, similarly, of any other point on the line segment $vw$). Note that this crossing movement happens via a pull edge. We use this observation to detect a set of points that do not attract $u$ and thus do not attract $p$.

Now consider the supporting line $L$ of the edge $vw$. As $u$ is not in $H_1 \cup H_2$, $L$ partitions
the plane into two half-planes $L_1$ containing the edge $e_1$, and $L_2$ containing the edge $e_2$. Without loss of generality, assume that the parent of $u$ in $SPT_r(p)$ lies inside $L_2$ (refer to Figure 5). Recall that $\overline{vw}$ partitions $P$ into two subpolygons, and $P_1$ is the subpolygon containing $p$. We define subpolygons $P_1$ and $P_2$ as follows. Let $\rho_1$ be the ray originating at $v$, perpendicular to $L$ in $L_1$, and let $z_1$ be the first intersection point of $\rho_1$ with the boundary of $P$. Define $P_1$ as the subpolygon of $P$ induced by $\overline{vz_1}$ that contains the edge $e_1$. Similarly, let $\rho_2$ be the ray originating at $v$, perpendicular to $L$ inside $L_2$, and let $z_2$ be the first intersection point of $\rho_2$ with the boundary of $P$. Define $P_2$ as the subpolygon of $P$ induced by $\overline{vz_2}$ that contains the edge $e_2$. We provide the details of the following two lemmas in the full version of this paper [12].

**Lemma 5.** No point in $P_1 \cap L_2$ can attract $p$.

**Lemma 6.** No point in $P_2 \cap L_1$ can attract $p$.

In summary, in case 1, the effect of $\overline{vw}$ is expressed by two half-planes: $L_2$, affecting the subpolygon $P_1$, and $L_1$, affecting the subpolygon $P_2$. We call $L_1$ and $L_2$ the constraining half-planes of $\overline{vw}$, and we call $P_1$ and $P_2$ the domain of the constraining half-planes $L_2$ and $L_1$, respectively. Furthermore, we call $P_1 \cap L_2$ and $P_2 \cap L_1$ the constraining regions of $\overline{vw}$. Later we show that $L$ is the only effective line associated to $\overline{vw}$.

**Case 2.** Vertex $u$ is in $H_1 \cup H_2$ (refer to Figure 6). Without loss of generality assume $u$ can see part of the edge $e_2$. Similar to the previous case, we define the subpolygon $P_p$; let $w$ be the first intersection of the ray $\overline{uv}$ with the boundary of $P$. Note that $\overline{vw}$ partitions $P$ into two subpolygons. Let $P_p$ be the subpolygon containing $p$. Now let $\rho$ be the ray originating at $v$, along the extension of edge $e_2$. Let $z$ be the first intersection of $\rho$ with the boundary of $P$. We use $P_1$ to denote the subpolygon induced by $\overline{vz}$ that contains $e_1$. We detect points in $P_1$ that cannot move $u$ (past $v$) into $P_1$.

**Lemma 7.** No point in $P_1 \cap H_2$ can attract $p$.

In summary, in case 2, the effect of $\overline{vw}$ on $IAR(p)$ can be expressed by the half-plane $H_2$. We call $H_2$ the constraining half-plane of $\overline{vw}$, $P_1$ the domain of $H_2$ and we call $P_1 \cap H_2$ the
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constraining region of \( \overline{uv} \). Later we show that the supporting line of \( H_2 \) is the only effective line associated to \( v \).

By combining these two cases, we prove the following theorem.

\textbf{Theorem 8.} A beacon \( b \) can attract a point \( p \) if and only if \( b \) is not in a constraining region of any edge of \( SPT_r(p) \).

\textbf{Proof.} By Lemmas 5, 6 and 7, if \( b \) is in the constraining region of an edge \( \overline{uv} \in SPT_r(p) \) then it does not attract \( p \).

Now let \( b \) be a point that cannot attract \( p \). We will show that \( b \) is in the constraining region of at least one edge of \( SPT_r(p) \). Let \( s \) be the separation edge of \( AR(b) \) such that \( b \) and \( p \) are in different subpolygons induced by \( s \) (see, for example, Figure 6). Note that as the attraction region of a beacon is connected \([2]\), there is exactly one such separation edge. Let \( v \) be the reflex vertex that introduces \( s \) and let \( u \) be the parent of \( v \) in \( SPT_r(p) \). By Lemma 2, \( b \) is in the deadwedge of \( v \). In addition, as the attraction region of a beacon is connected, \( b \) attracts \( v \). We claim that \( b \) is in a constraining region of the edge \( \overline{uv} \in SPT_r(p) \).

First, we show that \( b \) cannot attract \( u \). Consider \( SP(p, u) \), the shortest path from \( p \) to \( u \). If \( SP(p, u) \) crosses \( s \) at some point \( q \) then \( u \) cannot be the parent of \( v \) in \( SPT_r(p) \), because we can reach \( v \) with a shorter path by following \( SP(p, u) \) from \( p \) to \( q \) and then reaching \( v \) from \( q \). Therefore, \( SP(p, u) \) does not cross \( s \), so \( p \) and \( u \) are in the same subpolygon of \( P \) induced by \( s \). As \( b \) does not attract \( p \), we conclude that \( b \) does not attract \( u \).

Consider the two cases: \( u \) is in \( H_1 \cup H_2 \) or not. We show that in each case, \( b \) is in a constraining region of \( \overline{uv} \).

\textbf{Case 1.} Vertex \( u \) is not in \( H_1 \cup H_2 \) (refer to Figure 5). Let \( L \) be the supporting line of \( \overline{uv} \), and similar to the previous case analysis let \( L_1 \) and \( L_2 \) be the constraining half-planes, and let \( P_1 \) and \( P_2 \) be the domains of \( L_2 \) and \( L_1 \), respectively. Without loss of generality, assume that \( b \) is in the half-plane \( L_2 \). We show that then \( b \) belongs to \( P_1 \).

As \( b \in L_2 \), the separation edge \( s \) extends from \( v \) into \( L_1 \), i.e., \( s \in L_1 \). Then the point \( p \) and subpolygon \( P_2 \) lie on one side of \( s \), and subpolygon \( P_1 \) lies on the other side of \( s \). As beacon \( b \) does not attract \( p \), the point \( p \) and the beacon \( b \) lie on different sides of \( s \), and thus the beacon \( b \) and subpolygon \( P_1 \) lie on the same side of \( s \).

We will show now that indeed \( b \in P_1 \). Beacon \( b \) attracts \( v \) and is in the deadwedge of \( v \). Thus, in the attraction of \( b, v \) will enter \( P_1 \) via a slide move. We claim that \( v \) cannot leave \( P_1 \) afterwards. Consider the supporting line of \( P_1 \) which is a line orthogonal to \( \overline{uv} \) at \( v \). As \( u \) is not in \( H_1 \cup H_2 \), and the deadwedge of \( v \) is equal to \( H_1 \cap H_2 \), the deadwedge of \( v \) completely lies to one side of the supporting line. Therefore, in the attraction of \( v \) by any beacon inside the deadwedge of \( v \), any point \( q \neq v \) on \( \overline{uv} \) moves straight towards the beacon along the ray \( \overline{qb} \). In other words, in the attraction pull of \( b \) no point inside \( P_1 \) can leave \( P_1 \). Therefore, \( b \in P_1 \) and thus \( b \in P_1 \cap L_2 \). By definition, \( b \) belongs to a constraining region of \( \overline{uv} \).

\textbf{Case 2.} Vertex \( u \) is in \( H_1 \cup H_2 \) (refer to Figure 6). Without loss of generality let \( u \in H_2 \). Consider the separation edge \( s \). As the beacon \( b \) does not attract \( u \), they lie on the opposite sides of \( s \). As \( b \) is in the deadwedge of \( v \), it is also in \( H_2 \), the constraining half-plane of \( \overline{uv} \). Similar to the previous case, as \( b \) attracts \( v \), \( AT(v, b) \) never crosses \( \rho \) to leave \( P_1 \) and therefore, \( b \) is in \( P_1 \). Thus, \( b \in P_1 \cap H_2 \) and it belongs to the constraining region of \( \overline{uv} \). ◀

\textbf{Corollary 9.} Consider the edge \( \overline{uv} \in SPT_r(p) \). If \( u \) is not in \( H_1 \cup H_2 \) (case 1), then among three associated lines to \( \overline{uv} \) only the supporting line of \( \overline{uv} \) may contribute to the boundary of \( IAR(p) \). If \( u \) is in \( H_1 \cup H_2 \) (case 2), then among three associated lines to \( \overline{uv} \) only the
supporting line of $H_2$ may contribute to the boundary of $IAR(p)$, where $H_2$ is the half-plane orthogonal to the incident edge of $v$ that $u$ can partially see.

4 The complexity of the inverse attraction region

In this section we show that in a simple polygon $P$ the complexity of $IAR(p)$ is linear with respect to the size of $P$.

We classify the vertices of the inverse attraction region into two groups: 1) vertices that are on the boundary of $P$, and 2) internal vertices. We claim that there are at most a linear number of vertices in each group. Throughout this section, without loss of generality, we assume that no two constraining half-planes of different edges of the shortest path tree are co-linear. Note that we can reach such a configuration with a small perturbation of the input points, which may just add to the number of vertices of $IAR(p)$.

Biro [2] showed that the inverse attraction region of a point in a simple polygon $P$ is convex with respect to $P$. Therefore, we have at most two vertices of $IAR(p)$ on each edge of $P$, and thus there are at most a linear number of vertices in the first group.

We use the following property of the attraction trajectory to count the number of vertices in group 2.

Lemma 10. Let $L$ be the effective line associated to the edge $uv \in SPT_r(p)$, where $u = \text{parent}(v)$. Let $b$ be a beacon on $L \setminus \text{deadwedge}(v)$ that attracts $p$. Then the attraction trajectory of $p$ passes through both $u$ and $v$.

Next we define an ordering on the constraining half-planes. Let $C$ be a constraining half-plane of the edge $uv \in SPT_r(p)$ ($u = \text{parent}(v)$), and let $C'$ be a constraining half-plane of the edge $u'v' \in SPT_r(p)$ ($u' = \text{parent}(v')$). We say $C \leq C'$ if and only if $|SP(p,v)| \leq |SP(p,v')|$ (refer to Figure 7).

We use a charging scheme to count the number of internal vertices. An internal vertex resulting from the intersection of two constraining half-planes $C$ and $C'$ is charged to $C'$ if $C \leq C'$, otherwise it is charged to $C$. In the remaining of this section, we show that each constraining half-plane is charged at most twice. Let $P_C$ and $P_C'$ denote the constraining regions related to $C$ and $C'$, respectively. And let $L_C$ and $L_{C'}$ denote the supporting lines of $C$ and $C'$, respectively. In the previous section we showed that the line segments $L_C \cap P_C$ are the only parts of $L_C$ that may contribute to the boundary of $IAR(p)$. Let $s \in L_C \cap P_C$ be a segment outside of the deadwedge of $v$. The next lemma shows that $s$ does not appear on the boundary of $IAR(p)$, and we can ignore $s$ when counting the internal vertices of $IAR(p)$.

4 A subpolygon $Q \subseteq P$ is convex with respect to the polygon $P$ if the line segment connecting two arbitrary points of $Q$ either completely lies in $Q$ or intersects $P$. 
Lemma 11. Let \( s \in L_C \cap P_C \) be a segment outside of the deadwedge of \( v \). Then \( s \) (or a part of \( s \) with a non-zero length) does not appear on the boundary of \( \text{IAR}(p) \).

We define \( \tilde{L}_C = L_C \setminus P_C \setminus \text{deadwedge}(v) \) and \( \tilde{L}_C' = L_C' \setminus P_C' \setminus \text{deadwedge}(v') \). By Lemma 11, \( \tilde{L}_C \) and \( \tilde{L}_C' \) are the subset of \( L_C \) and \( L_C' \) that may appear on the boundary of \( \text{IAR}(p) \), therefore, the intersection points of all \( \tilde{L}_C \) and \( \tilde{L}_C' \) are the only possible locations for internal vertices of \( \text{IAR}(p) \). Consider an internal vertex \( a \) resulting from the intersection of \( \tilde{L}_C \) and \( \tilde{L}_C' \).

Lemma 12. Let \( a = \tilde{L}_C \cap \tilde{L}_C' \) be an internal vertex of \( \text{IAR}(p) \) and let \( C' \leq C \) (Figure 7). Then all points on \( \tilde{L}_C \) are in the domain of \( C' \).

We charge \( a \) to \( C \) if \( C' \leq C \), otherwise we charge it to \( C' \). Assume \( a \) is charged to \( C \). By Lemma 12, all points on \( \tilde{L}_C \) to one side of \( a \) belong to the domain of \( C' \) and therefore are in \( C' \). Thus, \( C \) cannot contribute any other internal vertices to this side of \( a \). This implies that \( C \) can be charged at most twice (once from each end) and as there are a linear number of constraining half-planes, we have at most a linear number of vertices of group 2, and we have the following theorem.

Theorem 13. The inverse attraction region of a point \( p \) has linear complexity in a simple polygon.

Note that, as illustrated in Figure 8, a constraining half-plane may contribute many vertices of group 2 to the inverse attraction region, but nevertheless it is charged at most twice.

5 Computing the inverse attraction region

In this section we show how to compute the inverse attraction region of a point inside a simple polygon in \( O(n \log n) \) time.

Let region \( R_i \) of the shortest path map \( \text{SPM}(p) \) consist of all points \( t \) such that the last segment of the shortest path from \( p \) to \( t \) is \( v_i t \) (Figure 9). Vertex \( v_i \) is called the base of \( R_i \). Extend the edge of \( \text{SPT}(p) \) ending at \( v_i \) until the first intersection \( z_i \) with the boundary of \( P \). Call the segment \( w_i = v_i z_i \) a window, and point \( z_i \) – the end of the window; window \( w_i \) is a boundary segment of \( R_i \).

We will construct a part of the inverse attraction region of \( p \) inside each region of the shortest path map \( \text{SPM}(p) \) independently. A point in a region of \( \text{SPM}(p) \) attracts \( p \) only if its attraction can move \( p \) into the region through the corresponding window.
Figure 9 $R_i$ is a region of $SPM(p)$ with base $v_i$. Segment $w_i$ is the window, and $z_i$ – its end.

Lemma 14. Let $R_i$ be a region of $SPM(p)$ with a base vertex $v_i$. If $v_i$ lies in some domain subpolygon $P_e$, then any point in $R_i$ lies in $P_e$.

Let $R_i$ be a region of $SPM(p)$ with a base vertex $v_i$, and let $H_i$ be the set of all constraining half-planes corresponding to the domain subpolygons that contain the point $v_i$. Denote $Free_i$ to be the intersection of the complements of the half-planes in $H_i$. Note, that $Free_i$ is a convex set. In the following lemma we show that $Free_i \cap R_i$ is exactly the set of points inside $R_i$ that can attract $p$.

Lemma 15. The set of points in $R_i$ that attract $p$ is $Free_i \cap R_i$.

This results in the following algorithm for computing the inverse attraction region of $p$. We compute the constraining half-planes of every edge of $SPT_r(p)$ of $p$ and the corresponding domain subpolygons. Then, for every region $R_i$ of the shortest path map of $p$, we compute the free region $Free_i$, where $v_i$ is the base vertex of the region; and we add the intersection of $R_i$ and $Free_i$ to the inverse attraction region of $p$. The pseudocode is presented in Algorithm 1.

Algorithm 1 Inverse attraction region.

Input: Simple polygon $P$, and a point $p \in P$.

Output: Inverse attraction region of $p$.

1: Compute $SPT_r(p)$ and $SPM(p)$.
2: for each edge $e \in SPT_r(p)$ do
3: Compute constraining half-planes of $e$ and corresponding domain subpolygons.
4: end for
5: for each region $R_i$ of $SPM(p)$ with base vertex $v_i$ do
6: Find all the domain subpolygons that contain $v_i$, and compute $Free_i$.
7: Intersect $R$ with $Free_i$, and add the resulting set to the inverse attraction region of $p$.
8: end for
9: return Inverse attraction region of $p$. 
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Lemma 16. Free spaces of the recursive visibility regions can be computed in a total time of $O(n \log n)$ using $O(n)$ space.

Proof. Consider a region $R_i$ of $SPM(p)$ with a base vertex $v_i$. By Lemma 14 and Theorem 8, the set of constraining half-planes that affect the inverse attraction region inside $R_i$ corresponds to the domain subpolygons that contain $v_i$.

Observe that the vertices of a domain subpolygon appear as one continuous interval along the boundary of $P$, as there is only one boundary segment of the subpolygon that crosses $P$. Then, when walking along the boundary of $P$, each domain subpolygon can be entered and exited at most once. All the domain polygons can be computed in $O(n \log n)$ time by shooting $n$ rays and computing their intersection points with the boundary of $P$ [8].

Let the vertices of $P$ be ordered in the counter-clockwise order. For each domain subpolygon $P_v$, mark the two endpoints (e.g., vertices $v$ and $z$ in Figure 6) of the boundary edge that crosses $P$ as the first and the last vertices of $P_v$ in accordance to the counter-clockwise order. Then, to obtain the optimal running time, we modify the second for-loop of the Algorithm 1 in the following way. Start at any vertex $v_0$ of $P$, find all the domain subpolygons that contain $v_0$, and initialize the dynamic convex hull data structure of Brodal and Jacob [7] with the points dual to the lines supporting the constraining half-planes of the corresponding domain subpolygons. If $v_0$ is a base vertex of some region $R_0$ of $SPM(p)$, then compute the intersection of $R_0$ and the free space $Free_{v_0}$ that we obtain from the dynamic convex hull data structure. Walk along the boundary of $P$ in the counter-clockwise direction, adding to the data structure the dual points to the supporting lines of domain polygons being entered, removing from the data structure the dual points to the supporting lines of domain polygons being exited, and computing the intersection of each region of $SPM(p)$ with the free space obtained from the data structure.

The correctness of the algorithm follows from Lemma 15, and the total running time is $O(n \log n)$. Indeed, there will be $O(n)$ updates to the dynamic convex hull data structure, each requiring $O(\log n)$ amortized time. Intersecting free spaces with regions of $SPM(p)$ will take $O(n \log n)$ time in total, as the complexity of $IAR(p)$ is linear. For the pseudocode of the algorithm please refer to the full version of this paper [12].

5.1 Lower bound

The proof of the following theorem is based on a reduction from the problem of computing the lower envelope of a set of lines, which has a lower bound of $\Omega(n \log n)$ [18].

Theorem 17. Computing the inverse attraction region of a point in a monotone (or a simple polygon) has a lower bound of $\Omega(n \log n)$.

Proof. Consider a set of lines $L$. Let $l_b$ and $l_s$ denote the lines in $L$ with the biggest and smallest slope, respectively. Note that the leftmost (rightmost) edge of the lower envelope of $L$ is part of $l_b$ ($l_s$).

Without loss of generality assume that the slopes of the lines in $L$ are positive and bounded from above by a small constant $\varepsilon$. We construct a monotone polygon as follows. The right part of the polygon is comprised of an axis aligned rectangle $R$ that contains all the intersection points of the lines in $L$ (Figure 10). Note that $R$ can be computed in linear time. To the left of $R$, we construct a “zigzag” corridor in the following way. For each line $l$ in $L$, in an arbitrary order, we add a corridor perpendicular to $l$ which extends above the next arbitrarily chosen line (Figure 11). We then add a corridor with slope 1 going downward until it hits the next line. This process is continued for all lines in $L$.

Let the point $p$ be the leftmost vertex of the upper chain of the corridor structure. Consider the inverse attraction region of $p$ in the resulting monotone polygon. A point
$R$ can attract $p$, only if it is below all lines of $L$, i.e., only if it is below the lower envelope of $L$. In addition the point needs to be above the line $L_u$, where $L_u$ is the rightmost line perpendicular to a lower edge of the corridors with a slope of $-1$ (refer to Figure 10). In order to guarantee that $L_u$ is to the left of the leftmost vertex of the lower envelope, $w$. Let $L_p$ be a line through $w$ with a slope equal to $-1$. Let $q$ be the intersection of $L_p$ with $l_s$. We start the first corridor of the zigzag to the left of $q$. As the lines have similar slopes this guarantees that $L_u$ is to the left of vertices of the lower envelope. Now it is straightforward to compute the lower envelope of $L$ in linear time given the inverse attraction region of $p$. ▶

We conclude with the main result of this paper.

◮**Theorem 18.** The inverse attraction region of a point in a simple polygon can be computed in $\Theta(n \log n)$ time.
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1 Introduction

Line simplification (a.k.a. polygonal approximation) is one of the oldest and best studied applied topics in computational geometry. It was and still is studied, for example, in the context of computer graphics (after image to vector conversion), in Geographic Information Science, and in shape analysis. Among the well-known algorithms, the ones by Douglas and Peucker [11] and by Imai and Iri [18] hold a special place and are frequently implemented and cited. Both algorithms start with a polygonal line (henceforth polyline) as the input, specified by a sequence of points \( \langle p_1, \ldots, p_n \rangle \), and compute a subsequence starting with \( p_1 \) and ending with \( p_n \), representing a new, simplified polyline. Both algorithms take a constant \( \varepsilon > 0 \) and guarantee that the output is within \( \varepsilon \) from the input.

The Douglas-Peucker algorithm [11] is a simple and effective recursive procedure that keeps on adding vertices from the input polyline until the computed polyline lies within a prespecified distance \( \varepsilon \). The procedure is a heuristic in several ways: it does not minimize the number of vertices in the output (although it performs well in practice) and it runs in \( O(n^2) \) time in the worst case (although in practice it appears more like \( O(n \log n) \) time). Hershberger and Snoeyink [17] overcame the worst-case running time bound by providing a worst-case \( O(n \log n) \) time algorithm using techniques from computational geometry, in particular a type of dynamic convex hull.

The Imai-Iri algorithm [18] takes a different approach. It computes for every link \( \overline{p_ip_j} \) with \( i < j \) whether the sequence of vertices \( \langle p_{i+1}, \ldots, p_{j-1} \rangle \) that lie in between in the input lie within distance \( \varepsilon \) to the segment \( \overline{p_ip_j} \). In this case \( \overline{p_ip_j} \) is a valid link that may be used in the output. The graph \( G \) that has all vertices \( p_1, \ldots, p_n \) as nodes and all valid links as edges can then be constructed, and a minimum link path from \( p_1 \) to \( p_n \) represents an optimal simplification. Brute-force, this algorithm runs in \( O(n^3) \) time, but with the implementation of Chan and Chin [8] or Melkman and O’Rourke [21] it can be done in \( O(n^2) \) time.

There are many more results in line simplification. Different error measures can be used [6], self-intersections may be avoided [10], line simplification can be studied in the streaming model [1], it can be studied for 3-dimensional polylines [5], angle constraints may be put on consecutive segments [9], there are versions that do not output a subset of the input points but other well-chosen points [16], it can be incorporated in subdivision simplification [12, 13, 16], and so on and so forth. Some optimization versions are NP-hard [12, 16]. It is beyond the scope of this paper to review the very extensive literature on line simplification.

Among the distance measures for two shapes that are used in computational geometry, the Hausdorff distance and the Fréchet distance are probably the most well-known. They are both bottleneck measures, meaning that the distance is typically determined by a small subset of the input like a single pair of points (and the distances are not aggregated over the whole shapes). The Fréchet distance is considered a better distance measure, but it is considerably more difficult to compute because it requires us to optimize over all parametrizations of the two shapes. The Hausdorff distance between two simple polylines with \( n \) and \( m \) vertices can be computed in \( O((n+m) \log(n+m)) \) time [3]. Their Fréchet distance can be computed in \( O(nm \log(n+m)) \) time [4].

Now, the Imai-Iri algorithm is considered an optimal line simplification algorithm, because it minimizes the number of vertices in the output, given the restriction that the output must be a subsequence of the input. But for what measure? It is not optimal for the Hausdorff distance, because there are simple examples where a simplification with fewer vertices can be given that still have Hausdorff distance at most \( \varepsilon \) between input and output. This comes from the fact that the algorithm uses the Hausdorff distance between a link \( \overline{p_ip_j} \) and the
sub-polyline \((p_i, \ldots, p_j)\). This is more local than the Hausdorff distance requires, and is more a Fréchet-type of criterion. But the line simplification produced by the Imai-Iri algorithm is also not optimal for the Fréchet distance. In particular, the input and output do not necessarily lie within Fréchet distance \(\varepsilon\), because links are evaluated on their Hausdorff distance only.

The latter issue could easily be remedied: to accept links, we require the Fréchet distance between any link \(p_i p_j\) and the sub-polyline \((p_i, \ldots, p_j)\) to be at most \(\varepsilon\) [2, 15]. This guarantees that the Fréchet distance between the input and the output is at most \(\varepsilon\). However, it does not yield the optimal simplification within Fréchet distance \(\varepsilon\). Because of the nature of the Imai-Iri algorithm, \textit{it requires us to match a vertex }p_i\textit{ in the input to the vertex }p_i\textit{ in the output in the parametrizations, if }p_i\textit{ is used in the output}. This restriction on the parametrizations considered limits the simplification in unnecessary ways. Agarwal et al. [2] refer to a simplification that uses the normal (unrestricted) Fréchet distance with error threshold \(\varepsilon\) as a \textit{weak }\varepsilon\textit{-simplification under the Fréchet distance}.\footnote{Weak refers to the situation that the vertices of the simplification can lie anywhere.} They show that the Imai-Iri algorithm using the Fréchet distance gives a simplification with no more vertices than an optimal weak \((\varepsilon/4)\)-simplification under the Fréchet distance, where the latter need not use the input vertices.

The discussion begs the following questions: How much worse do the known algorithms and their variations perform in theory, when compared to the optimal Hausdorff and Fréchet simplifications? What if the optimal Hausdorff and Fréchet simplifications use a smaller value than \(\varepsilon\)? As mentioned, Agarwal et al. [2] give a partial answer. How efficiently can the optimal Hausdorff simplification and the optimal Fréchet simplification be computed (when using the input vertices)?

\textbf{Organization and results.} In Section 2 we explain the Douglas-Peucker algorithm and its Fréchet variation; the Imai-Iri algorithm has been explained already. We also show with a small example that the optimal Hausdorff simplification has fewer vertices than the Douglas-Peucker output and the Imai-Iri output, and that the same holds true for the optimal Fréchet simplification with respect to the Fréchet variants.

In Section 3 we will analyze the four algorithms and their performance with respect to an optimal Hausdorff simplification or an optimal Fréchet simplification more extensively. In particular, we address the question how many more vertices the four algorithms need, and whether this remains the case when we use a larger value of \(\varepsilon\) but still compare to the optimization algorithms that use \(\varepsilon\).

In Section 4 we consider both the directed and undirected Hausdorff distance to compute the optimal simplification. We show that only the simplification under the directed Hausdorff distance from the output to the input polyline can be computed in polynomial time, while the rest is NP-hard to compute. In Section 5 we show that the problem can be solved in polynomial time for the Fréchet distance.

\begin{table}[h]
\centering
\caption{Algorithmic results.}
\begin{tabular}{|c|c|c|c|}
\hline
 & Douglas-Peucker & Imai-Iri & Optimal \\
\hline
Hausdorff distance & \(O(n \log n)\) [17] & \(O(n^2)\) [8] & NP-hard (\textit{this paper}) \\
Fréchet distance & \(O(n^2)\) (easy) & \(O(n^2)\) [15] & \(O(kn^5)\) (\textit{this paper}) \\
\hline
\end{tabular}
\end{table}
2 Preliminaries

The line simplification problem takes a maximum allowed error $\varepsilon$ and a polyline $P$ defined by a sequence of points $\langle p_1, \ldots, p_n \rangle$, and computes a polyline $Q$ defined by $\langle q_1, \ldots, q_k \rangle$ and the error is at most $\varepsilon$. Commonly the sequence of points defining $Q$ is a subsequence of points defining $P$, and furthermore, $q_1 = p_1$ and $q_k = p_n$. There are many ways to measure the distance or error of a simplification. The most common measure is a distance, denoted by $\varepsilon$, like the Hausdorff distance or the Fréchet distance (we assume these distance measures are known). Note that the Fréchet distance is symmetric, whereas the Hausdorff distance has a symmetric and an asymmetric version (the distance from the input to the simplification).

The Douglas-Peucker algorithm for polyline simplification is a simple recursive procedure that works as follows. Let the line segment $p_1 p_n$ be the first simplification. If all points of $P$ lie within distance $\varepsilon$ from this line segment, then we have found our simplification. Otherwise, let $p_f$ be the furthest point from $p_1 p_n$, add it to the simplification, and recursively simplify the polylines $\langle p_1, \ldots, p_f \rangle$ and $\langle p_f, \ldots, p_n \rangle$. Then merge their simplifications (remove the duplicate $p_f$). It is easy to see that the algorithm runs in $O(n^2)$ time, and also that one can expect a much better performance in practice. It is also straightforward to verify that polyline $P$ has Hausdorff distance (symmetric and asymmetric) at most $\varepsilon$ to the output. We denote this simplification by $\text{DP}_H(P, \varepsilon)$, and will leave out the arguments $P$ and/or $\varepsilon$ if they are understood.

We can modify the algorithm to guarantee a Fréchet distance between $P$ and its simplification of at most $\varepsilon$ by testing whether the Fréchet distance between $P$ and its simplification is at most $\varepsilon$. If not, we still choose the most distant point $p_f$ to be added to the simplification (other choices are possible). This modification does not change the efficiency of the Douglas-Peucker algorithm asymptotically as the Fréchet distance between a line segment and a polyline can be determined in linear time. We denote this simplification by $\text{DP}_F(P, \varepsilon)$.

We have already described the Imai-Iri algorithm in the previous section. We refer to the resulting simplification as $\text{II}_H(P, \varepsilon)$. It has a Hausdorff distance (symmetric and asymmetric) of at most $\varepsilon$ and never has more vertices than $\text{DP}_H(P, \varepsilon)$. Similar to the Douglas-Peucker algorithm, the Imai-Iri algorithm can be modified for the Fréchet distance, leading to a simplification denoted by $\text{II}_F(P, \varepsilon)$.

We will denote the optimal simplification using the Hausdorff distance by $\text{OPT}_H(P, \varepsilon)$, and the optimal simplification using the Fréchet distance by $\text{OPT}_F(P, \varepsilon)$. In the case of Hausdorff distance, we require $P$ to be within $\varepsilon$ of its simplification, so we use the directed Hausdorff distance.

The example in Figure 1 shows that $\text{DP}_H(P)$ and $\text{II}_H(P)$ – which are both equal to $P$ itself – may use more vertices than $\text{OPT}_H(P) = \langle p_1, p_5, p_6, p_f \rangle$. Similarly, the example in Figure 2 shows that $\text{DP}_F$ and $\text{II}_F$ may use more vertices than $\text{OPT}_F$.

\[ \text{Figure 1} \] Simplifications $\text{II}_H$ (same as input, left) and $\text{OPT}_H$ (in blue, right) for an example.
3 Approximation quality of Douglas-Peucker and Imai-Iri simplification

The examples of the previous section not only show that \( H_I \) and \( I_I \) (and \( DP_H \) and \( DP_I \)) use more vertices than \( OPT_H \) and \( OPT_I \), respectively, they show that this is still the case if we run \( H_I \) with a larger value than \( \epsilon \). To let \( H_I \) use as few vertices as \( OPT_H \), we must use \( 2 \epsilon \) instead of \( \epsilon \) when the example is stretched horizontally. For the Fréchet distance, the enlargement factor needed in the example approaches \( \sqrt{2} \) if we put \( p_1 \) far to the left. In this section we analyze how the approximation enlargement factor relates to the number of vertices in the Douglas-Peucker and Imai-Iri simplifications and the optimal ones. The interest in such results stems from the fact that the Douglas-Peucker and Imai-Iri algorithms are considerably more efficient than the computation of \( OPT_H \) and \( OPT_I \).

3.1 Hausdorff distance

To show that \( H_I \) (and \( DP_H \) by consequence) may use many more vertices than \( OPT_H \), even if we enlarge \( \epsilon \), we give a construction where this occurs. Imagine three regions with diameter \( \epsilon \) at the vertices of a sufficiently large equilateral triangle. We construct a polyline \( P \) where \( p_1, p_5, p_9, \ldots \) are in one region, \( p_2, p_4, p_6, \ldots \) are in the second region, and the remaining vertices are in the third region, see Figure 3. Let \( n \) be such that \( p_n \) is in the third region. An optimal simplification is \( \langle p_1, p_i, p_n \rangle \) where \( i \) is any even number between 1 and \( n \). Since the only valid links are the ones connecting two consecutive vertices of \( P \), \( H_I \) is \( P \) itself. If the triangle is large enough with respect to \( \epsilon \), this remains true even if we give the Imai-Iri algorithm a much larger error threshold than \( \epsilon \).

\[ \text{Theorem 1. For any } c > 1, \text{ there exists a polyline } P \text{ with } n \text{ vertices and an } \epsilon > 0 \text{ such that } H_I(P, c\epsilon) \text{ has } n \text{ vertices and } OPT_I(P, \epsilon) \text{ has 3 vertices.} \]

Note that the example applies both to the directed and the undirected Hausdorff distance.

\[ \text{Figure 3} \quad \text{The Douglas-Peucker and Imai-Iri algorithms may not be able to simplify at all, whereas the optimal simplification using the Hausdorff distance has just three vertices (in blue, right).} \]
3.2 Fréchet distance

Our results are somewhat different for the Fréchet distance; we need to make a distinction between $DP_F$ and $II_F$.

**Douglas-Peucker.** We construct an example that shows that $DP_F$ may have many more vertices than $OPT_F$, even if we enlarge the error threshold. It is illustrated in Figure 4. Vertex $p_2$ is placed slightly higher than $p_4, p_6, \ldots$ so that it will be added first by the Fréchet version of the Douglas-Peucker algorithm. Eventually all vertices will be chosen. $OPT_F$ has only four vertices. Since the zigzag $p_{n-3}, \ldots, p_n$ can be arbitrarily much larger than the height of the vertical zigzag $p_1, \ldots, p_{n-4}$, the situation remains if we make the error threshold arbitrarily much larger.

**Theorem 2.** For any $c > 1$, there exists a polyline $P$ with $n$ vertices and an $\varepsilon > 0$ such that $DP_F(P, c\varepsilon)$ has $n$ vertices and $OPT_F(P, \varepsilon)$ has 4 vertices.

**Remark.** One could argue that the choice of adding the furthest vertex is not suitable when using the Fréchet distance, because we may not be adding the vertex (or vertices) that are to “blame” for the high Fréchet distance. However, finding the vertex that improves the Fréchet distance most is computationally expensive, defeating the purpose of this simple algorithm. Furthermore, we can observe that also in the Hausdorff version, the Douglas-Peucker algorithm does not choose the vertex that improves the Hausdorff distance most (it may even increase when adding an extra vertex).

**Imai-Iri.** Finally we compare the Fréchet version of the Imai-Iri algorithm to the optimal Fréchet distance simplification. Our main construction has ten vertices placed in such a way that $II_F$ has all ten vertices, while $OPT_F$ has only eight of them, see Figures 5 and 6.

It is easy to see that under the Fréchet distance, $II_F = OPT_F$ for the previous construction in Figure 4. We give another input polyline $P$ in Figure 6 to show that $II_F$ also does not approximate $OPT_F$ even if $II_F$ is allowed to use $\varepsilon$ that is larger by a constant factor.

We can append multiple copies of this construction together with a suitable connection in between. This way we obtain:

**Theorem 3.** There exist constants $c_1 > 1, c_2 > 1$, a polyline $P$ with $n$ vertices, and an $\varepsilon > 0$ such that $|II_F(P, c_1\varepsilon)| > c_2|OPT_F(P, \varepsilon)|$.

By the aforementioned result of Agarwal et al. [2], we know that the theorem is not true for $c_1 \geq 4$. 

---

**Figure 4** Left: a polyline on which the Fréchet version of the Douglas-Peucker algorithm performs poorly and the output polyline contains $n$ vertices. Right: the optimal simplification contains four vertices (in blue).
Figure 5 The Imai-Iri simplification will have all vertices because the only valid links with a Fréchet distance at most $\varepsilon$ are the ones connecting two consecutive vertices in the polyline.

Figure 6 The optimal simplification can skip $p_2$ and $p_3$; in the parametrizations witnessing the Fréchet distance, $OPT_F$ "stays two vertices behind" on the input until the end. Right, the free space diagram of $P$ and $OPT_F$.

4 Algorithmic complexity of the Hausdorff distance

The results in the previous section show that both the Douglas-Peucker and the Imai-Iri algorithm do not produce an optimal polyline that minimizes the Hausdorff or Fréchet distance, or even approximate them within any constant factor. Naturally, this leads us to the following question: Is it possible to compute the optimal Hausdorff or Fréchet simplification in polynomial time?

In this section, we present a construction which proves that under the Hausdorff distance, computing the optimal simplified polyline is NP-hard.

4.1 Undirected Hausdorff distance

We first consider the undirected (or bidirectional) Hausdorff distance; that is, we require both the maximum distance from the initial polyline $P$ to the simplified polyline $Q$ and the maximum distance from $Q$ to $P$ to be at most $\varepsilon$.

Theorem 4. Given a polyline $P = \langle p_1, p_2, \ldots, p_n \rangle$ and a value $\varepsilon$, the problem of computing a minimum length subsequence $Q$ of $P$ such that the undirected Hausdorff distance between $P$ and $Q$ is at most $\varepsilon$ is NP-hard.

We prove the theorem with a reduction from Hamiltonian cycle in segment intersection graphs. It is well-known that Hamiltonian cycle is NP-complete in planar graphs [14], and by Chalopin and Gonçalves’ proof [7] of Scheinerman’s conjecture [22] that the planar graphs
are included in the segment intersections graphs it follows that Hamiltonian cycle in segment intersections graphs is NP-complete.

Let \( S \) be a set of \( n \) line segments in the plane, and assume all intersections are proper (if not, extend the segments slightly). Let \( G \) be its intersection graph (i.e. \( G \) has a vertex for every segment in \( S \), and two vertices in \( G \) are connected by an edge when their corresponding segments intersect). We assume that \( G \) is connected; otherwise, clearly there is no Hamiltonian cycle in \( G \).

We first construct an initial polyline \( P \) as follows. (Figure 7 illustrates the construction.) Let \( A \) be the arrangement of \( S \), let \( p \) be some endpoint of a segment in \( S \), and let \( \pi \) be any path on \( A \) that starts and finishes at \( p \) and visits all vertices and edges of \( A \) (clearly, \( \pi \) may reuse vertices and edges). Then \( P \) is simply \( 3n + 1 \) copies of \( \pi \) appended to each other. Consequently, the order of vertices in \( Q \) now must follow the order of these copies. We now set \( \varepsilon \) to a sufficiently small value.

Now, an output polyline \( Q \) with Hausdorff distance at most \( \varepsilon \) to \( P \) must also visit all vertices and edges of \( A \), and stay close to \( A \). If \( \varepsilon \) is sufficiently small, there will be no benefit for \( Q \) to ever leave \( A \).

▶ **Lemma 5.** A solution \( Q \) of length \( 3n + 1 \) exists if and only if \( G \) admits a Hamiltonian cycle.

**Proof.** Clearly, any simplification \( Q \) will need to visit the \( 2n \) endpoints of the segments in \( S \), and since it starts and ends at the same point \( p \), will need to have length at least \( 2n + 1 \). Furthermore, \( Q \) will need to have at least two internal vertices on every segment \( s \in S \): once to enter the segment and once to leave it (note that we cannot enter or leave a segment at an endpoint since all intersections are proper intersections). This means the minimum number of vertices possible for \( Q \) is \( 3n + 1 \).

Now, if \( G \) admits a Hamiltonian cycle, it is easy to construct a simplification with \( 3n + 1 \) vertices as follows. We start at \( p \) and collect the other endpoint of the segment \( s_1 \) of which \( p \) is an endpoint. Then we follow the Hamiltonian cycle to segment \( s_2 \); by definition \( s_1, s_2 \) is an edge in \( G \) so their corresponding segments intersect, and we use the intersection point to leave \( s_1 \) and enter \( s_2 \). We proceed in this fashion until we reach \( s_n \), which intersects \( s_1 \), and finally return to \( p \).

On the other hand, any solution with \( 3n + 1 \) vertices must necessarily be of this form and therefore imply a Hamiltonian cycle: in order to have only 3 vertices per segment the vertex at which we leave \( s_1 \) must coincide with the vertex at which we enter some other segment, which we call \( s_2 \), and we must continue until we visited all segments and return to \( p \). ◀
4.2 Directed Hausdorff distance: \( P \rightarrow Q \)

We now shift our attention to the directed Hausdorff distance from \( P \) to \( Q \): we require the maximum distance from \( P \) to \( Q \) to be at most \( \varepsilon \), but \( Q \) may have a larger distance to \( P \). The previous reduction does not seem to work because there is always a Hamiltonian Cycle of length \( 2n \) for this measure. Therefore, we prove the NP-hardness differently.

The idea is to reduce from Covering Points By Lines, which is known to be both NP-hard \([20]\) and APX-hard \([19]\): given a set \( S \) of points in \( \mathbb{R}^2 \), find the minimum number of lines needed to cover the points. The complete proof is explained in full detail in \([23]\); here we give the main part of the construction.

Let \( S = \{s_1, \ldots, s_n\} \) be an instance of the Covering Points By Lines problem. We fix \( \varepsilon \) based on \( S \) and present the construction of a polyline connecting a sequence of \( m = \text{poly}(n) \) points: \( P = \langle p_1, p_2, \ldots, p_m \rangle \) such that for every \( 1 \leq i \leq n \), we have \( s_i = p_j \) for some \( 1 \leq j \leq m \).

The idea is to force the simplification \( Q \) to cover all points in \( P \) except those in \( S \), such that in order for the final simplification to cover all points, we only need to collect the points in \( S \) using as few line segments as possible. To this end, we will place a number of forced points \( F \subset P \), where a point \( f \) is forced whenever its distance to any line through any pair of points in \( P \) is larger than \( \varepsilon \). Since \( Q \) must be defined by a subset of points in \( P \), we will never cover \( f \) unless we choose \( f \) to be a vertex of \( Q \). Figure 8 shows this idea. On the other hand, we need to place points that allow us to freely draw every line through two or more points in \( S \). We create two point sets \( L \) and \( R \) to the left and right of \( S \), such that for every line through two of more points in \( S \), there are a point in \( L \) and a point in \( R \) on that line. Finally, we need to build additional scaffolding around the construction to connect and cover the points in \( L \) and \( R \). Figure 9 shows the idea.

The construction has three parts with different purposes:

1. a sub-polyline that contains \( S \);
2. a sub-polyline that contains \( L \) and \( R \); and
3. two disconnected sub-polylines which share the same purpose: to guarantee that all vertices in the previous sub-polyline are themselves covered by \( Q \).

First, we assume that every point in \( S \) has a unique \( x \)-coordinate; if this is not the case, we rotate \( S \) until it is.\(^5\) We also assume that every line through at least two points of \( S \) has a slope between \(-1 \) and \(+1\); if this is not the case, we vertically scale \( S \) until it is. Now, we fix \( \varepsilon \) to be smaller than half the minimum difference between any two \( x \)-coordinates of points in \( S \), and smaller than the distance from any line through two points in \( S \) to any other point in \( S \) not on the line.

We place \( n + 1 \) forced points \( f_1, f_2, \ldots, f_n, f_{n+1} \) such that the \( x \)-coordinate of \( f_i \) lies between the \( x \)-coordinates of \( s_{i-1} \) and \( s_i \) and the points lie alternatingly above and below \( S \); we place them such that the distance of the line segment \( f_i f_{i+1} \) to \( s_i \) is \( \frac{3}{2} \varepsilon \) and the distance of \( f_i f_{i+1} \) to \( s_{i-1} \) is larger than \( \varepsilon \). Next, we place two auxiliary points \( t_i^+ \) and \( t_i^- \) on \( f_i f_{i+1} \) such that the distance of each point to \( s_i \) is \( 2 \varepsilon \); refer to Figure 8. Then let \( \tau_1 = \langle f_1, t_1^+, s_1, t_1^- f_2, t_2^+, s_2, t_2^- f_3, \ldots, f_n t_n^+, s_n, t_n^- f_{n+1} \rangle \) be a polyline connecting all points in the construction; \( \tau_1 \) will be part of the input segment \( P \).

The idea here is that all forced points must appear on \( Q \), and if only the forced points appear on \( Q \), everything in the construction will be covered except the points in \( S \) (and some arbitrarily short stubs of edges connecting them to the auxiliary points). Of course, we could

\(^5\) Note that, by nature of the Covering Points By Lines problem, we cannot assume \( S \) is in general position; however, a rotation for which all \( x \)-coordinates are unique always exists.
choose to include more points in $\tau_1$ in $Q$ to collect some points of $S$ already. However, this would cost an additional three vertices per collected point (note that using fewer than three, we would miss an auxiliary point instead), and in the remainder of the construction we will make sure that it is cheaper to collect the points in $S$ separately later.

The second part of the construction serves to allow shortcuts that have the role of the lines in the Covering Points By Lines problem. Since we only need the $O(n^2)$ lines that cover at least two points, this part of the construction has $O(n^2)$ vertices in $P$. An indication of this construction is given in Figure 9; further details are in [23].

▶ Theorem 6. Given a polyline $P = \langle p_1, p_2, \ldots, p_n \rangle$ and a value $\varepsilon$, the problem of computing a minimum length subsequence $Q$ of $P$ such that the directed Hausdorff distance from $P$ to $Q$ is at most $\varepsilon$ is NP-hard.

4.3 Directed Hausdorff distance: $Q \rightarrow P$

Finally, we finish this section with a note on the reverse problem: we want to only bound the directed Hausdorff distance from $Q$ to $P$ (we want the output segment to stay close to the input segment, but we do not need to be close to all parts of the input). This problem seems more esoteric but we include it for completeness. In this case, a polynomial time algorithm (reminiscent of Imai-Iri) optimally solves the problem.

▶ Theorem 7. Given a polyline $P = \langle p_1, p_2, \ldots, p_n \rangle$ and a value $\varepsilon$, the problem of computing a minimum length subsequence $Q$ of $P$ such that the directed Hausdorff distance from $Q$ to $P$ is at most $\varepsilon$ can be solved in polynomial time.

Proof. We compute the region with distance $\varepsilon$ from $P$ explicitly. For every link we compute if it lies within that region, and if so, add it as an edge to a graph. Then we find a minimum link path in this graph. For a possibly self-intersecting polyline as the input a simple algorithm takes $O(n^4)$ time (faster is possible). ▷
Figure 10. An example where the farthest-reaching simplification up to $p_4$ using 2 links is not part of any solution that uses $p_4$. Left: the input curve $P$ in black, with circles of radius $\varepsilon$ around all vertices in light gray. Middle: A 2-link simplification of $\langle p_1, p_2, p_3, p_4 \rangle$ that reaches up to a point on $\overline{p_4p_5}$ (in yellow) which can be extended to a 4-link simplification of $P$. Right: A 2-link simplification of $\langle p_1, p_2, p_3, p_4 \rangle$ that reaches point $r$ on $\overline{p_5p_6}$ (in pink) which does not allow simplification.

5 Algorithmic complexity of the Fréchet distance

In this section, we show that for a given polyline $P = \langle p_1, p_2, \ldots, p_n \rangle$ and an error $\varepsilon$, the optimal simplification $Q = OPT_F(P, \varepsilon)$ can be computed in polynomial time using a dynamic programming approach.

5.1 Observations

Note that a link $p_i p_j$ in $Q$ is not necessarily within Fréchet distance $\varepsilon$ to the sub-polyline $\langle p_i, p_{i+1}, \ldots, p_j \rangle$ (for example, $p_1 p_3$ in Figure 2). Furthermore, a (sequence of) link(s) in $Q$ could be mapped to an arbitrary subcurve of $P$, not necessarily starting or ending at a vertex of $P$. For example, in Figure 6, the sub-polyline $\langle p_1, p_4, p_5, p_6 \rangle$ has Fréchet distance $\varepsilon$ to a sub-polyline of $P$ that starts at $p_1$ but ends somewhere between $p_4$ and $p_5$. At this point, one might imagine a dynamic programming algorithm which stores, for each vertex $p_i$ and value $k$, the point $p(i,k)$ on $P$ which is the farthest along $P$ such that there exists a simplification of the part of $P$ up to $p_i$ using $k$ links that has Fréchet distance at most $\varepsilon$ to the part of $P$ up to $p(i,k)$. However, the following lemma shows that even this does not yield optimality; its proof is the example in Figure 10.

Lemma 8. There exists a polyline $P = \langle p_1, \ldots, p_{12} \rangle$ and an optimal $\varepsilon$-Fréchet-simplification that has to use $p_4$, $Q = \langle p_1, p_2, p_4, p_5, p_{12} \rangle$ using 4 links, with the following properties:

- There exists a partial simplification $R = \langle p_1, p_3, p_4 \rangle$ of $\langle p_1, \ldots, p_4 \rangle$ and a point $r$ on $\overline{p_5p_6}$ such that the Fréchet distance between $R$ and the subcurve of $P$ up to $r$ is $\leq \varepsilon$, but
- there exists no partial simplification $S$ of $\langle p_4, \ldots, p_{12} \rangle$ that is within Fréchet distance $\varepsilon$ to the subcurve of $P$ starting at $r$ that uses fewer than 7 links.

5.2 A dynamic programming algorithm

Lemma 8 shows that storing a single data point for each vertex and value of $k$ is not sufficient to ensure that we find an optimal solution. Instead, we argue that if we maintain the set of all points at $P$ that can be “reached” by a simplification up to each vertex, then we can make dynamic programming work. We now make this precise and argue that the complexity of these sets of reachable points is never worse than linear.
First, we define \( \pi \), a parameterization of \( P \) as a continuous mapping: \( \pi: [0, 1] \rightarrow \mathbb{R}^2 \) where \( \pi(0) = p_1 \) and \( \pi(1) = p_n \). We also write \( P[s, t] \) for \( 0 \leq s \leq t \leq 1 \) to be the subcurve of \( P \) starting at \( \pi(s) \) and ending at \( \pi(t) \), also writing \( P[t] = P[0, t] \) for short.

We say that a point \( \pi(t) \) can be reached by a \((k, i)\)-simplification for \( 0 \leq k < i \leq n \) if there exists a simplification of \( \langle p_1, \ldots, p_k \rangle \) using \( k \) links which has Fréchet distance at most \( \varepsilon \) to \( P[t] \). We let \( \rho(k, i, t) = \text{true} \) in this case, and \( \text{false} \) otherwise. With slight abuse of notation we also say that \( t \) itself is reachable, and that an interval \( I \) is reachable if all \( t \in I \) are reachable (by a \((k, i)\)-simplification).

\[\text{Obervation 9.} \quad \text{A point } \pi(t) \text{ can be reached by a } (k, i)\text{-simplification if and only if there exist a } 0 < h < i \text{ and a } 0 \leq s \leq t \text{ such that } \pi(s) \text{ can be reached by a } (k - 1, h)\text{-simplification and the segment } \overline{\pi(s)\pi(t)} \text{ has Fréchet distance at most } \varepsilon \text{ to } P[s, t].\]

**Proof.** Follows directly from the definition of the Fréchet distance. \(\blacksquare\)

Observation 9 immediately suggests a dynamic programming algorithm: for every \( k \) and \( i \) we store a subdivision of \([0, 1]\) into intervals where \( \rho \) is true and intervals where \( \rho \) is false, and we calculate the subdivisions for increasing values of \( k \). We simply iterate over all possible values of \( h \), calculate which intervals can be reached using a simplification via \( h \), and then take the union over all those intervals. For this, the only unclear part is how to calculate these intervals.

We argue that, for any given \( k \) and \( i \), there are at most \( n - 1 \) reachable intervals on \([0, 1]\), each contained in an edge of \( P \). Indeed, every \((k, i)\)-reachable point \( \pi(t) \) must have distance at most \( \varepsilon \) to \( p_i \), and since the edge \( e \) of \( P \) that \( \pi(t) \) lies on intersects the disk of radius \( \varepsilon \) centered at \( p_i \) in a line segment, every point on this segment is also \((k, i)\)-reachable. We denote the farthest point on \( e \) which is \((k, i)\)-reachable by \( \hat{i} \).

Furthermore, we argue that for each edge of \( P \), we only need to take the farthest reachable point into account during our dynamic programming algorithm.

\[\text{Lemma 10.} \quad \text{If } h, i, s, t \text{ exist such that } \rho(k - 1, h, s) = \rho(k, i, t) = \text{true}, \text{ and } \overline{\pi(s)\pi(t)} \text{ has Fréchet distance } \leq \varepsilon \text{ to } P[s, t], \text{ then } \overline{\pi(h)} \text{ also has Fréchet distance } \leq \varepsilon \text{ to } P[\hat{s}, \hat{t}].\]

**Proof.** By the above argument, \( P[s, \hat{s}] \) is a line segment that lies completely within distance \( \varepsilon \) from \( p_h \), and \( P[\hat{t}, t] \) is a line segment that lies completely within distance \( \varepsilon \) from \( p_i \).

We are given that the Fréchet distance between \( \overline{\pi(h)} \) and \( P[s, t] \) is at most \( \varepsilon \); this means a mapping \( f: [s, t] \rightarrow \overline{\pi(h)} \) exists such that \( |\pi(x) - f(x)| \leq \varepsilon \). Let \( q = f(s') \). Then \( |p_h - \pi(q)| \leq \varepsilon \) and \( |q - \pi(s')| \leq \varepsilon \), so the line segment \( \overline{\pi(q)} \) lies fully within distance \( \varepsilon \) from \( \hat{s} \).

Therefore, we can define a new \( \varepsilon \)-Fréchet mapping between \( P[\hat{s}, \hat{t}] \) and \( \overline{\pi(h)} \) which maps \( \hat{s} \) to the segment \( \overline{\pi(q)} \), the curve \( P[\hat{s}, \hat{t}] \) to the segment \( \overline{\pi(h)} \) (following the mapping given by \( f \)), and the segment \( \pi(t)\pi(\hat{t}) \) to the point \( p_i \). \(\blacksquare\)

Now, we can compute the optimal simplification by maintaining a \( k \times n \times n \) table storing \( \rho(k, i, t) \), and calculate each value by looking up \( n^2 \) values for the previous value of \( k \), and testing in linear time for each combination whether the Fréchet distance between the new link and \( P[\hat{s}, \hat{t}] \) is within \( \varepsilon \) or not.

\[\text{Theorem 11.} \quad \text{Given a polyline } P = \langle p_1, \ldots, p_n \rangle \text{ and a value } \varepsilon, \text{ we can compute the optimal polyline simplification of } P \text{ that has Fréchet distance at most } \varepsilon \text{ to } P \text{ in } O(kn^2) \text{ time and } O(kn^3) \text{ space, where } k \text{ is the output complexity of the optimal simplification.}\]
6 Conclusions

In this paper, we analyzed well-known polygonal line simplification algorithms, the Douglas-
Peucker and the Imai-Iri algorithm, under both the Hausdorff and the Fréchet distance. Both
algorithms are not optimal when considering these measures. We studied the relation between
the number of vertices in the resulting simplified polyline from both algorithms and the
enlargement factor needed to approximate the optimal solution. For the Hausdorff distance,
we presented a polyline where the optimal simplification uses only a constant number of
vertices while the solution from both algorithms is the same as the input polyline, even if
we enlarge $\varepsilon$ by any constant factor. We obtain the same result for the Douglas-Peucker
algorithm under the Fréchet distance. For the Imai-Iri algorithm, such a result does not exist
but we have shown that we will need a constant factor more vertices if we enlarge the error
threshold by some small constant, for certain polylines.

Next, we investigated the algorithmic problem of computing the optimal simplification
using the Hausdorff and the Fréchet distance. For the directed and undirected Hausdorff
distance, we gave NP hardness proofs. Interestingly, the optimal simplification in the other
direction (from output to input) is solvable in polynomial time. Finally, we showed how
to compute the optimal simplification under the Fréchet distance in polynomial time. Our
algorithm is based on the dynamic programming method and runs in $O(kn^5)$ time and
requires $O(kn^2)$ space.

A number of challenging open problems remain. First, we would like to show NP-hardness
of computing an optimal simplification using the Hausdorff distance when the simplification
may not have self-intersections. Second, we are interested in the computational status of
the optimal simplification under the Hausdorff distance and the Fréchet distance when the
simplification need not use the vertices of the input. Third, it is possible that the efficiency
of our algorithm for computing an optimal simplification with Fréchet distance at most $\varepsilon$
can be improved. Fourth, we may consider optimal polyline simplifications using the weak
Fréchet distance.
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Abstract
We take a first step towards a rigorous asymptotic analysis of graph-based methods for finding (approximate) nearest neighbors in high-dimensional spaces, by analyzing the complexity of randomized greedy walks on the approximate nearest neighbor graph. For random data sets of size $n = 2^{o(d)}$ on the $d$-dimensional Euclidean unit sphere, using near neighbor graphs we can provably solve the approximate nearest neighbor problem with approximation factor $c > 1$ in query time $n^{\rho_q + o(1)}$ and space $n^{1 + \rho_s + o(1)}$, for arbitrary $\rho_q, \rho_s \geq 0$ satisfying

$$\left(2c^2 - 1\right)\rho_q + 2c^2(c^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4. \tag{1}$$

Graph-based near neighbor searching is especially competitive with hash-based methods for small $c$ and near-linear memory, and in this regime the asymptotic scaling of a greedy graph-based search matches optimal hash-based trade-offs of Andoni–Laarhoven–Razenshteyn–Waingarten [5]. We further study how the trade-offs scale when the data set is of size $n = 2^{\Theta(d)}$, and analyze asymptotic complexities when applying these results to lattice sieving.
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1 Introduction

Nearest neighbor searching. A key computational problem in various areas of research, such as machine learning, pattern recognition, data compression, and decoding [15, 26, 27, 38, 33, 45], is the nearest neighbor problem: given a $d$-dimensional data set $D \subset \mathbb{R}^d$ of cardinality $n$, design a data structure and preprocess $D$ in an efficient way such that, when later given a query vector $q \in \mathbb{R}^d$, we can quickly find the nearest point to $q$ in $D$ (e.g. under the Euclidean metric). Since the exact (worst-case) version of this problem suffers from the “curse of dimensionality” [30], a common relaxation of this problem is the approximate nearest neighbor (ANN) problem: given that the exact nearest neighbor in the data set $D$ lies at distance at most $r$ from $q$, design an efficient algorithm that finds an element $p \in D$
at distance at most \( c \cdot r \) from \( q \), for a given approximation factor \( c > 1 \). We will refer to this problem as \((c, r)\)-ANN. Since a naive linear search trivially leads to an \( O(d \cdot n) \) time algorithm for solving both the exact and approximate near neighbor problems, the goal is to design a data structure for which queries can be accurately answered in time \( n^{\rho+o(1)} \) with \( \rho < 1 \).

Here we will only consider scenarios where \( d \) scales with \( n \) – for fixed \( d \), it is well-known that one can achieve arbitrarily small query exponents \( \rho = o(1) \) [8]. We further assume w.l.o.g. that \( n \geq 2^{\Theta(d/\log d)} \) – in case \( d \) is larger, we can first perform a random projection to reduce the effective dimensionality of the data set, while maintaining inter-point distances [31].

**Partitioning the space.** A celebrated technique for efficiently solving ANN in high dimensions is *locality-sensitive hashing (LSH)* [30, 23, 2, 4]. Using hash functions with the property that nearby vectors are more likely to be mapped to the same hash value, one builds several hash tables with buckets containing vectors with the same hash values. Queries \( q \) are then processed by computing \( h(q) \), looking up vectors \( p \in D \) with the same hash value \( h(p) = h(q) \), and considering these vectors as candidate near neighbors, for each of the precomputed hash tables. Although many hash tables are required to obtain a good recall rate, doing these look-ups in the hash tables is often considerably faster than a linear search through the list.

Whereas LSH requires each point to be mapped to exactly one hash bucket in each hash table, the recent *locality-sensitive filtering (LSF)* [11, 5, 20] relaxes this condition: for each hash filter and each point in the data set, we independently decide whether we add this point to this filter bucket or not. This may mean that some points are added to more filters than others, and filters do not necessarily form a partitioning of the space. Queries are answered by considering filters matching the query, and going through all vectors in these buckets.

For the special case of ANN where the data set lies on the sphere, many efficient partition-based methods are known based on using random hyperplanes [18], regular polytopes [46, 3, 32, 35], and spherical caps [2, 4, 11, 34, 5]. For random data sets of size \( n = 2^{d(d)} \), both cross-polytope LSH [3] and spherical LSF [11] achieve the optimal asymptotic scaling of the query complexity for hash-based methods. Spherical LSF further offers optimal time–space trade-offs between the query and update/space complexities [5], while cross-polytope LSH seems to perform better in practice [3, 44, 9]. No optimality results are known for data sets of size \( n = 2^{\Theta(d)} \), but spherical LSF outperforms cross-polytope LSH in some regimes [11].

**Nearest neighbor graphs.** A different approach to the near neighbor problem involves constructing *nearest neighbor graphs*, where vertices correspond to points \( p \in D \) of the data set, and an edge between two vertices indicates that these points are approximate near neighbors [17, 21, 28, 39, 42, 19, 22, 25, 29, 47]. Given a query \( q \), one starts at an arbitrary node \( p \in D \), and repeatedly attempts to find vertices \( p' \), connected to \( p \) in the graph through an edge, which are closer to \( q \) than the current candidate near neighbor \( p \). When this process terminates, the resulting vector is either a local or a global minimum, i.e., a false positive or the true nearest neighbor to \( q \). If the graph is sufficiently well-connected, we may hope to solve the (A)NN problem with high probability in one iteration – otherwise we might start over with a new random \( p \in D \), and hope for success in a reasonable number of attempts.

Compared to LSH and LSF, which often require storing quite some auxiliary data describing the hash tables/filters, and for which the cost of computing hashes or finding appropriate filters is commonly non-negligible, the nearest neighbor graph approach has much less overhead: for each vector \( p \in D \), one only has to store its nearest neighbors in a list, and look-ups require no additional computations besides comparisons between the query \( q \) and data points \( p \in D \) in these lists to find nearer neighbors. In practice, graph-based approaches may therefore be more efficient than hash-based methods even if asymptotic analyses suggest otherwise, purely due to the low overhead of graph-based methods.
Besides the standard nearest neighbor graph approach of connecting each vertex to its nearest neighbors [25, 24], various heuristic graph-based methods are further known based on adding connections in the graph between points which are not necessarily near neighbors [43, 37, 16]. This might for instance involve including several long-range, deep links in the graph between distant points, to guarantee that every pair of nodes is connected through a short path [37]. Using hierarchical graphs [36, 16] where vertices are partitioned in several layers further seems to aid the performance of graph-based methods, although again these improvements appear to be purely heuristic.

**Comparison of different methods.** To find out which method is objectively the best, an obvious approach would be to implement these methods, test them against realistic data sets, and compare their concrete performance. Various libraries with implementations of near neighbor methods are openly available online [14, 44, 40, 24, 16], and recently Aumüller–Bernhardsson–Faithfull presented a thorough comparison of different methods for nearest neighbor searching on various commonly used data sets and distance metrics [13, 9]. Their final conclusions include that the LSH-based **FALCONN** and the graph-based **NMSLib** and **KGraph** currently seem to be the most competitive for their data sets.

Practical comparisons clearly have various drawbacks, as the practical performance often depends on many additional variables, such as specific properties of the data set and the level of optimization of the implementation – better results on certain data sets may not always translate well to other data sets with further optimized implementations. Moreover, some methods may scale better as the dimensionality and size of the data set increases, and it is hard to accurately predict asymptotic behavior from practical experiments.

A second approach for comparing different methods would be to look at their theoretical, proven asymptotic performance as the size of the data set $n$ and the dimension $d$ tend to infinity. Tight bounds on the performance would allow us to extrapolate to arbitrary data sets, but for many algorithms obtaining such tight asymptotic bounds appears challenging. Although for partition-based methods, by now the asymptotic performance seems to be reasonably well understood, graph-based algorithms are mostly based on unproven heuristics, and are not as well understood theoretically. This is particularly disconcerting due to the efficiency of certain graph-based approaches, and so a natural question is: how well do graph-based approaches hold up against partition-based methods in high dimensions? Is it just the low overhead of graph-based methods that allows them to compete with hash-based approaches? Or will these graph-based methods remain competitive even for huge data sets?

**Heuristic methods made theoretical.** We further remark that in the past, theoretical analyses of heuristic near neighbor methods have not only contributed to a better understanding of these methods, but also to make these methods more practical. Cross-polytope LSH, which is used in **FALCONN** [44], was originally proposed as a fast heuristic method with no proven asymptotic guarantees [46]; only later was it discovered that this method is theoretically superior to other methods as well [3, 32], and can be made even more practical. Recently also for hypercube LSH [46] improved theoretical guarantees were obtained [35], and the heuristic LSH forest approach [10] was also “made theoretical” with provable performance guarantees in high dimensions [7]. The goals of a theoretical analysis of graph-based methods are therefore twofold: to understand their asymptotic performance better, and to find ways to further improve these methods in practice.
1.1 Contributions

We take a first step towards a better theoretical understanding of graph-based approaches for the (approximate) nearest neighbor problem, by rigorously analyzing the asymptotic performance of the basic greedy nearest neighbor graph approach. We show that for random data sets on the Euclidean unit sphere and for arbitrary approximation factors $c > 1$, this method provably achieves asymptotic query exponents $\rho < 1$. We further show how to obtain efficient time–space trade-offs, by making the related near neighbor graph either more connected (more space, better query time) or less connected (less space, worse query time).

Sparse data sets. In the case the data set on the unit sphere has size $n = 2^{o(d)}$, and an unusually near neighbor lies at distance $r = \sqrt{2}/c$, the trade-offs we obtain for finding such a close vector to a random query vector are governed by the following relation.

\[ (2c^2 - 1)\rho_q + 2c^2(2^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4, \]

where

\[ (2c^2 - 1)\rho_q + 2c^2(2^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4, \]

there exists a graph-based $(c,r)$-ANN data structure for data sets of size $n = 2^{o(d)}$ on the sphere using space $n^{1+\rho_q+o(1)}$ and query time $n^{\rho_q+o(1)}$.

Minimizing the query complexity in this asymptotic analysis corresponds to setting $\rho_s = 1/2$, in which case $\rho_q = c^2/(2c^2 - 1)$. Note that, unlike in various hash-based constructions, there is a natural limit to the maximum space complexity of graph-based approaches: we cannot store more than $n$ neighbors per vertex. Our analysis however suggests that when doing a greedy search in the graph, storing more than $\sqrt{n}$ neighbors per vertex does not further improve the query complexity, compared to starting over at a random new vertex.

To compare the above trade-offs with hash-based results, recall that in [5] the authors obtained hash-based time–space trade-offs defined by the following inequality:

\[ c^2 \sqrt{\rho_q} + (c^2 - 1)\sqrt{\rho_s} \geq \sqrt{2c^2 - 1}. \]

Although in most cases the optimal hash-based trade-offs from (3) are strictly superior to the graph-based trade-offs from Theorem (1), we remark that in the regime of small approximation factors $c \approx 1$ and near-linear space $\rho_s \approx 0$, i.e. when there is no unusually near neighbor and we wish to use only slightly more space than is required for storing the input list, both inequalities above translate to:

\[ \rho_q = 1 - 4(c - 1)\sqrt{\rho_s} \cdot (1 + o(1)). \]

Here $o(1)$ vanishes as $\rho_s \rightarrow 0$ and $c \rightarrow 1$. So for truly random instances without any planted, unusually near neighbors, and when using a limited amount of memory, graph-based methods are asymptotically equally powerful for finding (approximate) nearest neighbors as optimal hash-based methods. In other words, in this regime graph-based approaches will remain competitive with hash-based methods even when the data sets become very large, and the dimensionality further increases.

\[ \text{Note that the near neighbor problem on the Euclidean unit sphere is of particular interest due to the reduction from the near neighbor problem in all of } \mathbb{R}^d \text{ (under the } \ell_2\text{-norm) to solving the spherical case [6]. Furthermore, using standard reductions the results for the } \ell_2\text{-norm translate to results for } \mathbb{R}^d \text{ with the } \ell_1\text{-norm as well.} \]

\[ \text{Within a certain probing model, the hash-based trade-offs from (3) were proven to be optimal in [5].} \]
On the negative side, our analysis suggests that when there is an unusually near (planted) neighbor to the query, or when we are able to use much more space than the amount required to store the data set, the best known hash-based approaches are superior to the basic graph-based method analyzed in this paper. This could be caused either by our analysis not being tight, the considered algorithm not being as optimized, or due to graph-based approaches simply not being able to profit as much from such unusual circumstances. Note again that hash-based approaches are able to effectively use very large amounts of space, with a large number of fine-grained hash tables/partitions, whereas graph-based methods seem limited by using at most $n^2$ space. We therefore conjecture that the worse asymptotic performance for “unusual” problem instances is inherent to graph-based methods.

**Dense data sets.** For settings where the data set consists of $n = 2^{9(d)}$ uniformly random points from the unit sphere, the asymptotic performance of near neighbor searching depends not only on the distance to the (planted) nearest neighbor, but also on the density of the data set, i.e. the relation between $d$ and $n$. Motivated by data sets appearing in practice, we concretely analyze the case $(\log n)/d \approx 1/5$ and show that the resulting trade-offs for the exact nearest neighbor problem without planted neighbors are significantly better than hyperplane LSH [18]; comparable to or better than cross-polytope LSH [3, 44] and spherical cap LSH [4]; but slightly worse than spherical LSF [11, 5]. The superior asymptotic performance compared to FALCONN for this setting suggests that graph-based approaches will remain competitive with the most practical hash-based approaches, even in very high dimensions.

**Future work.** Various open problems remain to obtain a better theoretical (and practical) understanding of different near neighbor techniques, in particular related to graph-based approaches. We state some remaining open problems below:

- Although our analysis for “small steps” (see the full version) is tight, we assumed that afterwards we either immediately find the planted nearest neighbor as one of the neighbors in the graph, or we fail and start over from a new random node. This seems rather pessimistic, and perhaps the complexities can be further improved with a tighter analysis, without changing the underlying algorithm or graph construction.

- Other heuristic graph-based approaches appear to perform even better in practice, and an open problem is to rigorously analyze their asymptotic behavior as well.

- A practical drawback of using nearest neighbor graphs is that updating the data structure (in particular: inserting new data points) can be rather costly, especially in comparison with hash-based constructions. To make the data structure both efficient and dynamic, one would ideally obtain better bounds on the insertion complexity as well.

- In hash-based literature, the case of sparse data sets has arguably almost been “solved” with upper bounds matching lower bounds (within a certain model). Is it possible to find similar lower bounds for graph-based near neighbor searching?

- Hash-based and graph-based approaches could be considered complementary solutions to the same problem, as worst-case problem instances for one approach are best-case instances for the other. Can both techniques be combined to obtain even better results?

**Outline.** The remainder of this paper is organized as follows. In Section 2, we introduce preliminary results and notation. Section 3 describes problem instances considered in this paper. Section 4 analyzes the complexities of finding near neighbors with a greedy graph search, and Sections 5 and 6 consider asymptotics for sparse and dense data sets, respectively.
2 Preliminaries

2.1 Notation

Let $\|\cdot\|$ denote the Euclidean norm, and let $\langle \cdot, \cdot \rangle$ denote the standard dot product. We write $S^{d-1} = \{ u \in \mathbb{R}^d : \|u\| = 1 \}$ for the Euclidean unit sphere in $\mathbb{R}^d$. We write $X \sim \chi(X)$ to denote that the random variable $X$ is sampled from the probability distribution $\chi$ over the set $X$, and we write $\mathcal{U}(X)$ for the uniform distribution over $X$. Given a vector $x$ (written in boldface), we further write $x_i = \langle x, e_i \rangle$ for the $i$th coordinate of $x$.

We denote directed graphs by $G = (V,A)$ where $V$ denotes the set of vertices, and $A \subseteq V \times V$ denotes the set of directed arcs. A directed graph is called symmetric if $(v_1, v_2) \in A$ iff $(v_2, v_1) \in A$. Symmetric directed graphs can also be viewed as undirected graphs $G = (V,E)$ where edges are unordered subsets of $V$ of size 2.

2.2 Geometry on the sphere

Let $C_{x,\alpha} = \{ u \in S^{d-1} : \langle u, x \rangle \geq \alpha \}$ denote the spherical cap centered at $x \in S^{d-1}$ of “height” $\alpha \in (0,1)$, and let $C(\alpha)$ denote its volume relative to the entire unit sphere. Let $W_{x,\alpha,\beta} = C_{x,\alpha} \cap C_{y,\beta}$ with $x, y \in S^{d-1}$ and $\alpha, \beta \in (0,1)$ denote the intersection of two spherical caps, and let its volume relative to the volume of the unit sphere be denoted $W(\alpha, \beta, \gamma)$, where $\gamma = \langle x, y \rangle$ is the cosine of the angle between $x$ and $y$. We will also call the latter objects wedges. The volumes of these objects correspond to probabilities on the sphere as follows:

$$C(\alpha) = \mathbb{P}_{X \sim \mathcal{U}(S^{d-1})}(X_1 > \alpha), \quad \text{(5)}$$

$$W(\alpha, \beta, \gamma) = \mathbb{P}_{X \sim \mathcal{U}(S^{d-1})}(X_1 > \alpha, X_1 \gamma + X_2 \sqrt{1 - \gamma^2} > \beta). \quad \text{(6)}$$

The volumes of spherical caps and wedges can be estimated as follows (see e.g. [11, 5]).

\[ \textbf{Lemma 2} \text{ (Volume of a spherical cap). Let } \alpha \in (0,1). \text{ Then:} \]

$$C(\alpha) = d^{\Theta(1)} \cdot (1 - \alpha^2)^{d/2}. \quad \text{(7)}$$

\[ \textbf{Lemma 3} \text{ (Volume of a wedge). Let } \alpha, \beta, \gamma \in (0,1). \text{ Then:} \]

$$W(\alpha, \beta, \gamma) = d^{\Theta(1)} \cdot \begin{cases} \left( \frac{1 - \alpha^2 - \beta^2 + 2\alpha\beta\gamma}{1 - \gamma^2} \right)^{d/2} & \text{if } 0 < \gamma \leq \min\{\frac{\alpha}{\beta}, 1\}; \\
(1 - \alpha^2)^{d/2} & \text{if } \frac{\beta}{\alpha} \leq \gamma < 1; \\
(1 - \beta^2)^{d/2} & \text{if } \frac{\alpha}{\beta} \leq \gamma < 1. \end{cases} \quad \text{(8)}$$

For the wedge, the volume can alternatively be described (up to polynomial factors in $d$) as the volume of a spherical cap with height $\delta = \sqrt{\frac{\alpha^2 + \beta^2 - 2\alpha\beta\gamma}{1 - \gamma^2}}$. In Figure 1, this $\delta$ corresponds to the smallest distance from points in $W_{x,\alpha,\beta}$ to the origin, i.e. the distance from the intersection of the blue and red lines in this projection of the sphere to the origin. In case $\gamma \geq \frac{\alpha}{\beta}$ with $\alpha \leq \beta$, this distance from the origin becomes $\delta = \beta$ and therefore $W(\alpha, \beta, \gamma) = d^{\Theta(1)} \cdot C(\beta)$. In that case, one essentially has $C_{x,\alpha} \cap C_{y,\beta} \approx C_{y,\beta}$.

We will be using various properties of these wedges, and we state some of them below.

\[ \textbf{Lemma 4} \text{ (Wedge properties). For } \alpha, \beta, \gamma \in (0,1) \text{ with } \gamma < \min\{\frac{\alpha}{\beta}, \frac{\alpha}{\beta}, \frac{\beta}{\alpha}\}: \]

1. For $d$ sufficiently large, $W(\alpha, \beta, \gamma)$ is decreasing with $\alpha, \beta$ and increasing with $\gamma$;
2. For $d$ sufficiently large, $W(\alpha, \beta, \gamma)$ is decreasing with $\beta$.\]
Figure 1 Geometry on the sphere. The relative volume of the wedge, \( \mu(W_{x, \alpha, y, \beta})/\mu(S^{d-1}) \), is denoted \( W(\alpha, \beta, \gamma) \), with \( \gamma \) (as in the sketch) denoting the cosine of the angle between \( x \) and \( y \).

**Proof.** For 1. the result follows by taking derivatives w.r.t. \( \alpha, \beta, \gamma \) of the “asymptotic part” of \( W \) (i.e. ignoring the \( d^\Theta(1) \) term), and observing that these derivatives are always negative, negative, and positive respectively. For 2. we take the derivative w.r.t. \( \beta \) of \( W(\alpha, \beta, \beta) \) and observe that this derivative is always negative. ◀

The following lemma further describes that if we add a small amount of “slack” to one of the variables, then the volume of the resulting wedge will still be very similar to the volume of the wedge with the original parameters – if the slack is small, then we only lose at most a polynomial factor in the volume.

**Lemma 5 (Polynomial slack).** For fixed \( \alpha, \beta, \gamma \in (0,1) \) with \( \gamma < \min\{\frac{\alpha}{2}, \frac{\beta}{2}\} \) we have

\[
W(\alpha, \beta \pm \frac{1}{d}, \gamma) = d^{\pm \Theta(1)} W(\alpha, \beta, \gamma), \quad \text{and} \quad W(\alpha, \beta, \gamma \pm \frac{1}{d}) = d^{\pm \Theta(1)} W(\alpha, \beta, \gamma). \tag{9}
\]

**Proof.** This follows from writing out the left hand sides, pulling out the factors \( W(\alpha, \beta, \gamma) \), and noting that the remaining factor \( (1 \pm \varepsilon_d)^d \) for some expression \( \varepsilon_d \) is at most polynomial in \( d \), due to the conditions on \( \gamma \) and \( \alpha, \beta, \gamma \) being constant in \( d \). ◀

3 Random instances

For the graph-based approach in this paper, where points are connected to their nearest neighbor and we perform a walk on this graph starting from a random node, it is impossible to solve worst-case instances of (approximate) nearest neighbor searching.

**Proposition 6 (Worst-case data sets).** For near neighbor graph approaches, where (i) each vertex is only connected to a number of its nearest neighbors, and (ii) queries are answered by performing a greedy search on this graph to obtain better estimates, it is impossible to solve worst-case (approximate) near neighbor instances in sub-linear time.

**Proof.** As a potential worst-case problem instance to such a strategy, consider a query \( q \approx e_1 \), a planted nearest neighbor \( p^* \approx e_1 \) close to the query, and let all other points \( p \in D \setminus \{p^*\} \) satisfy \( p \approx -e_1 \). Then the preprocessed near neighbor graph will consist of a large connected component containing the points \( D \setminus \{p^*\} \), and an isolated vertex \( p^* \), which may have outgoing edges, but has no mutual friends. With probability \( 1 - 1/n \), starting at a
random vertex and performing a walk on this (directed) graph will therefore not yield the true nearest neighbor $p^*$, while all other vertices are only approximate solutions with very high approximation factors; by essentially setting $p^* = q$, we can guarantee that even no reasonable approximate solution will be found.

Although it may be possible to tweak the algorithm and/or the underlying graph so that even such worst-case instances can still be solved efficiently, we will therefore focus on average-case, random instances defined below.

Throughout, we will assume that points $p \in D$ are independently and uniformly distributed on the unit sphere, except for (potentially) a planted nearest neighbor $p^* \in D$ which lies very close to the query vector $q$. Alternatively, this can be interpreted as taking a uniformly random $p^* \sim U(D)$, and choosing the query vector as $q = p^* + e$ for a short error vector $e$. Given such a problem instance, we wish to recover $p^*$ with non-negligible probability.

Note that the near neighbor problem on the Euclidean unit sphere, as considered here, is of special interest as such a solution allows one to the Euclidean near neighbor problem in all of $\mathbb{R}^d$ using techniques of Andoni–Razenshteyn [6]. Furthermore, it is well-known that using standard reductions, the results for the $\ell_2$-norm translate to results for $\mathbb{R}^d$ with the $\ell_1$-norm as well. Efficient algorithms for the unit sphere therefore translate to solutions for many other problems as well.

For $q \sim U(D)$, and data sets following a uniformly random distribution, with overwhelming probability the (non-planted) second nearest neighbor $p \in D \setminus \{p^*\}$ to $q$ has inner product $\langle p, q \rangle = \mu(1 + o(1))$ and lies at distance $\|q - p\| = \sqrt{2(1 - \mu)(1 + o(1))}$ from $q$, with $\mu$ satisfying:

$$\mu = \sqrt{1 - \frac{n^{-2}}{d}}. \quad \text{(Alternatively: } n \approx \frac{1}{C(\mu)}.\text{)} \quad (10)$$

The natural scenario to consider for random ANN instances is then to let $c \cdot r = \mu$, so that the single planted nearest neighbor lies at distance $r = \mu/c$ from the target, and so that this planted near neighbor lies a factor $c$ closer to $q$ than all other points in the data set. These problem instances were also studied in for example [3, 5].

Sparse data sets. We will refer to data sets of size $n = 2^{o(d)}$ (in other words: $d = \omega(\log n)$) as sparse data sets. For these instances, the expected (non-planted) nearest neighbor distance is $\mu = \sqrt{2} + o(1)$, and the planted nearest neighbor which we wish to recover therefore lies at distance $r = \sqrt{2}/c (1 + o(1))$ from the target. Note that the case $n = 2^{o(d/\log d)}$ can always be reduced to $n = 2^{\Theta(d/\log d)}$ through a random projection onto a lower-dimensional space, approximately maintaining all pairwise distances between points in the data set [31].

Dense data sets. We will refer to data sets of size $n = 2^{\Theta(d)}$ ($d = \Theta(\log n)$) as dense data sets. In this case, with overwhelming probability the nearest neighbor to a randomly chosen query point $q$ on the sphere will lie at distance $c \cdot r = \mu < \sqrt{2}$ from $q$, and for $(c, r)$-ANN the planted nearest neighbor would therefore lie at distance $r = \mu/c$. For the limiting case of $c \to 1$, we wish to recover a vector at distance $\mu$. Note that the “curse of dimensionality” [30] does not necessarily apply to average-case dense data sets – finding exact nearest neighbors for random dense data sets can often be done in sub-linear time [34, 11].
4 Graph-based near neighbor searching

4.1 Algorithm description

The nearest neighbor graph and corresponding near neighbor search algorithm we will analyze are very similar to a greedy search in the k-nearest neighbor graph, i.e., very similar to the approach of KGraph. Recall that the directed k-nearest neighbor graph $G = (V, A)$ has vertex set $V = \mathcal{D}$, and an arc runs from $p$ to $p'$ iff $p'$ belongs to the $k$ closest points to $p$ in $\mathcal{D}$. Given a query $q$, searching for a nearest vector in this graph is commonly done as outlined in Algorithm 1, with $\varepsilon = 0$, and with $\mathcal{B}(p)$ denoting the set of neighbors to $p$ in this graph. Note that for large $k = n^{\Theta(1)}$, this graph is almost symmetric. The condition of belonging to the $k$ nearest neighbors is however somewhat impractical to work with analytically, and so we will use the following slightly different graph (and search algorithm) instead.

**Definition 7 (The $\alpha$-near neighbor graph).** Let $\alpha \in (0,1)$, and let $\mathcal{D} \subset S^{d-1}$. We define the $\alpha$-near neighbor graph as the undirected graph $G = (V, E)$ with vertex set $V = \mathcal{D}$, and with an edge between $p, p' \in E$ if and only if $\langle p, p' \rangle \geq \alpha$. The parameter $\alpha$ roughly corresponds to (a function of) $k$: large $\alpha$ correspond to small $k$, and small $\alpha$ to large $k$. Asymptotically, the approximate relation between $k$ and $\alpha$ can be stated through the following simple relation $k \approx n \cdot C(\alpha)$. The main difference is that rather than fixing $k$ and varying the required distance between points for an edge, we fix a bound on the distance between two connected points in the graph, and therefore we will have slight variations in the number of neighbors $k$ from vertex to vertex. Notice the similarity with spherical cap LSH [4] and in particular spherical LSF [11, 5]: we essentially use $n$ random spherical filters centered around our data points, and we add vectors to filter buckets the same way as in spherical LSF: if the inner product with the filter vector $p$ is sufficiently large, we add the point to this bucket $\mathcal{B}(p)$. However, in the spirit of graph-based approaches we search for a path on the nearest neighbor graph that ends at the nearest neighbor as in Algorithm 1, rather than checking a number of filters close to the query point to see if the nearest neighbor is contained in any of those.

To process a query $q$, we first sample a uniformly random point $p \sim \mathcal{U}(\mathcal{D})$. Then we go through its neighbors $\mathcal{B}(p)$ to see if any of these vectors $p' \in \mathcal{B}(p)$ are closer to $q$ than $p$. If so, we use this as our new $p \leftarrow p'$, and we again see if any of its neighbors are closer to $q$. We repeat this procedure until no more vectors in $\mathcal{B}(p)$ are closer to $q$ than $p$ itself, in which case $p$ is our estimate for the real nearest neighbor $p^*$ to $q$. This may ($p = p^*$) or may not ($p \neq p^*$) actually be the true nearest neighbor to $q$, and to obtain a higher success rate we repeat the process several times, each time starting from a random point $p \sim \mathcal{U}(\mathcal{D})$.

While the focus is on minimizing the query time, Algorithms 2–3 also demonstrate how to do updates to this data structure, when vectors are inserted in $\mathcal{D}$ or removed from $\mathcal{D}$. These parts of the algorithm may well be improved upon, and an important open question is to make updates (in particular insertions) as efficient as partition-based methods, such as in [5].

4.2 High-level proof description

To obtain asymptotic complexities for this approach for the (approximate) nearest neighbor problem, the following statements (for some value $\gamma_{\text{max}}$) are proven in the full version:

- **Small steps:** If $p \in \mathcal{D}$ satisfies $\langle p, q \rangle \ll \gamma_{\text{max}}$, then with non-negligible probability $d^{-\Theta(1)}$ we will find a slightly nearer neighbor $p' \in \mathcal{B}(p)$ to $q$.

- **Giant leap:** If $p \in \mathcal{D}$ satisfies $\langle p, q \rangle \approx \gamma_{\text{max}}$, the probability of immediately finding the exact nearest neighbor $p^*$ in the bucket $\mathcal{B}(p)$ is larger than some given bound.
Algorithm 1 \(\alpha\)-NN graph: QUERY\((q)\).

1: \(p \sim \mathcal{U}(\mathcal{D})\)  // random starting point
2: while \((p, q) < \gamma^*\) do  // \(\gamma^* = \langle p^*, q \rangle\)
3:     progress \leftarrow false
4:     for each \(p' \in \mathcal{B}(p)\) do
5:         if \((p', q) \geq (p, q) + \frac{1}{\alpha}\) then
6:             \(p \leftarrow p'\)  // nearer neighbor
7:     progress \leftarrow true
8: if not progress then
9:     \(p \sim \mathcal{U}(\mathcal{D})\)  // start over
10: return \(p\)

Algorithm 2 \(\alpha\)-NN graph: INSERT\((p)\).

1: \(\mathcal{B}(p) \leftarrow \emptyset\)  // new bucket
2: for each \(p' \in \mathcal{D}\) do
3:     if \((p, p') \geq \alpha\) then
4:         \(\mathcal{B}(p) \leftarrow \mathcal{B}(p) \cup \{p'\}\)
5: \(\mathcal{B}(p') \leftarrow \mathcal{B}(p') \cup \{p\}\)

Algorithm 3 \(\alpha\)-NN graph: DELETE\((p)\).

1: for each \(p' \in \mathcal{B}(p)\) do
2:     \(\mathcal{B}(p) \leftarrow \mathcal{B}(p) \setminus \{p\}\)
3: \(\mathcal{B}(p) \leftarrow \emptyset\)  // delete bucket

Figure 2 Algorithms for querying the \(\alpha\)-near neighbor graph with a query point \(q\), and for inserting/deleting points from this data structure. Here \(\gamma^*\) is the (expected) inner product between \(q\) and its true nearest neighbor. Initializing the data structure is done by choosing \(\alpha \in (0, 1)\) and for instance calling INSERT\((p)\) for all \(p \in \mathcal{D}\) to construct the graph adjacency buckets \(\mathcal{B}(p)\).

Figure 3 A sketch of the analyses for small steps (left) and the giant leap (right). The point \(p \in \mathcal{D}\) denotes the current near neighbor estimate for the query \(q\), and we want to make progress either by finding a slightly nearer neighbor \(p' \in \mathcal{B}(p)\) when \(p\) is far away from \(q\) (left), or finding the exact nearest neighbor \(p^* \in \mathcal{B}(p)\) to the query \(q\) when \(p\) is already quite close to \(q\) (right). The threshold separating these two cases is \(\gamma_{\text{max}}\).

- **Small steps** (left). If the current near neighbor \(p\) has inner product \(\langle p, q \rangle = \gamma \ll \gamma_{\text{max}}\) with \(q\), then we expect that several points \(p' \in \mathcal{D} \setminus \{p^*\}\) still exist which lie (slightly) closer to \(q\) than \(p\), and we hope at least one of them is an \(\alpha\)-near neighbor to \(p\) as well. Since a nearer neighbor in \(\mathcal{B}(p)\) to \(q\) by definition lies in \(W_{\gamma^*}(p, \alpha, q, \langle p, q \rangle)\) (the intersection of the solid spherical caps), and the data set is assumed to be uniformly random on the sphere, the probability of finding at least one such nearer neighbor is proportional to \(n \cdot W(\alpha, \gamma^*)\).

- **Giant leap** (right). Once we find a near neighbor \(p\) to \(q\) with inner product \(\langle p, q \rangle \approx \gamma_{\text{max}}\), we would like to show that in the next step, we will find \(p^* \in \mathcal{B}(p)\) with a certain (small) probability. Assuming \(p^*\) is uniformly distributed on \(C_{\gamma^*}\), this corresponds to the probability that \(p^* \in W_{\gamma_{\text{max}}}(p, \gamma^*)\) (the intersection of the solid spherical caps), conditioned on the event \(p^* \in C_{\gamma^*}\) (the rightmost spherical cap). This probability is therefore proportional to \(W(\alpha, \gamma^*, \gamma_{\text{max}})/C(\gamma^*)\).
Randomization: Since “giant leaps” may often fail, we argue that starting over at random nodes a sufficiently large number of times leads to a constant success probability.

Encountered vertices: We prove that the number of vertices in each bucket, and on each walk through the graph, can be bounded by small multiples of their expected values.

Query complexity: Using these results, we derive bounds on the time complexity for answering queries, with and without starting over at random nodes in the graph.

Space complexity: Similarly, since the number of edges in the graph can be bounded appropriately, we obtain tight bounds on the required space complexity.

Update complexities: Finally, we analyze what are the (naive) costs for updating the data structure (inserting/deleting points). Together, these results lead to the following main result, stating exactly what are the costs for finding near neighbors. Unless stated otherwise, the “time” complexity corresponds to the query time complexity.

▶ Theorem 8 (Near neighbor costs). Using the $\alpha$-near neighbor graph with $\alpha \in (0, 1)$ and $nC(\alpha) \gg 1$, and using Algorithms 1–3, we can solve the planted near neighbor problem with the following costs, with $\gamma_{\text{max}} = (1 + o(1))\sqrt{\frac{\mu^2 - \alpha^2}{1 - 2\alpha + \mu^2}}$:

\[
\text{Time} = \theta_O(1)nC(\alpha)C(\gamma^*)W(\alpha, \gamma^*, \gamma_{\text{max}}),
\]

\[
\text{Space} = O(n^2C(\alpha) \log n),
\]

\[
\text{Insert} = O(dn),
\]

\[
\text{Delete} = O(nC(\alpha) \log(nC(\alpha))).
\]

5 Asymptotics for sparse data sets

Due to space limitations, the derivation of the asymptotics on the various costs of graph-based near neighbor searching for large $d$ can be found in the full version only. Its derivation mainly consists of carefully writing out the costs stated in the previous theorem, and doing series expansions for $\mu = \sqrt{1 - n^{-2/d}} = o(1)$.

▶ Theorem 9 (Complexities for sparse data). Let $n = \frac{1}{C(\mu)} = 2^{o(d)}$ and let $\alpha = \kappa \cdot \mu$. Let $\gamma^* = 1 - 1/c^2$ denote the inner product between the query and the (planted) nearest neighbor. Using the $\alpha$-NNG with $\alpha = \kappa \cdot \mu$ with $\kappa \in (\sqrt{\gamma^*}^2/(1 + (\gamma^*)^2), 1)$, with high probability we can solve the sparse near neighbor problem in several iterations with the following complexities:

\[
\text{Time} = n^{1 - \frac{2\gamma^*\sqrt{(1 - \kappa^2)}}{1 - (\gamma^*)^2} + o(1)},
\]

\[
\text{Space} = n^{2 - \kappa^2 + o(1)},
\]

\[
\text{Insert} = n^{1 + o(1)},
\]

\[
\text{Delete} = n^{1 - \kappa^2 + o(1)}.
\]

Denoting the query time complexity by $\text{Time} = n^{\rho_q + o(1)}$ and the space complexity by $\text{Space} = n^{1 + \rho_s + o(1)}$, the trade-off between these costs can be expressed using the following inequality:

\[
(2c^2 - 1)\rho_q + 2c^2(c^2 - 1)\sqrt{\rho_s(1 - \rho_s)} \geq c^4.
\]

As described in the introduction, for $c \approx 1$ and $\rho_s \to 0$, the above condition on $\rho_q$ scales as $\rho_q \geq 1 + 4(c - 1)^2 + O((c - 1)^4)$, which is equivalent to the scaling near $c = 1$ for the optimal
partition-based near neighbor method of [5]. For larger \( c \) and when using more space, this trade-off is not better than the best hash-based methods – by substituting \( \sqrt{\rho_q (1 - \rho_s)} \leq \frac{1}{2} \), we obtain the necessary (but not sufficient) condition \( \rho_q \geq c^2 / (2c^2 - 1) \), which shows that the query complexity never reduces beyond \( \sqrt{n} \), even for large \( c \). This inability to “profit” from large approximation factors may be inherent to graph-based approaches, or at least to the greedy graph-based approach considered in this paper.

For the “balanced” trade-off of \( \rho_q = \rho_s = \rho \), the condition on the exponents translates to \( \rho \geq c^4 / (2c^4 - 2c^2 + 1) \). For small \( c \approx 1 \), this leads to the asymptotic scaling \( \rho = 1 - 4(c - 1)^2 + O((c - 1)^3) \), which is slightly worse than the optimal hash-based trade-offs of [4, 5]: \( \rho = 1/(2c^2 - 1) = 1 - 4(c - 1) + 14(c - 1)^2 + O((c - 1)^3) \). Also note again the asymptotics of \( \rho \to \frac{1}{2} \) for large \( c \) for graph-based methods.

## 6 Asymptotics for dense data sets

For data sets of size \( n = 2^{\Theta(d)} \), the asymptotics from the previous section do not apply; these assumed that \( \mu = \sqrt{1 - n^{-2d/d}} = o(1) \). In some applications the relation \( d = \Theta(\log n) \) is more accurate, and arguably even if e.g. \( d = \Theta(\log n \log \log n) \) grows faster than \( \log n \), asymptotics for the sparse regime may be rather optimistic; \( \log \log n \) terms are then considered “large”, even though for realistic parameters \( \log \log n \) may just as well be considered constant.

In the full version, we performed a case study for an application where \( \mu = \sqrt{1 - n^{-2d/d}} = \frac{1}{2} \), so that \( n \approx 2^{d/5} \). This example is motivated by algorithms for solving hard lattice problems and cryptanalyzing lattice-based cryptosystems, which have previously been improved using other (hash-based) near neighbor methods [33, 12, 11]. Comparable results may hold for other applications as well; the GloVe data set [41] contains \( n = 1.2M \approx 2^{20} \) vectors in \( d = 100 \) dimensions, which corresponds to \( n \approx 2^{d/5} \), while the SIFT features data set [1] has \( n = 1M \) vectors in \( d = 128 \) dimensions, corresponding to \( n \approx 2^{0.35d} \). The conclusions regarding the comparison of graph-based near neighbor searching techniques with hash-based methods may therefore apply to such data sets as well.
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Abstract
The geodesic Voronoi diagram of \( m \) point sites inside a simple polygon of \( n \) vertices is a subdivision of the polygon into \( m \) cells, one to each site, such that all points in a cell share the same nearest site under the geodesic distance. The best known lower bound for the construction time is \( \Omega(n + m \log m) \), and a matching upper bound is a long-standing open question. The state-of-the-art construction algorithms achieve \( O((n + m) \log(n + m)) \) and \( O(n + m \log m \log^2 n) \) time, which are optimal for \( m = \Omega(n) \) and \( m = O(\frac{n}{\log n}) \), respectively. In this paper, we give a construction algorithm with \( O(n + m (\log m + \log 2n)) \) time, and it is nearly optimal in the sense that if a single Voronoi vertex can be computed in \( O(\log n) \) time, then the construction time will become the optimal \( O(n + m \log m) \). In other words, we reduce the problem of constructing the diagram in the optimal time to the problem of computing a single Voronoi vertex in \( O(\log n) \) time.
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1 Introduction

The geodesic Voronoi diagram of \( m \) point sites inside a simple polygon of \( n \) vertices is a subdivision of the polygon into \( m \) cells, one to each site, such that all points in a cell share the same nearest site where the distance between two points is the length of the shortest path between them inside the polygon. The common boundary between two cells is a Voronoi edge, and the endpoints of a Voronoi edge are Voronoi vertices. A cell can be augmented into subcells such that all points in a subcell share the same anchor, where the anchor of a point in the cell is the vertex of the shortest path from the associated site to the point that immediately precedes the point. An anchor is either a point site or a reflex polygon vertex. Figure 1(a) illustrates an augmented diagram.

The size of the (augmented) diagram is \( \Theta(n + m) \) [1]. The best known construction time is \( O((n + m) \log(n + m)) \) [10] and \( O(n + m \log m \log^2 n) \) [9]. They are optimal for \( m = \Omega(n) \) and for \( m = O(\frac{n}{\log n}) \), respectively, since the best known lower bound is \( \Omega(n + m \log m) \). The existence of a matching upper bound is a long-standing open question by Mitchell [8].

Aronov [1] first proved fundamental properties: a bisector between two sites is a simple curve consisting of \( \Theta(n) \) straight and hyperbolic arcs and ending on the polygon boundary; the diagram has \( \Theta(n + m) \) vertices, \( \Theta(m) \) of which are Voronoi vertices. Then, he developed a divide-and-conquer algorithm that recursively partitions the polygon into two roughly equal-size subpolygons. Since each recursion level takes \( O((n + m) \log(n + m)) \) time to extend the diagrams between every pair of subpolygons, the total time is \( O((n + m) \log(n + m) \log n) \).
Papadopoulou and Lee [10] combined the divide-and-conquer and plane-sweep paradigms to improve the construction time to \(O((n + m) \log (n + m))\). First, the polygon is triangulated and one resultant triangle is selected as the root such that the dual graph is a rooted binary tree and each pair of adjacent triangles have a parent-child relation; see Figure 1(b). For each triangle, its diagonal shared with its parent partitions the polygon into two sub-polygons: the “lower” one contains it, and the “upper” one contains its parent. Then, the triangles are swept by the post-order and pre-order traversals of the rooted tree to respectively build, inside each triangle, the two diagrams with respect to sites in its lower and upper sub-polygons. Finally, the two diagrams inside each triangle are merged into the final diagram.

Very recently, Oh and Ahn [9] generalized the notion of plane sweep to a simple polygon. To supplant the scan line, one point is fixed on the polygon boundary, and another point is moved from the fixed point along the polygon boundary counterclockwise, so that the shortest path between the two points will sweep the whole polygon. Moreover, Guibas and Hershberger’s data structure for shortest path queries [4, 6] is extended to compute a Voronoi vertex among three sites or between two sites in \(O(\log^2 n)\) time. This technique enables handling an event in \(O(\log m \log^2 n)\) time, leading to a total time of \(O(n + m \log m \log^2 n)\).

Papadopoulou and Lee’s method [10] has two issues inducing the \(O(\log n)\) factor solely comes from computing a single Voronoi vertex. If the computation time can be improved to \(O(\log n)\), the total construction time will become \(O(n + m + \log n)\), which equals the optimal \(O(n + m \log m \log n)\) since \(m \log n = O(n)\) for \(m = O\left(\frac{n}{\log n}\right)\) and \(\log n = O(\log m)\) for \(m = \Omega\left(\frac{n}{\log n}\right)\). In other words, we reduce the problem of constructing the diagram in the optimal time by the post-order and pre-order traversals of the rooted tree to respectively build, inside each triangle, the two diagrams with respect to sites in its lower and upper sub-polygons.

To avoid \(\Omega(n)\) split events, we design two tailor-made operations. If a wavefront will separate into two but one part will not be involved in the follow-up “sweep”, then, instead of using a binary search, we “divide” the wavefront in a seemingly brute-force way in which...
we traverse the wavefront from the uninvolved part until the “division” point, remove all visited subcells, and build another wavefront from those subcells. If a wavefront propagates into a sub-polygon that contains no point site, then we adopt a two-phase process to build the diagram inside the sub-polygon instead of splitting a wavefront many times.

Finally, when deleting or inserting a subcell (anchor), its position in a wavelet is known. Since re-balancing a red-black tree (RB-tree) after an insertion or a deletion takes amortized $O(1)$ time [7, 11, 12], by augmenting each tree node with pointers to its predecessor and successor, an insertion or a deletion with a known position takes amortized $O(1)$ time.

This paper is organized as follows. Section 2 formulates the geodesic Voronoi diagram, defines a rooted partition tree, and introduces Papadopoulou and Lee’s two subdivisions [10]; Section 3 summarizes our algorithm; Section 4 designs the data structure of a wavefront; Section 5 presents wavefront operations; Section 6 implements the algorithm with those operations. Due to the page limit, we omit some technical details and proofs; for more details, please see the full version.

2 Preliminary

2.1 Geodesic Voronoi diagrams

Let $P$ be a simple polygon of $n$ vertices, let $\partial P$ denote the boundary of $P$, and let $S$ be a set of $m$ point sites inside $P$. For any two points $p, q$ in $P$, the geodesic distance between them, denoted by $d(p, q)$, is the length of the shortest path between them that fully lies in $P$, the anchor of $q$ with respect to $p$ is the last vertex on the shortest path from $p$ to $q$ before $q$, and the shortest path map (SPM) from $p$ in $P$ is a subdivision of $P$ such that all points in a region share the same anchor with respect to $p$. Each edge in the SPM from $p$ is a line segment from a reflex polygon vertex $v$ of $P$ to $\partial P$ along the direction from the anchor of $v$ (with respect to $p$) to $v$, and this line segment is called the SPM edge of $v$ (from $p$).

The geodesic Voronoi diagram of $S$ in $P$, denoted by $\text{Vor}_P(S)$, partitions $P$ into $m$ cells, one to each site, such that all points in a cell share the same nearest site in $S$ under the geodesic distance. The cell of a site $s$ can be augmented by partitioning the cell with the SPM from $s$ into subcells such that all points in a subcell share the same anchor with respect to $s$. The augmented version of $\text{Vor}_P(S)$ is denoted by $\text{Vor}_P^*(S)$. With a slight abuse of terminology, a cell in $\text{Vor}_P^*(S)$ indicates a cell in $\text{Vor}_P(S)$ together with its subcells in $\text{Vor}_P^*(S)$. Then, each cell is associated with a site, and each subcell is associated with an anchor. As shown in Figure 1(a), $v$ is the anchor of the shaded subcell (in $s_1$’s cell), and the last vertex on the shortest path from $s_1$ to any point $x$ in the shaded subcell before $x$ is $v$.

A Voronoi edge is the common boundary between two adjacent cells, and the endpoints of a Voronoi edge are called Voronoi vertices. A Voronoi edge is a part of the geodesic bisector between the two associated sites, and consists of straight and hyperbolic arcs. Endpoints of these arcs except Voronoi vertices are called breakpoints, and a breakpoint is incident to an SPM edge in the SPM from one of the two associated sites, indicating a change of the corresponding anchor. There are $\Theta(m)$ Voronoi vertices and $\Theta(n)$ breakpoints [1].

In our algorithm, each anchor $u$ refers to either a reflex polygon vertex of $P$ or a point site in $S$; we store its associated site $s$, its geodesic distance from $s$, and its anchor with respect to $s$. The weighted distance from $u$ to a point $x$ is $d(s, u) + |ux|$. Throughout the paper, we make a general position assumption that no polygon vertex is equidistant from two sites in $S$ and no point inside $P$ is equidistant from four sites in $S$. The former avoids nontrivial overlapping among cells [1], and the latter ensures that the degree of each Voronoi vertex with respect to Voronoi edges is either 1 (on $\partial P$) or 3 (among three cells).
The boundary of a cell except Voronoi edges are polygonal chains on ∂P. For convenience, these polygonal chains are referred to as polygonal edges of the cell, the incidence of an SPM edge onto a polygonal edge is also a breakpoint, and the polygonal edges including their polygon vertices and breakpoints also count for the size of the cell.

**Lemma 1.** ([9, Lemma 5 and 14]) It takes \(O(\log^2 n)\) time to compute the degree-1 or degree-3 Voronoi vertex between two sites or among three sites after \(O(n)\)-time preprocessing.

### 2.2 A rooted partition tree

Following Papadopoulou and Lee [10], a rooted partition tree \(T\) for \(P\) and \(S\) is built as follows: First, \(P\) is triangulated using Chazelle’s algorithm [2] in \(O(n)\) time, and all sites in \(S\) are located in the resulting triangles by Edelsbrunner et al’s approach [3] in \(O(n + m \log n)\) time. The dual graph of the triangulation is a tree in which each node corresponds to a triangle and an edge connects two nodes if and only if their corresponding triangles share a diagonal. Then, an arbitrary triangle \(\triangle\) whose two diagonals are polygon sides, i.e., a node with degree 1, is selected as the root, so that there is a parent-child relation between each pair of adjacent triangles. Figure 1(b) illustrates a rooted partition tree \(T\).

For a diagonal \(d\), let \(\triangle(d)\) and \(\triangle'(d)\) be the two triangles adjacent to \(d\) such that \(\triangle'(d)\) is the parent of \(\triangle(d)\), and call \(d\) the root diagonal of \(\triangle(d)\); also see Figure 1(b). \(d\) partitions \(P\) into two sub-polygons: \(P(d)\) contains \(\triangle(d)\) and \(P'(d)\) contains \(\triangle'(d)\). \(P(d)\) and \(P'(d)\) are said to be “below” and “above” \(d\), respectively. Assume that \(d \subseteq P(d)\); let \(S(d) = S \cap P(d)\) and \(S'(d) = S \setminus S(d)\), which indicate the two respective subsets of sites below and above \(d\).

In this paper, we adopt the following convention: for each triangle \(\triangle\), let \(d = \overline{v_1v_2}\) be its root diagonal, let \(\triangle'\) be its parent triangle, let \(d_1, d_2\) be the other two diagonals of \(\triangle\), and let \(d_3, d_4\) be the other two diagonals of \(\triangle'\). Assume that \(d_4\) is the diagonal between \(\triangle'\) and its parent, and that \(d_1, d, d_4\) are incident to \(v_1\), and \(d_2, d, d_3\) are incident to \(v_2\). Let \(v_{1,2}\) be the vertex shared by \(d_1\) and \(d_2\), and let \(v_{3,4}\) be the vertex shared by \(d_3\) and \(d_4\). Denote the set of sites in \(\triangle\) as \(S_\triangle = S(d) - S(d_1) - S(d_2)\). Figure 2(a) shows an illustration.

### 2.3 Subdivisions

Papadopoulou and Lee [10] introduced two subdivisions, \(SD\) and \(SD'\), of \(P\), which can be merged into \(\text{Vor}_P^*(S)\). For each triangle \(\triangle\) with a root diagonal \(d\), \(SD\) and \(SD'\) respectively contain \(\text{Vor}_P^*(S(d)) \cap \triangle\) and \(\text{Vor}_P^*(S'(d)) \cap \triangle\); \(SD\) also contains \(\text{Vor}_P^*(S) \cap \triangle\). Since \(S(d)\)
The incidence of a Voronoi edge or an SPM edge in Vor∗P(S) onto a border in SD or SD’ is called a border vertex, and the border vertices partition a border into border edges. Both SD and SD’ have O(n + m) border vertices [10], O(m) of which are induced by Voronoi edges. Hereafter, a diagram vertex means a Voronoi vertex, a breakpoint, a border vertex, or a polygon vertex.

3 Overview of the algorithm

We compute Vor∗P(S) in the following three steps:
1. Build the rooted partition tree T for P and S in O(n + m log n) time. (Section 2.2)
2. Construct SD and SD’ in O(n + m(log m + log² n)) time by sweeping the polygon using the post-order and pre-order traversals of T, respectively. (Section 6.1 and Section 6.2)
3. Merge SD and SD’ into Vor∗P(S) in O(n + m) time using Papadopoulou and Lee’s method [10, Section 7].

By the above-mentioned running times, we conclude the total running time as follows.

⇒ Theorem 2. Vor∗P(S) can be constructed in O(n + m(log m + log² n)) time.

4 Wavefront structure

A wavefront represents the “incomplete” boundary of “incomplete” Voronoi cells during the execution of our algorithm, and wavefronts will “sweep” the simple polygon P triangle by triangle to construct SD and SD’. To avoid excessive updates, each “incomplete” Voronoi edge, which is a part of a Voronoi edge and will be completed during the sweep, is maintained symbolically, preventing an extra log n time-factor. During the sweep, candidates for Voronoi vertices in SD and SD’ called potential vertices will be generated in the unswept part of P.

4.1 Formal definition and data structure

Let η be a diagonal or a pair of diagonals sharing a common polygon vertex, and let S’ be a subset of S lying on the same side of η. A wavefront Wη(S’) represents the sequence of Voronoi cells in Vor∗P(S’) appearing along η, and each appearance of a cell induces a wavelet in Wη(S’). The unswept area of Wη(S’) is the part of P on the opposite side of η from S’. Since Vor∗P(S’) in the unswept area has not yet been constructed, Voronoi and polygonal
edges incident to $\eta$ are called incomplete. Each wavelet is bounded by two incomplete Voronoi or polygonal edges along $\eta$, and its incomplete boundary comprises its two incomplete edges and the portion of $\eta$ between them. When the context is clear, a wavelet may indicate its associated cell.

$W_{\eta}(S')$ is stored in an RB-tree in which each node refers to one wavelet and the ordering of nodes follows their appearances along $\eta$. The RB-tree is augmented such that each node has pointers to its predecessor and successor, and the root has pointers to the first and last nodes, enabling efficiently traversing wavelets along $\eta$ and accessing the two ending wavelets.

The subcells of a wavelet are the subcells in its associated cell incident to its incomplete boundary. The list of their anchors is also maintained by an augmented RB-tree in which their ordering follows their appearances along the incomplete boundary. Due to the visibility of a subcell, each subcell appears exactly once along the incomplete boundary. Since the rebalancing after an insertion or a deletion takes amortized $O(1)$ time [11, 12, 7], inserting or deleting an anchor at a known position in an RB-tree, i.e., without searching, takes amortized $O(1)$ time.

### 4.2 Incomplete Voronoi and polygonal edges

When a wavefront moves into its unswept area, incomplete Voronoi edges will extend, generating new breakpoints. If each breakpoint needs to be created immediately, all candidates for breakpoints should be maintained in a priority queue, leading to an $\Omega(n \log n)$ running time due to $\Omega(n)$ breakpoints. To avoid these excessive updates, we maintain each incomplete Voronoi edge symbolically, and update it only when necessary. For example, when searching along the wavefront or merging two wavefronts, the incomplete Voronoi edges of each involved wavelet (cell) will be updated until the diagonal or the pair of diagonals.

Since a breakpoint indicates the change of a corresponding anchor, for a Voronoi edge, if the anchors of its incident subcells on “each side” are stored in a sequence, the Voronoi edge can be computed in time proportional to the number of breakpoints by scanning the two sequences [9, Section 4]. Following this concept, for each incomplete Voronoi edge, we store its fixed Voronoi vertex (in the swept area), its last created breakpoint, and its last used anchors on its two sides, so that we can update an incomplete Voronoi edge by scanning the two lists of anchors from the last used anchors. When creating a breakpoint, we also build a corresponding SPM edge, and then remove the corresponding anchor from the anchor list.

Each polygonal edge is also maintained symbolically in a similar way; in particular, it will also be updated when a polygon vertex is inserted as an anchor. Meanwhile, the SPM edges incident to a polygonal edge will also be created using its corresponding anchor list.

### 4.3 Potential vertices

We process incomplete Voronoi edges to generate candidates for Voronoi vertices called potential vertices. For each incomplete Voronoi edge, since its two associated sites lie in the swept area, one endpoint of the corresponding bisector lies in the unswept area and is a degree-1 potential vertex. For each two adjacent Voronoi edges along the wavefront, their respective bisectors may intersect in the unswept area, and the intersection is a degree-3 potential vertex. By Lemma 1, a potential vertex can be computed in $O(\log^2 n)$ time.

Potential vertices are stored in their located triangles; each diagonal of a triangle is equipped with a priority queue to store the potential vertices associated with sites in the triangles on the opposite side of the diagonal, where the key is the distance to the diagonal.
5 Wavefront operations

We summarize the eight wavefront operations, where $K_{\text{inv}}$, $A_{\text{vis}}$ and $I_{\text{new}}$ are the numbers of involved (i.e., processed and newly created) potential vertices, visited anchors, and created diagram vertices, respectively:

Initiate: Compute $\text{Vor}_{\triangle}(S_{\triangle})$ and initialize $W_{\langle d, d_2 \rangle}(S_{\triangle})$ in $O(|S_{\triangle}|(\log m + \log^2 n))$ time.

Extend: Extend one wavefront into a triangle from one diagonal to the opposite pair of diagonals to build the diagram inside the triangle in $O(K_{\text{inv}}(\log m + \log^2 n) + I_{\text{new}})$ plus amortized $O(1)$ time.

Merge: Merge two wavefronts sharing the same diagonal or the same pair of diagonals together with merging the two corresponding diagrams in $O(|S_{\triangle}|(\log m + \log n) + K_{\text{inv}}(\log m + \log^2 n) + I_{\text{new}})$ plus amortized $O(1)$ time where $\triangle$ is the underlying triangle.

Join: Join two wavefronts sharing the same diagonal with building the border on the diagonal but without merging the two corresponding diagrams inside the underlying triangle $\triangle'$ in $O(|S_{\triangle'}|(|\log m + \log n) + K_{\text{inv}}(\log m + \log^2 n) + I_{\text{new}})$ plus amortized $O(1)$ time.

Split: Split a wavefront using a binary search in $O(\log m + \log n)$ time.

Divide: Divide a wavefront by traversing one diagonal in amortized $O(A_{\text{vis}} + 1)$ time.

Insert: Insert $S_{\triangle}$ into $W_{d_1}(S(d_1))$ to be $W_{d_2}(S(d_2) \cup S_{\triangle})$ in $O(|S_{\triangle}|(|\log m + \log^2 n))$ time.

Propagate: Propagate $W_{d_1}(S'(d))$ into $P(d)$, provided that $P(d) \cap S = S(d) = \emptyset$, to build $SD' \cap P(d) = \text{Vor}_{\nu}^*(S) \cap P(d)$ in $O(K_{\text{inv}}(\log m + \log^2 n) + |SD' \cap P(d)|)$ time.

Merger and Join operations differ in that the former also merges the two corresponding Voronoi diagrams inside the underlying triangle, and the latter does not.

Readers could directly read the algorithm in Section 6 without knowing the detailed implementation for wavefront operations. For the operation times, we have three remarks.

- Remark. During Extend and Propagate operations and at the end of the other operations, potential vertices will be generated according to new incomplete Voronoi edges. It will be clear in Section 6 that the total number of potential vertices in the construction of $SD$ and $SD'$ is $O(m)$, so a priority queue takes $O(\log m)$ time for an insertion or an extraction.

- Remark. As stated in Section 4.2, we maintain incomplete Voronoi/polygonal edges symbolically. For the sake of simplicity, we charge the time to update an incomplete edge to the created breakpoints, and assign the corresponding costs to their located triangles.

- Remark. Since a wavelet (resp. anchor) to remove from a wavefront (resp. wavelet) must be inserted beforehand, we charge its removal cost at its insertion time. For a wavelet, the cost is $O(\log m)$, and for an anchor, since the position is always known, the cost is amortized $O(1)$. Similarly, we charge the cost to delete a diagram vertex at its creation time.

Due to the page limit, we omit Initiate, Split, Insert, and Join operations. The first three are quite straightforward, and the last one is similar to a Merge operation; for more details, please see the full version.

5.1 Extend operation

An Extend operation extends a wavefront $W_{d_1}(Q)$ from one diagonal $d$ of a triangle $\triangle$ to the opposite pair of diagonals $\langle d_1, d_2 \rangle$ to construct $W_{\langle d_1, d_2 \rangle}(Q)$ and $\text{Vor}_{\nu}^*(Q) \cap \triangle$, where $\tilde{d} = \overline{v_1v_2}$, $d_1 = \overline{v_1v_2}$, and $d_2 = \overline{v_2v_1}$, and $Q$ lies on the opposite side of $\tilde{d}$ from $\triangle$.

This operation is equivalent to sweeping the triangle with a scan line parallel to $\tilde{d}$ and processing each hit potential vertex. The next hit potential vertex is provided from the priority queue associated with $\tilde{d}$ (defined in Section 4.3), and will be processed in three phases: First, its validity is verified: for a degree-1 potential vertex, its incomplete Voronoi
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each edge should be alive in the wavefront, and for a degree-3 one, its two incomplete Voronoi edges should be still adjacent in the wavefront. Second, the one or two incomplete Voronoi edges are updated up to the potential vertex. Since a degree-1 potential vertex is incident to a polygonal edge, the polygonal edge is also updated.

Finally, when a potential vertex becomes a Voronoi vertex, a wavelet will be removed from the wavefront. For a degree-1 potential vertex, since the wavelet lies at one end of the wavefront, a polygonal edge is added to its adjacent wavelet; for a degree-3 potential vertex, since the removal makes two wavelets adjacent, a new incomplete Voronoi edge is created, and one degree-1 and two degree-3 potential vertices are computed accordingly.

After the extension, if $\tilde{v}_{1,2}$ is a reflex polygon vertex, the wavefront is further processed by three cases. If neither $\tilde{d}_1$ nor $\tilde{d}_2$ is a polygon side, $\tilde{v}_{1,2}$ will later be inserted as an anchor while dividing or splitting $W_{(\tilde{d}_1, \tilde{d}_2)}(Q)$ at $\tilde{v}_{1,2}$. If both $\tilde{d}_1$ and $\tilde{d}_2$ are polygon sides, all the subcells will be completed along $(\tilde{d}_1, \tilde{d}_2)$ and the wavefront will disappear. If only $\tilde{d}_1$ (resp. $\tilde{d}_2$) is a polygon side, all the subcells along $\tilde{d}_1$ (resp. $\tilde{d}_2$) excluding the one containing $\tilde{v}_{1,2}$ will be completed, and $\tilde{v}_{1,2}$ will be inserted into the corresponding wavelet as the last or first anchor.

The operation time is $O(K_{\text{INV}}(\log m + \log^2 n) + I_{\text{NEW}})$ plus amortized $O(1)$, where $K_{\text{INV}}$ is the number of involved (i.e., processed and newly created) potential vertices and $I_{\text{NEW}}$ is the number of created diagram vertices. First, extracting a potential vertex from the priority queue takes $O(\log m)$ time, and verifying its validity takes $O(1)$ time. Second, updating incomplete Voronoi and polygonal edges takes time linear in the number of created breakpoints (Section 4.2), i.e., $O(I_{\text{NEW}})$ time in total. Third, since computing a potential vertex takes $O(\log^2 n)$ time, locating it takes $O(\log n)$ time, and inserting it into a priority queue takes $O(\log m)$ time, creating a new potential vertex takes $O(\log^2 n + \log m)$ time. Finally, completing subcells takes $O(I_{\text{NEW}})$ time, and inserting $\tilde{v}_{1,2}$ takes amortized $O(1)$ time since its position in the anchor list is known.

5.2 Merge operation

A Merge operation merges $W_\eta(Q)$ and $W_\eta(Q')$ into $W_\eta(Q \cup Q')$ together with $\text{Vor}_p^*(Q) \cap \triangle$ and $\text{Vor}_p^*(Q') \cap \triangle$ into $\text{Vor}_p^*(Q \cup Q') \cap \triangle$ where $\triangle$ is the underlying triangle. In our algorithm, either $Q = S_\triangle$, $Q' = S(d_1)$, and $\eta = (d, d_2)$ or $Q = S_\triangle \cup S(d_1)$, $Q' = S(d_2)$, and $\eta = d$; in both cases, $S_\triangle \subseteq Q$. The border will form on $\partial \triangle \setminus \eta$, i.e., $d_1$ for the former case and $(d_1, d_2)$ for the latter case. Although a wavefront only stores incomplete Voronoi cells, its associated diagram can still be accessed through the Voronoi edges of the stored cells. After the merge, new incomplete Voronoi edges will form, and their potential vertices will be created.

The Merge operation consists of two phases: (1) merge $\text{Vor}_p^*(Q) \cap \triangle$ and $\text{Vor}_p^*(Q') \cap \triangle$ into $\text{Vor}_p^*(Q \cup Q') \cap \triangle$ and (2) merge $W_\eta(Q)$ and $W_\eta(Q')$ into $W_\eta(Q \cup Q')$.

The first phase is to construct so-called merge curves. A merge curve is a connected component consisting of border edges along $\partial \triangle \setminus \eta$ and Voronoi edges in $\text{Vor}_p^*(Q \cup Q') \cap \triangle$ associated with one site in $Q$ and one site in $Q'$; the ordering of merge curves is the ordering of their appearances along $\eta$. This phase is almost identical to the merge process by Papadopoulo and Lee [10, Section 5], but since our data structure for a wavefront is different from theirs, a binary search along a wavefront to find a starting endpoint for a merge curve requires a different implementation. Due to the page limit, we only state this difference here; for the details of tracing a merge curve, please see the full version.

Assume $\eta$ to be oriented from $v_1$ to $v_{1,2}$ for $\eta = (d, d_2)$ and from $v_1$ to $v_2$ for $\eta = d$. By [10, Lemma 4–6], a merge curve called initial starts from $v_{1,2}$ for the latter case ($\eta = d$), but all other merge curves have both endpoints on $\eta$, and those endpoints are associated with one site in $S_\triangle$. Let $Q_{\triangle}$ be the set of sites in $S_\triangle$ that have a wavelet in $W_\eta(Q)$. If $\eta = (d, d_2)$, a
site in $Q_\triangle$ can have two wavelets in $W_\eta(Q)$, and with an abuse of terminology, such a site is
imagined to have two copies, each to one wavelet. Since $Q_\triangle \subseteq Q$, finding a starting endpoint
for each merge curve except the initial one is to test sites in $Q_\triangle$ following the ordering of
their wavelets in $W_\eta(Q)$ along $\eta$. After finding a starting endpoint, the corresponding merge
curve will be traced; when the tracing reaches $\eta$ again, a stopping endpoint forms, and the
first site in $Q_\triangle$ lying after the site inducing the stopping endpoint will be tested.

Let $x$ be the next starting endpoint, which is unknown, and let $s$ be the next site in $Q_\triangle$
to test. A two-level binary search on $W_\eta(Q')$ determines if $s$ induces $x$, and if so, further
determines the site $t \in Q'$ that induces $x$ with $s$ as well as the corresponding anchor.

The first-level binary search executes on the RB-tree for the wavelets in $W_\eta(Q')$, and
each step determines for a site $q \in Q'$ if its cell lies before or after $t$’s cell along $\eta$ or if $q = t$.
Let $y_1$ and $y_2$ denote the two intersection points between $\eta$ and the two incomplete edges of
$s$ (in $W_\eta(Q)$), where $y_1$ lies before $y_2$ along $\eta$, and let $z_1$ and $z_2$ be the two points defined
similarly for $q$ (in $W_\eta(Q')$). Since $s$ lies in $\triangle$, the distance between $s$ and any point in $\eta$ can
be computed in $O(1)$ time. The two incomplete edges of $q$ will be updated until $z_1$ and $z_2$, so
that the distance from $q$ to $z_1$ (resp. to $z_2$) can be computed from the corresponding anchor.
For example, if $u$ is the anchor of the subcell that contains $z_1$, $d(z_1, q) = |z_1 \eta| + d(u, q)$.

The determination considers four cases. (Assume $s$ and $t$ induce the “starting” endpoint.)

- $z_2$ lies before $y_1$ (resp. $z_1$ lies after $y_2$): $t$’s cell lies after (resp. before) $q$’s cell.
- $z_1$ lies before $y_1$ and $z_2$ lies between $y_1$ and $y_2$ (resp. $z_2$ lies after $y_2$ and $z_1$ lies between
  $y_1$ and $y_2$): if $z_2$ is closer to $q$ than to $s$ (resp. $z_1$ is closer to $q$ than to $s$), then $t$’s cell
  lies after (resp. before) $q$’s cell; otherwise, $t$ is $q$.
- Both $y_1$ and $y_2$ lie between $z_1$ and $z_2$: $t$ is $q$.
- Both $z_1$ and $z_2$ lie between $y_1$ and $y_2$: let $x_s$ be the projection point of $s$ onto $\eta$.
  - If $x_s$ lies before $z_1$, then $t$’s cell lies before $q$’s cell.
  - If $x_s$ lies after $z_2$: if $z_2$ is closer to $q$ than to $s$, $t$’s cell lies after $q$’s cell; if both $z_1$ and
    $z_2$ are closer to $s$ than to $q$, $t$’s cell lies before $q$’s cell; otherwise, $t = q$.
  - If $x_s$ lies between $z_1$ and $z_2$: if $z_1$ is closer to $s$ than to $q$, $t$’s cell lies before $q$’s cell;
    otherwise, $t = q$.

If the first-level search does not find $t$, then $s$ does not induce the next starting endpoint $x$.

The second-level binary search executes on the RB-tree for $t$’s anchor list to either
determine the next starting endpoint $x$ and $t$’s corresponding anchor or report that $s$ does
not induce $x$. Let $u$ be the current anchor of $t$ to test, and let $x_s$ be the projection point of $s$
on $\eta$. $u$’s “interval” on $\eta$ can be decided by checking $u$’s two neighboring anchors. If $u$’s
interval lies after $x_s$, $x$ lies before $u$’s interval; otherwise, if both endpoints of $u$’s interval are
closer to (resp. farther from) $t$ than to (resp. from) $s$, $x$ lies after (resp. before) $u$’s interval,
and if one endpoint is closer to $t$ than to $s$ but the other is not, then $x$ lies in $u$’s interval
and can be computed in $O(1)$ time since $d(x, s) = |z \eta| + d(u, t)$. If the second-level binary
search does not find such an interval, $s$ does not induce the next starting endpoint $x$.

The second phase (i.e., merging $W_\eta(Q)$ and $W_\eta(Q')$ into $W_\eta(Q \cup Q')$) splits $W_\eta(Q)$ and
$W_\eta(Q')$ at the endpoints of merge curves, and concatenates active parts at these endpoints
where a part is called active if it contributes to $W_\eta(Q \cup Q')$. In fact, the active parts along $\eta$
alternately come from $W_\eta(Q)$ and $W_\eta(Q')$. At each merging endpoint, the two cells become
adjacent, generating a new incomplete Voronoi edge. Potential vertices of these incomplete
Voronoi edges will be computed and inserted into the corresponding priority queues. For
each ending polygon vertex of $\eta$, if it is reflex but has not yet been an anchor of $W_\eta(Q \cup Q')$,
it will be inserted into its located wavelet as the first or the last anchor.
The total operation time is $O\left(|S_\Delta| \log n + \log m + K_{new} \log m + \log^2 n + I_{new}\right)$ plus amortized $O(1)$, where $K_{new}$ is the number of created potential vertices and $I_{new}$ is the number of created diagram vertices while merging the two diagrams. First, since each two-level binary search takes $O(\log m + \log n)$ time, finding starting points takes $O\left(|S_\Delta| (\log m + \log n)\right)$ time. Second, by [10, Section 5], tracing a merge curve takes time linear in the number of deleted and created vertices, but the time to delete vertices has been charged at their creation, implying that tracing all the merge curves takes $O(I_{new})$ time.

Third, an incomplete Voronoi edge generates at least one potential vertex, so the number of new incomplete Voronoi edges is $O(K_{new})$. Since an endpoint of a merge curve corresponds to a new incomplete Voronoi edge, there are $O(K_{new})$ split and $O(K_{new})$ concatenation operations, and since each operation takes $O(\log m + \log n)$ time, it takes $O(K_{new} \log m + \log n)$ time to merge the two wavefronts. By the same analysis in Section 5.1, creating $K_{new}$ potential vertices takes $O(K_{new} \log m + \log^2 n)$ time. Finally, inserting an ending polygon vertex of $\eta$ as an anchor takes amortized $O(1)$ time.

### 5.3 Divide operation

A Divide operation divides a wavefront associated with a pair of diagonals at the common polygon vertex by traversing one diagonal instead of using a binary search. Although a Divide operation seems a brute-force way compared to a Split operation, since a Split operation takes $\Omega(\log n + \log m)$ time and there are $\Omega(n)$ events to separate a wavefront, if only Split operations are adopted, the total construction time would be $\Omega(n \log n + \log m)$.

First, the wavefront is traversed from the end of the selected diagonal subcell by subcell, i.e., anchor by anchor, until reaching the common vertex. Then, the wavefront is separated at the common polygon vertex by removing all the visited anchors except the last one, duplicating the last one, and building a new wavefront for these “removed” anchors and the duplicate anchor from scratch. Finally, if the common polygon vertex is reflex, it is inserted into its located wavelets in both resultant wavefronts as an anchor without a binary search (since it is the first or last anchor of its located wavelets).

The total operation time is amortized $O(A_{vis} + 1)$, where $A_{vis}$ is the number of visited anchors. Since each wavelet (resp. anchor) records its two neighboring wavelets (resp. anchors) in the augmented RB-tree, the time to locate the common polygon vertex is $O(A_{vis})$. Recall that a cell must have one subcell, and the time to remove a wavelet or an anchor has been charged when it was inserted. Finally, building the new wavefront from scratch takes amortized $O(A_{vis})$ time, and inserting the common vertex takes amortized $O(1)$ time.

### 5.4 Propagate operation

A Propagate operation propagates a wavefront $W_d(S^∗(d))$ into $P(d)$, i.e., from the upside to the downside of $d$, to build $S^D' \cap P(d)$ provided that $S \cap P(d) = S(d) = \emptyset$. Since $S(d) = \emptyset$, then $S^D' \cap P(d)$ is exactly $\text{Vor}_P^∗(S) \cap P(d)$. To some extent, a Propagate operation is a generalized version of an Extend operation underlying a sub-polygon instead of a triangle.

The operation consists of two phases. The first phase constructs $\text{Vor}_P^∗(S) \cap P(d)$, and the second phase refines each cell into subcells to obtain $\text{Vor}_P^*(S) \cap P(d)$.

The first phase “sweeps” the triangles in $P(d)$ by a preorder traversal of the subtree of $T$ rooted at $\Delta(d)$. Similar to the Extend operation, this sweep processes potential vertices inside each triangle to construct Voronoi edges and to update the wavefront accordingly. However, this sweep will not process the polygon vertices of $P(d)$, so that the anchor lists will not be updated, preventing constructing a Voronoi edge using the two corresponding
anchor lists. Fortunately, Oh and Ahn [9] gave another technique that obtains in \(O(\log n)\) time the two anchor lists of a Voronoi edge provided that the two Voronoi vertices are given, so a Voronoi edge can still be built in time proportional to \(\log n\) plus the number of its breakpoints.

Therefore, the first phase takes \(O(K_d(\log m + \log^2 n) + |Vor_P(S) \cap P(d)|)\) time, where \(K_d\) is the number of involved potential vertices. Note that for the Voronoi edges that intersect \(d\), their breakpoints outside \(P(d)\) will be counted in the respective triangles in \(P'(d)\).

The second phase triangulates each cell in \(Vor_P(S) \cap P(d)\) and constructs the SPM from the associated site in each triangulated cell. Since Chazelle’s algorithm [2] takes linear time to triangulate a simple polygon and Guibas et al’s algorithm [5] takes linear time to build the SPM in a triangulated polygon, the second phase takes \(O(|SD' \cap P(d)|)\) time.

**Remark.** Although all the sites lie outside \(P(d)\), the information stored in \(W_d(S'(d))\) allows us not to conduct Guibas et al’s algorithm from scratch. For example, for each anchor \(u\), its anchor \(a(u)\) is also stored, and the SPM edge of \(u\) is the line segment from \(u\) to the polygon boundary along the direction from \(a(u)\) to \(u\).

To sum up, a Propagate operation takes \(O(K_d(\log m + \log^2 n) + |SD' \cap P(d)|)\) time.

### 6 Subdivision construction

#### 6.1 Construction of \(SD\)

To construct \(SD\), we process each triangle \(\triangle\) by the postorder traversal of the rooted partition tree \(T\) and build \(SD \cap \triangle\). We first assume that no diagonal of \(\triangle\) is a polygon side, and we will discuss the other cases later. Let \(d\) be the root diagonal of \(\triangle\) and adopt the convention in Section 2.2 and Section 2.3. When processing \(\triangle\), since its two children, \(\triangle(d_1)\) and \(\triangle(d_2)\), have been processed, \(W_{d_1}(S(d_1))\) and \(W_{d_2}(S(d_2))\) are available.

The processing of each triangle \(\triangle\) consists of 8 steps:

1. **Initiate** \(Vor_\triangle(S_{\triangle})\) and \(W_{(d,d_2)}(S_{\triangle})\).
2. **Extend** \(W_{d_1}(S(d_1))\) into \(\triangle\) to generate \(W_{(d,d_2)}(S(d_1))\) and construct \(Vor_\triangle(S(d_1)) \cap \triangle\).
3. **Merge** \(W_{(d,d_2)}(S_{\triangle})\) and \(W_{(d,d_2)}(S(d_1))\) into \(W_{(d,d_2)}(S(d_1)\cup S_{\triangle})\) by which \(Vor_\triangle(S_{\triangle})\) and \(Vor_{\triangle}(S(d_1)) \cap \triangle\) are merged into \(Vor_{\triangle}(S(d_1)\cup S_{\triangle}) \cap \triangle\).
4. **Divide** \(W_{(d,d_2)}(S(d_1)\cup S_{\triangle})\) into \(W_{d_2}(S(d_1)\cup S_{\triangle})\) and \(W_{d_1}(S(d_1)\cup S_{\triangle})\) along \(d_2\).
5. **Extend** \(W_{d_2}(S(d_2))\) into \(\triangle\) to generate \(W_{d_2}(S(d_2))\) and construct \(Vor_{d_2}(S(d_2)) \cap \triangle\).
6. **Divide** \(W_{d_2}(S(d_2))\) into \(W_{d_2}(S(d_2))\) along \(d_1\).
7. **Insert** \(S_{\triangle}\) into \(W_{d_1}(S(d_2))\) to obtain \(W_{d_1}(S(d_2)\cup S_{\triangle})\).
8. **Merge** \(W_{d}(S(d_1)\cup S_{\triangle})\) and \(W_{d}(S(d_2))\) into \(W_{d}(S(d))\) by which \(Vor_{d}(S(d_1)\cup S_{\triangle}) \cap \triangle\) and \(Vor_{d_2}(S(d_2)) \cap \triangle\) are merged into \(Vor_{d}(S(d)) \cap \triangle = SD\cap \triangle\).

We remark that \(W_{d_1}(S(d_2)\cup S_{\triangle})\) and \(W_{d_2}(S(d_1)\cup S_{\triangle})\) will be used to construct \(SD'\).

If exactly one diagonal \(d\) of \(\triangle\) is not a polygon side, it is either the root triangle \(\bullet\) or a leaf triangle. For the former, compute \(Vor_{\triangle}(S_\bullet)\), extend \(W_{d}(S(d))\) into \(\bullet\) to build \(Vor_{\bullet}(S(d))\) and \(\triangle\), and merge \(Vor_{\bullet}(S_\bullet)\) and \(Vor_{\bullet}(S(d))\) into \(Vor_{\bullet}(S(d)) \cap \triangle = SD\cap \triangle\); for the latter, compute \(Vor_\triangle(S_{\triangle})\) and initiate \(W_{d}(S_{\triangle})\). If exactly two diagonals, \(d\) and \(d'\), of \(\triangle\) are not polygon sides, where \(d\) is the root diagonal, then compute \(Vor_\triangle(S_{\triangle})\) to initiate \(W_{d}(S_{\triangle})\), extend \(W_{d}(S(d'))\) into \(\triangle\) to obtain \(W_{d}(S(d'))\), and \(Vor_{d}(S(d')) \cap \triangle\), and merge \(W_{d}(S_{\triangle})\) and \(W_{d}(S(d'))\) to obtain \(W_{d}(S(d))\) and \(Vor_{d}(S(d)) \cap \triangle = SD\cap \triangle\).

By the operation times in Section 5, the time to process \(\triangle\) is summarized as follows.
 Lemma 3. It takes \(O(\Delta)\) time to process \(\Delta\), where \(\Delta\) is the number of involved potential vertices, \(\Delta\) is the number of created diagram vertices, and \(\Delta\) is the number of visited anchors in Steps 4 and 6.

To apply Lemma 3, we bound \(\sum K\), \(\sum I\) and \(\sum A\) by the following two lemmas.

 Lemma 4. In the construction of \(SD\), \(\sum K = O(m)\) and \(\sum I = O(n+m)\).

 Proof. There are 6 intermediate diagrams: \(\text{Vor}_0(S_d)\) (step 1), \(\text{Vor}_1(S_d) \cap \Delta\) (step 2), \(\text{Vor}_2(S_d) \cap \Delta\) (step 3), \(\text{Vor}_3(S_d) \cap \Delta\) (step 5), \(\text{Vor}_4(S_d) \cap \Delta\) (step 7), and \(\text{Vor}_5(S_d) \cap \Delta\) (step 8). First, a potential vertex arises due to the formation of an incomplete Voronoi edge, and an incomplete Voronoi edge generates \(O(1)\) potential vertices. For the first diagram, the total number of Voronoi edges is \(O(\sum \Delta)\) Voronoi edges among cells, and the definition of Euler’s formula implies that each subdivision contains \(O(m)\) Voronoi edges among cells, leading to the conclusion that \(\sum K = O(m)\). Second, a created diagram vertex must be a vertex of the first diagram or the other 5 subdivisions. Since there are \(m\) sites, the first diagram results in \(O(m)\) vertices for all the triangles, and by the same reasoning of [10, Lemma 3], each subdivision has \(O(n+m)\) vertex, leading to that \(\sum I = O(n+m)\).

 Lemma 5. In the construction of \(SD\), \(\sum A = O(n+m)\).

 Proof. We consider Step 4 (divide \(W_d\) along \(d\)), which is similar to Step 6. Since there are \(O(m)\) anchors, it is sufficient to bound the number of anchors that are visited by Step 4 but still involved in the future construction of \(SD\), namely \(SD \cap P'(d)\). Since the subcell of each visited anchor intersects \(d\), the subcell does not intersect \(d\), its anchor will not be involved in constructing \(SD \cap P'(d)\). A subcell of a visited anchor intersects \(d\) in two cases. In the first case, the subcell contains \(v_2\) and thus intersects both \(d\) and \(d_2\). Since there are \(O(n)\) triangles, the total number for the first case is \(O(n)\). In the second case, the subcell intersects both \(d\) and \(d_2\) but does not contain \(v_2\). By the definition of \(W_d\), its associated “site” belongs to either \(S_d\) or \(S_{d_2}\). For the former, its anchor must be the site itself, the total number is \(\sum S_d = m\). For the latter, since all the sites in \(S_d\) lie outside \(\Delta\), only one site in \(S_d\) can own a cell intersecting both \(d\) and \(d_2\). Moreover, due to the visibility of a subcell, only one subcell in such a cell can intersect both \(d\) and \(d_2\). Since there are \(O(n)\) triangles, the total number is \(O(n)\).

 By Lemma 3, 4, and 5, we conclude the construction time of \(SD\) as follows.

 Theorem 6. \(SD\) can be constructed in \(O(n+m(\log m + \log^2 n))\) time.

 Proof. By Lemma 3, we need to bound \(\sum \Delta (|S_d| + K_d) \cdot (\log m + \log^2 n) + \sum A + 1\).
 It is trivial that \(\sum \Delta |S_d| = |S_d| = m\) and \(\Delta = O(n)\). By Lemma 4 and Lemma 5, \(\sum K = O(m), \sum I = O(n+m), \sum A = O(n+m), \) leading to the statement.

 6.2 Construction of \(SD'\)

 To construct \(SD'\), we processes each triangle by the preorder traversal of the partition tree \(T\). For the root triangle \(\mathcal{A}\), let \(d\) be its diagonal that is not a polygon side, build \(W_d(S_{\mathcal{A}}) = W_d(S_{\mathcal{A}}(d))\), and if \(S_{\mathcal{A}} = S\), further propagate \(W_d(S_{\mathcal{A}}(d))\) to \(P(d)\). For other triangles \(\Delta\), we assume that neither \(\Delta\) nor its parent \(\Delta'\) has a polygon side; the other cases can be processed in a similar way. Since \(\Delta'\) has been processed, \(W_d(S_{\mathcal{A}}(d))\) is available, and by the construction of \(SD, W_{d_2}(S_{d_2}) \cup S_{\mathcal{A}}(d)\) and \(W_{d_1}(S_{d_1}) \cup S_{\mathcal{A}}(d)\) have been generated.
If \( S(d) \neq \emptyset \), \( \triangle \) is processed by the following 4 steps:
1. Extend \( W_d(S'(d)) \) into \( \triangle \) to obtain \( W_{(d_1, d_2)}(S'(d)) \) and \( \text{Vor}_p(S'(d)) \cap \triangle = SD' \cap \triangle \).
2. If neither \( S(d_1) \) nor \( S(d_2) \) is empty, split \( W_{(d_1, d_2)}(S'(d)) \) into \( W_{d_1}(S'(d)) \) and \( W_{d_2}(S'(d)) \); otherwise, if \( S(d_1) \) (resp. \( S(d_2) \)) is empty, divide \( W_{(d_1, d_2)}(S'(d)) \) into \( W_{d_1}(S'(d)) \) and \( W_{d_2}(S'(d)) \).
3. Join \( W_{d_1}(S(d_2) \cup S_\triangle) \) and \( W_{d_1}(S'(d)) \) into \( W_{d_1}(S(d_1)) \), and join \( W_{d_2}(S(d_1) \cup S_\triangle) \) and \( W_{d_2}(S'(d)) \) into \( W_{d_2}(S'(d_2)) \).
4. If \( S(d_1) \) (resp. \( S(d_2) \)) is empty, propagate \( W_{d_1}(S'(d_1)) \) (resp. \( W_{d_2}(S'(d_2)) \)) into \( P(d_1) \) (resp. \( P(d_2) \)) to build \( SD' \cap P(d_1) \) (resp. \( SD' \cap P(d_2) \)).

We first analyze Split and Propagate operations.

\textbf{Lemma 7.} The total number of Split operations is \( O(m) \).

\textbf{Proof.} A Split operation occurs only if neither \( S(d_1) \) nor \( S(d_2) \) is empty. We recursively remove leaf nodes (triangles) containing no site from \( T \), so that each leaf node in the resulting tree \( T' \) contains a site. Then a Split operation occurs in an internal node of \( T' \) with two children. Since there are \( m \) sites, \( T' \) has \( O(m) \) leaf nodes, and since \( T' \) is a binary tree, the number of internal nodes with two children is \( O(m) \), leading to \( O(m) \) Split operations.

\textbf{Lemma 8.} The total time for all the Propagate operations is \( O(n + m(\log m + \log^2 n)) \).

\textbf{Proof.} For a sub-polygon to propagate, since each edge of the resultant subdivision has a vertex in the sub-polygon, the number of created edges is bounded by the number of created vertices. Therefore, by Section 5.4, the total time is \( O(K(\log m + \log^2 n) + I) \), where \( K \) is the number of involved potential vertices and \( I \) is the number of created diagram vertices. Moreover, by the same reasoning of Lemma 4, \( K = O(m) \), and since all the sub-polygons to propagate are disjoint, \( I = O(|SD'|) = O(m + n) \), leading to the statement.

By Lemma 7, Lemma 8 and the reasoning of Theorem 6, we conclude the construction time of \( SD' \) as follows.

\textbf{Theorem 9.} \( SD' \) can be constructed in \( O(n + m(\log m + \log^2 n)) \) time.
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1 Introduction

1.1 Helly-type theorems

Let $\mathcal{F}$ be a finite family of convex sets in $\mathbb{R}^d$. We say that a collection $X$ of geometric objects (e.g., points, lines, or $k$-flats – $k$-dimensional affine subspaces of $\mathbb{R}^d$) is a transversal to $\mathcal{F}$, or that $\mathcal{F}$ can be pierced or crossed by $X$, if each set of $\mathcal{F}$ is intersected by some member of $X$. For an integer $j$ we use the symbol $(\mathcal{F}_j)$ to denote the collection of subfamilies of $\mathcal{F}$ of size $j$.

The 1913 theorem of Helly [14] states that a finite family $\mathcal{F}$ of convex sets has a non-empty intersection (i.e., $\mathcal{F}$ can be pierced by a single point) if and only if each of its subsets $\mathcal{F}' \subset \mathcal{F}$ of size at most $d + 1$ can be pierced by a point.

In the past 50 years Geometric Transversal Theory has been preoccupied with the following questions (see e.g. [5], [10], [11], [12], [19]):
- Does Helly’s Theorem generalize to transversals by $k$-flats, for $1 \leq k \leq d - 1$?
- Given that a significant fraction of the $(d + 1)$-tuples $\mathcal{F}' \in (\mathcal{F}_{d+1})$ have a non-empty intersection, can $\mathcal{F}$, or at least some fixed fraction of its members, be pierced by constantly many points?

The first question has been settled to the negative already for $k = 1$. For instance, Santaló [18] and Danzer [9] observed that for any $n \geq 3$ there are families $\mathcal{F}$ of $n$ convex sets in $\mathbb{R}^2$ so that any $n - 1$ of the sets can be crossed by a single line transversal while no such transversal exists for $\mathcal{F}$. Nevertheless, Alon and Kalai [2] show that the following almost-Helly property holds for $k = d - 1$: If every $d + 1$ (or fewer) of the sets of $\mathcal{F}$ can be crossed by a hyperplane, then $\mathcal{F}$ admits a transversal by $h$ hyperplanes, where the number $h = h(d)$ depends only on the dimension $d$.

While the properties of hyperplane transversals largely resemble those of point transversals, this is not the case for transversals by $k$-flats of intermediate dimensions $1 \leq k \leq d - 2$. For example, Alon et al. [3] showed that for every integers $d \geq 3$, $m$ and $n_0 \geq m + 4$ there is a family of at least $n_0$ convex sets so that any $m$ of the sets can be crossed by a line but no $m + 4$ of them can; this phenomenon can be largely attributed to the complex topological structure of the space of transversal $k$-flats.

The second question gave rise to a plethora of inter-related results in discrete geometry and topological combinatorics.

$\blacktriangleright$ **Theorem 1** (Fractional Helly’s Theorem). For any $d \geq 1$ and $\alpha > 0$ there is a number $\beta = \beta(\alpha, d) > 0$ with the following property: For every finite family $\mathcal{F}$ of convex sets in $\mathbb{R}^d$ so that at least $\alpha(\mathcal{F}_{d+1})$ of the $(d + 1)$-subsets $\mathcal{F}' \in (\mathcal{F}_{d+1})$ have non-empty intersection, there is a point which pierces at least $\beta|\mathcal{F}|$ of the sets of $\mathcal{F}$.

Theorem 1 was proved by Liu and Katchalski in [16] and it is one of the key ingredients in the proof of the so called Hadwiger-Debrunner $(p,q)$-Conjecture [13] by Alon and Kleitman [4].

$\blacktriangleright$ **Definition 2.** We say that a family of convex sets has the $(p,q)$-property, for $p \geq q$, if for any $p$-subset $\mathcal{F}' \in (\mathcal{F}_p)$ there is a $q$-subset $\mathcal{F}'' \in (\mathcal{F}_q)$ with non-empty common intersection $\cap \mathcal{F}'' \neq \emptyset$.

$\blacktriangleright$ **Theorem 3** (The $(p,q)$-theorem [4]). For any $d \geq 1$ and $p \geq q \geq d + 1$ there is a number $P = P(p,q,d)$ with the following property: Any finite family $\mathcal{F}$ of convex sets in $\mathbb{R}^d$ with the $(p,q)$-property can be pierced by $P$ points.

The proof of Theorem 3 combines Theorem 1 with the following result of independent interest.
Theorem 4 (Weak $\epsilon$-net for points [1]). For any dimension $d \geq 1$ and $\epsilon > 0$ there is $W = W(\epsilon, d)$ with the following property: For every finite (multi-)set $P$ of points in $\mathbb{R}^d$ one can find $W$ points in $\mathbb{R}^d$ that pierce every convex set $A \subseteq \mathbb{R}^d$ with $|A \cap P| \geq \epsilon|P|$.

Understanding the asymptotic behaviour of $W(\epsilon, d)$ is one of the most challenging open problems in discrete geometry.

The starting point of our investigation is the Colorful Helly Theorem of László Lovász, first stated in [7], which concerns the scenario in which the intersecting $(d+1)$-partite hypergraph.

Definition 5. We say that a finite family of convex sets $\mathcal{F}$ is $k$-colored if each set $K \in \mathcal{F}$ is colored with (at least) one of $k$ distinct colors. The $k$-coloring of $\mathcal{F}$ can be expressed by writing $\mathcal{F}$ as a union of $k$ color classes $\mathcal{F}_1 \cup \mathcal{F}_2 \cup \cdots \cup \mathcal{F}_k$, where each class $\mathcal{F}_i$ consists of the sets with color $i \in [k]$. We say that the $k$-colored family $\mathcal{F}$, with color classes $\mathcal{F}_1, \ldots, \mathcal{F}_k$, has the Colorful Helly property, or $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_k)$ if every rainbow selection $K_i \in \mathcal{F}_i$, for $1 \leq i \leq k$, has non-empty intersection $\bigcap_{i=1}^k K_i \neq \emptyset$.

Theorem 6 (Colorful Helly’s Theorem). Let $\mathcal{F}$ be a $(d+1)$-colored family of convex sets in $\mathbb{R}^d$, with color classes $\mathcal{F}_1, \ldots, \mathcal{F}_{d+1}$. Then $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_{d+1})$ implies that there is a color class $\mathcal{F}_i$ with non-empty intersection $\bigcap_{i=1}^k \mathcal{F}_i \neq \emptyset$.

Notice that Theorem 6 says nothing about transversals to the remaining $d$ color classes $\mathcal{F}_j$, with $j \in [d+1] \setminus \{i\}$. The primary goal of this paper is to gain a deeper understanding of the transversals to all of the color classes $\mathcal{F}_i$ in a $(d+1)$-colored family $\mathcal{F}$ that satisfies $\mathcal{CH}$.

Theorem 6 is in close relation, via point-hyperplane duality, with the colorful version of the Carathéodory theorem due to Bárány [7]. Holmsen et al. [15] and independently Arocha et al. [6] recently established the following strengthening of Bárány’s result:

Theorem 7 (Very Colorful Carathéodory Theorem). Let $P$ be a finite set of points in $\mathbb{R}^d$ colored with $d+1$ colors. If every $(d+1)$-colorful subset of $P$ is separated from the origin, then there exist two colors such that the subset of all points of these colors is separated from the origin.

Unfortunately, there is no Very Colorful Helly Theorem which guarantees that a second color class can be pierced with few points, as is illustrated by the following example (see Figure 1). Let $\mathcal{F}_{d+1} = \{\mathbb{R}^d\}$ and, for each $1 \leq i \leq d$ let $\mathcal{F}_i$ be a collection of hyperplanes orthogonal to the $x_i$-axis. Then $\mathcal{F}_{d+1}$ is the only class that has a point transversal, moreover, each of the remaining classes may need an arbitrarily large number of points in order to be pierced. Note, though, that one can cross all the sets of $\bigcup_{i=1}^{d+1} \mathcal{F}_i$ by a single line.

1.2 Our results

Our main result suggests that, in a sense, the scenario in Figure 1 is the only possible unless an additional color class can be pierced by few points.

Theorem 8. For each dimension $d \geq 2$ there exists numbers $f(d)$ and $g(d)$ with the following property. Let $\mathcal{F}$ be a finite $(d+1)$-colored family of convex sets in $\mathbb{R}^d$ (with color classes $\mathcal{F}_1, \ldots, \mathcal{F}_{d+1}$) that satisfies $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_{d+1})$. Let $i \in [d+1]$ be a color whose class $\mathcal{F}_i$ has a non-empty intersection (by Theorem 6). Then one of the following statements must also hold:
1. an additional color class $\mathcal{F}_j$, for $j \in [d+1] \setminus \{i\}$ can be pierced by $f(d)$ points, or
2. the entire family $\mathcal{F}$ can be crossed by $g(d)$ lines.
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Theorem 8 is equivalent to the following statement concerning $d$-colored families of convex sets.

**Theorem 9.** For each dimension $d \geq 2$ there exist numbers $f'(d)$ and $g'(d)$ with the following property. Let $\mathcal{F}$ be a finite $d$-colored family of convex sets in $\mathbb{R}^d$, with color classes $\mathcal{F}_1, \ldots, \mathcal{F}_d$, that satisfies $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_d)$. Then one of the following statements holds:

1. there is a color class $\mathcal{F}_j$, for $j \in [d]$, that can be pierced by $f'(d)$ points, or
2. the entire family $\mathcal{F}$ can be crossed by $g'(d)$ lines.

Theorem 8 immediately follows from Theorem 9 by setting $f(d) = f'(d)$ and $g(d) = g'(d) + 1$. For the other direction, by letting $\mathcal{F}_{d+1} = \{\mathbb{R}^d\}$ we can set $f'(d) = f(d)$ and $g'(d) = g(d)$.

Notice that in the $d$-colored scenario of Theorem 9 one can use Theorem 6 to obtain one color class $\mathcal{F}_i$ that can be crossed by a single line (through a generic projection of $\mathcal{F}_d$ to $\mathbb{R}^{d-1}$). The main strength of Theorem 9 is that it shows a complementary relation between transversals to multiple colors $\mathcal{F}_i$, for $i \in [d]$. This relation can be further generalized as follows.

**Theorem 10.** For all $1 \leq i \leq d$ there exist numbers $f(i, d)$ and $g(i, d)$ with the following property. Let $\mathcal{F}$ be a finite $(d + 1)$-colored family of convex sets in $\mathbb{R}^d$ that satisfies $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_{d+1})$. Then there exist $k \in [d]$ and a re-labeling of the color classes $\mathcal{F}_1, \ldots, \mathcal{F}_{d+1}$ of $\mathcal{F}$ so that

1. $\bigcup_{1 \leq j \leq k} \mathcal{F}_j$ can be pierced by $f(k, d)$ points, and
2. $\bigcup_{k < j \leq d+1} \mathcal{F}_j$ can be crossed by $g(k, d)$ $k$-flats.

In other words, Theorem 10 characterizes the families of sets with the Colorful Helly property up to their transversal structure by $k$-flats.

This paper is organized as follows. In Section 2 we prove our main technical results – Theorems 9 and 10. To this end, we establish a series of claims of independent interest that concern $2$-colored families of convex sets. Despite the apparent weakness of the $2$-colored hypothesis in dimension higher than $2$, these results provide all the essential ingredients for our analysis. Theorem 9 is finally established by repeatedly invoking a so called “Step-Down” Lemma which provides a crucial relation between $k$-flat and $(k - 1)$-flat transversals of families with the Colorful Helly property, for all $1 \leq k \leq d - 1$.

The proof of the “Step-Down” Lemma is deferred to Section 3, and it is based on a careful adaptation of the machinery of Alon and Kleitman [4] and Alon and Kalai [2], to families of convex sets whose intersection graph is complete bi-partite.
Figure 2 Proof of Lemma 11. We have $A_1, A_2, A_3 \in A$ and $B \in B$. Since $A_1 \cap A_2 \cap A_3 = \emptyset$, we have have halfspaces $H_i \supset A_i$, for $1 \leq i \leq 3$, so that $\bigcap_{i=1}^{d} H_i = \emptyset$. Hence, the set $B \in B$ must cross at least one of the respective bounding lines $\Pi_1$ and $\Pi_2$ of $H_1$ and $H_2$ to meet the sets $A_1$, $A_2$ and $A_3$.

Section 4 is devoted to constructing a lower bound for $g'$ in Theorem 9. Our example implies that, independently of the value given to $f'(d)$, $g'(d) \geq \lceil \frac{d+1}{2} \rceil$.

Finally, in Section 5 we conclude the paper with several intriguing questions for future study.

# 2 Proofs of Theorems 9 and 10

A crucial ingredient of our proof is the following claim which concerns 2-colored families.

**Lemma 11.** Let $A$ and $B$ be families of convex sets in $\mathbb{R}^d$ so that $A \cap B \neq \emptyset$ for every $A \in A$ and $B \in B$. Then either

1. $\bigcap A \neq \emptyset$, or
2. $B$ can be crossed by $d$ hyperplanes.

One can establish Theorem 9 in dimension $d = 2$ (with $f'(2) = 1$ and $g'(2) \leq 4$) by applying Lemma 11 twice. The weaker transversal guarantee of Lemma 11 in higher dimension $d \geq 3$ (namely, crossing by few hyperplanes instead of few lines) is due to the weaker, 2-colored hypothesis.

**Proof of Lemma 11.** Assume that (1) does not hold. Then by Helly’s theorem there are convex sets $A_i \in A$, for $1 \leq i \leq d + 1$, with empty intersection. By a standard argument (see e.g. [8, Theorem 7.1]), there exist $d + 1$ halfspaces $H_i \supset A_i$ with empty intersection. Let $\Pi_i$ be the bounding hyperplane of $H_i$. We claim that the union of the first $d$ hyperplanes $\Pi_i$ (for $i = 1, \ldots, d$) must meet all the sets from $B$. See Figure 2 for an illustration in $\mathbb{R}^2$.

Indeed, consider the arrangement of $\Pi_1, \ldots, \Pi_d$ and suppose that a set $B \in B$ does not intersect any of the hyperplanes $\Pi_i$. Then $B$ must be completely contained in an open cell $\sigma$ of their arrangement. Since $B$ intersects each of the sets $A_i$, for $1 \leq i \leq d$, we obtain $\sigma = \bigcap_{i=1}^{d} H_i$. However, then $B$ cannot intersect $A_{d+1} \subset H_{d+1}$, since $H_1 \cap \cdots \cap H_{d+1} = \emptyset$. This contradiction implies (2).

Both Theorems 9 and 10 are established by iterating the following more refined variant of Lemma 11.
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Lemma 12 ("Step-Down" Lemma). For any $1 \leq k \leq d$ and $m \geq 1$ there exist numbers $F(m, k, d)$ and $G(m, k, d)$ with the following property.

Let $\mathcal{A}$ and $\mathcal{B}$ be finite families of convex sets in $\mathbb{R}^d$ so that the family

$$I(\mathcal{A}, \mathcal{B}) := \{A \cap B \mid A \in \mathcal{A}, B \in \mathcal{B}\}$$

can be crossed by $m$ $k$-flats. Then one of the following conditions is satisfied:

1. $\mathcal{A}$ can be pierced by $F(m, k, d)$ points, or
2. $\mathcal{B}$ can be crossed by $G(m, k, d)$ $(k - 1)$-flats.

Notice that the hypothesis of Lemma 12 implies, in particular, that every two sets $A \in \mathcal{A}, B \in \mathcal{B}$ intersect. Thus, Lemma 11 deals with the special case of Lemma 12 in which $k = d$, yielding $F(1, d, d) = 1$ and $G(1, d, d) \leq d$.

We defer the somewhat complex proof of Lemma 12 to Section 3. It combines the standard duality relation between transversal and packing numbers of hypergraphs with a "hyperplane" variant of Theorem 4, due to Alon and Kalai [2], in which we are given a collection of hyperplanes $H$ and seek to find a small hyperplane transversal to all the convex sets that are crossed by a fixed fraction of the hyperplanes of $H$.

We are now ready to establish Theorem 9.

Proof of Theorem 9. Let $\mathcal{F}$ be a $d$-colored family that satisfies $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_d)$ and does not satisfy conclusion 1. Since the labeling of the color classes $\mathcal{F}_1, \ldots, \mathcal{F}_d$ is arbitrary, it suffices to show that the last family $\mathcal{F}_d$ can be crossed by few lines.

The underlying idea of our analysis is as follows. We apply the "Step-Down" Lemma 12 $d - 1$ times. In the $i$-th iteration (for $1 \leq i \leq d - 1$) we deal with a $(d - i + 1)$-colored and essentially $(d - i + 1)$-dimensional scenario in which the family of all the $(d - i + 1)$-wise intersections

$$I(\mathcal{F}_i, \ldots, \mathcal{F}_d) := \left\{\bigcap_{j=1}^d A_j \mid A_j \in \mathcal{F}_j\right\}$$

is "captured" by only $M = M(i, d)$ copies of $\mathbb{R}^{d-i+1}$ within $\mathbb{R}^d$. Unless $\mathcal{F}_i$ can be pierced by $F(M, i, d)$ points, the "Step-Down" Lemma can be used to further reduce the intrinsic "transversal dimension" of the remaining sets $\mathcal{F}_{i+1}, \ldots, \mathcal{F}_d$ to $d - i$.

For reasons that will become evident shortly, we set

$$M(i, d) := \begin{cases} 
1 & \text{for } i = 1, \\
2 & \text{for } i = 2, \\
G(M(i - 1, d), d - i + 2, 2) & \text{for } 3 \leq i \leq d - 1.
\end{cases}$$

For $i = 1$, the condition that $I(\mathcal{F}_1, \ldots, \mathcal{F}_d)$ is crossed by $\mathbb{R}^d$ is equivalent to the $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_d)$ hypothesis. Notice that the families $\mathcal{A} := \mathcal{F}_1$ and $\mathcal{B} := I(\mathcal{F}_2, \ldots, \mathcal{F}_d)$ satisfy the hypothesis of Lemma 11. Therefore, unless $\mathcal{F}_1$ can be pierced by a single point, the family $I(\mathcal{F}_2, \ldots, \mathcal{F}_d)$ can be crossed by $M(2, d) = d$ hyperplanes.

Let us now fix $2 \leq i \leq d - 1$ and assume that $I(\mathcal{F}_1, \ldots, \mathcal{F}_d)$ can be crossed by $M = M(i, d) (d - i + 1)$-flats. Note that the families $\mathcal{A} := \mathcal{F}_i$ and $\mathcal{B} := I(\mathcal{F}_{i+1}, \ldots, \mathcal{F}_d)$ satisfy the 2-colored hypothesis of Lemma 12. Therefore, given that $\mathcal{F}_i$ cannot be pierced by $F(M, d - i + 1, d)$ points, the other family $I(\mathcal{F}_{i+1}, \ldots, \mathcal{F}_d)$ can be crossed by $M(i + 1, d) = G(M, d - i + 1, d) (d - i)$-flats.
Assuming neither of the families $\mathcal{F}_i$, for $1 \leq i \leq d - 1$, can be pierced by $F(M(i, d), d - i + 1, d)$ points, by the end of the $(d - 1)$-st iteration we can cross the last class $\mathcal{F}_d$ by $G(M(d - 1, d), 2, d)$ lines.

This proves Theorem 9 with

\[f'(d) = \max \{F(M(i, d), d - i + 1, d) \mid 1 \leq i \leq d - 1\}, \quad \text{and}\]
\[g'(d) = d \cdot G(M(d - 1, d), 2, d).\]

\textbf{ Remark.} In the proof of Theorem 9, the value of $g'(d)$ can be further improved to

\[g'(d) = (d - 1) \cdot G(M(d - 1, d), 2, d) + 1\]

by observing that at least one of the families $\mathcal{F}_1, \ldots, \mathcal{F}_d$ can be crossed by a single line. To this end, we project $\mathcal{F}$ in a generic direction $\vec{v}$ and apply Theorem 6 to the resulting $d$-colored family $\mathcal{F}(\vec{v}) = \mathcal{F}_1(\vec{v}) \cup \cdots \cup \mathcal{F}_d(\vec{v})$ within $\mathbb{R}^{d-1}$. This yields an intersecting color class $\mathcal{F}_i(\vec{v})$ within $\mathbb{R}^{d-1}$ and, therefore, a $\vec{v}$-parallel line which crosses the respective color class $\mathcal{F}_i$.

\textbf{Proof of Theorem 10.} The Theorem is obviously true for $d = 1$ (with $f(1, 1) = 1$, $g(1, 1) = 1$). Assume with no loss of generality that the last color class $\mathcal{F}_{d+1}$ can be pierced by a point (in accordance with Theorem 6). We adopt the notation of the previous proof while dealing with the remaining color classes $\mathcal{F}_1, \ldots, \mathcal{F}_d$.

Let $l$ be the size of the largest sequence $j_1, j_2, \ldots, j_l$ so that no class $\mathcal{F}_{j_i}$ can be pierced by $F(M(l, d), d - l + 1, d)$ points. Let $\mathcal{F}'$ be the relabeling of $\mathcal{F}$ whose first $l$ color classes satisfy $\mathcal{F}'_i = \mathcal{F}_{j_i}$, for $1 \leq i \leq l$. By following the first $l - 1$ iterations of the proof of Theorem 9, we obtain that $\mathcal{F}'_i = \mathcal{F}_{j_i}$ can be crossed by $G(M(l - 1, d), d - l, d)$ ($d - l + 1$)-flats. By reordering of $j_1, \ldots, j_l$, this establishes the claim of Theorem 10 for $\mathcal{F}$ with

\[k = d - l + 1,\]
\[f(k, d) = k \cdot F(M(d - k + 1, d), k, d), \quad \text{and}\]
\[g(k, d) = (d - k + 1) \cdot G(M(d - k, d), k + 1, d).\]

\section{Proof of the “Step-Down” Lemma}

We develop a bi-partite variant of the machinery that was used by Alon and Kleitman \cite{4} to establish the $(p, q)$-Conjecture (Theorem 3). This method was extended by Alon and Kalai \cite{2} to obtain an analogous result for hyperplane transversals.

\subsection{From piercing to packing numbers}

The crucial ingredient of Alon-Kleitman approach was a duality relation between transversal (or piercing), and packing (or matching) numbers of hypergraphs.

\textbf{Definition 13.} Let $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ be a hypergraph, where $\mathcal{V}$ is a finite set of elements and $\mathcal{E}$ is a family of subsets of $\mathcal{V}$. The elements of $\mathcal{V}$ are called \textit{vertices}, and the sets of $\mathcal{E}$ are called \textit{edges}.

A subset $A \subseteq \mathcal{V}$ is a \textit{transversal} for $\mathcal{G}$ if it intersects every edge $S \in \mathcal{E}$ (i.e., $A \cap S \neq \emptyset$ for each $S \in \mathcal{E}$). The \textit{transversal number} $\tau(\mathcal{G})$ of $\mathcal{G}$ is the size $|A|$ of the smallest such transversal $A$.

A non-negative function $f: \mathcal{V} \rightarrow \mathbb{R}$ is a \textit{fractional transversal} for $\mathcal{G}$ if it satisfies $\sum_{x \in S} f(x) \geq 1$ for every edge $S \in \mathcal{E}$. The \textit{fractional transversal number} $\tau^*(\mathcal{G})$ of $\mathcal{G}$ is the
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total “weight” $\sum_{x \in V} f(x)$ of the “lightest” fractional transversal $f$ of $G$ (that is, it is the smallest possible value $\sum_{x \in V} f(x)$ that can be attained by a fractional transversal $f$).

A subset of edges $E' \subseteq E$ is called a $b$-matching (or $b$-packing) for $G$ if every vertex $x \in V$ belongs to at most $b$ edges of $E'$. The $b$-matching number $\nu_b(G)$ of $G$ is the size $|E'|$ of the largest such $b$-matching $E'$.

A non-negative function $g : E \to \mathbb{R}$ is a fractional matching for $G$ if it satisfies

$$\sum_{s \in E \atop x \in s} g(s) \leq 1$$

for every $x \in V$. The fractional matching number $\nu^*(G)$ of $G$ is the total “weight” $\sum_{S \subseteq E} g(S)$ of the “heaviest” fractional matching $g$ of $G$ (that is, it is the largest possible value $\sum_{S \subseteq E} g(S)$ that can be attained by a fractional matching $g$).

A standard use of Linear Programming duality [4, 2, 3] yields the following relation between transversal and matching numbers of $G$.

**Theorem 14.** We have $\nu_b(G)/b \leq \nu^*(G) = \tau^*(G) \leq \tau(G)$ for every hypergraph $G$ and $b \geq 1$.

The proof of Theorem 3 by Alon and Kleitman [4] combines the following key elements:

- An abstract hypergraph $G_0(F)$, whose edges correspond to the sets of $F$, is constructed.
- Each vertex of $G_0(F)$ is a point that pierces some sub-family $F' \subseteq F$. (To keep the vertex set finite, we add one vertex for each $F' \subseteq F$ with non-empty intersection $\bigcap F' \neq \emptyset$.)
- The fractional matching number $\nu^*(G_0(F)) = \tau^*(G_0(F))$ is bounded from above using a suitable fractional Helly-type result (Theorem 1).
- The fractional transversal for $G_0(F)$ is converted to an integral one using a weak $\epsilon$-net result for point transversals [1].

### 3.1.1 Overview

As we cast the 2-colored setup of the “Step-Down” Lemma into the above abstract framework, several fundamental challenges are to be addressed.

As we seek a relation between the transversal numbers of $A$ and $B$, we maintain two hypergraphs $G_0(A)$ and $G_{k-1}(B)$, where the former (resp., latter) hypergraph describes partial point (resp., $(k - 1)$-flat) transversals to $A$ (resp., $B$). To show that at least one of $G_0(A)$ and $G_{k-1}(B)$ has a bounded fractional packing number, we need a suitable fractional Helly-type result which is conveniently provided by the fractional variant of our 2-colored Lemma 11. Finally, to convert a fractional transversal for $G_{k-1}(B)$ into an integral one, we need a small-size weak $\epsilon$-net construction for $(k - 1)$-flats.

Unfortunately, no Helly-type results and no weak $\epsilon$-net constructions are known for transversals by general $(k - 1)$-flats in $\mathbb{R}^d$, unless $k = 1$ [4] or $k = d$ [2]. Note though that, in the scenario of Lemma 12, the pairwise intersections $I(A, B)$ are assumed to “occur” within few $k$-dimensional flats of $\mathbb{R}^d$. We can therefore invoke the fractional variant of Lemma 11 in dimension $k$ and similarly apply the weak $\epsilon$-net construction of Alon and Kalai [2] for hyperplanes in $\mathbb{R}^k$.

### 3.2 Bounding the fractional packing number

Let $A$ and $B$ be families of convex sets that satisfy the hypothesis of Lemma 12. That is, the family $I(A, B)$ of pairwise intersections can be crossed by $m$ $k$-flats $\Gamma_1, \ldots, \Gamma_m$. 

3.2.1 The hypergraphs $\mathcal{G}_0(\mathcal{A})$ and $\mathcal{G}_{k-1}(\mathcal{B})$

Below we define the abstract hypergraphs $\mathcal{G}_0(\mathcal{A})$ and $\mathcal{G}_{k-1}(\mathcal{B})$ which describe, respectively, partial point transversals to $\mathcal{A}$, and partial transversals by $(k-1)$-flats to $\mathcal{B}$. The hypergraph $\mathcal{G}_0(\mathcal{A}) = (\mathcal{V}_A, \mathcal{E}_A)$ is constructed analogously to the one of Alon and Kleitman [4]: For every subfamily $A' \subseteq \mathcal{A}$ with $\bigcap A' \neq \emptyset$ we add a point $x_{A'} \in \bigcap A'$ to $\mathcal{V}_A$, and for every convex set $A \subseteq \mathcal{F}$ we add the edge $e_A := \{x_{A'} \mid \bigcap A' \neq \emptyset, A' \subseteq A\}$ to $\mathcal{E}_A$.

The definition of $\mathcal{G}_{k-1}(\mathcal{B}) = (\mathcal{V}_B, \mathcal{E}_B)$ is somewhat more involved: For every subfamily $\mathcal{B}' \subseteq \mathcal{B}$ that can be crossed by a $(k-1)$-flat within $\bigcup_{i=1}^m \Gamma_i$, we add one such $(k-1)$-flat $\sigma_{\mathcal{B}'} \subset \bigcup_{i=1}^m \Gamma_i$ to $\mathcal{V}_B$. Accordingly, each $B \in \mathcal{B}$ yields the edge

$$e_B := \{\sigma_{\mathcal{B}'} \mid B \in \mathcal{B}'\} \in \mathcal{E}_B.$$ 

To show that at least one of the hypergraphs $\mathcal{G}_0(\mathcal{A})$ or $\mathcal{G}_{k-1}(\mathcal{B})$ has a bounded fractional packing number, we use the following fractional variant of our 2-colored Lemma 11.

Lemma 15 (Fractional 2-colored Lemma). For every $0 < \alpha \leq 1$ and $d \geq 1$ there exist $\gamma = \gamma(\alpha, d)$ and $\lambda = \lambda(\alpha, d)$ with the following property. Let $\mathcal{A}$ and $\mathcal{B}$ be finite (multi-)families of convex sets in $\mathbb{R}^d$ so that $A \cap B \neq \emptyset$ holds for at least $\alpha |A||B|$ of the pairs $A \in \mathcal{A}$ and $B \in \mathcal{B}$. Then either

1. one can pierce at least $\gamma |A|$ members of $\mathcal{A}$ by a single point, or
2. one can cross at least $\lambda |B|$ members of $\mathcal{B}$ by a single hyperplane.

For a proof of Lemma 15, we refer the reader to Section 3.2.1 of the full version of the paper [17]. Here we prove the following auxiliary statement.

Claim 16. We have either $\nu^*(\mathcal{G}_0(\mathcal{A})) \leq 1/(\gamma(1/m, k))$ or $\nu^*(\mathcal{G}_{k-1}(\mathcal{B})) \leq 1/(\lambda(1/m, k))$, where $m$, $\mathcal{G}_0(\mathcal{A})$ and $\mathcal{G}_{k-1}(\mathcal{B})$ are as defined above, and the functions $\gamma$ and $\lambda$ are defined as in Lemma 15.

Proof of Claim 16. The fractional packing and fractional transversal numbers exist as we are optimizing continuous functions on a compact set. Moreover, the optimal value may be obtained via a rational approximation. Thus, given the contrapositive assumption, we have a pair of non-negative rational assignments $f : \mathcal{E}_A \to \mathbb{Q}$ and $g : \mathcal{E}_B \to \mathbb{Q}$ so that the following inequalities hold for all $x_0 \in \mathcal{V}_A$ and $\sigma_0 \in \mathcal{V}_B$:

$$\sum_{x_0 \in e} f(e) < \gamma(1/m, k) \sum_{e \in \mathcal{E}_A} f(e), \quad (1)$$

$$\sum_{\sigma_0 \in e} g(e) < \lambda(1/m, k) \sum_{e \in \mathcal{E}_B} g(e). \quad (2)$$

By scaling $f$ and $g$, we end up with a pair of integer functions $f : \mathcal{E}_A \to \mathbb{Z}^+$ and $g : \mathcal{E}_B \to \mathbb{Z}^+$ which still satisfy the Inequalities (1) and (2). By the definition of $\mathcal{G}_0(\mathcal{A})$ and $\mathcal{G}_{k-1}(\mathcal{B})$, this yields a pair of multiset $\hat{\mathcal{A}}$ and $\hat{\mathcal{B}}$ of, respectively, $\mathcal{A}$ and $\mathcal{B}$, so that

(i) no point in $\mathbb{R}^d$ crosses more than $\gamma(1/m, k)|\hat{\mathcal{A}|$ members of $\hat{\mathcal{A}}$, and
(ii) no $(k-1)$-flat within $\bigcup_{i=1}^m \Gamma_i$ crosses more than $\lambda(1/m, k)|\hat{\mathcal{B}|$ members of $\hat{\mathcal{B}}$.

By the pigeonhole principle, one of the $k$-flats $\Gamma_i$ must cross at least $(1/m)|I(\mathcal{A}, \mathcal{B})|$ of the pairwise intersections $I(\mathcal{A}, \mathcal{B})$. Applying Lemma 15 to the cross-sections $\{A \cap \Gamma_i \mid A \in \hat{\mathcal{A}}\}$ and $\{B \cap \Gamma_i \mid B \in \hat{\mathcal{B}}\}$ within $\Gamma_i \cong \mathbb{R}^k$, and with $\alpha := 1/m$, yields the eventual contradiction to the above properties (i) and (ii) of $\hat{\mathcal{A}}$ and $\hat{\mathcal{B}}$. ◀
3.3 Wrap-up

Combining Claim 16 with Theorem 14, we obtain that at least one of the graphs $G_0(A)$ and $G_{k-1}(B)$ has a bounded fractional transversal number, so one of the following inequalities must hold:

$$\tau^*(G_0(A)) \leq \frac{1}{\gamma(1/m, k)}, \quad \tau^*(G_{k-1}(B)) \leq \frac{1}{\lambda(1/m, k)}.$$ 

Analogously to the proof of Claim 16, we obtain respectively either a rational (and not everywhere zero) function $f : V_A \to \mathbb{Q}^+$ so that every edge $e \in E_A$ (representing some set $A \in A$) contains vertices (i.e., points) of total weight

$$\sum_{x \in e} f(x) \geq \gamma(1/m, k) \sum_{x \in V_A} f(x),$$

or a similar function $g : V_B \to \mathbb{Q}^+$ so that every edge $e \in E_B$ contains vertices of total weight

$$\sum_{\sigma \in e} g(\sigma) \geq \lambda(1/m, k) \sum_{\sigma \in V_B} g(\sigma).$$

Arguing as in the proof of Claim 16, we obtain either (i) a multiset of points $\hat{V}_A \subset \mathbb{R}^d$ so that any member $A$ of $A$ contains at least $\gamma(1/m, k)|\hat{V}_A|$ of these points, or (ii) a multiset $\hat{V}_B$ of $(k-1)$-flats within $\bigcup_{i=1}^m \Gamma_i$ so that any member $B$ of $B$ is crossed by at least $\lambda(1/m, k)|\hat{V}_B|$ of the flats.

In the former case, we use Theorem 4 to show that, in case (i), the family $A$ can be pierced by

$$F(m, k, d) := W(\gamma(1/m, k), 0, d)$$

points.

In the remaining case (ii), we use the following analogue of Theorem 4 for hyperplane transversals, due to Alon and Kalai [2]:

**Lemma 17 (Weak $\epsilon$-net for hyperplanes).** For any dimension $d \geq 1$ and $\epsilon > 0$ there is $W_{hpf}(\epsilon, d)$ with the following property: For every finite (multi-)set $H$ of hyperplanes in $\mathbb{R}^d$ one can find $W_{hpf}(\epsilon, d)$ hyperplanes in $\mathbb{R}^d$ whose union crosses every convex set $A \subseteq \mathbb{R}^d$ that meets at least $\epsilon|H|$ of the hyperplanes of $H$.

For each $1 \leq i \leq m$ we apply Lemma 17 to construct a weak $(\lambda(1/m, k)/m)$-net with respect to the $(k-1)$-flats $\sigma \in \hat{V}_B$ that are contained in $\Gamma_i \cong \mathbb{R}^k$. It is immediate to check that the resulting family of at most

$$G(m, k, d) := m \cdot W_{hpf} \left( \frac{\lambda(1/m, k)}{m}, k-1, k \right)$$

$(k-1)$-flats crosses each $B \in \mathcal{B}$: Since $B$ is crossed by at least $\lambda(1/m, k)|\hat{V}_B|$ $(k-1)$-flats of $\hat{V}_B$, and at least $(1/m)\lambda(1/m, k)|\hat{V}_B|$ of such flats must be contained in some $k$-flat $\Gamma_i$, then $B$ must be crossed by the corresponding $k$-dimensional net. □

4 A lower bound for Theorem 9

**Theorem 18.** For every $d \geq 2$ and integer $f \geq 1$ there exists a $d$-colored family $\mathcal{F} = \mathcal{F}_1 \cup \mathcal{F}_2 \cup \ldots \cup \mathcal{F}_d$ in $\mathbb{R}^d$ that satisfies $\mathcal{C}(\mathcal{F}_1, \mathcal{F}_2, \ldots, \mathcal{F}_d)$ and the following additional properties:
Figure 3 The planar construction (for \( m = 4 \)). Each triangle \( T_i \) has a horizontal topmost side which lies below all the pairwise intersections of \( T_1, \ldots, T_{i-1} \).

- For every \( 1 \leq i \leq d \), one needs at least \( f \) points to pierce the color class \( \mathcal{F}_i \). (In other words, \( \tau(G(\mathcal{F}_i)) \geq f \).
- At least \( \lceil \frac{d+1}{2} \rceil \) lines are necessary to cross \( \bigcup \mathcal{F}_i \).

We prove the result in the following two subsections. We begin with the case \( d = 2 \) which is later used to deal with the general case.

### 4.1 The planar construction

Let \( m = 2f \) and \( T_0 \) be a triangle in the plane so that its bottom side is parallel to the \( x \)-axis. We first construct \( m \) triangles \( T_1, \ldots, T_m \), each with one horizontal side and vertices in the relative interiors of the three sides of \( T_0 \), and such that no three of these triangles \( T_i, T_j, T_k \) for \( 1 \leq i < j < k \leq m \) have a common intersection. A way to do this is to construct them recursively: we start with two arbitrary such triangles \( T_1 \) and \( T_2 \) and at each step \( i > 2 \) we place the horizontal side of \( T_i \) sufficiently close to the horizontal side of \( T_0 \) so that it avoids all previous pairwise intersections (see Figure 3). Let the first color class \( \mathcal{F}_1 \) be the resulting family \( \{ T_1, \ldots, T_m \} \). Clearly we need at least \( m/2 = f \) points to pierce \( \mathcal{F}_1 \).

Let \( E_1, E_2, E_3 \) be the three sides of \( T_0 \). As each set of \( \mathcal{F}_1 \) intersects the relative interior of each \( E_i \), for \( 1 \leq i \leq 3 \), we can slightly shrink each \( E_i \) away from its adjacent vertices of \( T_0 \) while preserving the intersection with every element of \( \mathcal{F}_1 \). The family \( \mathcal{F}_2 \) will consist of \( m \) slightly translated copies of each (previously shrunk) segment \( E_i \) so that they still intersect every triangle in \( \mathcal{F}_1 \) but are still pairwise disjoint. Note that we need at least \( 3m > f \) points to pierce \( \mathcal{F}_2 \).

In order to cross \( \mathcal{F}_1 \cup \mathcal{F}_2 \) with lines, we need in particular to cross the interiors of \( E_1, E_2, E_3 \), so at least 2 lines are needed.

### 4.2 The general construction

Set \( d > 2 \) and \( m = 2f \). Let \( \Delta^{(d)} \subset \mathbb{R}^d \) be a \( d \)-simplex with vertex set \( V = \{ v_1, v_2, \ldots, v_{d+1} \} \). For each \( 1 \leq i \leq d-1 \), define \( \tau_i \) to be the triangle with vertices \( \{ v_i, v_{i+1}, v_{i+2} \} \). As in the planar case, let \( \mathcal{T}_i \) be a family of \( m \) triangles, each with vertices in the relative interiors of the three sides of \( \tau_i \), such that no three of them intersect. Let \( \hat{\mathcal{F}}_i \) be the family consisting of the sets

\[
\text{conv}(V \setminus \{ v_i, v_{i+1}, v_{i+2} \}) \cup \tau_i,
\]

with \( \tau \in \mathcal{T}_i \). Let \( \hat{\mathcal{F}}^{(d)}_i \) denote the family of all the \((d-1)\)-dimensional faces (facets) of \( \Delta^{(d)} \); see Figure 4.
Further Consequences of the Colorful Helly Hypothesis

Figure 4 The construction of $\hat{F}(3)$ – a pair of sets $C_1 \in \hat{F}(3)$ and $C_2 \in \hat{F}(3)$ are depicted. We have $C_1 = \text{conv}(\tau, v_4)$ and $C_2 = \text{conv}(\lambda, v_1)$, with $\tau \in T_1$ and $\lambda \in T_2$. The sets of $\hat{F}(3)$ are the facets of the bounding simplex $\Delta(3)$.

As the resulting $d$-colored family $\hat{F} = \bigcup \hat{F}_i$ can obviously be pierced by $d+1$ points, the convex sets in $\hat{F}$ have to be suitably shrunk in order to satisfy the conditions of Theorem 18. However, before we describe the actual family $F$, we establish a key property of the families $\hat{F}_i$. We provide the proof of the following lemma in Section 4.2 of the full version of the paper [17].

Lemma 19. For any selection of $C_i \in \hat{F}_i$ with $2 \leq i \leq d$ we have

$$\left(\bigcap_{i=1}^{d-1} C_i\right) \cap \text{relint}(C_d) \neq \emptyset,$$

where $\text{relint}(C)$ denotes the relative interior of $C$.

We are almost done with the construction. In view of Lemma 19, we may shrink all the elements of $\hat{F}$ away from the $(d-2)$-dimensional faces of $\Delta$ in such a way that they remain convex and the colorful intersections continue to be non-empty. In this way we obtain the families $F_1^{(d)}, \ldots, F_{d-1}^{(d)}$. To construct the last family $F_d$, we take an additional step: we take $m$ parallel copies of each so that they still intersect every element of $F_1 \cup \cdots \cup F_{d-1}$ but are pairwise disjoint.

By the cut-off procedure, no three sets of the same $F_i$ intersect for $i \in [d-1]$ (as any such intersection would project to a triple intersection within $T_i$). Thus, in order to pierce any such $F_i$ at least $\frac{m}{d} = \bar{f}$ points are needed. To cross $F = F_1 \cup \cdots \cup F_d$ by lines we also need to cross the relative interiors of the facets of $\Delta$. No line can pierce more than two such interiors. Therefore, at least $\left\lceil \frac{d+1}{2}\right\rceil$ lines are needed. This concludes the proof of Theorem 18.

5 Discussion

We studied families of convex sets which satisfy the Colorful Helly hypothesis. Our Theorems 8 and 10 offer complementary relations between the “transversal dimensions” of individual color classes.

We conjecture that an even stronger phenomenon happens:
Conjecture 20. For all $1 \leq k \leq d$ there exist numbers $h(k, d)$ with the following property. For any $d$-colored family $\mathcal{F}$ of convex sets in $\mathbb{R}^d$ with $\mathcal{CH}(\mathcal{F}_1, \ldots, \mathcal{F}_d)$ there exist numbers $k_1, \ldots, k_d$ so that
1. $\sum_{1 \leq i \leq d} k_i \leq d$, and
2. each color class $\mathcal{F}_i$, for $i \in [d]$, can be crossed by $h(k_i, d) k_i$-flats.

It is easy to check that Conjecture 20 is sharp for families of flats. The most elementary instance of the conjecture arises for $d = 3$ and $\mathcal{F}_3 = \{R^3\}$. The remaining two classes $\mathcal{F}_1$ and $\mathcal{F}_2$ satisfy a 2-colored hypothesis. If one of the classes has a transversal by few points, then Conjecture 20 holds for the families, as the other class can simply be pierced by $R^3$. Otherwise, by Lemma 11 both $\mathcal{F}_1$ and $\mathcal{F}_2$ can be pierced by few planes. Then the validity of Conjecture 20 in this case depends on the answer to the following question:

Problem. Is it true that for any two families $A, B$ of convex sets in $\mathbb{R}^3$ so that $A \cap B \neq \emptyset$ holds for all $A \in A$ and $B \in B$, one of the families $A$ or $B$ can be crossed by $O(1)$ lines?

Another intriguing question is what are the “true” values of $f'(d)$ and $g'(d)$ for Theorem 9 or, more precisely, what is the relation between these parameters? For example, does the theorem still hold with $f'(d) = 1$ and large enough $g'(d)$, as it happens for $d = 2$?
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1 Introduction

In 2001 Gärtner et al. [6] introduced a random process involving a vertical line and \( n \) points in the plane (see Figure 1a) which they called “the fast process” or just “one line and \( n \) points”. The starting position of this process is a pair \( \{a, b\} \) of points that lie on opposite sides of the vertical line. In each step the process picks a point \( p \) (a pivot) uniformly at random from the points that lie below the non-vertical line \( ab \). The subsequent position is then the unique pair \( \{p, q\} \) with \( q \in \{a, b\} \) such that \( p \) and \( q \) lie again on opposite sides of the vertical line. For example, in Figure 1a the next position would be \( \{p, b\} \). The authors of [6] gave matching upper and lower bounds of order \( \log^2(n) \) for the expected duration of this process in the plane.

![Figure 1](image)

(a) An instance of “one line and \( n \) points”. (b) A possible path that the directed random walk might take on the corresponding polytope.
The process generalizes naturally to higher dimensions. However, understanding its behavior in any dimension other than 2 has remained a wide open problem, with the notable exception of an $\Omega(\log^3 n)$ lower bound in three dimensions [16]. As the dimension grows, the situation indeed becomes increasingly complicated, and the question has seen no further improvements for the subsequent fifteen years.

The relevance of the generalized process lies in its intimate connection with the Random-Edge simplex algorithm for linear programming, which has already been widely considered before; for example cf. [1, 2, 4, 8, 11]. Random-Edge is naturally formulated in terms of a random walk on the vertex-edge graph of the feasible region (see Figure 1b). To be precise it is a directed random walk, because every edge may be used in one prescribed direction only: the direction along which the objective function improves. In each step the directed random walk moves from the current vertex to a vertex chosen uniformly at random from all neighbors with smaller objective value. By means of the so-called extended Gale transform, the directed random walk on a $d$-polytope with $n$ facets translates precisely into the process of “one line and $n$ points” in $\mathbb{R}^r$, where $r := n - d$ denotes the corank of the polytope. For lack of space we refer the interested reader to the appendix of [6] for a complete exposition of the extended Gale transform.

The interpretation in terms of polytopes also explains the difficulties that arise when analyzing the process for $r \geq 3$. Namely, it is known that every simple polytope of corank $r = 1$ is a simplex, and every simple polytope of corank $r = 2$ is a product of two simplices; these situations are thus well-understood, classified, and not too complicated. Already for $r = 3$, however, the classification is considerably more involved (cf. chapter 6.3 in [7]), and for $r \geq 4$ no similar classification exists.

The name “corank” is not entirely standard; it has been used e.g. in [14]. Despite its anonymity it plays a prominent role in polytope theory: The Hirsch conjecture once stated that the corank might be an upper bound on the diameter of any polytope. Since the Hirsch conjecture, in its strict form, has been disproved by Santos [15], the search for a close connection between these quantities continues. Indeed we believe it fruitful to analyze algorithms for linear programming in a setting where the corank is assumed to be small, i.e., a constant or a slowly growing function of $n$. A positive result of this type is for example Kalai’s Random-Facet algorithm: His upper bound in [10] for the expected number of arithmetic operations becomes polynomial if the corank is taken to be of order $r = O(\log n)$. In contrast, Random-Edge has proved to be notoriously hard to analyze, and tight bounds are rare when we want to understand the behavior of a given simplex algorithm on a complete class of instances. The analysis in [9] for $d = 3$ suggests that Random-Edge can be a good choice in low dimension; the present paper takes the dual viewpoint, fixing the corank rather than the dimension. Note that the mildly exponential lower bound obtained by Friedmann et al. [3] does not pose any restrictions on the corank.

A polytope with $n$ facets and constant corank $r$ has $O(n^r)$ vertices, and this bound is tight; this follows for example from McMullen’s theorem [12]. Thus, $O(n^r)$ is a trivial bound for the number of Random-Edge pivoting steps. The known bounds for $r = 2$ suggest that the process outperforms the trivial bound considerably; however, it is not at all clear what can be expected in general. It is conceivable that a bound of $O(\log^3 n)$ holds, although we are currently missing the mathematical techniques and insights to prove this. In this paper, we prove that one can at least not do better.

The history of lower-bound constructions for specific LP-solving algorithms shows that it is often considerably easier to prove bounds in an abstract model; this is how unique sink orientations (USOs) enter the picture. The same principle applies to the present paper: We
first present a construction in the USO model in Section 2 and strengthen the result to the geometric setting in the rest of the paper. Somewhat atypically, the main ideas underlying the geometric construction are not entirely different from the ideas underlying the USO construction.

Our results. We prove that the random process of “one line and \( n \) points” in \( \mathbb{R}^r \) may take \( \Omega(\log^r n) \) steps in expectation. This generalizes previous constructions for the cases \( r = 2, 3 \) [6, 16]. The exact bound that we obtain is specified in Theorem 13. Using the extended Gale transform, our result can be rephrased in different settings, as in the following theorems. Theorem 1 rephrases our result in the language of linear programs. Theorem 2 uses instead the language of polytopes. The combinatorial type of the polytopes that we construct in this way is rather special: they are grid polytopes, i.e., Cartesian products of simplices.

\begin{itemize}
  \item \textbf{Theorem 1.} Let \( r \in \mathbb{N}_0 \) be a fixed parameter. There are linear programs in \( d \) variables with \( n = d + r \) constraints on which the RANDOM-EDGE algorithm needs \( \Omega(\log^r n) \) pivoting steps in expectation as \( n \to \infty \).
  
  \item \textbf{Theorem 2.} Let \( r \in \mathbb{N}_0 \). There are grid \( d \)-polytopes with \( n = d + r \) facets on which the directed random walk (with the direction specified by a linear function) needs \( \Omega(\log^r n) \) steps in expectation as \( n \to \infty \).
\end{itemize}

2 Prelude: walks on grids

In this section we prove a lower bound of order \( \log^r(n) \) for the expected duration of a random walk on a certain class of directed graphs, namely \textit{unique sink orientations of grids}. The construction does not involve any geometry and should be simpler to understand than the point-set construction in Section 4.

Given a directed (multi-)graph \( G \) and a vertex \( v_0 \) of \( G \), the \textit{directed random walk} is the random process \( v_0, v_1, v_2, \ldots \) described as follows: If the current position is \( v_i \), choose one of the outgoing edges at \( v_i \) uniformly at random, and let \( v_{i+1} \) be the other endpoint of that edge. The process terminates when (and if) it reaches a sink. The random variable

\[ T(G,v_0) = \min\{t : v_t \text{ is a sink}\} \]

will denote the duration of the directed random walk on \( G \) starting in \( v_0 \). We will abbreviate \( T(G) := T(G,v_0) \) for a starting position \( v_0 \) chosen uniformly at random from the set of vertices.

Following the terminology in [5], a \textit{grid} is a Cartesian product of a (finite) number of (finite) complete graphs \( G_1, \ldots, G_r \). Explicitly, the vertex set of this graph is \( V(G_1) \times \cdots \times V(G_r) \), and two vertices \((u_1, \ldots, u_r)\) and \((v_1, \ldots, v_r)\) are joined by an edge if and only if they differ in exactly one coordinate. We could have defined grids equivalently as the vertex-edge graphs of grid polytopes. The number \( r \) is usually called the \textit{dimension} of the grid (this is not the dimension of the underlying grid polytope); and its \textit{size} is the number \(|V(G_1)| + \cdots + |V(G_r)|\).

A \textit{subgrid} of a grid is an induced subgraph on a set of the form \( U_1 \times \cdots \times U_r \) with \( U_i \subseteq V(G_i) \). Finally, a \textit{unique sink orientation} of a grid is an orientation of the edges of the grid with the property that every subgrid possesses a unique sink. An example is shown in Figure 2a.
Theorem 3. Let \( r \in \mathbb{N}_0 \) and \( m \in \mathbb{N} \). There is an \( r \)-dimensional grid \( G \) of size \( n := rm \), endowed with an acyclic unique sink orientation, such that a directed random walk on the grid, starting at a random position, takes at least

\[
E[T(G)] \geq \frac{1}{r!} \ln^r (m + 1) - 1
\]

steps in expectation.

We remark that the theorem is meaningful primarily for a fixed dimension \( r \) and with the grid size tending to infinity. In this setting it says that the number of pivoting steps can be of order \( \Omega(\log^r n) \).

Proof. We can choose the grid to be \( G = G_1 \times \cdots \times G_r \) with \( G_1 = \cdots = G_r = K_m \). We construct a unique sink orientation on \( G \) by induction on \( r \). For \( r = 0 \), the graph consists of a single vertex, so we need not orient any edges.

For \( r \geq 1 \), we first choose a permutation of \( V(G_r) \) uniformly at random from the set of all permutations, and we label the vertices according to the chosen permutation, as in \( V(G_r) = \{1, \ldots, m\} \). Now we partition the grid into “hyperplanes”

\[
H_i = G_1 \times \cdots \times G_{r-1} \times \{i\} \quad (i = 1, \ldots, m).
\]

Each hyperplane \( H_i \) is a subgrid of dimension \( r-1 \), so we can inductively assign an orientation to it. We do this for each hyperplane independently (i.e., all random permutations used throughout the construction are chosen independently). The only edges that we still need to orient are those between vertices from two distinct hyperplanes. We orient those according to our chosen permutation of \( V(G_r) \). Explicitly, the edge from a vertex \((u_1, \ldots, u_{r-1}, i)\) to \((u_1, \ldots, u_{r-1}, j)\) is directed forwards if and only if \( i > j \). See Figure 2c for an illustration.

It is easy to verify that this defines an acyclic unique sink orientation of the grid. We will now analyze the duration of the random walk from a random starting position. Concerning the starting position, here is a key observation: Due to the random permutations involved in the construction of the grid orientation, it amounts to the same random process whether we start the walk in a random position of the grid, or whether we start in any fixed given position. Consequently, if the random walk visits one of the hyperplanes \( H_i \), we can relate the behavior within \( H_i \) to the \((r - 1)\)-dimensional construction, for which we have a lower bound by induction. However, there is a difference between \( H_i \) and the \((r - 1)\)-dimensional construction: namely, every vertex of \( H_i \) has \( i - 1 \) additional outgoing edges by which the walk may leave \( H_i \) at any moment. To account for these, we make use of the following “augmented” multigraph; see Figure 2b for an example.
Definition 4. Given any (multi-)graph $\Gamma$ and a parameter $\Delta \in \mathbb{N}_0$, we define an augmented multigraph $\Gamma^\Delta$ as follows. We add a new, special, vertex $v_\infty$ to the vertex set of $\Gamma$. Furthermore we add $\Delta$ many edges $\bar{v}_v v_\infty$ for every $v \in V(\Gamma)$. If $\Delta = 0$ then we add one additional edge $\bar{s} v_\infty$ for every sink $s$ of $\Gamma$; this way we ensure that $v_\infty$ is the only sink of $\Gamma^\Delta$.

Lemma 5. Let $\Delta \in \mathbb{N}_0$. Then the expected duration of the directed random walk on the augmented construction $G^\Delta$, starting from a random position (and ending in $v_\infty$), satisfies the bound

$$E[T(G^\Delta)] \geq \frac{1}{r!} \left( \ln (m + \Delta + 1) - \ln(\Delta + 1) \right)^r.$$

Proof of the lemma. We proceed by induction on $r \geq 0$. If $r = 0$ then $G$ consists of a single vertex and there is nothing to prove; so let $r \geq 1$. For $i \in \{1, \ldots, m\}$, let $T_i$ denote the number of positions that the walk visits on $H_i$, so that the total duration of the walk is given by

$$T(G^\Delta) = T_1 + \cdots + T_m.$$

Furthermore, let $\mathcal{E}_i$ denote the event that the random walk visits at least one vertex in $H_i$ ($i \in \{1, \ldots, m\}$). We claim

$$\Pr[\mathcal{E}_i] \geq \frac{1}{\Delta + i}.$$  \hspace{1cm} (3)

To this end we consider the hitting time

$$\tau_i := \min \{t : v_t \in \{v_\infty\} \cup H_1 \cup \cdots \cup H_i\}$$

where, as before, $v_t \in V(G^\Delta)$ denotes the position that the random walk visits at time $t$ ($t = 0, 1, 2, \ldots$). Note that the hyperplanes $H_i$ are visited in decreasing order; so either the walk visits $H_i$ at time $\tau_i$, or not at all. Hence, $\mathcal{E}_i$ equals the event $\{v_{\tau_i} \in H_i\}$. We now calculate the probability of this event by conditioning on $\tau_i \geq 1$.

Case 1: $\tau_i \geq 1$. Since $v_{\tau_{i-1}}$ has $\Delta$ outgoing edges to $v_\infty$ and one outgoing edge to each of the hyperplanes $H_1, \ldots, H_i$, and since the random walk is equally likely to move along any of these $\Delta + i$ edges, we obtain

$$\Pr[\mathcal{E}_i \mid \tau_i \geq 1] = \Pr[v_{\tau_i} \in H_i \mid \tau_i \geq 1] = \frac{1}{\Delta + i}.$$  \hspace{1cm} (4)

Case 2: $\tau_i = 0$. Here we need to look at $v_0$, which (conditioned on $\tau_i = 0$) is a vertex taken uniformly at random from the set $H_1 \cup \cdots \cup H_i$. Since the hyperplanes $H_1, \ldots, H_i$ are all of equal cardinality, we obtain

$$\Pr[\mathcal{E}_i \mid \tau_i = 0] = \Pr[v_0 \in H_i \mid \tau_i = 0] = \frac{1}{i} \geq \frac{1}{\Delta + i}.$$  \hspace{1cm} (5)

The claim (3) follows by combining (4) and (5). Now, it is easy to see that $T_i|\mathcal{E}_i$ has the same distribution as $T((H_i)^{\Delta+i-1})$, so that we obtain

$$E[T_i] = \Pr[\mathcal{E}_i] \cdot E[T_i|\mathcal{E}_i] \geq \frac{1}{\Delta + i} \cdot E[T((H_i)^{\Delta+i-1})].$$
where the last step was using the induction hypothesis. With (2) we obtain

$$E[T] = \sum_{i=1}^{m} E[T_i]$$

$$\geq \sum_{i=1}^{m} \frac{1}{\Delta + i} \cdot \frac{1}{(r-1)!} (\ln (m + \Delta + i) - \ln(\Delta + i))^{r-1}$$

$$\geq \sum_{i=1}^{m} \frac{1}{\Delta + i} \cdot \frac{1}{(r-1)!} (\ln (m + \Delta + 1) - \ln(\Delta + i))^{r-1}$$

$$\geq \int_{1}^{m+1} \frac{1}{\Delta + x} \cdot \frac{1}{(r-1)!} (\ln (m + \Delta + 1) - \ln(\Delta + x))^{r-1} \, dx$$

$$= \left[ -\frac{1}{r!} (\ln(m + \Delta + 1) - \ln(\Delta + x))^{r} \right]_{x=1}^{m+1}$$

$$= \frac{1}{r!} (\ln(m + \Delta + 1) - \ln(\Delta + 1))^{r}$$

which concludes the proof of the lemma. In order to deduce the theorem, we choose \(\Delta = 0\) to obtain a random orientation (i.e., a probability distribution of orientations) of \(G^0\) such that

$$E[T(G^0)] \geq \frac{1}{r!} \ln^{r}(m + 1). \quad (6)$$

A directed random walk on \(G\) corresponds to a random walk on \(G^0\), except that the latter does one additional step in the end (from the sink of \(G\) to the extra vertex \(v_\infty\)). Thus we need to subtract 1 from the bound (6) to obtain the desired bound (1). We are left only to observe that there must then also exist at least one concrete (not random) choice of orientation \(G\) that satisfies this bound. This concludes the proof of Theorem 3.

In Theorem 3 we chose \(n\) to be a multiple of \(r\). For other values of \(n\) we can still deduce essentially the same bound, as in the following corollary.

\[\textbf{Corollary 6.} \text{ For all } r, n \in \mathbb{N} \text{ with } n > r \text{ there is an } r\text{-dimensional acyclic unique sink orientation of a grid } \hat{G} \text{ of size } n \text{ such that } E[T(\hat{G})] > \frac{1}{r!} \ln^{r}(\frac{m}{r}) - 1.\]

\[\textbf{Proof.} \text{ If } n \text{ is divisible by } r, \text{ then the corollary is an immediate consequence of Theorem 3. Assume that } n \text{ is not divisible by } r, \text{ and let } m = \lfloor \frac{n}{r} \rfloor. \text{ We take our construction } G \text{ from the proof of Theorem 3 for the size } n' := rm \text{ and embed it into a grid } \hat{G} \text{ of size } n. \text{ We can do this in such a fashion that all the edges between } G \text{ and } \hat{G} \setminus G \text{ point into } G. \text{ In this way we obtain an acyclic unique sink orientation on } \hat{G} \text{ with } E[T(\hat{G})] \geq E[T(G)], \text{ which yields the corollary using (1) with } m > \frac{n}{r} - 1.\]

\section{One line and \(n\) points}

Here we describe the geometric setting in which we prove our main theorem. We will assume that we are given a set of \(n\) points \(A \subseteq \mathbb{R}^r\) and a non-zero vector \(u \in \mathbb{R}^r\). Its linear span \(Ru\) is a line: the “one line” or requirement line featured in the heading of this section.
Figure 3 A tetrahedron in $\mathbb{R}^3$. Its two front facets, the green and orange triangles, are both a pierced simplex. If $S$ denotes the green triangle at the top, then the simplex obtained by pivoting at $S$ with $p$ is the orange triangle at the bottom.

**Pierced simplices and general position.** We call a set $S \subseteq A$ pierced or, more exactly, $u$-pierced if the convex hull $\text{conv}(S)$ intersects the requirement line $\mathbb{R}u$. If in addition $|S| = r$, then $S$ is a pierced simplex. Some readers might find it more natural to reserve the term “simplex” for the set $\text{conv}(S)$ instead of $S$; we will always take care to distinguish between the two whenever the distinction is important. A pierced simplex $S$ is non-degenerate if (i) $S$ is affinely independent, (ii) no proper subset of $S$ is a pierced set, and (iii) the affine hyperplane spanned by $S$ and the requirement line are not parallel. — Within this paper, when we say that $(A,u)$ is in general position, we merely mean that every $u$-pierced simplex $S \subseteq A$ is non-degenerate.

**Below and above.** Consider the affine span of a non-degenerate pierced simplex $S \subseteq A$: it is a hyperplane in $\mathbb{R}^r$ that is not parallel to the vector $u$. The direction of $u$ thus determines an orientation (a positive and negative side) of this hyperplane. For any point $x \in A$, we will say that $x$ lies (strictly) below $S$ if it lies on the (strictly) negative side of the hyperplane. The word “above” is understood similarly.

**Pivoting steps.** Given $(A,u)$ in general position, a pierced simplex $S \subseteq A$ and a point $p \in A$ strictly below $S$, we define a new pierced simplex $S' \subseteq A$ which we call the simplex obtained by pivoting at $S$ with $p$. To this end consider the set $S \cup \{p\}$: It is an $r$-dimensional simplex, and the boundary of $\text{conv}(S \cup \{p\})$ is pierced by the line $\mathbb{R}u$ exactly twice: once in the facet $S$, and once in another facet which we take to be $S'$. See Figure 3 for an example. We note that
1. $S'$ is by general position uniquely determined,
2. $S'$ is a subset of $S \cup \{p\} \subseteq A$, and
3. $S'$ is a pierced simplex.

**The random process.** Given a finite set $A \subseteq \mathbb{R}^r$ of $n$ points, a non-zero vector $u \in \mathbb{R}^r$, and a $u$-pierced simplex $S_0 \subseteq A$, we define the following random process, denoted $\mathcal{R}(A,u,S_0)$. We will keep on assuming that $(A,u)$ is in general position.

The states (or positions) of the process are pierced simplices, and $S_0$ is the starting position. The consecutive positions $S_1, S_2, \ldots$ are obtained as follows. If the current position is $S_i$, let $p_i$ be a point (the $i$th “pivot”) chosen uniformly at random from the set of points from $A$ that lie strictly below $S_i$. (If there are no such points, then the random process terminates at this stage.) Now define $S_{i+1}$ to be the simplex obtained by pivoting at $S_i$ with $p_i$. — Our main theorem in Section 5 states that the expected number of steps until the process terminates can be of order $\log^r(n)$.
4 Construction

Here we construct the point set that underlies the proof of our main theorem (Theorem 13 in Section 5).

Points, colors, layers, and phases. For all \( r, m \in \mathbb{N} \) we define our point set \( A(r, m) \subseteq \mathbb{R}^r \) as follows; a sketch is shown in Figure 4. We use the notation \( 0_r = (0, \ldots, 0) \) for the all-zeros vector in \( \mathbb{R}^r \). We let

\[
A(r, m) = \{ a_{i,j,k} : i, j \in [r], i \leq j, k \in [m] \}
\]

where

\[
a_{i,j,k} := \begin{pmatrix}
0_{i-1} \\
(m^3 + m^5 + \ldots + m^{2r-2j+1}) + (r-j)m + k \\
0_{j-i} \\
-m^2r-2j+1 \\
-m^2r-2j-1 \\
\vdots \\
-m^5 \\
-m^3
\end{pmatrix}.
\]

In particular, for \( j = r \), we have \( a_{i,r,k} = k e_i \), where \( e_i \) denotes the \( i \)th standard unit vector in \( \mathbb{R}^r \). We call the indices \( i, j, k \) the color, the layer, and the phase of a point, respectively. Sometimes we will need a notational shorthand for colors and layers, so we define \( \mathcal{C}_i \subseteq A(r, m) \) to denote the set of points of color \( i \), and \( \mathcal{L}_j \subseteq A(r, m) \) to denote the set of points from layer \( j \). So defined, \( \mathcal{L}_j \) consists of \( jm \) points, and our point set consists of \( n = \binom{r+1}{2} \cdot m \) points overall.

We will fix \( u \) to denote the all-ones vector, \( u = 1_r \), so that a set \( S \subseteq A(r, m) \) is pierced if and only if its convex hull intersects the diagonal line \( R 1_r \). The rest of this section is devoted to a number of lemmas concerning the relevant structure of our construction. We begin by identifying the pierced subsets.

Lemma 7. Let \( S \subseteq A(r, m) \) be a pierced subset. Then \( S \) contains a point of color \( i \), for all \( i \in [r] \).
The next lemma shows the converse of Lemma 7, implying that the set of pierced simplices can be identified with the set $C_1 \times \cdots \times C_r$. More to the point, this implies that the extended Gale transform of our point set defines a grid polytope.

**Lemma 8.** Let $S \subseteq A(r, m)$ and assume that $S$ contains a point from each color class $C_1, \ldots, C_r$. Then $S$ is a pierced subset. Furthermore, for each $i \in [r]$, $\text{conv}(S)$ intersects the $i$th coordinate axis in some point $t_i$ with $t > 0$.

**Lemma 9.** $(A, 1_r)$ is in general position; that is, every pierced simplex $S \subseteq A(r, m)$ is non-degenerate.

Lemma 9 above assures that the random process associated with our construction is well-defined. The next lemma states that, as our random process evolves, the intersection value $t$ of the current position with the $i$th coordinate axis ($i = 1, \ldots, r$) is monotonically decreasing with time and, thus, can serve as a measure of progress. This is of course by no means true for an arbitrary point set, but it holds in the case of our construction. Next, Lemma 11 states a simple condition from which to tell whether the points from the layer $L_{r-1}$ lie above or below the current position; this condition is immediately relevant for the analysis of the random process.

**Lemma 10.** Let $i \in [r]$. Let $S \subseteq A(r, m)$ be a pierced simplex, let $p \in A$ be a point strictly below $S$, and let $S'$ denote the pierced simplex obtained by pivoting at $S$ with $p$. Let $t_i e_i$ and $t'_i e_i$ denote the intersection of $\text{conv}(S)$ (respectively, $\text{conv}(S')$) with the $i$th coordinate axis, as in Lemma 8. Then we have $t'_i \leq t_i$ for all $i$.

**Lemma 11.** Let $r \geq 2$, $m \geq 2$, let $S \subseteq A(r, m)$ be a pierced simplex, and let $t_i e_i$ denote the intersections of $\text{conv}(S)$ with the $i$th coordinate axis as in Lemma 8 ($i = 1, \ldots, r$).

(a) If, for some $i$, $t_i \leq t_r$, then all points from $C_i \cap L_{r-1}$ lie strictly above $S$.

(b) If, for some $i$, $t_i \geq t_r + 1$, then all points from $C_i \cap L_{r-1}$ lie strictly below $S$.

(c) If $i$ is such that $t_i = \min\{t_1, \ldots, t_r\}$, then all points from $C_i \setminus L_r$ lie strictly above $S$. In particular we then have $t_i e_i \in S$.

The last lemma in this section states that taking the point set $A(r+1, m)$ and removing the outermost layer $L_{r+1}$ yields a point set that is equivalent, for our purposes, to the set $A(r, m)$. This observation is key to the inductive approach followed in section 5. Actually, the statement is a bit more general: The lemma starts from the set $A(R, m)$ for any $R > r$ and then removes all higher layers $L_{r+1}, \ldots, L_R$.

**Lemma 12.** Assume $m \geq 3$. For $R > r$, let

$$B := \{(x_1, \ldots, x_r) : x \in A(R, m), \ x \in L_1 \cup \cdots \cup L_r\}.$$ 

Then Lemmas 7 to 11 are also valid for the point set $B$ in place of $A(r, m)$.

## 5 Analysis

The goal of this section is to prove the main theorem of this paper, concerned with the random process $R_{r, m} = R(A, u, S_0)$ associated with the point set $A := A(r, m)$, the all-ones vector $u := 1_r$, and the starting position $S_0 := \{me_1, \ldots, me_r\}$.

**Theorem 13.** The expected number of steps performed by the random process $R_{r, m}$ is at least

$$\frac{1}{r^r} \left( \ln \left( m + \binom{r}{2} + \Delta \right) - \ln \left( 1 + \binom{r}{2} + \Delta \right) \right) = \Omega(\log^r m).$$

In terms of the number of points, $n$, the bound can be written in the form $\Omega(\log^r n)$. 
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The augmented process $\mathcal{R}_{r,m}^\Delta$. In order to make an inductive proof possible, we will make use of an “augmented” pivoting process, in analogy to the “augmented graph” that we used in the proof of Theorem 3. Given a number $\Delta \geq 0$, the augmented process $\mathcal{R}_{r,m}^\Delta$ is defined as follows.

- The starting position is chosen by an adversary, in the following way. The adversary chooses one new point $\alpha_i \mathbf{e}_i$ on each axis, subject to the constraint $\alpha_i \geq m$. These points are added to the point set $A = A(r,m)$ to obtain an augmented point set

$$A' := A \cup \{\alpha_i \mathbf{e}_i : i \in [r]\},$$

and the starting position is now chosen as $S_0 := \{\alpha_1 \mathbf{e}_1, \ldots, \alpha_r \mathbf{e}_r\}$. We fit the new points into our terminology of colors, layers and phases by saying that $\alpha_i \mathbf{e}_i$ has color $i$, layer $r$ and phase $m+1$; and we remark that the lemmas in Section 3 still hold for the augmented point set.

- The positions $S_0, S_1, \ldots$ of the augmented process are pierced simplices of $A'$, except that we also introduce a new, special, position $S_\infty$. ($S_\infty$ is just a formal symbol; it is not represented by any simplex.) This will be the terminal position.

- If we are currently at position $S_t$, then the next position $S_{t+1}$ is obtained as follows: Let below($S_t$) $\subseteq A'$ denote the set of points that lie strictly below $S_t$. We draw a pivot element $p_{t+1}$ from the set below($S_t$) $\cup \{\infty\}$ according to the distribution

$$\Pr[p_{t+1} = x] = \begin{cases} \frac{1}{\text{below}(S_t) + \Delta} & \text{for } x \in \text{below}(S_t), \\ \frac{\Delta}{\text{below}(S_t) + \Delta} & \text{for } x = \infty. \end{cases}$$

If $p_{t+1} = \infty$, then $S_{t+1} = S_\infty$, and the process terminates. Otherwise we perform a standard pivoting step at $S_t$ with $p_{t+1}$. (Edge case: If $\Delta = 0$ and below($S_t$) = $\emptyset$, then we always pick $p_{t+1} = \infty$.)

Note that, despite its name, the “augmented” process typically terminates earlier than the non-augmented process: the larger the parameter $\Delta$ is, the sooner! For $\Delta = 0$ the augmented process behaves like the original, non-augmented process — except for the modified starting position and one additional final pivoting step towards the terminal position $S_\infty$.

The phase of a pierced simplex. We define the phase of a pierced simplex $S \subseteq A'$ as

$$\text{phase}(S) := \min\{\text{phase}(p) : p \in S \text{ with layer}(p) = r\}.$$ 

The minimum is well-defined because $S$ contains at least one point from the layer $\mathcal{L}_r$: Indeed Lemma 7 tells us that $S$ contains a point from $\mathcal{C}_r$, which is a subset of $\mathcal{L}_r$. For consistency we also define phase($S_\infty$) $:= 0$. — Note that we are overloading the term “phase”, because we have defined the phase of a point earlier.

We remark that the phase of a pierced simplex can be equivalently written as phase($S$) $= \min\{t_1, \ldots, t_r\}$, where $t_\mathbf{e}_i$ denotes the intersection of $\text{conv}(S)$ with the $i$th coordinate axis; this follows from Lemma 11(c). Using this observation, the possible choices for pivots at the time of a phase change are easily identified, and from this information we may read off the probability that a particular phase is visited. The following lemma summarizes the result of this observation.

Lemma 14 (The phases visited by the augmented process). Let $\sigma_1 < \sigma_2 < \cdots < \sigma_N$ denote the times at which a phase change occurs in the augmented random process, and let $(\phi_i)_{0 \leq i \leq N}$ denote the phases that are visited, i.e., $\phi_0 = m + 1$, and $\phi_i = \text{phase}(S_{\sigma_i})$ ($1 \leq i \leq N$). Then we have, for $i \geq 1$:
(a) The distribution of $\phi_i$ is given by

$$
\Pr[\phi_i = x \mid \phi_{i-1}] = \begin{cases} 
\frac{r}{r(\phi_{i-1} - 1) + \Delta} & \text{for } x \in [\phi_{i-1} - 1], \\
\frac{\Delta}{r(\phi_{i-1} - 1) + \Delta} & \text{for } x = 0.
\end{cases}
$$

(b) If $\phi_i > 0$, then the color of the pivot at time $\sigma_i$ is a u.a.r. element of $[r]$.

Consider one of the phases $\phi_i$ that are visited by the augmented random process. We want to bound the duration of the phase $\phi_i$, i.e. the number $\sigma_{i+1} - \sigma_i$, from below. In general this duration could be very short, so we introduce a suitable notion of a good phase. The definition will guarantee that, when entering a good phase, all points of the layer $L_{r-1}$ will lie strictly below the current position; and this property will in turn make it possible to derive a lower bound on the duration of a good phase inductively.

**Definition 15 (good phases).** Let $k \in [m]$. We say that $k$ is a good phase of the augmented process if, using the notation from Lemma 14,

(i) $k$ is visited, so that $k = \phi_j$ for some $j$,

(ii) the pivot at time $\sigma_j$ has color $r$, and

(iii) the position $S_{\sigma_j}$ does not contain any point from the layer $L_{r-1}$.

Let the reader be warned that the above definition is weaker than one might think at first: The only points that we take directly into account are those from the two outermost layers $L_r$ and $L_{r-1}$. In particular we allow $S_{\sigma_j}$ to contain points from other layers. When reading on, it is useful to keep in mind one consequence of Lemma 11(c): The phase of the current position can change only when pivoting a point from the layer $L_r$, i.e., a point that lies on one of the coordinate axes. Consequently, pivots in lower layers can largely be ignored in our analysis.

**Lemma 16.** Let $1 \leq k \leq m - 1$. Then phase $k$ is a good phase with probability at least

$$
\frac{1}{r(\Delta + kr)}.
$$

**Proof.** Let $j$ be the (random) largest index such that $\phi_{j-1} > k$. Then the probability of (i) equals $\Pr[\phi_j = k]$, and using Lemma 14(a) we compute this probability to be $\frac{r}{r(k+\Delta)}$. Given (i), Lemma 14(b) tells us that the probability of (ii) equals $1/r$.

Assume that (i) and (ii) hold. It remains to show that, in this case, (iii) holds with probability at least $1/r$. We consider the position $S_{\sigma_{j-1}}$ one time step before entering phase $k$. Using the same notation as in Lemma 11, let $t_i e_i$ denote the intersections of $\text{conv}(S_{\sigma_{j-1}})$ with the $i$th coordinate axis ($i = 1, \ldots, r$). Note that $t_i > k$ for all $i$, because phase $k$ has not been entered yet at this time.

By Lemma 11 it is sufficient to give a bound for the event

$$
t_i \leq t_r \text{ for all } i = 1, \ldots, r - 1.
$$

To this end, let $\tau$ denote the time that the point $t_r e_r$ is pivoted, so that $S_{\tau}$ is the first position to include the point $t_r e_r$. Note that $t_r$ does not change in between time $\tau$ and time $\sigma_j$; thus, if property (7) already holds at time $\tau$, then by monotonicity (Lemma 10) it will still hold at time $S_{\sigma_{j-1}}$. So assume that at time $\tau$ property (7) does not yet hold, so that there are some “bad” indices $i$ with $t_i > t_r$. Let $I \subseteq [r-1]$ denote the set of such bad indices, and let $\tau_1 > \tau$ be the first time that another point of layer $r$ with phase $\leq t_r$ and color contained in $I \cup \{r\}$ is pivoted. With probability at least $\frac{|I|}{|I|+1}$, the color of this pivot
is contained in $I$, in which case the number of bad indices is reduced by 1. Iterating this argument, the number of bad indices will be reduced down to zero with probability at least
\[
\frac{|I|}{|I| + 1}, \quad \frac{|I| - 1}{|I| - 1 + 1}, \ldots, \frac{1}{2} = \frac{1}{|I| + 1} \geq \frac{1}{r},
\]
as desired. ▶

When the augmented process enters a good phase $k$, then all the points of the layer $\mathcal{L}_{r-1}$ lie strictly below the current position. We restrict our attention to the hyperplane $x_r = -m^3$ that contains all the points from $A(r, m) \setminus \mathcal{L}_r$: Due to Lemma 12, the augmented process within this hyperplane behaves like the augmented process on the lower-dimensional construction $A(r-1, m)$. However, the process might at any point pivot one of the points $\{p \in \mathcal{L}_r : \text{phase}(p) < k\}$, and as soon as this happens, the good phase $k$ already ends. We can account for this by adjusting the parameter $\Delta$ and we obtain the following lemma.

**Lemma 17.** For every $1 \leq k \leq m - 1$, if phase $k$ is visited and if it is a good phase, then its expected duration is bounded from below by the best-case\(^1\) expected duration of the process $R_{r-1,m}^{\Delta+(k-1)r}$.

**Theorem 18.** Let $t_{r,m}^\Delta$ denote the best-case expected duration of the augmented process $R_{r,m}^\Delta$. Then we have
\[
t_{r,m}^\Delta \geq \frac{1}{r!3} \left(\ln(m + \binom{r-1}{2} + \Delta) - \ln(1 + \binom{r-1}{2} + \Delta) + \Delta + kr - 1\right)^{r-1}.
\]

**Proof.** By induction on $r$. For $r = 1$ the statement is easy to verify; let now $r \geq 2$. Combining Lemmas 16 and 17 we obtain
\[
t_{r,m}^\Delta \geq \sum_{k=1}^{m-1} \frac{1}{r(k\Delta + \Delta)} \cdot t_{r-1,m}^{\Delta + kr - 1}.
\]
The induction hypothesis gives, for $1 \leq k \leq m - 1$,
\[
t_{r-1,m}^{\Delta + kr - 1} \geq \frac{1}{(r-1)!3} \cdot \left(\ln(m + \binom{r-1}{2} + \Delta + kr - 1) - \ln(\binom{r-1}{2} + \Delta + kr - 1)\right)^{r-1}.
\]
\[
= \frac{1}{(r-1)!3} \cdot \left(\ln(m + \binom{r}{2} + \Delta + kr - r) - \ln(\binom{r}{2} + \Delta + kr - r)\right)^{r-1},
\]
where we have used Pascal’s rule to handle the binomial coefficients. Plugging (9) into (8) and furthermore using the simple inequality $kr + \Delta \leq f(k)$, we thus obtain
\[
t_{r,m}^\Delta \geq \frac{1}{(r-1)!3} \sum_{k=1}^{m-1} \frac{1}{r(f(k))} t_{r-1,m}^{\Delta + kr - 1}
\]
\[
\geq \frac{1}{(r-1)!3} \int_{x=1}^{m} \frac{1}{r f(x)} \left(\ln(m + \binom{r}{2} + \Delta + rx - r) - \ln f(x)\right)^{r-1} dx
\]
\[
\geq \frac{1}{(r-1)!3} \int_{x=1}^{1+(m-1)/r} \frac{1}{r f(x)} \left(\ln(m + \binom{r}{2} + \Delta) - \ln f(x)\right)^{r-1} dx
\]
\(^1\) The term “best-case” here, as well as in Theorem 18, refers to the action of the adversary who chooses the starting position of the augmented process. The intended meaning is for the lower bound in Theorem 18 to hold for any choice of starting position.
\[ \frac{1}{r!^3} \left[ - \left( \ln(m + \binom{r}{2} + \Delta) - \ln f(x) \right) \right]_{x=1}^{1+(m-1)/r} \]
\[ = \frac{1}{r!^3} \left( \ln(m + \binom{r}{2} + \Delta) - \ln(1 + \binom{r}{2} + \Delta) \right)^r, \]
which proves the theorem. Note that the integrand in (10) is positive everywhere, so we were justified to restrict the range of the integral in (11), effectively dropping negligible terms.

Theorem 13 now follows from Theorem 18 by setting \( \Delta = 0. \)

### 6 Conclusion

**Outlook.** It remains an open question whether one can obtain good upper bounds for the expected number of steps performed by RANDOM-EDGE when the corank is bounded. The only non-trivial result at this point remains the \( O(\log n) \) bound for the case \( r = 2 \), which was settled in [6] and which the author has studied further in a more abstract setting in [13]. It might well be that there is a threshold behavior in the sense that RANDOM-EDGE performs well for slowly growing \( r \), and badly for quickly growing \( r \). Finally, the same questions can be asked for other simplex pivoting rules that might be easier to analyze.

**Remark on the dependence on \( r \).** The leading factor \( 1/r!^3 \) in Theorem 18 is rather small. Due to the results by Friedmann et al. [3], this factor cannot in general be tight. Unfortunately, an improvement seems to be beyond the scope of our method. For the interpretation of Theorem 2 some readers may find it interesting to pick a value of \( r \) that depends on the number of facets \( n \). Not every such choice of \( r \) leads to a meaningful bound; but it is possible to choose \( r = r(n) = \ln^{1/s} (1 + 4n/r^4) \) with any \( s > 3 \), which leads to a lower bound of the form \( (\ln n)^\Omega(\ln^{1/s} n) \) for the directed random walk on a grid polytope with \( n \) facets and corank \( r(n) \).
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Abstract
The key to a robust and efficient implementation of a computational geometry algorithm is an efficient algorithm for detecting degenerate predicates. We study degeneracy detection in constructing the free space of a polyhedron that rotates around a fixed axis and translates freely relative to another polyhedron. The structure of the free space is determined by the signs of univariate polynomials, called angle polynomials, whose coefficients are polynomials in the coordinates of the vertices of the polyhedra. Every predicate is expressible as the sign of an angle polynomial \( f \) evaluated at a zero \( t \) of an angle polynomial \( g \). A predicate is degenerate (the sign is zero) when \( t \) is a zero of a common factor of \( f \) and \( g \). We present an efficient degeneracy detection algorithm based on a one-time factoring of every possible angle polynomial. Our algorithm is 3500 times faster than the standard algorithm based on greatest common divisor computation. It reduces the share of degeneracy detection in our free space computations from 90% to 0.5% of the running time.
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1 Introduction
An implementation of a computational geometry algorithm is robust if for every input the combinatorial output is correct and the numerical output is accurate. The challenge is to implement the predicates in the algorithms: the signs of algebraic expressions whose variables are input parameters. A predicate is degenerate if its sign is zero. A nondegenerate predicate can usually be evaluated quickly, using machine arithmetic. However, detecting that a predicate is degenerate requires more costly computation.
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We present research in degeneracy detection. Prior research mainly addresses degeneracy due to nongeneric input, such as the signed area of a triangle with collinear vertices. Such degeneracy is easily eliminated by input perturbation [3]. We address predicates, which we call identities, that are degenerate for all choices of the input parameters. One example is the signed area of a triangle $pab$ with $p$ the intersection point of line segments $ab$ and $cd$, which is identical to zero when $p$ is replaced by its definition in terms of the input.

This identity occurs when constructing the convex hull of the intersection of two polygons. Figure 1 shows generic polygons $abc$ and $defgh$ that intersect at points $\{p_1, \ldots, p_6\}$. The convex hull algorithm encounters an identity when it evaluates the signed area of any three of $\{p_1, p_2, p_3, p_4\}$. Triangulating the intersection of two polygons involves similar identities.

Identities are common when the output of one algorithm is the input to another. The second algorithm evaluates polynomials (the signed area in our example) on arguments (the $p_i$ in our example) that are derived from input parameters by the first algorithm. When these algebraic expressions are rational, the identities are amenable to polynomial identity detection [9]. We are interested in identities involving more general algebraic expressions.

There are two general approaches to identity detection (Sec. 2). One [1] uses software integer arithmetic, computer algebra, and root separation bounds to detect all degenerate predicates, including identities. The second adds identity detection logic to computational geometry algorithms. In the convex hull example, this logic checks if three points lie on a single input segment. The first approach can greatly increase the running time of the software and the second approach can greatly increase the software development time.

We present a new approach to identity detection that avoids the high running time of numerical identity detection and the long development time of identity detection logic. The approach applies to a class of computational geometry algorithms with a common set of predicates. We write a program that enumerates and analyzes the predicates. The predicates are represented by algebraic expressions with canonical variables. The hull example requires 24 canonical variables for the coordinates of the at most 12 input points that define the three arguments of the signed area. When implementing the algorithms, we match their arguments against the canonical variables and use the stored analysis to detect identities.

We apply this approach in constructing the free space of a polyhedron $R$ that rotates around a fixed axis and translates freely relative to a polyhedron $O$ (Secs. 3 and 8). For example, $R$ models a drone helicopter and $O$ models a warehouse. The configuration of $R$ is specified by its position and its rotation angle. The configuration space is the set of configurations. The free space is the subset of the configuration space where the interiors of $R$ and $O$ are disjoint. Robust and efficient free space construction software would advance motion planning, part layout, assembly planning, and mechanical design.
The structure of the free space is determined by the configurations where \( R \) has four contacts with \( O \). A contact is determined by a vertex of \( O \) and a facet of \( R \), a facet of \( O \) and a vertex of \( R \), or an edge of \( O \) and an edge of \( R \). The angle (under a rational parameterization) of a configuration with four contacts is a zero of a univariate polynomial of degree 6, which we call an angle polynomial, whose coefficients are polynomials in the 48 coordinates of the 16 vertices of the 4 contacts. Every predicate in free space construction is expressible as the sign of an angle polynomial \( f \) evaluated at a zero \( t \) of an angle polynomial \( g \) (Sec. 4). A predicate is degenerate when \( t \) is a zero of a common factor \( h \) of \( f \) and \( g \). It is an identity when \( h \) corresponds to a common factor of \( f \) and \( g \) considered as multivariate polynomials in \( t \) and in the vertex coordinates.

Neither prior identity detection approach is practical. Detecting an identity as a zero of the greatest common divisor of \( f \) and \( g \) is slow (Sec. 9). Devising identity detection logic for every predicate is infeasible because there are over 450,000,000 predicates and 13,000 identities (Sec. 7.4). We present an efficient identity detection algorithm (Sec. 6) based on a one-time analysis of the angle polynomials (Sec. 7).

We enumerate the angle polynomials using canonical variables for the vertex coordinates. Working in the monomial basis is impractical because many of the angle polynomials have over 100,000 terms. Instead, we represent angle polynomials with a data structure, called an a-poly, that is a list of sets of vertices (Sec. 5). The enumeration yields 1,000,000 a-polys, which we reduce to the 30,000 representatives of an equivalence relation that respects factorization. We construct a table of factors for the equivalence class representatives in one CPU-day on a workstation.

We factor an angle polynomial by looking up the factors of its representative in the table and substituting its vertex coordinates for the canonical variables. We use the factoring algorithm to associate each zero of an angle polynomial \( g \) with an irreducible factor \( h \). Before evaluating a predicate at \( t \), we factor its angle polynomial \( f \). The predicate is an identity if \( h \) is one of the factors. Our algorithm is 3500 times faster than computing greatest common divisors. It reduces the share of degeneracy detection in our free space computations from 90% to 0.5% of the running time (Sec. 9). Sec. 10 provides guidelines for applying table-based identity detection to other domains.

2 Prior work

Identity detection is the computational bottleneck in prior work by Hachenberger [2] on computing the Minkowski sum of two polyhedra. He partitions the polyhedra into convex components and forms the union of the Minkowski sums of the components. Neighboring components share common, collinear, or coplanar features, resulting in many identities in the union operations. Detecting the identities via the numerical approach (using CGAL) dominates the running time.

Mayer et al [5] partially compute the free space of a convex polyhedron that rotates around a fixed axis and translates freely relative to a convex obstacle. They report no identity detection problems. Identities can be detected using one rule: all polynomials generated from a facet of one polyhedron and an edge of the other are the same up to sign and hence their zeros are identical. These polynomials correspond to our type I predicates for general polyhedra (Sec. 8).

We address identities in four prior works. We [4] compute polyhedral Minkowski sums orders of magnitude faster than Hachenberger by using a convolution algorithm, which has fewer identities, and by detecting identities with special case logic. We [6] compute free...
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Spaces of planar parts bounded by circular arcs and line segments. The number of identities is small, but the proof of completeness is lengthy. We [7] compute free spaces of polyhedra where \( R \) translates in the \( xy \) plane and rotates around the \( z \) axis. The identity detection logic is retrospectively confirmed using our new approach. There are 816 equivalence classes with 290 in the basis versus 30,564 and 15,306 for the 4D configuration space (Sec. 7).

Finally, we [8] find placements for three polyhedra that translate in a box. The algorithm performs a sequence of ten Minkowski sums and Boolean operations, resulting in many identities. One implementation handles the identities as special cases. A second implementation performs a sequence of ten Minkowski sums and Boolean operations, resulting in many identities. The former is twice as fast as the latter and is exact, but took months to develop and lacks a completeness proof.

### 3 Free space

This section begins our treatment of free space construction. The polyhedra \( R \) and \( O \) have triangular facets. Without loss of generality, we use the \( z \) axis as the axis of rotation. We denote the rotation angle using a rational parameterization of the unit circle. A point set of five in our treatment of free space construction. The polyhedra \( R \) and \( O \) have triangular facets. Without loss of generality, we use the \( z \) axis as the axis of rotation. We represent the rotation angle using a rational parameterization of the unit circle. A configuration \( c \) of \( R \) is a rotation parameter \( t \) and a translation vector \( d \), denoted \( c = (t, d) \).

It maps a point \( p \) to the point \( c(p) = d + \Theta(t)p \),

\[
\Theta(t)p = \left( \frac{(1-t^2)p_x - 2tp_y}{1+t^2}, \frac{2tp_x + (1-t^2)p_y}{1+t^2}, p_z \right).
\]

A point set \( P \) maps to \( c(P) = \{c(p) \mid p \in P\} \). The free space is \( \{c \mid O \cap c(R) = \emptyset\} \).

The boundary of the free space consists of contact configurations \( c \) at which the boundaries of \( c(R) \) and \( O \) intersect but not the interiors. The generic contacts are a vertex \( r_k \) of \( R \) on a facet \( o_h o_i o_j \) of \( O \), a vertex \( o_h \) of \( O \) on a facet \( r_j r_i r_k \) of \( R \), and an edge \( o_h o_i \) of \( O \) tangent to an edge \( r_j r_k \) of \( R \). The boundary has faces of dimension \( k = 0 \) through \( k = 3 \). A face of dimension \( k \) consists of configurations where \( 4 - k \) contacts occur.

A necessary condition for contact is that the four vertices of the two features are coplanar, so their tetrahedron has zero volume. We substitute the vertices—applying \( c \) to those from \( R \)—into the volume formula \( (q-p) \times (u-p) \cdot (v-p)/6 \) to obtain a contact expression. We substitute Eq. (1), multiply by 6, and clear the denominator of \( 1 + t^2 \) to obtain a contact polynomial, denoted \( o_h o_i o_j - r_k, o_h - r_j r_i r_k, o_h o_i - r_j r_k \) (Table 1).

<table>
<thead>
<tr>
<th>Table 1 Contact polynomials.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>denotation</strong></td>
</tr>
<tr>
<td>( o_h o_i o_j - r_k )</td>
</tr>
<tr>
<td>( o_h - r_j r_i r_k )</td>
</tr>
<tr>
<td>( o_h o_i - r_j r_k )</td>
</tr>
</tbody>
</table>

Computing the common zeros of four contact polynomials is a core task in free space construction. The polynomials have the form \( k_{i1}d_z + k_{i2}d_y + k_{i3}d_z + k_{i4} = 0 \) where the \( k_{ij} \) are polynomials in \( t \). They have a common zero at \( t = t_0 \) if the determinant \( |k_{ij}| \) is zero and the matrix \( [k_{ij}] \) has a nonzero 3-by-3 left minor. We construct the faces of the free space boundary with a sweep algorithm whose events are zeros of these determinants (Sec. 8). Moreover, the vertices are common zeros of contact polynomials, as we explain next.

Figure 2 depicts a zero of the contact polynomials \( p_1 = o_h o_i o_j - r_k \), \( p_2 = o_j o_i o_k - r_1 \), \( p_3 = o_h - r_j r_i r_k \), and \( p_4 = o_h - r_j r_k \). For this to be a vertex, \( c(r_i)c(r_j) \) cannot pierce \( o_h o_i o_j \) or else the interiors of \( O \) and \( c(R) \) would intersect. The edge/facet piercing test uses...
We represent an angle polynomial with an angle polynomial whose coefficients are rational functions of the input. There are three kinds of a-polys.

A degenerate predicate has a polynomial that is identically zero. This identity resembles the signed area identities (Sec. 1) in that a polynomial is evaluated on arguments that are derived from the input. However, we cannot apply polynomial identity detection [9] because the arguments are not rational functions of the input but rather the zeros of polynomials whose coefficients are rational functions of the input.

### Predicates

An angle polynomial is a polynomial in \( t \) that is used in free space construction. We show that every predicate is expressible as the sign of an angle polynomial \( f \) evaluated at a zero of an angle polynomial \( g \). The only exception is the sign of a contact polynomial \( p \) evaluated at a common zero \( c \) of contact polynomials \( \{p_1, p_2, p_3, p_4\} \). We express this form like the other predicates by constructing a polynomial \( f \) such that \( p(c) = 0 \) iff \( f(t_0) = 0 \) as follows.

Let \( f \) be the determinant of \( \{p_i, p_j, p_k, p\} \), with \( \{p_i, p_j, p_k\} \), \( 1 \leq i < j < k \leq 4 \), having a non-zero left 3-by-3 minor at \( t = t_0 \). If \( f(t_0) = 0 \), \( \{p_i, p_j, p_k, p\} \) are linearly dependent in \( d \) at \( t = t_0 \), so \( p \) is a linear combination of \( \{p_i, p_j, p_k\} \) and \( p(c) = 0 \). If \( p(c) = 0 \), \( \{p_i, p_j, p_k, p\} \) must be linearly dependent at \( t = t_0 \) because \( p_i(c) = p_j(c) = p_k(c) = 0 \) and hence \( f(t_0) = 0 \).

A degenerate predicate has a polynomial \( f \) such that \( f(t_0) = 0 \) for \( t = t_0 \) a zero of \( g \). In other words, \( f \) and \( g \) have a common factor \( h \) and \( h(t_0) = 0 \). This degeneracy is an identity if \( h \) results from a common factor of \( f \) and \( g \) considered as multivariate polynomials in \( t \) and in the canonical vertex coordinates. We make such common factor detection fast by enumerating the canonical polynomials, factoring them, and storing the results in a table.

### Angle polynomials

We represent an angle polynomial with an a-poly: a list of elements of the form \( L_O - L_R \) with \( L_O \) and \( L_R \) lists of vertices of \( O \) and of \( R \) in increasing index order. Elements are in order of increasing \( |L_O| + |L_R| \), then increasing \( |L_O| \), then increasing vertex index (lexicographically). There are three kinds of a-polys.

The first kind represents the angle polynomials at whose zeros four contacts can occur. It has three types of elements. A 1-contact denotes a contact polynomial. A 2-contact \( o_h - r_ir_j \) denotes 1-contacts \( o_h - r_ir_j r_k \) and \( o_h - r_ir_j \) that jointly constrain \( o_h \) to the line.

![Figure 2](image-url) Identity in free space vertex predicate: \( r_0 \) is in the plane of \( o_0 o_1 o_2 \).
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$r_i r_j$; likewise $o_h o_i - r_j$. A 3-contact $o_h - r_i$ denotes three polynomials whose zeros are the configurations where the two vertices coincide. A list of elements that together denote four polynomials comprises an a-poly.

The second kind represents an angle polynomial that is zero when an edge of one polyhedron and two edges of the other polyhedron are parallel to a common plane. It has three elements of types $o_au_j -$ and $-r_i r_j$, for example $(o_1 o_2 -, -r_1 r_2 , -r_4 r_5 )$. However, if the two edges share a vertex, we contract $(o_h o_i -, -r_j r_k , -r_j r_l )$ to $(o_h o_i - r_j r_k r_l )$, corresponding to an edge parallel to a facet. Likewise, $(o_h o_i - r_j r_k r_l )$. The third kind corresponds to the 3-by-3 left minor (Sec. 3): the $d$-coefficients of three contact polynomials. The $d$-coefficients of $o_i o_j o_k r_i - r_l$ and $o_i - r_j r_k r_l$ do not depend on $r_l$ and $o_i$, hence the elements are of type $o_i o_j o_k r_i - r_j r_k r_l$.

The derivation of the angle polynomials from their a-polys is as follows.

**Four 1-contacts.** The contact expressions (Table 1) have the form $d \cdot n + k$. The vectors $n$ have the form $a$, $\Theta(t) a$, or $a \times \Theta(t) b$ and the summands of the scalar $k$ have the form $a \cdot b$ or $a \cdot \Theta(t) b$ with $a$ and $b$ constant vectors. The angle polynomial is the numerator of

$$
\begin{vmatrix}
    n_{1x} & n_{1y} & n_{1z} & k_1 \\
    n_{2x} & n_{2y} & n_{2z} & k_2 \\
    n_{3x} & n_{3y} & n_{3z} & k_3 \\
    n_{4x} & n_{4y} & n_{4z} & k_4
\end{vmatrix}.
$$

Expanding in terms of minors using the last column, $k_1$ has minor $n_2 \cdot (n_3 \times n_4 )$. Using the formula, $u \times (v \times w) = (u \cdot w)v - (u \cdot v)w$, each minor reduces to a sum of terms of the form $a \cdot b$, $a \cdot \Theta(t) b$, or $(a \cdot \Theta(t) b)(c \cdot \Theta(t) d)$. Applying equation (1) and clearing the denominator reduces $k_1$, $k_2$, and $k_3$ to quadratics in $t$ and reduces the minors to quartics in $t$, so the angle polynomial has degree 6.

**One 2-contact and two 1-contacts.** For a 2-contact $o_i o_j - r_k$, $c(r_k ) = d + \Theta(t) r_k$ is on the line of $o_i o_j$, so $d$ is on the line through $o_i - \Theta(t) r_k$ and $o_j - \Theta(t) r_k$. We intersect this line with the planes of the other two contact polynomials. We express the line as $\lambda u + v$ with $u = o_j - o_i$ and $v = o_j - \Theta(t) r_k$, compute the values $\lambda_i = -(n_i \cdot v + k_i)/(n_i \cdot u)$ where the line intersects the two planes $n_i \cdot p + k_i$, set $\lambda_1 = \lambda_2$, and cross multiply to obtain a quartic angle polynomial. Similarly 2-contact $o_i - r_j r_k$ corresponds to a line with $u = \Theta(t)(r_j - r_k)$ and $v = o_i - \Theta(t) r_j$.

**Two 2-contacts.** The expression is the signed volume of the four points that define the lines of the 2-contacts, which yields a quartic angle polynomial. Figure 2 illustrates this situation.

**One 3-contact and one 1-contact.** For a 3-contact $o_i - r_j$, $o_i = d + \Theta(t) r_j$. We substitute $d = o_i - \Theta(t) r_j$ into the 1-contact polynomial to obtain a quadratic angle polynomial.

**Other kinds.** The second, $(-r_i r_j r_k , -r_i r_j r_k , -r_i r_j r_k , -r_i r_j r_k )$ and $(-r_i r_j r_k , -r_i r_j r_k , -r_i r_j r_k )$, has expressions that yield quadratic angle polynomials $\Theta(t)(r_j r_k r_l ) \times (r_j r_k r_l ) \cdot (o_j - o_i)$ and $\Theta(t)(r_j r_k r_l ) \cdot (o_j - o_i) \times (o_j - o_i)$. The second has expression $(n_1 \times n_2 ) \cdot n_3$, where $o_i o_j o_k r_i r_j r_k$ has normal $n = (o_j - o_i) \times (o_k - o_i)$, $-r_i r_j r_k$ has normal $n = \Theta(t)(r_j r_k r_l ) \times (r_j r_k r_l )$, and $o_i o_j - r_j r_k$ has normal $n = (a_i - o_i) \times \Theta(t)(r_k - r_j )$. The third has the same polynomials as the quartic minor polynomials above in the four 1-contacts case.
6 Factoring

This section gives an algorithm for factoring angle polynomials represented as a-polys. Two a-polys are equivalent if a vertex bijection maps one to the other. The bijection maps a factorization of one to a factorization of the other. The factoring algorithm uses a table that contains the factorization of a representative a-poly from each equivalence class. Sec. 7 explains how we constructed this table. It is available in the web directory http://www.cs.miami.edu/~vjm/robust/identity.

Identity detection requires that an irreducible polynomial be denoted by a unique a-poly, so one can detect if different a-polys have a common factor. One problem is that nonequivalent a-polys can denote the same polynomial. We solve this problem by selecting the factors in the table from a minimal subset of the equivalence classes that we call basis classes. A second problem is that equivalent a-polys can denote the same polynomial. This problem is so rare that we can record all the basis a-polys that generate a factor, called its factor set, and select a unique one during factoring. The factoring algorithm maps an input a-poly to the representative of its equivalence class, obtains the factor sets of the representative from the table, and applies the inverse map to obtain sets of a-polys in the variables of the input a-poly. To achieve uniqueness, it selects the lexicographical minimum from each set, using a vertex order that we indicate by the o and r indices.

6.1 Mapping an a-poly to its representative

The mapping algorithm generates the permutations of the input a-poly such that the elements remain increasing in |LO| + |LR| then in |LO| (but disregarding the lexicographical order of vertex indices). For each permuted contact list, it assigns each vertex an indicator: a bit string in which a 1 in position k indicates that the vertex appears in the kth element. It labels a permutation with its O vertex indicators in decreasing order followed by its R vertex indicators in decreasing order. It selects the permutation with the largest label, replaces the ith O vertex in indicator order by the canonical vertex o_i, and likewise for the R vertices and r_i. If two vertices have the same indicator, both orders yield the same output because the indices of an a-poly are placed in increasing order.

For example, in a-poly (o27 − r22r66r78, o43 − r22r66r78, o27o51 − r15r786, o27o43 − r15r786), o27 has indicator 1011, and the indicator list is 1011,0101,0010;1111,1100,1100,0010,0001. The permutations swap the first two and/or last two elements. Swapping the last two yields the maximal indicator list 1011,0101,0010;1111,1100,1100,0010,0001 and the representative (o0 − r0r172, o1 − r0r172, o0o1 − r0r3, o0o2 − r0r4). In the table, this representative has factor sets {((o0o1 − r0r1r2))} and {((-o0o1o2, o0o1 − r0r3, o0o2 − r0r4))}. The inverse vertex mapping yields the factors (o27o43 − r22r66r78) and (−r22r66r78, o27o43 − r15r786, o27o51 − r15r786).

6.2 Uniqueness

Fig. 3 illustrates how a-polys can have the same polynomial. The 1-contacts o0o1 − r0r1, o0o1, o2r2, and o0o1o2 − r4 determine the angle parameter t because they are invariant under translation parallel to o0o1. Translating R parallel to o0o1 until one element becomes a 2-contact yields an a-poly C1 that is zero at the same t values. If r0r1 hits o0, C1 = (o0 − r0r1, o0o1 − r2r3, o0o1o2 − r4) (Fig. 3b) and if r2r3 hits o1, C2 = (o1 − r2r3, o0o1 − r0r1, o0o1o2 − r4). These a-polys are equivalent under the map from C1 to C2: o0 → o1, o1 → o0, o2 o2 → o2, r0 → r2, r1 → r3, r2 → r0, r3 → r1, r4 → r4. There are also C3 and C4 where r0r1 hits o1 or r2r3 hits o0 and C5 = (o0o2 − r4, o0o1 − r0r1, o0o1 − r2r3) and
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Figure 3 Equivalent a-polys: (a) translation parallel to $o_0o_1$ preserves circled contacts $o_0o_1 - r_0r_1$, $o_0o_1 - r_2r_3$, and $o_0o_1 - o_2 - r_4$; (b) a-poly $(o_0 - r_0r_1, o_0o_1 - r_2r_3, o_0o_1o_2 - r_4)$.

$C_6 = \{o_1o_2 - r_4, o_0o_1 - r_0r_1, o_0o_1 - r_2r_3\}$ where $r_4$ hits $o_0o_2$ or $o_1o_2$. $C_5$ and $C_6$ are not equivalent to $C_1, C_2, C_3, C_4$ because their first element has two $O$ vertices, not one.

The a-poly $(o_1 - r_0r_1r_2, o_0o_1 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7)$ maps to the representative $(o_0 - r_0r_1r_2, o_0o_1 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7)$ with factor sets $\{(o_0o_1 - r_0r_1r_2)\}$ and $\{(o_0 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7), (o_1 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7)\}$ and $\{(o_1 - r_0r_1r_2, o_0o_1 - r_3r_4, o_0o_1o_2 - r_7), (o_1 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7)\}$ because the second factor is equivalent to $C_1, C_2, C_3$. Its factor set does not contain a-polys equivalent to $C_5$ and $C_6$ because their class is not in the basis. The inverse map (in this case swapping $o_0$ and $o_1$) results in factor sets $\{(o_0o_1 - r_0r_1r_2)\}$ and $\{(o_1 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7), (o_0 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7)\}$.

The algorithm selects the (minimal) third element $(o_0 - r_3r_4, o_0o_1 - r_5r_6, o_0o_1o_2 - r_7)$ of the second set as the second factor.

7 Constructing the table of factors

This section explains how we enumerate the a-poly equivalence classes (Sec. 7.1), factor the class representatives and select a basis (Sec. 7.2), and construct the table of factors (Sec. 7.3). The factoring algorithm is probabilistic and depends on the completeness assumption that the factors of a-polys are a-polys. If this assumption were false, the algorithm would have failed. We verify the table to a high degree of certainty using standard techniques for testing polynomial identities (Sec. 7.4).

7.1 Equivalence classes

We enumerate the a-poly classes as follows. Let $a_i, b_i, c_i, d_i, e_i, f_i$ denote vertices and define $s_i = \{a_i - e_i\}$, $t_i = \{a_i - d_i, a_i - f_i\}$, $u_i = \{a_i - d_i, a_i - f_i, a_i - d_i, a_i - f_i\}$, $v_i = \{a_i - d_i, a_i - f_i, a_i - d_i, a_i - f_i\}$, $w_i = \{-a_i, a_i - b_i\}$, $x_i = \{-a_i, a_i - b_i, a_i - c_i, a_i - d_i, a_i - e_i\}$. We generate the a-polys that are lists of $k$-contacts with the sets $s_1 \times u_2$ (a 3-contact and a 1-contact), $t_1 \times t_2$ (two 2-contacts), $t_1 \times u_2 \times u_3$ (a 2-contact and two 1-contacts), and $u_1 \times u_2 \times u_3 \times u_4$ (four 1-contacts). We generate the other kinds of a-polys with the sets $v_i$ (edge parallel to facet), $w_1 \times w_3 \times w_3$ (edges parallel to plane), and $x_1 \times x_2 \times x_3$ (3-by-3 left minor). For each element of each set, we assign $O$ vertices to the $a_i, b_i, c_i$ in every possible...
manner. Starting from \( o_0 \), we assign increasing indices to the vertices of an edge or a facet. We assign \( R \) vertices to \( d_1, e_1, f_1 \) likewise. The highest index is 11.

For example, \( s_1 \times o_2 = \{(a_1 - d_1, a_2 - d_2 e_2 f_2), (a_1 - d_1, a_2 b_2 - d_2 e_2), (a_1 - d_1, a_2 b_2 e_2 - d_2)\} \). We must set \( a_1 = 0 \). We can set \( a_2 = o_0 \) or \( a_2 = 0 \) because \( a_2 \) is in a different feature, and then assign increasing indices to \( b_2 \) and \( c_2 \). Similarly for \( d_1, d_2, e_2, \) and \( f_2 \). The results are \( \{(a_0 - r_0, o_0 - r_0 r_1 r_2), (a_0 - r_0, o_0 - r_0 r_1 r_2), (a_0 - r_0, o_0 - r_1 r_2 r_3), (a_0 - r_0, o_0 - r_0 r_1 r_2 r_3), (a_0 - r_0, o_0 r_1 - r_0 r_1), (a_0 - r_0, o_0 r_1 - r_0 r_1), (a_0 - r_0, o_1 o_2 - r_1 r_2), (a_0 - r_0, o_1 o_2 - r_1 r_2), (a_0 - r_0, o_1 o_2 - r_0), (a_0 - r_0, o_1 o_2 - r_1), (a_0 - r_0, o_1 o_2 - r_1)\} \).

The enumeration yields about one million \( a \)-polys. Generating their representatives (Sec. 6) and removing duplicates yields 30,564 equivalence class representatives.

7.2 Basis classes

We factor the representatives probabilistically. We replace the canonical coordinates of \( o_0, \ldots, o_{11} \) and \( r_0, \ldots, r_{11} \) with random integers, construct the resulting univariate integer polynomials, and factor them with Mathematica. An irreducible univariate implies that the canonical polynomial is irreducible; the converse is true with high probability.

An \( a \)-poly depends on a vertex if its univariate changes when the coordinates of the vertex are assigned different random integers. For example, \( (o_0 o_1 - r_0, o_2 - r_1 r_2 r_3, o_2 - r_1 r_2 r_4) \) does not depend on \( r_3 \) and \( r_4 \) because \( o_2 - r_1 r_2 r_3 \) and \( o_2 - r_1 r_2 r_4 \) can be replaced by \( o_2 - r_1 r_3 \); \( o_2 \) in contact with \( r_1 r_2 r_3 \) and \( r_1 r_2 r_4 \) is equivalent to \( o_2 \) in contact with \( r_1 r_2 \). An \( a \)-poly is complete if it depends on all of its vertices. An angle polynomial is contiguous if it depends on \( o_0, o_1, \ldots, o_l \) and \( r_0, r_1, \ldots, r_m \) for some \( l \) and \( m \). A complete representative is also contiguous because we assign vertices to the indicators contiguously (Sec. 6).

We select a basis of complete, contiguous, and irreducible \( a \)-polys, represented by the representatives of their classes. (We prove that such a basis exists by verifying the table of factors (Sec. 7.4).) We construct a map \( I \) from the univariate of each basis \( a \)-poly to the set of basis \( a \)-polys that generate it. In the Sec. 6.2 example, \( C_1 \) is in the basis and generates a univariate \( p \). The equivalent \( a \)-polys \( C_2, C_3, \) and \( C_4 \) also generate \( p \), so \( I(p) = \{C_1, C_2, C_3, C_4\} \). Although \( C_2 \) and \( C_4 \) also generate \( p \), they are not in \( I(p) \) because they belong to another (necessarily non-basis) equivalence class.

The algorithm visits each representative \( p \). If \( p \) is complete and its univariate \( p \) is irreducible but \( I(p) = \emptyset \), the algorithm adds \( p \) to the basis representatives, permutes its vertices in every way, calculates the univariate \( u \) for each resulting \( a \)-poly \( a \), and adds \( a \) to the set \( I(u) \).

The condition \( I(p) = \emptyset \) prevents adding an \( a \)-poly to the basis whose univariate is already generated by a member of a basis class. For example, \( p_1 = (-r_0 r_1 r_2, -r_0 r_3 r_4, o_0 o_1 - r_0 r_3) \) is assigned to the basis. Later, \( p_2 = (o_0 - r_0 r_1, o_0 - r_2 r_3 r_4, o_0 o_1 - r_2 r_3) \) is complete and has an irreducible univariate that is generated by \( (-r_0 r_1 r_2, -r_2 r_3 r_4, o_0 o_1 - r_2 r_3) \), which is a permutation of \( p_1 \). Since every permutation of \( p_1 \) is in \( I \), \( p_2 \) is not assigned to the basis.

7.3 Factor table

The factor table provides a list of factor sets for each representative. For a basis representative \( p \) with univariate \( p \), the list is \( \langle I(p) \rangle \). If \( p \) is not in the basis, we process each factor \( f \) of \( p \) as follows.

1. Determine which vertices \( f \) depends on. Randomly change a vertex of \( p \), generate the new univariate, and factor it. If \( f \) is not a factor, it depends on the vertex.
(2) Rename the vertices of $\rho$ to obtain a $\rho'$ for which the factor $f'$ that corresponds to $f$ is contiguous. Let $f$ depend on $o_{i_1}, o_{i_1}, \ldots, o_{i_m}$ and $r_{j_0}, r_{j_1}, \ldots, r_{j_n}$, but not on $o_{i_{m+1}}, o_{i_{m+2}}, \ldots, o_n$ and $r_{j_{m+1}}, r_{j_{m+2}}, \ldots, r_{j_n}$. Substitute $o_k \rightarrow o_k$ for $k = 1, \ldots, m$ and $r_k \rightarrow r_k$ for $k = 1, \ldots, n$.

(3) Find the factor $f'$ of $\rho'$ that depends on $o_0, \ldots, o_m$ and $r_0, \ldots, r_n$, and has the same degree as $f$. (This factor is unique; otherwise, we would consider every match.)

(4) Look up $I(f')$ and invert the vertex substitution to obtain a factor set.

For example, the univariate of $\rho = (o_0 o_1 - r_0 r_1, o_2 o_3 o_4 - r_2, o_2 o_3 o_4 - r_3, o_5 o_6 o_7 - r_4)$ has a factor $f$ that depends on all its variables and a quadratic factor $g$ that depends on $o_2, o_3, o_4, r_2, r_3$. The factor set of $f$ is $I(f) = \{o_2 o_3 o_4 - o_5 o_6 o_7, o_0 o_1 - r_0 r_1\}$. To obtain the factor set of $g$, substitute $o_2, o_3, o_4, a_0, a_1, r_2, r_3, r_0, r_1 \rightarrow a_0, a_1, o_2, o_3, a_4, r_0, r_1, r_2, r_3$. The quadratic factor $g'$ of $\rho' = (o_0 o_4 - r_2 r_3, o_0 o_1 o_2 - r_0, o_0 o_1 o_2 - r_1, o_0 o_6 o_7 - r_4)$ depends on $o_0 o_1 o_2$ and $r_0 r_1$, and $I(g') = \{o_0 o_1 o_2 - r_0 r_1\}$. Inverting the vertex substitution yields the second factor set of $\rho$: $\{(o_2 o_3 o_4 - r_2 r_3)\}$.

To save space, we do not add entries to $I$ corresponding to permutations of basis representatives with degree-6 univariate because their degree is not univariate factors. To test if $\rho$ with irreducible degree-6 univariate $p$ is in the basis, we generate the permutations of $\rho$ and their univariate. If none has an entry in $I$, $\rho$ is in the basis, and we add an entry for $p$ to $I$.

If the univariate $p'$ of a permutation has an entry in $I$, the sole factor set of $\rho$ is the result of applying the inverse of the permutation to $I(p')$.

7.4 Analysis

Out of 30,564 representatives, 15,306 are basis, 991 are constant, 3,840 are irreducible but non-basis, 8263 have two factors (including 260 squares), and 2164 have three factors (including 6 cubes). Since a predicate is an a-poly evaluated on a zero of a basis polynomial, we listed 450,000,000 ≈ 30,564·15,306 predicates in the introduction. Likewise, we stated the number of identities as $13,000 \approx 1 \cdot 3840 + 2 \cdot 8263 + 3 \cdot 2164$ ways of evaluating a non-basis polynomial on the zero of a factor. Of the irreducible representative polynomials, 363 have two basis a-polys, 50 have three, 194 have four, and 194 have six.

Each factorization $f_1 f_2 \cdots f_m | f$ is equivalent to a polynomial identity $f - a f_1 f_2 \cdots f_m = 0$ for some constant $a$. Instead of analyzing the probability of failure of the algorithm, we verify the identities probabilistically using Schwartz’s lemma [9]. We use random 20-bit values modulo a prime $p$. The first substitution determines $a$ and the rest verify the identity. Verifying all 15,258 factorizations takes 2 seconds and 10 minutes of verification reduces the probability of an error to below $10^{-1000}$. This also constitutes a probabilistic proof of the completeness assumption.

The running time for factor table construction was one CPU day. All but one CPU hour was spent generating the permutations of the degree-six irreducible polynomials to test if they are in the basis. The worst case is four contacts between $O$ vertices and $R$ facets or vice versa, which have about 70 billion permutations. The tests all succeeded, so perhaps we could have avoided this cost by proving a theorem.

8 Contact set subdivision

We summarize the portion of the freespaces construction used to measure the effect of identity detection. The details appear in the full version of the paper. The contact facet of a vertex $o_i$ of $O$ and a facet $r_i r_j r_k$ of $R$ is the set of configurations $c$ such that $o_i$ is tangent to $c(r_i r_j r_k)$, disregarding overlap of $O$ and $c(R)$ elsewhere. We denote this
contact facet as \( o_h - r_i r_j r_k \) because of its close relation to that a-poly. For fixed \( t, d \) lies on the triangle \( o_h - \Theta(t) r_i, o_h - \Theta(t) r_j, o_h - \Theta(t) r_k \). Likewise \( o_h o_i o_j - r_k \) (triangle) and \( o_h o_i o_j - r_i r_j, o_h - \Theta(t) r_j, \) contact vertex \( o_h - r_i, \) and so forth. We use F, E, and V as shorthand for contact face, edge, and vertex. An EF is the intersection of a contact edge and contact facet, and likewise an FF and an FFF. The algorithm creates a-polys from the denotations. For example, (E,F,F) would be the a-poly with one 2-contact and two 1-contacts resulting from listing the denotations of a contact edge and two contact facets.

We trace the evolution of the arrangement of EFs, FFs, and FFFs on a single contact facet as \( t \) ranges over the interval it exists. The events have four types (below). After each event, we update the list of EFs on its contact edges, and the list of FFFs on each FF. Ordering two EFs on an E can be expressed as a-poly (E,F,F). Checking if an EF lies on an E uses two (V,F) a-polys. Ordering two FFFs on an FF has a-poly (F,F,F,F).

- **Type I:** An F and its induced EFs, FFs, and FFFs appear or disappear at the zero of a parallel edge/facet a-poly.
- **Type II:** an FF and its induced EFs and FFFs appear or disappear at a (V,F) or (E,E) a-poly zero.
- **Type III:** an FFF appears or disappears on an FF and two EFs swap on an E at an (E,F,F) zero.
- **Type IV:** FFFs swap on FFs at an (F,F,F,F) zero.

Before evaluating a predicate at an event angle, we check for identity. An identity results from evaluating the predicate at a parameter \( t \) that is a zero of a \( k \geq 1 \) repeated irreducible factor of the a-poly of the predicate. We replace the sign of the predicate with the sign of its \( k \)th derivative, evaluated using automatic differentiation. The derivative gives the sign of the predicate value immediately after the event as required.

### 9 Results

We measure the running time of predicate evaluation using the factoring algorithm (Sec. 6) for identity detection and compare it to using the greatest common divisor (GCD) for degeneracy detection.

We compute the GCD with Euclid’s algorithm. The main step is polynomial division. We compute the degree of a remainder by finding its nonzero coefficient of highest degree. If the sign of a coefficient is ambiguous in double precision interval arithmetic, we evaluate modulo several 32-bit primes and invoke the Chinese Remainder Theorem (CRT). The a-polys have degree at most 9 in the input coordinates (Sec. 5). The leading coefficient is at most degree 9 in the polynomial coefficients. Hence, CRT requires \( [9 \cdot 9 \cdot 53/32] = 135 \) modulo evaluations. If they are all zero, the coefficient is zero. This analysis assumes that all inputs have the same exponent field and can be replaced by their 53-bit integer mantissas.

In our first set of tests, we selected 100,000 representatives at random and instantiated them on a pool of 12 \( O \) vertices and 12 \( R \) vertices with random coordinates in \((-1,1)\). We factored the univariates of these a-polys, isolated the zeros of the factors, and stored them in a red-black tree.

Let \( t_h \) be the \( h \)th largest real zero of \( h \), a factor of a random a-poly \( g \). When inserting \( t_h \) into the tree, it must be compared to prior zeros, such as the \( j \)th zero \( t_e \) of \( e \), a factor of \( f \). If \( e = h \) and \( i = j \), then \( t_h = t_e \). To measure the running time of the identity detection algorithm (Sec. 6), we add an unnecessary test if \( g(t_e) \) is an identity. This ensures identity tests on random polynomials with both possible answers. Adding these 9,660,759 identity tests (221,252 positive) increases the running time from 6.6 seconds to 18.1 seconds, giving an average identity detection time of 1.2 microseconds.
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**Figure 4** Sweep Inputs and number of vertices/facets. Actual frame and knot are large enough for simple and drone to fly through.

**Table 2** Sweep algorithm: \( f \) total number of contact facets, \( t_{\text{fac}} \) and \( t_{\text{GCD}} \) average running time in seconds for sweeping a facet with our identity detection and GCD-based degeneracy detection.

<table>
<thead>
<tr>
<th>O</th>
<th>R</th>
<th>( f )</th>
<th>( t_{\text{fac}} )</th>
<th>( t_{\text{GCD}} )</th>
<th>( t_{\text{GCD}}/t_{\text{fac}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>frame simple</td>
<td>2196</td>
<td>0.021</td>
<td>0.533</td>
<td>25.33</td>
</tr>
<tr>
<td>2</td>
<td>frame drone</td>
<td>18812</td>
<td>0.148</td>
<td>2.093</td>
<td>14.13</td>
</tr>
<tr>
<td>3</td>
<td>knot simple</td>
<td>23419</td>
<td>0.023</td>
<td>0.651</td>
<td>27.24</td>
</tr>
<tr>
<td>4</td>
<td>knot drone</td>
<td>235789</td>
<td>0.037</td>
<td>0.857</td>
<td>23.26</td>
</tr>
</tbody>
</table>

To test the GCD approach, we drop factoring and the equality test, and replace each polynomial \( f \) with its square-free form \( f/GCD(f,f') \). If the comparison of zeros \( t_f \) of \( f \) and \( t_g \) of \( g \) is ambiguous in double precision, we run the following degeneracy test on \( g(t_f) \). Set \( h \leftarrow \text{GCD}(f,g) \) and \( e = f/h \). If \( e(t_f) \) is unambiguously nonzero, \( g(t_f) \) must be zero. If \( e(t_f) \) and \( g(t_f) \) are both ambiguous, redo these steps with more precision. The additional time was 376 seconds for 81264 degeneracy tests, for an average time of 4627 microseconds. To be sure that \( t_f = t_g \) and not some other zero of \( g \), we must check that its comparison with other zeros is unambiguous, so the true cost of the GCD method is even higher.

In the second set of tests, we ran a sweep algorithm (Sec. 8) on the polyhedra shown in Fig. 4. Table 2 shows the average running times for sweeping a facet using factor-based identity detection and GCD degeneracy detection. We sweep either all the facets (tests 1-3) or a large random sample over all angles (test 4).

The first tests indicate that factor-based identity detection is 3500 times faster than GCD-based degeneracy detection. The sweep tests show that the effect of this improvement entails a factor of 14 speedup in sweep time. Since identity detection is sped up by 3500, factor-based identity detection uses less that 0.5% of the overall running time, versus 90% for GCD-based degeneracy detection.

**Discussion**

We have shown that looking up the factors of an a-poly is much faster than polynomial algebra for zero detection. As an additional advantage, factorization provides a unique representation of each algebraic number as the \( i \)th zero of an irreducible polynomial.

In future work, we will extend the sweep algorithm to completely construct the subdivision of a contact set. We are missing the surfaces that bound the cells and their nesting order. We will construct a connected component of the free space boundary by visiting the neighboring contact facets, computing their subdivisions, and so on. All the predicates are angle polynomials evaluated at zeros of angle polynomials.
For efficient free space boundary construction, we must eliminate irrelevant contact facets from consideration and must eliminate irrelevant sweep angles for relevant contact facets. One strategy is to construct a polyhedral inner and outer approximation of \( R \) as it sweeps through a small angle. For that angle range, the boundary of the rotational free space lies between the boundaries of the translational free spaces of the approximations. We can use our fast polyhedral Minkowski sum software \([4]\) to generate approximations of the rotational free space boundary for a set of angle intervals covering the unit circle. We see no reason that sweeping a relevant facet should have fewer identities than sweeping an irrelevant facet, and so fast identity detection should provide the same speedup as observed in Sec. 9.

We conclude that our identity detection algorithm is useful for the drone–warehouse problem. But does the technique generalize to other domains? We discuss three challenges.

Factor table construction (Sec. 7) depends on the property that the set of polynomials is closed under factorization. What if this is not true for some alternate class of polynomials? We would realize that something was missing when factor table construction failed due to unmatched univariates. We would then analyze the failure to uncover the missing polynomials. (This is how we discovered the three-edge parallel-feature a-polys.) The new polynomials might also have had unmatched factors. However, the process of adding missing factor polynomials must converge because factoring reduces degree.

Representative generation (Sec. 6) depends strongly on the a-poly representation. However, the approach should generalize. A predicate has symmetries on its inputs that leave it alone or flip its sign. Two invocations of a predicate function (with repeated inputs) are isomorphic if one can get from one to the other by applying those symmetries and reindexing inputs. A representative is the isomorphism class member that is lexicographically minimal.

Generalizing the matching of factors to prior classes for table generation would greatly increase the running time because it uses enumeration of permutations. In free space construction for \( R \) with \( d \) degrees of freedom, the computational complexity is \((3d!)d^2\), which would balloon to 80,000 years for \( d = 6 \) (unconstrained rotation and translation). We could use the “Birthday paradox” to match two polynomials by generating the square root of the number of permutations for each one and finding a collision, reducing the running time by a factor of \( \sqrt{3d!} \) to less than a day. Moreover, these enumerations can be tested in parallel.

Greater complexity might also increase the time required to construct a representative (Sec. 6) for identity detection, but this cost can be reduced by using a subset of the symmetry group and increasing the size of the lookup table. For example, if we did not reorder the elements, the table size would be 134,082, and if we did not reorder the left and right columns either, it would be 972,806. These tables are easy to generate from the minimal table, and both are reasonable for current RAM sizes.
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1 Introduction

Range searching asks to preprocess a set of objects and to build a data structure so that all objects intersecting a given query range can be reported quickly. There are classical variants of this problem such as computing the number of objects intersecting a query range, checking whether an object intersects a query range, and finding the closest pair of objects intersecting a query range. It is a widely used technique in computer science with numerous applications in geographic information systems, computer vision, machine learning, and data mining. These range searching problems have been studied extensively in computational geometry over the last decades. For more information on range searching, refer to the surveys [2, 20].

However, there are a large number of objects intersecting a query range in many real-world applications, and thus it takes long time to report all of them. Thus one might want to obtain a property of the set of such objects instead of obtaining all such objects. Queries of this kind are called range-analysis queries. More formally, the goal of this problem is to preprocess a set \( P \) of objects with respect to a fixed range-analysis function \( f \) and to build a data structure so that \( f(P \cap Q) \) can be computed efficiently for any query range \( Q \). These query problems have been studied extensively under various range-analysis functions such as
the diameter or width of a point set [8] and the length of the minimum spanning tree of a
point set [6]. Note that the classical variants mentioned above are also range-analysis query
problems. A clustering cost can also be considered as a range-analysis function.

Clustering is a fundamental research topic in computer science and arises in various
applications [19], including pattern recognition and classification, data mining, image analysis,
and machine learning. In clustering, the objective is to group a set of data points into clusters
so that the points from the same cluster are similar to each other and points from different
clusters are dissimilar. Usually, input points are in a high-dimensional space and the similarity
is defined using a distance measure. There are a number of variants of the clustering problem
in the geometric setting depending on the similarity measure such as the $k$-median, $k$-means,
and $k$-center clustering problems.

In this paper, we study the approximate range-analysis query problems for three variants
of the clustering with a set $P$ of $n$ points in $d$-dimensional Euclidean space with $d \geq 2$ and
axis-parallel rectangular range queries: the $k$-median, $k$-means, and $k$-center range-clustering
query problems. The approximate $k$-median, $k$-means and $k$-center range-clustering query
problems are defined as follows: Preprocess $P$ so that given a query range $Q$, an integer $k$
with $1 \leq k \leq n$ and a value $\varepsilon > 0$ as a query, an $(1+\varepsilon)$-approximation to the $k$-median,
$k$-means, and $k$-center clusterings of $P \cap Q$ can be computed efficiently. Our desired query
time is polynomial to $\log n$, $k$ and $(1/\varepsilon)$.

Previous work. The $k$-median and $k$-means clustering problems have been studied extens-
ively and there are algorithms achieving good approximation factors and polynomial running
times to the problem. Har-Peled and Mazumdar [18] presented an $(1+\varepsilon)$-approximation
algorithm for the $k$-means and $k$-median clustering using coresets for points in $d$-dimensional
Euclidean space. Their algorithm constructs a $(k,\varepsilon)$-coreset with property that for any
arbitrary set $C$ of $k$ centers, the clustering cost on the coreset with respect to $C$ is within
$(1 \pm \varepsilon)$ times the clustering cost on the original input points with respect to $C$. Then
it computes the clusterings for the coreset using a known weighted clustering algorithm.
Later, a number of algorithms for computing smaller coresets for the $k$-median and $k$-means
clusterings have been presented [9, 13, 17].

The $k$-center clustering problem has also been studied extensively. It is NP-Hard to
approximate the 2-dimensional $k$-center problem within a factor of less than 2 even under the
$L_\infty$-metric [12]. A 2-approximation to the $k$-center can be computed in $O(kn)$ time for any
metric space [12], and in $O(n \log k)$ time for any $L_p$-metric space [14]. The exact $k$-center
clustering can be computed in $n^{O(k^{3/\varepsilon})}$ time in $d$-dimensional space under any $L_p$-metric [4].
This algorithm combined with a technique for grids yields an $(1+\varepsilon)$-approximation algorithm
for the $k$-center problem that takes $O(n \log k + (k/\varepsilon)^{O(k^{1-1/d})})$ time for any $L_p$-metric [4].
Notice that all these algorithms are single-shot algorithms, that is, they compute a clustering
of given points (without queries) just once.

There have been some results on range-analysis query problems related to clustering
queries. Brass et al. [8] presented data structures of finding extent measures: the width, area,
or perimeter of the convex hull of $P \cap Q$. Arya et al. [6] studied data structures that support
clustering queries on the length of the minimum spanning tree of $P \cap Q$. Various types of
range-aggregate nearest neighbor queries have also been studied [23, 24].

Nekrich and Smid [22] considered approximate range-aggregate queries such as the
diameter or radius of the smallest enclosing ball for points in $d$-dimensional space. Basically,
their algorithm constructs a $d$-dimensional range tree as a data structure, in which each node
stores a $\delta$-coreset of points in its subtree (but not explicitly), and applies range-searching
query algorithms on the tree, where $\delta$ is a positive value. Their algorithm works for any aggregate function that can be approximated using a decomposable coreset including coresets for the $k$-median, $k$-means and $k$-center clusterings. In this case, the size of the data structure is $O(kn \log^d n/\delta^2)$, and the query algorithm computes a $(k, \delta)$-coreset of size $O(k \log^{d-1} n/\delta^2)$. However, their algorithm uses $k$ and $\delta$ in constructing the data structure for the clusterings, and therefore $k$ and $\delta$ are fixed over range-clustering queries.

Very recently, Abrahamsen et al. [1] considered $k$-center range-clustering queries for $n$ points in $d$-dimensional space. They presented a method for a query consisting of a range $Q$, an integer $k$ with $1 \leq k \leq n$ and a value $\varepsilon > 0$, of computing a $(k, \varepsilon)$-coreset $S$ from $P \cap Q$ of size $O(k/\varepsilon^d)$ in $O(k(\log n/\varepsilon)^{d-1} + k/\varepsilon^d)$ time such that the $k$-center of $S$ is an $(1 + \varepsilon)$-approximation to the $k$-center of $P \cap Q$. After computing the coreset, they compute an $(1 + \varepsilon)$-approximation to the $k$-center of the coreset using a known single-shot algorithm. Their data structure is of size $O(n \log^{d-1} n)$ and its query algorithm computes an $(1 + \varepsilon)$-approximate to a $k$-center range-clustering query in $O(k(\log n/\varepsilon)^{d-1} + T_{ss}(k/\varepsilon^d))$ time, where $T_{ss}(N)$ denotes the running time of an $(1 + \varepsilon)$-approximation single-shot algorithm for the $k$-center problem on $N$ points.

The problem of computing the diameter of input points contained in a query range can be considered as a special case of the range-clustering problem. Gupta et al. [15] considered this problem in the plane and presented two data structures. One requires $O(n \log^2 n)$ size that supports queries with arbitrary approximation factors $1 + \varepsilon$ in $O(\log n/\sqrt{\varepsilon} + \log^3 n)$ query time and the other requires a smaller size $O(n \log n/\sqrt{\delta})$ that supports only queries with the fixed approximation factor $1 + \delta$ with $0 < \delta < 1$ that is used for constructing the data structure. The query time for the second data structure is $O(\log^3 n/\sqrt{\delta})$. Nekrich and Smid [22] presented a data structure for this problem in a higher dimensional space that has size $O(n \log^d n)$ and supports diameter queries with the fixed approximation factor $1 + \delta$ in $O(\log^{d-1} n/\delta^{d-1})$ query time. Here, $\delta$ is an approximation factor given for the construction of their data structure, and therefore it is fixed for queries to the data structure.

**Our results.** We present algorithms for $k$-median, $k$-means, and $k$-center range-clustering queries with query times polynomial to $\log n$, $k$ and $1/\varepsilon$. These algorithms have a similar structure: they compute a $(k, \varepsilon)$-coreset of input points contained in a query range, and then compute a clustering on the coreset using a known clustering algorithm. We use $T_{ss}(N)$ to denote the running time for any $(1 + \varepsilon)$-approximation single-shot algorithm of each problem on $N$ points. For a set $P$ of $n$ points in $\mathbb{R}^d$, we present the following results.

- There is a data structure of size $O(n \log^d n)$ such that an $(1 + \varepsilon)$-approximation to the $k$-median or $k$-means clustering of $P \cap Q$ can be computed in time
  $$O(k^5 \log^d n + k \log d n/\varepsilon + T_{ss}(k \log n/\varepsilon^d))$$
  for any box $Q$, any integer $k$ with $1 \leq k \leq n$, and any value $\varepsilon > 0$ given as a query.

- There is a data structure of size $O(n \log^{d-1} n)$ such that an $(1 + \varepsilon)$-approximation to the $k$-center clustering of $P \cap Q$ can be computed in time
  $$O(k \log^{d-1} n + k \log n/\varepsilon^{d-1} + T_{ss}(k/\varepsilon^d))$$
  for any box $Q$, an integer $k$ with $1 \leq k \leq n$, and a value $\varepsilon > 0$ given as a query.

- There is a data structure of size $O(n \log^{d-1} n)$ such that an $(1 + \varepsilon)$-approximation to the diameter (or radius) of $P \cap Q$ can be computed in time
  $$O(\log^{d-1} n + \log n/\varepsilon^{d-1})$$
  for any box $Q$ and a value $\varepsilon > 0$ given as a query.
Our results are obtained by combining range searching with coresets. The $k$-median and $k$-means range-clusterings have not been studied before, except the work by Nekrich and Smid. They presented a general method to compute approximate range-aggregate queries, which can be used for the $k$-median or $k$-means range-clustering. Here, the approximation factor is required to be given in the construction of their data structure as mentioned above. However, it is not clear how to use or make their data structure to support approximate range-clustering queries with various approximation factors we consider in this paper. Indeed, the full version of the paper by Abrahamsen et al. [1] poses as an open problem a data structure supporting $(1 + \varepsilon)$-approximate $k$-median or $k$-means range-clustering queries with various values $\varepsilon$. Our first result answers to the question and presents a data structure for the $k$-median and $k$-means range-clustering problems for any value $\varepsilon$.

Our second result improves the best known previous work by Abrahamsen et al. [1]. Recall that the query algorithm by Abrahamsen et al. takes $O(k(\log n/\varepsilon)^{d-1} + T_{\text{min}}(k/\varepsilon^d))$ time. We improved the first term of their running time by a factor of $\min\{1/\varepsilon^{d-1}, \log^{d-2} n\}$.

Our third result improves the best known previous work by Nekrich and Smid [22]. Our third result not only allows queries to have arbitrary approximation factor values $1 + \varepsilon$, but also improves the size and the query time of these data structures. The size is improved by a factor of $\log n$. Even when $\varepsilon$ is fixed to $\delta$, the query time is improved by a factor of $\min\{1/\delta^{d-1}, \log^{d-2} n\}$ compared to the one by Nekrich and Smid [22].

A main tool achieving the three results is a new data structure for range-emptiness and range-counting queries. Consider a grid $\Gamma$ with side length $\gamma$ covering an axis-parallel hypercube with side length $\ell$ that is aligned with the standard quadtree. For a given query range $Q$ and every cell $\Box$ of $\Gamma$, we want to check whether there is a point of $P$ contained in $\Box \cap Q$. For this purpose, one can use a data structure for orthogonal range-emptiness queries supporting $O(\log^{d-1} n)$ query time [10]. Thus, the task takes $O((\ell/\gamma)^d \log^{d-1} n)$ time for all cells of $\Gamma$ in total. Notice that $(\ell/\gamma)^d$ is the number of grid cells of $\Gamma$.

To improve the running time for the task, we present a new data structure that supports a range-emptiness query in $O(\log^{d-t-1} n + \log n)$ time for a cell of $\Gamma$ intersecting no face of $Q$ with dimension smaller than $t$ for any fixed $t$. Using our data structure, the running time for the task is improved to $O(\log^{d-1} n + (\ell/\gamma)^d \log n)$. To obtain this data structure, we observe that a range-emptiness query for $\Box \cap Q$ can be reduced to a $(d-t-1)$-dimensional orthogonal range-emptiness query on points contained in $\Box$ if $\Box$ intersects no face of $Q$ with dimension smaller than $t$. We maintain a data structure for $(d-t-1)$-dimensional orthogonal range-emptiness queries for each cell of predetermined grids, which we call the compressed quadtree, for every $t$. However, this requires $\Omega(n^2)$ space in total if we maintain these data structures explicitly. We can reduce the space complexity using a method for making a data structure partially persistent [11].

Another tool to achieve an efficient query time is a unified grid based on quadtrees. For the $k$-median and $k$-means clusterings, we mainly follow an approach given by Har-Peled and Mazumdar [18]. They partition input points with respect to the approximate centers explicitly, and construct a grid for each subset of the partition. They snap each input point $p$ to a cell of the grid constructed for the subset that $p$ belongs to. However, their algorithm is a single-shot algorithm and requires $\Omega(|P \cap Q|)$ time due to the computation of a coreset from approximate centers of the points contained in a given query box. In our algorithm, we do not partition input points explicitly but we use only one grid instead, which we call the unified grid, for the purpose in the implementation so that a coreset can be constructed more efficiently.
The tools we propose in this paper to implement the algorithm by Har-Peled and Mazumdar can be used for implementing other algorithms based on grids. For example, if Monte Carlo algorithms are allowed, the approach given by Chen [9] for approximate range queries can be implemented by using the tools we propose in this paper.

Due to lack of space, some proofs and details are omitted. The missing proofs and details can be found in the full version of the paper.

2 Preliminaries

For any two points $x$ and $y$ in $\mathbb{R}^d$, we use $d(x, y)$ to denote the Euclidean distance between $x$ and $y$. For a point $x$ and a set $Y$ in $\mathbb{R}^d$, we use $d(x, Y)$ to denote the smallest Euclidean distance between $x$ and any point in $Y$. Throughout the paper, we use the terms square and rectangle in a generic way to refer axis-parallel hypercube and box in $\mathbb{R}^d$, respectively.

Clusterings. For any integer $k$ with $1 \leq k \leq n$, let $\mathcal{C}_k$ be the family of the sets of at most $k$ points in $\mathbb{R}^d$. Let $\Phi : \mathcal{C}_n \times \mathcal{C}_k \rightarrow \mathbb{R}_{\geq 0}$ be a cost function which will be defined later. For a set $P \subseteq \mathbb{R}^d$, we define $\text{OPT}_{k}(P)$ as the minimum value $\Phi(P, C)$ over all sets $C \in \mathcal{C}_k$. We call a set $C \in \mathcal{C}_k$ realizing $\text{OPT}_{k}(P)$ a $k$-clustering of $P$ under the cost function $\Phi$.

In this paper, we consider three cost functions $\Phi_m$, $\Phi_m$ and $\Phi_\varepsilon$ that define the $k$-median, $k$-means, and $k$-center clusterings, respectively. Let $\phi(p, C) = \min_{c \in C} d(p, c)$ for any point $p$ in $P$. The cost functions are defined as follows: for any set $C$ of $\mathcal{C}_k$,

$$\Phi_m(P, C) = \sum_{p \in P} \phi(p, C), \quad \Phi_m(P, C) = \sum_{p \in P} (\phi(p, C))^2, \quad \Phi_\varepsilon(P, C) = \max_{p \in P} \phi(p, C).$$

We consider the query variants of these problems. We preprocess $P$ so that given a query rectangle $Q$, an integer $k$ with $1 \leq k \leq n$, and a value $\varepsilon > 0$, an $(1 + \varepsilon)$-approximate $k$-clustering of the points contained in $Q$ can be reported efficiently. Specifically, we want to report a set $C \in \mathcal{C}_k$ with $\Phi(P_Q, C) = (1 + \varepsilon)\text{OPT}_{k}(P_Q)$ in sublinear time, where $P_Q = P \cap Q$.

Coreset for clustering. Consider a cost function $\Phi$. We call a set $S \subseteq \mathbb{R}^d$ a $(k, \varepsilon)$-coreset of $P$ for the $k$-clustering under the cost function $\Phi$ if the following holds: for any set $C$ of $\mathcal{C}_k$,

$$(1 - \varepsilon)\Phi(P, C) \leq \Phi(S, C) \leq (1 + \varepsilon)\Phi(P, C).$$

Here, the points in a coreset might be weighted. In this case, the distance between a point $p$ in $d$-dimensional space and a weighted point $s$ in a coreset is defined as $w(s) \cdot d(p, s)$, where $w(s)$ is the weight of $s$ and $d(p, s)$ is the Euclidean distance between $p$ and $s$.

By definition, an $(1 + \varepsilon)$-approximation to the $k$-clustering of $S$ is also an $(1 + \varepsilon)$-approximation to the $k$-clustering of $P$. Thus, $(k, \varepsilon)$-coresets can be used to obtain a fast approximation algorithm for the $k$-median, $k$-means, and $k$-center clusterings. A $(k, \varepsilon)$-coreset of smaller size gives a faster approximation algorithm for the clusterings. The followings are the sizes of the smallest $(k, \varepsilon)$-coresets known so far: $O(k/\varepsilon^2)$ for the $k$-median and $k$-means clusterings in $\mathbb{R}^d$ [13], and $O(k/\varepsilon^d)$ for the $k$-center clustering in $\mathbb{R}^d$ [3].

It is also known that $(k, \varepsilon)$-coresets for the $k$-median, $k$-means, and $k$-center clusterings are decomposable. That is, if $S_1$ and $S_2$ are $(k, \varepsilon)$-coresets for disjoint sets $P_1$ and $P_2$, respectively, then $S_1 \cup S_2$ is a $(k, \varepsilon)$-coreset for $P_1 \cup P_2$ by [18, Observation 7.1]. Using this property, one can obtain data structures on $P$ that support an $(1 + \delta)$-approximation to the $k$-median, $k$-means, and $k$-center range-clustering queries for constants $\delta > 0$ and $k$ with $1 \leq k \leq n$ which are given in the construction phase.
Lemma 1. Given a set $P$ of $n$ points in $\mathbb{R}^d$ and a value $\delta > 0$ given in the construction phase, we can construct a data structure of size $O(n \log^d n)$ so that a $(k, \delta)$-coreset of $P \cap Q$ for the $k$-median and $k$-means clusterings of size $O(k \log^d n)$ can be computed in $O(k \log^d n)$ time for any orthogonal range $Q$ and any integer $k$ with $1 \leq k \leq n$ given as a query.

Note that the approximation factor of the coreset is fixed to queries. In Section 4, we will describe a data structure and its corresponding query algorithm answering $k$-median and $k$-means range-clustering queries that allow queries to have arbitrary approximation factor values $1 + \varepsilon$ using the algorithm in Lemma 1 as a subprocedure.

Single-shot algorithms for the $k$-median and $k$-means clusterings. The single-shot version of this problem was studied by Har-Peled and Mazumdar [18]. They gave algorithms to compute $(k, \varepsilon)$-coresets of size $O(k \log n / \varepsilon^d)$ for the $k$-median and $k$-means clusterings. We extensively use their results. The algorithm for the $k$-means clustering works similarly.

They first provide a procedure that given a constant-factor approximation $A$ to the $k$-means clustering of $P$ consisting of possibly more than $k$ centers, computes a $(k, \varepsilon)$-coreset of $P$ for the $k$-median clustering of size $O(|A| \log n / \varepsilon^d)$. To do this, the procedure partitions $P$ into $m$ pairwise disjoint subsets with respect to $A$ and constructs a grid for each subset with respect to the approximate centers. For every grid cell $\square$ containing a point of a subset $P'$ of the partition, the procedure picks an arbitrary point $q$ of $P'$ contained in $\square$ to $q$ as its weight. They showed that the set of all weighted points is a $(k, \varepsilon)$-coreset for $P$ of size $O(|A| \log n / \varepsilon^d)$.

Using this procedure, the algorithm constructs a $(k, \varepsilon)$-coreset $S$ of size $O(k \log^d n / \varepsilon^d)$ using a constant-factor approximation of size $O(k \log^d n)$. Using the coreset $S$, the algorithm obtains a smaller coreset of size $O(k \log n / \varepsilon^d)$ as follows. The algorithm computes a constant-factor approximation $C_0$ to the $k$-center clustering of $S$ using the algorithm in [14]. This clustering is an $O(n)$-approximation to the $k$-median clustering. Then it applies the local search algorithm by Arya et al. [7] to $C_0$ and $S$ to obtain a constant-factor approximation of $P$ of size at most $k$. It uses this set to compute a $(k, \varepsilon)$-coreset of size $O(k \log n / \varepsilon^d)$ by applying the procedure mentioned above again.

3 Data structures for range-clustering queries

We maintain two data structures constructed on $P$. One is a compressed quadtree [5], and the other is a variant of a range tree, which we introduce in this paper.

3.1 Compressed quadtree

We use the term quadtree in a generic way to refer the hierarchical spatial tree data structures for $d$-dimensional data that are based on the principle of recursive decomposition of space, also known as quadtrees, octrees, and hyperoctrees for spatial data in $d = 2, 3$, and higher dimensions, respectively. We consider two types of quadtrees: a standard quadtree and a compressed quadtree.

Without loss of generality, we assume that the side length of the square corresponding to the root is $1$. Then every cell of the standard quadtree has side length of $2^{-i}$ for an integer $i$ with $0 \leq i \leq t$ for some constant $t$. We call a value of form $2^{-i}$ for an integer $i$ with $0 \leq i \leq t$ a standard length. Also, we call a grid a standard grid if every cell of the grid is also in the standard quadtree. In other words, any grid aligned with the standard
quadtree is called a standard grid. We use $\mathcal{T}_s$ and $\mathcal{T}_c$ to denote the standard and compressed quadtrees constructed on $P$, respectively.

For ease of description, we will first introduce our algorithm in terms of the standard quadtree. But the algorithm will be implemented using the compressed quadtree to reduce the space complexity. To do this, we need the following lemma. In the following, we use a node and its corresponding cell of $\mathcal{T}_s$ (and $\mathcal{T}_c$) interchangeably. For a cell $\Box$ of the standard quadtree on $P$, there is a unique cell $\Box$ of the compressed quadtree on $P$ satisfying $\Box \cap P = \Box \cap P$. We call this cell the **compressed cell** of $\Box$.

\begin{lemma}[[16]] \label{lemma:compressed_cell}
We can find the compressed cell of a given cell $\Box$ of $\mathcal{T}_s$ in $O(\log n)$ time.
\end{lemma}

### 3.2 Data structure for range-emptiness queries

In our query algorithm, we consider a standard grid $\Gamma$ of side length $\gamma$ covering an axis-parallel hypercube of side length $\ell$. For a given query range $Q$ and every cell $\Box$ of $\Gamma$, we want to check whether there is a point of $P$ contained in $\Box \cap Q$ efficiently. For this purpose, one can use a data structure for orthogonal range-emptiness queries supporting $O(\log^{d-1} n)$ query time [10]. Thus, the task takes $O((\ell/\gamma)^d \log^{d-1} n)$ time for all cells of $\Gamma$ in total. Notice that $(\ell/\gamma)^d$ is the number of grid cells of $\Gamma$.

However, we can accomplish this task more efficiently using the data structure which we will introduce in this section. Let $t$ be an integer with $0 < t \leq d$. We use $<_t$-face to denote a face with dimension smaller than $t$ among faces of a rectangle in $\mathbb{R}^d$. Note that a corner of a rectangle in $\mathbb{R}^d$ is a $<_1$-face of a rectangle for $t = 1$. Our data structure allows us to check whether a point of $P$ is contained in $\Box \cap Q$ in $O(\log^{d-t-1} n + \log n)$ time for a cell $\Box$ of $\mathcal{T}_c$ intersecting no $<_t$-face of $Q$ with $0 < t < d$. Here, we first compute the compressed cell $\Box$ of each cell $\Box$ in $\Gamma$, and then apply the query algorithm to $\Box$. Recall that $\Box \cap P$ coincides with $\Box \cap P$ for any cell $\Box$ of $\Gamma$ and its compressed cell $\Box$. In this way, we can complete the task in $O(\sum_{t=1}^{d} x_t \log^{d-t-1} n + |\Gamma| \log n + \log^{d-1} n)$ time in total, where $x_t$ is the number of cells of $\Gamma$ intersecting no $<_t$-face of $Q$ but intersecting a $t$-dimensional face of $Q$. Notice that for any cell $\Box$ intersecting $Q$, there is an integer $t$ with $0 < t \leq d$ such that $\Box$ intersects no $<_t$-face of $Q$, but intersects a $t$-dimensional face of $Q$ unless $\Box$ contains a corner of $Q$. Here, $x_t$ is $O((\ell/\gamma)^t)$. Therefore, we can accomplish the task for every cell of $\Gamma$ in $O(\log^{d-1} n + (\ell/\gamma)^d \log n)$ time in total.

For a nonempty subset $I$ of $\{1, \ldots, d\}$ of size $t$, the $I$-projection range tree on a point set $A \subseteq \mathbb{R}^d$ is the range tree supporting fractional cascading constructed on the projections of $A$ onto a $(d-t)$-dimensional hyperplane orthogonal to the $i$th axes for all $i \in I$.

\begin{lemma} \label{lemma:projection_range_tree}
Given the $I$-projection range tree on $P \cap \Box$ for every cell $\Box$ of $\mathcal{T}_c$ and every nonempty subset $I$ of $\{1, \ldots, d\}$, we can check whether a point of $P$ is contained in $Q \cap \Box$ for any query rectangle $Q$ and every cell $\Box$ of $\mathcal{T}_c$ intersecting no $<_t$-face of $Q$ in $O(\log^{d-t-1} n + \log n)$ time.
\end{lemma}

However, the $I$-projection range trees require $\Omega(n^2)$ space in total if we store them explicitly. To reduce the space complexity, we use a method of making a data structure **partially persistent** [11]. A partially persistent data structure allows us to access any elements of an old version of the data structure by keeping the changes on the data structure. Driscoll et al. [11] presented a general method of making a data structure based on pointers partially persistent. In their method, both time and space overheads for an update are $O(1)$ amortized, and the access time for any version is $O(\log n)$. 

3.2.1 Construction of the $I$-projection range trees

Consider a fixed subset $I$ of $\{1, \ldots, d\}$. We construct the $I$-projection range trees for the cells of $\mathcal{T}_c$ in a bottom-up fashion, from leaf cells to the root cell. Note that each leaf cell of the compressed quadtree contains at most one point of $P$. We initially construct the $I$-projection range tree for each leaf cell of $\mathcal{T}_c$ in total $O(n)$ time.

Assume that we already have the $I$-projection range tree for every child node of an internal node $v$ with cell $\square$ of $\mathcal{T}_c$. Note that an internal node of the compressed quadtree has at least two child nodes and up to $2^d$ child nodes. We are going to construct the $I$-projection range tree for $v$ from the $I$-projection range trees of the child nodes of $v$. One may consider to merge the $I$-projection range trees for the child nodes of $v$ into one, but we do not know any efficient way of doing it. Instead, we construct the $I$-projection range tree for $v$ as follows. Let $u$ be a child node of $v$ on $\mathcal{T}_c$ that contains the largest number of points of $P$ in its corresponding cell among all child nodes of $v$. We insert all points of $P$ contained in the cells for the child nodes of $v$ other than $u$ to the $I$-projection range tree of $u$ to form the $I$-projection range tree of $v$. Here, we do not destroy the old version of the $I$-projection range tree of $u$ by using the method by Driscoll et al. [11]. Therefore, we can still access the $I$-projection range tree of $u$. For the insertion, we use an algorithm that allows us to apply fractional cascading on the range tree under insertions of points [21]. We do this for every subset $I$ of $\{1, \ldots, d\}$ and construct the $I$-projection range trees for nodes of $\mathcal{T}_c$.

In this way, we can access any $I$-projection range tree in $O(\log n)$ time, and therefore we can check if a point of $P$ is contained in $Q \cap \square$ in $O(\log^{d-t} n + \log n)$ time for any rectangle $Q$ and any cell $\square$ of $\mathcal{T}_c$ intersecting no $<_t$-face of $Q$ for any integer $t$ with $0 < t \leq d$ by Lemma 3.

3.2.2 Analysis of the construction

The construction of the dynamic range tree [21, Theorem 8] requires $O(\delta \log^{d-t} n)$ space on the insertions of $\delta$ points in $\mathbb{R}^{d-t}$. The method by Driscoll et al. requires only $O(1)$ overhead for each insertion on the space complexity. Thus, the space complexity of the $I$-projection range trees for a fixed subset $I$ consisting of $t$ indices over all cells of $\mathcal{T}_c$ is $O(n + \delta \log^{d-t} n)$, where $\delta$ is the number of the insertions performed during the construction in total.

The update procedure for the dynamic range tree [21, Theorem 8] takes $O(\log^{d-t} n)$ time if only insertions are allowed. The method by Driscoll requires only $O(1)$ overhead for each insertion on the update time. Thus, the construction time is $O(n + \delta \log^{d-t} n)$, where $\delta$ is the number of the insertions performed during the construction in total.

The following lemma shows that $\delta$ is $O(n \log n)$, and thus our construction time is $O(n \log^{d-t} n)$ and the space complexity of the data structure is $O(n \log^{d-t} n)$ for each integer $t$ with $0 < t \leq d$. Note that there are $2^d = O(1)$ subsets of $\{1, \ldots, d\}$. Therefore, the total space complexity and construction time are $O(n \log^{d-1} n)$.

- **Lemma 4.** For a fixed subset $I$ of $\{1, \ldots, d\}$, the total number of insertions performed during the construction of all $I$-projection range trees for every node of $\mathcal{T}_c$ is $O(n \log n)$.

- **Lemma 5.** We can construct a data structure of size $O(n \log^{d-1} n)$ in $O(n \log^{d-1} n)$ time so that the emptiness of $P \cap Q \cap \square$ can be checked in $O(\log^{d-t} n + \log n)$ for any query rectangle $Q$ and any cell $\square$ of $\mathcal{T}_c$ intersecting no $<_t$-face of $Q$ for an integer $t$ with $0 < t \leq d$.

For a cell $\square$ containing a corner of $Q$, there is no index $t$ such that $\square$ intersects no $<_t$-face of $Q$. In this case, we use the standard range tree on $P$ and check the emptiness of $P \cap Q \cap \square$ in $O(\log^{d-1} n)$ time. Notice that there are $2^d$ such cells because the cells are pairwise disjoint.
3.3 Data structure for range-counting queries

The data structure for range-emptiness queries described in Section 3.2 can be extended to a data structure for range-reporting queries. However, it does not seem to work for range-counting queries. This is because the dynamic range tree with fractional cascading [21] does not seem to support counting queries. Instead, we use a dynamic range tree without fractional cascading, which increases the query time and update time by a factor of $\log n$. The other part is the same as the data structure for range-emptiness queries.

Lemma 6. We can construct a data structure of size $O(n \log^{d-1} n)$ in $O(n \log^{d-1} n)$ time so that the number of points of $P$ contained in $Q \cap \square$ can be computed in $O(\log^{d-1} n + \log n)$ time for any query rectangle $Q$ and any cell $\square$ of $T_c$ intersecting no $<_i$-face of $Q$ for an integer $t$ with $0 < t \leq d$.

4 $k$-Median range-clustering queries

In this section, we present a data structure and a query algorithm for $k$-median range-clustering queries. Given a set $P$ of $n$ points in $\mathbb{R}^d$ for a constant $d \geq 2$, our goal is to preprocess $P$ such that $k$-median range-clustering queries can be answered efficiently. A $k$-median range-clustering query consists of a box $Q$, an integer $k$ with $1 \leq k \leq n$, and a value $\varepsilon > 0$. We want to find a set $C \in C_k$ with $\Phi_M(P_Q,C) \leq (1 + \varepsilon)\text{Opt}_k(P_Q)$ efficiently, where $P_Q = P \cap Q$. Throughout this section, we use $\Phi$ to denote $\Phi_M$ unless otherwise specified.

Our query algorithm is based on the single-shot algorithm by Har-Peled and Mazumdar [18]. A main difficulty in the implementation for our setting is that they construct a grid with respect to each point in an approximate center set. Then for each grid cell, they compute the number of points of $P_Q$ contained in the grid cell. Thus to implement their approach in our setting directly, we need to apply a counting query to each grid cell. Moreover, we have to avoid overcounting as a point might be contained in more than one grid cell of their grid structures.

To do this efficiently without overcounting, we use a unified grid based on the standard quadtree. Although this grid is defined on the standard quadtree, we use the grid on the compressed quadtree in the implementation. To make the description easier, we use the standard quadtree instead of the compressed quadtree in defining of the unified grid.

4.1 Coreset construction from approximate centers

Assume that we are given a constant-factor approximation $A = \{a_1, \ldots, a_m\}$ to the $k$-median clustering of $P_Q$, where $m$ is possibly larger than $k$. In this subsection, we present a procedure that computes a $(k, \varepsilon)$-coreset of size $O(|A| \log n/\varepsilon^d)$. We follow the approach by Har-Peled and Mazumdar [18] and implement it in our setting.

General strategy. We describe our general strategy first, and then show how to implement this algorithm. For the definitions of the notations used in the following, refer to those in Section 2 unless they are given. We compute a $2\sqrt{d}$-approximation $R$ to the maximum of $d(p, A)/(c_1|P_Q|)$ over all points $p \in P_Q$, that is, a value $R$ satisfying that the maximum value lies between $R/(2\sqrt{d})$ and $2\sqrt{d}R$, where $c_1 > 1$ is the approximation factor of $A$.

Let $Q_{ij}$ be the cell of the standard quadtree containing $a_i$ with side length $\bar{R}_j$ satisfying $R^{2j} \leq \bar{R}_j < R^{2j+1}$ for $j = 0, \ldots, M = \lceil 2 \log(2\sqrt{d}c_1|P_Q|) \rceil$. By construction, note that $Q_{ij_1} \subset Q_{ij_2}$ for any two indices $j_1$ and $j_2$ with $j_1 < j_2$. For any point $p \in P_Q$, we have at least one cell $Q_{ij}$ containing $p$ since there is a value $\bar{R}_j$ at least four times the maximum of $d(p, A)$. 
The first step is to compute a \( \frac{\alpha}{\alpha - 1} \)-approximation of \( \bar{R}_j \) for \( Q_{ij} \), excluding the grid cluster for \( Q_{ij} \). Note that we can compute \( \bar{R}_j \) for a fixed index \( j \) in \( O(\sqrt{d} R) \) time. For \( j = 0 \), the region \( V_{i0} \) is the union of at most \( 3^d \) such cells.

The first-level grid for a fixed index \( i \) consists of all cells of the standard quadtree with side length \( \bar{R}_j/2 \) contained in \( V_{ij} \). For an illustration, see Figure 1(b). We partition each cell of the first-level grid into the cells of the standard quadtree with side length \( \bar{r}_j \) satisfying \( \bar{r}_j/4 \leq \bar{r}_j \leq \sqrt[4]{d} \bar{r}_j \). The second-level grid for \( i \) consists of all such cells. Let \( V \) be the set of all grid cells which contain at least one point of \( P_\delta \). Note that the size of \( V \) is \( O(|A| \log n/\varepsilon^d) \). We will compute it in \( O(|A| \log^d n/\varepsilon + |A| \log n/\varepsilon^d) \) time.

We consider the grid cells of \( V \) one by one in the increasing order of their side lengths, and do the followings. Let \( P(\Box) \) be the set of points of \( P_\delta \) that are contained in \( \Box \), but are not contained in any other grid cells we have considered so far. We compute the number of points of \( P(\Box) \), and assign this number to an arbitrary point of \( P(\Box) \) as its weight. We call this weighted point the representative of \( \Box \). Also, we say that a point of \( P(\Box) \) is charged to \( \Box \). Notice that every point of \( P_\delta \) is charged to exactly one cell of \( V \). We describe the details of this procedure in Section 4.1.2. Let \( S \) be the set of all such weighted points. Then \( S \) is a \((k, \varepsilon)\)-coreset for \( P_\delta \) of size \( O(|A| \log n/\varepsilon^d) \).

We implement the algorithm using the compressed quadtree, not the standard quadtree. We provide an implementation of the algorithm in the following subsections briefly.

### 4.1.1 Computing an approximation to the average radius

The first step is to compute a \( 2\sqrt{d} \)-approximation \( R \) to the maximum \( \max \) of \( d(p, A) / (c_1 |P_\delta|) \) over all points \( p \in P_\delta \), where \( c_1 > 1 \) is the approximation factor of \( A \). More precisely, we compute \( R \) such that \( R / (2\sqrt{d}) \leq \max \leq 2\sqrt{d} R \). We can compute it in \( O(|A| \log^d n) \) time.

Let \( r^* \) be the maximum of \( d(p, A) \) over all points \( p \in P_\delta \). We compute a \( 2\sqrt{d} \)-approximation of \( r^* \) and divide it by \( c_1 |P_\delta| \) to compute \( R \). Note that we can compute \( |P_\delta| \) in \( O(\log^{d-1} n) \) time using the range tree constructed on \( P \). Imagine that we have a standard grid with side length \( a > 0 \) covering \( Q \). Consider the grid cells in this grid each of which contains a point of \( A \). If the union of the grid clusters of all these grid cells contains \( P_\delta \), it holds that \( d(p, A) \leq 2\alpha \sqrt{d} \) for any \( p \in P_\delta \). Otherwise, \( d(p, A) > \alpha \) for some \( p \in P_\delta \). We use this observation to check whether \( 2\alpha \sqrt{d} \geq r^* \) or \( \alpha \leq r^* \).
We apply binary search on the standard lengths. For each iteration with standard length \( \alpha \), we check whether \( \alpha \) is at most \( r^* \) or at least \( r^*/(\alpha \sqrt{d}) \). As a result, we obtain an interval whose endpoints are standard lengths, and return the larger endpoint as an output. However, there are an arbitrarily large number of distinct standard lengths. We consider only \( O(\log n) \) distinct standard lengths among them.

**Lemma 7.** We can compute a \( 2\sqrt{d} \)-approximation to the maximum of \( d(p,A)/(c_1|P_Q|) \) for all points \( p \) in \( P_Q \) in \( O(|A| \log^d n) \) time.

### 4.1.2 Computing the compressed cells in the grid

As described in Section 4.1, we construct the second-level grid for each index \( i \) for \( i = 1, \ldots, m \), and check whether each grid cell contains a point of \( P_Q \). The set of the grid cells in the second-level grids containing a point of \( P_Q \) is denoted by \( \mathcal{V} \). Then we consider the grid cells \( \Box \) of \( \mathcal{V} \) one by one in the increasing order of their side lengths, and compute the number of points of \( P_Q \) contained in \( \Box \), but not contained in any other grid cells we have considered so far. Computing this number is quite tricky.

To handle this problem, we observe that for any two cells in \( \mathcal{V} \), either they are disjoint or one is contained in the other because they are cells of the standard quadtree. For two cells \( \Box_1 \) and \( \Box_2 \) with \( \Box_1 \subseteq \Box_2 \), let \( i_1 \) and \( i_2 \) be the indices such that \( \Box_1 \) and \( \Box_2 \) are the grid cells of the second-level grids for \( i_1 \) and \( i_2 \), respectively. Since the grid cells in the same second-level grid are pairwise interior disjoint, we have \( i_1 \neq i_2 \). In this case, for any point \( p \in \Box_2 \), there is another grid cell \( \Box_1' \) containing \( p \) in the second-level grid for \( i_1 \) with side length smaller than the side length of \( \Box_2 \). Therefore, we do not consider any cell of \( \mathcal{V} \) containing another cell of \( \mathcal{V} \). Imagine that we remove all such cells from \( \mathcal{V} \). Then the cells of \( \mathcal{V} \) are pairwise interior disjoint. Therefore, if suffices to compute the number of points of \( P_Q \) contained in each cell of \( \mathcal{V} \), which can be done efficiently using the data structure in Section 3.

We show how to compute the set \( \mathcal{V} \) after removing all cells containing another cell efficiently. To do this, we first compute the cells in the first-level grids, and discard some of them. Then we subdivide the remaining cells into cells in the second-level grids. More specifically, let \( \mathcal{V}_1 \) be the set of the cells of the first-level grids. We first compute the cells in \( \mathcal{V}_1 \), and then remove all cells in \( \mathcal{V}_1 \) containing another cell in \( \mathcal{V}_1 \). Then the cells in \( \mathcal{V}_1 \) are pairwise interior disjoint. And then we compute the second-level grid cells in each cell of \( \mathcal{V}_1 \). The second-level grid cells we obtain are the cells of \( \mathcal{V} \) containing no other cell in \( \mathcal{V} \).

**Range-counting for each compressed cell.** The next step is to compute the number of points of \( P_Q \) contained in each cell \( \Box \) of \( \mathcal{V} \). If \( \Box \) is contained in \( Q \), we already have the number of points of \( P_Q \) contained in \( \Box \), which is computed in the preprocessing phase. If \( \Box \) contains a corner of \( Q \), we use the range tree constructed on \( P \). Since there are \( O(1) \) such cells, we can handle them in \( O(\log^{d-1} n) \) time in total. For the remaining cells, we use the data structure in Section 3.3. Then we can handle them in \( O(\sum_{t=1}^{d-1} m_t \log^{d-t} n) \) time, where \( m_t \) is the number of the cells of \( \mathcal{V} \) intersecting no \( <t \)-face of \( Q \) but intersecting a \( t \)-dimensional face of \( Q \) for an integer with \( 0 < t < d \). We have \( m_t = O(|A| \log n/\varepsilon^t) \). Therefore, the total running time for the range-counting queries is \( O(|A| \log^2 n/\varepsilon^{d-1} + |A| \log^d n/\varepsilon + \log^{d-1} n + |A| \log n/\varepsilon^d) \) in total, which is \( O(|A| \log^d n/\varepsilon + |A| \log n/\varepsilon^d) \).

**Lemma 8.** Given a constant-factor approximation \( A \) to the \( k \)-median clustering of a set \( P \) of \( n \) points in \( \mathbb{R}^d \) such that \( |A| \) is possibly larger than \( k \), we can compute a \((k, \varepsilon)\)-coreset of \( P_Q \) of size \( O(|A| \log^d n/\varepsilon^d) \) in \( O(|A| \log^d n/\varepsilon + |A| \log n/\varepsilon^d) \) time for any rectangle \( Q \), any integer \( k \) with \( 1 \leq k \leq n \) and any value \( \varepsilon > 0 \).
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4.2 Smaller coreset

Due to Lemma 1, we can obtain a \((k,2)\)-coreset of \(P_Q\) of size \(O(k \log^d n)\) in \(O(k \log^d n)\) time for any query rectangle \(Q\) using a data structure of size \(O(n \log^d n)\). A \((k,c)\)-coreset of \(S\) is also a \((k,2c)\)-coreset of \(P_Q\) for any constant \(c > 1\) by the definition of the coreset. We compute a \((k,2)\)-coreset \(S'\) of \(S\), which is a \((k,4)\)-coreset of \(P_Q\), of size \(O(k \log n)\) in \(O(k \log^d n + k^5 \log^3 n)\) time by [18, Lemma 5.1] by setting \(\varepsilon = 2\).

Using this \((k,4)\)-coreset of size \(O(k \log n)\) of \(P_Q\), we can obtain constant-factor approximate centers of size \(k\) as Har-Peled and Mazumdar [18] do. Then we can compute a \((k,\varepsilon)\)-coreset of size \(O(k \log n / \varepsilon^d)\) using Lemma 8 again using the constant-factor approximation centers to \(\text{OPT}_k(S)\) of size \(k\).

This algorithm is extended to the \(k\)-means range-clustering problem.

\textbf{Theorem 9.} There is a data structure of size \(O(n \log^d n)\) on a set \(P\) of \(n\) points such that given a box \(Q \subseteq \mathbb{R}^d\), an integer \(k\) with \(1 \leq k \leq n\), and a value \(\varepsilon > 0\) as a query, an \((1 + \varepsilon)\)-approximation to the \(k\)-median range-clustering of \(P \cap Q\) can be computed in \(O(k^5 \log^9 n + k \log^d n / \varepsilon + T_{\text{sa}}(k \log n / \varepsilon^d))\) time, where \(T_{\text{sa}}(N)\) denotes the running time of an \((1 + \varepsilon)\)-approximation single-shot algorithm for the \(k\)-median clustering of \(N\) weighted points.

\textbf{Remark.} The construction of the coreset for the \(k\)-means clustering is similar to the construction of the coreset for the \(k\)-median clustering in [18]. The only difference is that for the \(k\)-means clustering \(\Phi_m\) is used instead of \(\Phi_M\) and \(R = \sqrt{\Phi_m(P,A)/(c_1 n)}\) is used instead of \(R = \Phi_M(P,A)/(c_1 n)\). Therefore, we can compute a \((k,\varepsilon)\)-coreset for the \(k\)-means clustering of size \(O(k \log n / \varepsilon^d)\) in \(O(k^5 \log^9 n + k \log^d n / \varepsilon + k \log n / \varepsilon^d)\) time.

\textbf{Theorem 10.} Let \(P\) be a set of \(n\) points in \(d\)-dimensional space. There is a data structure of size \(O(n \log^d n)\) such that given a query range \(Q \subseteq \mathbb{R}^d\), an integer \(k\) with \(1 \leq k \leq n\), and a value \(\varepsilon > 0\) as a query, an \((1 + \varepsilon)\)-approximation to the \(k\)-means range-clustering of \(P \cap Q\) can be computed in \(O(k^5 \log^9 n + k \log^d n / \varepsilon + T_{\text{sa}}(k \log n / \varepsilon^d))\) time, where \(T_{\text{sa}}(N)\) denotes the running time of an \((1 + \varepsilon)\)-approximation single-shot algorithm for the \(k\)-means clustering of \(N\) weighted input points.

5 \(k\)-Center range-clustering queries

We are given a set \(P\) of \(n\) points in \(\mathbb{R}^d\) for a constant \(d \geq 2\). Our goal is to process \(P\) so that \(k\)-center range-clustering queries can be computed efficiently. A range-clustering query consists of a rectangle \(Q \subseteq \mathbb{R}^d\), an integer \(k\) with \(1 \leq k \leq n\), and a value \(\varepsilon > 0\). We want to find a set \(C \subseteq \mathcal{C}_k\) with \(\Phi_C(P_Q,C) \leq (1 + \varepsilon) \text{OPT}_k(P_Q)\) efficiently, where \(P_Q = P \cap Q\). Combining the algorithm by Abrahanssen et al. [1] and the data structure in Section 3, we can improve the algorithm by Abrahanssen et al.

\textbf{Theorem 11.} There is a data structure of size \(O(n \log^{d-1} n)\) on a set \(P\) of \(n\) points in \(\mathbb{R}^d\) such that given a box \(Q \subseteq \mathbb{R}^d\), an integer \(k\) with \(1 \leq k \leq n\), and a value \(\varepsilon > 0\) as a query, an \((1 + \varepsilon)\)-approximation to the \(k\)-center range-clustering of \(P \cap Q\) can be computed in \(O(k \log^{d-1} n + k \log n / \varepsilon^{d-1} + T_{\text{sa}}(k / \varepsilon^d))\) time, where \(T_{\text{sa}}(N)\) denotes the running time of an \((1 + \varepsilon)\)-approximation single-shot algorithm for the \(k\)-center clustering of \(N\) points.

6 Approximate diameter and radius of a point set

In this section, we are given a set \(P\) of \(n\) points in \(\mathbb{R}^d\). Our goal in this section is to preprocess \(P\) so that given any orthogonal range \(Q\) and a value \(\varepsilon > 0\), an approximate diameter (or radius) of \(P \cap Q\) can be computed efficiently. We give a sketch of the algorithm.
Our query algorithm starts by sampling a set $S$ of points from $P \cap Q$, which we call an $\varepsilon$-coreset of $P \cap Q$, such that the diameter of $S$ is an $(1 + \varepsilon)$-approximation of the diameter of $P \cap Q$. Let $\text{APX}$ be a value such that $D \leq \text{APX} \leq c \cdot D$ for a constant $c > 1$, where $D$ is the diameter of $P \cap Q$. Consider a standard grid of side length $\varepsilon\text{APX}$ covering $Q$. Assume that we pick an arbitrary point in each grid cell containing a point of $P \cap Q$. Then the set of all picked points is an $\varepsilon$-coreset of $P \cap Q$ of size $O(1/\varepsilon^d)$.

Let $\mathcal{D}$ be the set of all grid cells containing a point of $P \cap Q$. We can obtain a smaller $\varepsilon$-coreset as follows. We first obtain a subset $\mathcal{D}' \subseteq \mathcal{D}$ and choose an arbitrary point in each grid cell of $\mathcal{D}'$ for an $\varepsilon$-coreset. If a grid cell of $\mathcal{D}$ intersects the boundary of $Q$, we move it from $\mathcal{D}$ to $\mathcal{D}'$. For the remaining cells of $\mathcal{D}$, consider the grid cells of $\mathcal{D}$ whose centers have the same coordinates, except for only one coordinate, say the $i$th coordinate. We add the grid cells with the largest $i$th coordinate and smallest $i$th coordinate to $\mathcal{D}'$. Then $\mathcal{D}'$ consists of $O(1/\varepsilon^{d-1})$ grid cells. We choose an arbitrary point of $P$ contained in each grid cell of $\mathcal{D}'$. The set $S$ of all chosen points is an $\varepsilon$-coreset of $P \cap Q$ of size $O(1/\varepsilon^{d-1})$. Using the data structure described in Section 3, we can compute this coreset in $O(\log^{d-1} n + \log n/\varepsilon^{d-1})$ time. Also, this approach works for the problem of computing the radius of the smallest enclosing ball of $P \cap Q$.

\textbf{Theorem 12.} Given a set $P$ of $n$ points in $\mathbb{R}^d$, we can compute an $(1 + \varepsilon)$-approximate diameter (or radius) of $P \cap Q$ in $O(\log^{d-1} n + \log n/\varepsilon^{d-1})$ time for a query consisting of an orthogonal range $Q$ and a value $\varepsilon > 0$ using a data structure of size $O(n \log^{d-1} n)$.

\textbf{References}


Approximate Range Queries for Clustering


Abstract

We study the point location problem on dynamic planar subdivisions that allows insertions and deletions of edges. In our problem, the underlying graph of a subdivision is not necessarily connected. We present a data structure of linear size for such a dynamic planar subdivision that supports sublinear-time update and polylogarithmic-time query. Precisely, the amortized update time is \( O(\sqrt{n \log n}) \) and the query time is \( O(n \log \log n) \), where \( n \) is the number of edges in the subdivision. This answers a question posed by Snoeyink in the Handbook of Computational Geometry. When only deletions of edges are allowed, the update time and query time are just \( O(\alpha(n)) \) and \( O(\log n) \), respectively.

1 Introduction

Given a planar subdivision, a point location query asks with a query point specified by its coordinates to find the face of the subdivision containing the query point. In many situations such point location queries are made frequently, and therefore it is desirable to preprocess the subdivision and to store it in a data structure that supports point location queries fast.

The planar subdivisions for point location queries are usually induced by planar embeddings of graphs. A planar subdivision is connected if the underlying graph is connected. The vertices and edges of the subdivision are the embeddings of the nodes and arcs of the underlying graph, respectively. An edge of the subdivision is considered to be open, that is, it does not include its endpoints (vertices). A face of the subdivision is a maximal connected subset of the plane that does not contain any point on an edge or a vertex.

Funding This research was supported by NRF grant 2011-0030044 (SRC-GAIA) funded by the government of Korea, and the MSIT (Ministry of Science and ICT), Korea, under the SW Starlab support program (IITP-2017-0-00905) supervised by the IITP (Institute for Information & communications Technology Promotion).
We say a planar subdivision \textit{dynamic} if the subdivision allows two types of operations, the insertion of an edge to the subdivision and the deletion of an edge from the subdivision. The subdivision changes over insertions and deletions of edges accordingly. For an insertion of an edge \( e \), we require \( e \) to intersect no edge or vertex in the subdivision and the endpoints of \( e \) to lie on no edge in the subdivision. We insert the endpoints of \( e \) in the subdivision as vertices if they were not vertices of the subdivision. In fact, the insertion with this restriction is general enough. The insertion of an edge \( e \) with an endpoint \( u \) lying on an edge \( e' \) of the subdivision can be done by a sequence of four operations: deletion of \( e' \), insertion of \( e \), and insertions of two subedges of \( e' \) partitioned by \( u \).

The dynamic point location problem is closely related to the dynamic vertical ray shooting problem \cite{6}. For this problem, we are asked to find the edge of a dynamic planar subdivision that lies immediately above (or below) a query point. In the case that the subdivision is connected at any time, we can answer a point location query without increasing the space and time complexities using a data structure for the dynamic vertical ray shooting problem by maintaining the list of the edges incident to each face in a concatenable queue \cite{6}.

However, it is not the case in a general (possibly disconnected) planar subdivision. Although the dynamic vertical ray shooting algorithms presented in \cite{2, 3, 5, 6} work for general (possibly disconnected) subdivisions, it is unclear how one can use them to support point location queries efficiently. As pointed out in some previous works \cite{5, 6}, a main issue concerns how to test whether the two edges lying immediately above two query points belong to the boundary of the same face in a dynamic planar subdivision. Notice that the boundary of a face may consist of more than one connected component.

In this paper, we consider a point location query on dynamic planar subdivisions. The subdivisions we consider are not necessarily connected, that is, the underlying graphs may consist of one or more connected components. We also require that every edge is a straight line segment. We present a data structure for a dynamic planar subdivision which answers point location queries efficiently.

**Previous work.** The dynamic vertical ray shooting problem has been studied extensively \cite{2, 3, 5, 6}. These data structures do not require that the subdivision is connected, but they require that the subdivision is planar. None of the known algorithms for this problem is superior to the others. Moreover, optimal update and query times (or their optimal trade-offs) are not known. The update time or the query time (or both) is worse than \( O(\log^2 n) \), except the data structures by Arge et al. \cite{2} and by Chan and Nekrich \cite{5}. The data structure by Arge et al. \cite{2} supports expected \( O(\log n) \) query time and expected \( O(\log^2 n/\log \log n) \) update time under Las Vegas randomization in the RAM model. The data structure by Chan and Nekrich \cite{5} supports \( O(\log n \log \log n) \) query time and \( O(\log n \log \log n) \) update time in the pointer machine model. Their algorithm can also be modified to reduce the query time at the expense of increasing the update time. As pointed out by Cheng and Janardan \cite{6}, all these data structures \cite{2, 3, 5, 6} can be used for answering point location queries if the underlying graph of the subdivision is connected without increasing any resource.

Little has been known for the dynamic point location in general planar subdivisions. In fact, no nontrivial data structure is known for this problem.\footnote{The paper \cite{2} claims that their data structure supports a point location query for a general subdivision. They present a vertical ray shooting data structure and claim that this structure supports a point location query for a general subdivision using the paper \cite{9}. However, the paper \cite{9} mentions that it works only for a subdivision such that every face in the subdivision has a constant complexity. Therefore, the point location problem for a general subdivision is still open.} Cheng and Janardan asked whether such a data structure can be maintained for a general planar subdivision \cite{6}, but
this question has not been resolved until now. Very recently, it was asked again by Chan and Nekrich [5] and by Snoeyink [12]. Specifically, Snoeyink asked whether it is possible to construct a dynamic data structure for a general (possibly disconnected) planar subdivision supporting sublinear query time of determining if two query points lie in the same face of the subdivision.

Our result. In this paper, we present a data structure and its update and query algorithms for the dynamic point location in general planar subdivisions under the pointer machine model. This is the first result supporting sublinear update and query times, and answers the question posed in [5, 6, 12]. Precisely, the amortized update time is $O(\sqrt{n \log n} (\log \log n)^{3/2})$ and the query time is $O(\log n (\log \log n)^2)$, where $n$ is the number of edges in the current subdivision. When only deletions of edges are allowed, the update and query times are just $O(\alpha(n))$ and $O(\log n)$, respectively. Here, we assume that a deletion operation is given with the pointer to an edge to be deleted in the current edge set.

Our approach itself does not require that every edge in the subdivision is a line segment, and can handle arbitrary curves of constant description. However, the data structures for dynamic vertical ray shooting queries require that every edge is a straight line segment, which we use as a black box. Once we have a data structure for answering vertical ray shooting queries for general curves, we can also extend our results to general curves. For instance, the result by Chan and Nekrich [5] is directly extended to $x$-monotone curves, and so is ours.

One may wonder if the problem is decomposable in the sense that a query over $D_1 \cup D_2$ can be answered in constant time from the answers from $D_1$ and $D_2$ for any pair of disjoint data sets $D_1$ and $D_2$ [8]. If a problem is decomposable, we can obtain a dynamic data structure from a static data structure of this problem using the framework of Bentley and Saxe [4], or Overmars and Leeuwen [10]. However, the dynamic point location problem in a general planar subdivision is not decomposable. To see this, consider a subdivision $D$ consisting of a square face and one unbounded face. Let $D_1$ be the subdivision consisting of three edges of the square face and $D_2$ be the subdivision consisting of the remaining edge of the square face. There is only one face in $D_1$ (and $D_2$). Any two points in the plane are contained in the same face in $D_1$ (and $D_2$). But it is not the case for $D$. Therefore, the answers from $D_1$ and $D_2$ do not help to answer point location queries on $D$.

Outline. Consider any two query points in the plane. Our goal is to check whether they are in the same face of the current subdivision. To do this, we use the data structures for answering dynamic vertical ray shooting queries [2, 3, 5, 6], and find the edges lying immediately above the two query points. Then we are to check whether the two edges are on the boundary of the same face. In general subdivisions, the boundary of each face may consist of more than one connected components. This makes $\Theta(n)$ changes to the boundaries of the faces in the worst case, where $n$ is the number of edges in the current subdivision. Therefore, we cannot maintain the explicit description of the subdivision.

To resolve this problem, we consider two different subdivisions, $M_0$ and $M_n$, such that the current subdivision consists of the edges of $M_0$ and $M_n$, and construct data structures on the subdivisions, $D_0$ and $D_n$, respectively. Recall that the dynamic point location problem is not decomposable. Thus the two subdivisions must be defined carefully. We set each edge in the current subdivision to be one of the three states: old, communal, and new. Then let $M_o$ be the subdivision induced by all old and communal edges, and $M_n$ be the subdivision induced by all new and communal edges. Note that every communal edge belongs to both subdivisions.
The state of each edge is defined as follows. The data structures are reconstructed periodically. In specific, they are rebuilt after processing $f(n)$ updates since the latest reconstruction, where $n$ is the number of edges in the current subdivision. Here, $f(n)$ is called a reconstruction period, which is set to $\sqrt{n}$ roughly. When an edge $e$ is inserted, we find the face $F$ in $M_0$ intersecting $e$ and set the old edges on the outer boundary of $F$ to communal. If one endpoint of $e$ lies on the outer boundary of $F$ and the other lies on an inner boundary of $F$, we set the old edges on this inner boundary to communal. Also, we set $e$ to new. When an edge $e$ is deleted, we find the faces in $M_0$ incident to $e$ and set the old edges of the outer boundaries of the faces to communal.

We show that the current subdivision has the following property: no face in the current subdivision contains both new and old edges on its outer boundary. In other words, for every face in the current subdivision, either every edge is classified as new or communal, or every edge is classified as old or communal. Due to this property, for any two query points, they are in the same face in the current subdivision if and only if they are in the same face in both $M_0$ and $M_n$. Therefore, we can represent the name of a face in the current subdivision as a pair of faces, one in $M_0$ and one in $M_n$. To answer a point location query on the current subdivision, it suffices to find the faces containing the query point in $M_0$ and in $M_n$.

To answer point location queries on $M_0$, we observe that no edge is inserted to $M_0$ unless it is rebuilt. Therefore, it suffices to construct a semi-dynamic point location data structure on $M_0$ supporting only deletion operations. If only deletion operations are allowed, two faces are merged into one face, but no new face appears. Using this property, we provide a data structure supporting $O(\alpha(n))$ update time and $O(\log n)$ query time.

To answer point location queries on $M_n$, we make use of the following property: the boundary of each face of $M_n$ consists of $O(f(n))$ connected components while the number of edges of $M_n$ is $\Theta(n)$ in the worst case, where $n$ is the number of all edges in the current subdivision. Due to this property, the amount of the change on the subdivision $M_n$ is $O(f(n))$ at any time. Therefore, we can maintain the explicit description of $M_n$. In specific, we maintain a data structure on $M_n$ supporting point location queries, which is indeed a doubly connected linked list of $M_n$.

Due to lack of space, some proofs and details are omitted. The missing proofs and missing details can be found in the full version of the paper.

## 2 Preliminaries

Consider a planar subdivision $M$ that consists of $n$ straight line segment edges. Since the subdivision is planar, there are $O(n)$ vertices and faces. One of the faces of $M$ is unbounded and all other faces are bounded. Notice that the boundary of a face is not necessarily connected. For the definitions of the faces and their boundaries, refer to [7, Chapter 2].

We consider each edge of the subdivision as two directed half-edges. The two half-edges are oriented in opposite directions so that the face incident to a half-edge lies to the left of it. In this way, each half-edge is incident to exactly one face, and the orientation of each connected component of the boundary of $F$ is defined consistently. We call a boundary component of $F$ the outer boundary of $F$ if it is traversed along its half-edges incident to $F$ in counterclockwise order around $F$. Except for the unbounded face, every face has a unique outer boundary. We call each connected component other than the outer boundary an inner boundary of $F$. Consider the outer boundary $\gamma$ of a face. Since $\gamma$ is a noncrossing closed curve, it subdivides the plane into regions exactly one of which contains $F$. We say a face $F$ encloses a set $C$ in the plane if $C$ is contained in the (open) region containing $F$. 
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of the planar subdivision induced by the outer boundary of $F$. Note that if $F$ encloses $F'$, the outer boundary of $F'$ does not intersect the boundary of $F'$. For more details on planar subdivisions, refer to the computational geometry book [7].

Our results are under the pointer machine model, which is more restrictive than the random access model. Under the pointer machine model, a memory cell can be accessed only through a series of pointers while any memory cell can be accessed in constant time under the random access model. Most of the results in [2, 3, 5, 6] are under the pointer machine model, and the others are under the random access model.

**Updates:** insertion and deletion of edges. We allow two types of update operations: \texttt{InsertEdge}(e) and \texttt{DeleteEdge}(e). In the course of updates, we maintain a current edge set $E$, which is initially empty. \texttt{InsertEdge}(e) is given with an edge $e$ such that no endpoints of $e$ lies on an edge of the current subdivision. This operation adds $e$ to $E$, and thus update the current subdivision accordingly. Recall that an edge of the subdivision is a line segment excluding its endpoints. If an endpoint of $e$ does not lie on a vertex of the current subdivision, we also add the endpoint of $e$ to the current subdivision as a vertex. \texttt{DeleteEdge}(e) is given with an edge $e$ in the current subdivision. Specifically, it is given with a pointer to $e$ in the set $E$. This operation removes $e$ from $E$, and updates the subdivision accordingly. If an endpoint of $e$ is not incident to any other edge of the subdivision, we also remove the vertex which is the endpoint of $e$ from the subdivision.

**Queries.** Our goal is to process update operations on the data structure so that given a query point $q$ the face of the current subdivision containing $q$ can be computed from the data structure efficiently. Specifically, each face is assigned a distinct name in the subdivision, and given a query point the name of the face containing the point is to be reported. A query of this type is called a location query, denoted by \texttt{locate}(x) for a query point $x$ in the plane.

### 2.1 Data structures

In this paper, we show how to process updates and queries efficiently by maintaining a few data structures for dynamic planar subdivisions. In specific, we use disjoint-set data structures and concatenable queues. Before we continue with algorithms for updates and queries, we provide brief descriptions on these structures in the following. Throughout this paper, we use $S(n), U(n)$ and $Q(n)$ to denote the size, the update and query time of the data structures we use for the dynamic vertical ray shooting in a general subdivision. Notice that $U(n) = \Omega(\log n)$, $U(n) = o(n)$, and $Q(n) = \Omega(\log n)$ for any nontrivial data structure for the dynamic vertical ray shooting problem under the pointer machine model. Also, $U(n)$ is increasing. Thus in the following, we assume that $U(n)$ and $Q(n)$ satisfy these properties.

A disjoint-set data structure keeps track of a set of elements partitioned into a number of disjoint subsets [13]. Each subset is represented by a rooted tree in this data structure. The data structure has size linear in the total number of elements, and can be used to check whether two elements are in the same partition and to merge two partitions into one. Both operations can be done in $O(\alpha(N))$ time, where $N$ is the number of elements at the moment and $\alpha(\cdot)$ is the inverse Ackermann function.

A concatenable queue represents a sequence of elements, and allows four operations: insert an element, delete an element, split the sequence into two subsequences, and concatenate two concatenable queues into one. By implementing them with 2-3 trees [1], we can support each operation in $O(\log N)$ time, where $N$ is the number of elements at the moment. We can search any element in the queue in $O(\log N)$ time.
In this section, we present a semi-dynamic data structure for point location queries that allows only \textsc{DeleteEdge} operations. Initially, we are given a planar subdivision consisting of \( n \) edges. Then we are given update operations \textsc{DeleteEdge}(e) for edges \( e \) in the subdivision one by one, and process them accordingly. In the course of updates, we answer point location queries. We maintain static data structures on the initial subdivision and a disjoint-set data structure that changes dynamically as we process \textsc{DeleteEdge} operations.

\textbf{Static data structures.} We construct the static point location data structure on the initial subdivision of size \( O(n) \) in \( O(n \log n) \) time \cite{11}. Due to this data structure, we can find the face in the initial subdivision containing a query point in \( O(\log n) \) time. We assign a name to each face, for instance, the integers from 1 to \( m \) for \( m \) faces. Also, we compute the doubly connected edge list of the initial subdivision, and make each edge in the current edge set to point to its counterparts in the doubly connected edge list. These data structures are static, so they do not change in the course of updates.

\textbf{History structure of faces over updates.} Consider an edge \( e \) to be deleted from the subdivision. If \( e \) is incident to two distinct faces in the current subdivision, the faces are merged into one and the subdivision changes accordingly. To apply such a change and keep track of the face information of the subdivision, we use a disjoint-set data structure \( S \) on the names of the faces in the initial subdivision. Initially, each face forms a singleton subset in \( S \). In the course of updates, subsets in \( S \) are merged. Two elements in \( S \) are in the same subset of \( S \) if and only if the two faces corresponding to the two elements are merged into one face.

\textbf{Deletion.} We are given \textsc{DeleteEdge}(e) for an edge \( e \) of the subdivision. Since only history structure changes dynamically, it suffices to update the history structure only. We first compute the two faces in the initial subdivision that are incident to \( e \) in \( O(1) \) time by using the doubly connected edge list. Then we check if the faces belong to the same subset or not in \( S \). If they belong to two different subsets, we merge the subsets into one in \( O(\alpha(n)) \) time. The label of the root node in the merged subset becomes the name of the merged face. If the faces belong to the same subset, \( e \) is incident to the same face \( F \) in the current subdivision, and therefore there is no change to the faces in the subdivision, except the removal of \( e \) from the boundary of \( F \). Since we do not maintain the boundary information of faces, there is nothing to do with the removal and we do not do anything on \( S \). Thus, there is a bijection between faces in the current subdivision and subsets in the disjoint-set data structure \( S \). We say that the face corresponding to the root of a subset represents the subset.

\textbf{Location queries.} To answer \textsc{locate}(x) for a query point \( x \) in the plane, we find the face \( F \) in the initial subdivision in \( O(\log n) \) time. Then we return the subset in the disjoint-set data structure \( S \) that contains \( F \) in \( O(\alpha(n)) \) time. Precisely, we return the root of the subset containing \( F \) whose label is the name of the face containing \( x \) in the current subdivision. The argument in this section implies the correctness of the query algorithm.

\begin{itemize}
  \item \textbf{Theorem 1.} Given a planar subdivision consisting of \( n \) edges, we can construct data structures of size \( O(n) \) in \( O(n \log n) \) time so that \textsc{locate}(x) can be answered in \( O(\log n) \) time for any point \( x \) in the plane and the data structures can be updated in \( O(\alpha(n)) \) time for a deletion of an edge from the subdivision.
\end{itemize}
4 Data structures for fully dynamic point location

In Section 4 and Section 5, we present a data structure and its corresponding update and query algorithms for the dynamic point location in fully dynamic planar subdivisions. Initially, the subdivision is the whole plane. While we process a mixed sequence of insertions and deletions of edges, we maintain two data structures, one containing \textit{old and communal edges} and one containing \textit{new and communal edges}. We consider each edge of the subdivision to have one of three states, “new”, “communal”, and “old”. The first data structure, denoted by $D_o$, is the point location data structure on old and communal edges that supports only \texttt{DeleteEdge} operations described in Section 3. The second data structure, denoted by $D_n$, is a fully dynamic point location data structure on new and communal edges.

Three states: old, communal and new. We rebuild both data structures periodically. When they are rebuilt, every edge in the current subdivision is set to old. As we process updates, some of them are set to communal as follows. For \texttt{InsertEdge}(e), there is exactly one face $F$ of $M_o$ whose interior is intersected by $e$ as $e$ does not intersect any edges or vertices. We set all edges on the outer boundary of $F$ to communal. If $e$ connects the outer boundary of $F$ with one inner boundary of $F$, we set all edges on the inner boundary to communal. As a result, the outer boundary edges in the faces incident to $e$ in $M_o$ are communal or new after $e$ is inserted. For \texttt{DeleteEdge}(e), there are at most two faces of $M_o$ whose boundaries contain $e$. We set all edges on the outer boundary of these faces to communal. Here, we do not maintain the explicit description (the doubly connected edge list) of $M_o$, but maintain the semi-dynamic data structure on $M_o$ described in Section 3.

Also, the edges inserted after the latest reconstruction are set to new. The subdivision $M_n$ of the new and communal edges has complexity of $\Theta(n)$ in the worst case. We maintain a fully dynamic point location data structure on $M_n$, which is indeed the explicit description (the doubly connected edge list) of $M_n$.

4.1 Reconstruction

Let $f : \mathbb{N} \rightarrow \mathbb{N}$ be an increasing function satisfying that $f(n)/2 \leq f(n/2) \leq n/4$ for every $n$ larger than a constant, which will be specified later. We call the function a reconstruction period. We reconstruct $D_o$ and $D_n$ if we have processed $f(n)$ updates since the latest reconstruction time, where $n$ is the number of the edges in the current subdivision.

The following lemma is a key to achieve an efficient update time. Each face of $M_n$ has $O(f(n))$ boundary components while the number of edge in $M_n$ is $\Theta(n)$ in the worst case.

\begin{lemma}
Each face of $M_n$ has $O(f(n))$ inner boundaries.
\end{lemma}

\begin{proof}
Consider a face $F$ of $M_n$. There are two types of the inner boundaries of $F$: either all edges on an inner boundary are communal or at least one edge on an inner boundary is new. For an inner boundary of the second type, all edges other than the new edges are communal. By the construction, the number of new edges in $M_n$ is at most $f(n)$. Recall that when we rebuild the data structures, $M_o$ and $M_n$, all edges are set to old.

We pick an arbitrary edge on each inner boundary of $F$ of the first type, and call it the representative of the inner boundary. Each representative is inserted before the latest reconstruction, and is set to communal later. It becomes communal due to a pair $(F', e')$, where $F'$ is a face of $M_o$ and $e'$ is an edge inserted or deleted after the latest reconstruction, such that the insertion or deletion of $e'$ makes the edges on a boundary component of $F'$ communal, and $e$ was on this boundary component of $F'$ at that moment. See Figure 1. If
the representatives of all first-type inner boundaries of $F$ are induced by distinct pairs, it is clear that the number of the first-type inner boundaries of $F$ is $O(f(n))$. But it is possible that the representative of some inner boundaries of $F$ are induced by the same pair $(F', e')$.

Consider the representatives of some inner boundaries of $F$ that are induced by the same pair $(F', e')$. The insertion of deletion of $e'$ makes the outer boundary of $F'$ become communal. In the case that $e'$ connects the outer boundary of $F'$ and an inner boundary of $F'$, let $\gamma$ be the cycle consisting of the outer boundary of $F'$, the inner boundary of $F'$ and $e'$. Let $\gamma$ be the outer boundary of $F'$, otherwise. All representatives induced by $(F', e')$ are on $\gamma$, and therefore they are connected after $e'$ is inserted or before $e'$ is deleted. Notice that any two of such representatives are disconnected later. This means that $\gamma$ becomes at least $t$ connected components due to the removal of $t$ edges on it, where $t$ is the number of the representatives induced by $(F', e')$. The total number of edges that are removed after the latest reconstruction is $O(f(n))$, and each edge that are removed after the latest reconstruction can be a representative of at most two first-type inner boundaries of $F$. Therefore, the total number of the representatives of the first-type inner boundaries of $F$ is also $O(f(n))$.

Consider an inner boundary of the second type. Since each edge is incident to at most one inner boundary of $F$, the number of the second-type inner boundaries is at most the number of new edges. Therefore, there are $O(f(n))$ second-type inner boundaries of $M_o$.

\section{Two data structures}

We maintain two data structures: $D_o$, a semi-dynamic point location for old and communal edges, and $D_n$, a fully dynamic point location for new and communal edges. In this subsection, we describe the data structures $D_o$ and $D_n$. The update procedures are described in Section 5.

**Semi-dynamic point location for old and communal edges.** After each reconstruction, we construct the point location data structure $D_o$ supporting only \textsc{DeleteEdge} described in Section 3 for all edges in the current subdivision, which takes $O(n \log n)$ time. Recall that all edges in the current subdivision are old at this moment. In Section 5, we will see that the amortized time for reconstructing $D_o$ is $O(n \log n / f(n))$ at any moment, where $n$ is the number of all edges in the subdivision at the moment. As update operations are processed, some old or communal edges are deleted, and thus we remove them from $D_o$. Notice that no edge is inserted to $D_o$ by the definition of old and communal edges.

In addition to this, we store the old edges on each boundary component of the faces of $M_o$ in a concatenable queue. Notice that such edges are not necessarily contiguous on the boundary component. In spite of this fact, we can traverse the old edges along a boundary component of each face of $M_o$ in time linear in the number of the old edges due to the concatenable quen for the old edges.
Fully dynamic point location for new and communal edges. Let $E_n$ be the set of all new and communal edges and $M_n$ be the subdivision induced by $E_n$. Also, let $E_o$ denote the set of all old and communal edges and $M_o$ be the subdivision induced by $E_o$.

We maintain a dynamic data structure that supports vertical ray-shooting queries for $E_o$. The update time $U(n)$ is $O(\log n \log \log n)$ and the query time $Q(n)$ is $O(\log n (\log \log n)^2)$ if we use the data structure by Chan and Nekrich [5]. Or, there are alternative data structures with different update and query times [2, 3, 6].

We also maintain the boundary of each face $F$ of $M_n$. We store each connected component of the boundary of $F$ in a concatenable queue. More specifically, a concatenable queue represents a cyclic sequence of the edges in a connected component of the boundary of $F$. Since $e$ is incident to at most two faces of $M_n$, there are at most two such elements in the queues. We implement the concatenable queues using the 2-3 trees. We choose an element in each queue and call it the root of the queue. For a concatenable queue implemented by a 2-3 tree, we choose the root of the 2-3 tree as the root of the queue. Given any element of a queue, we can access the root of the queue in $O(\log n)$ time. For an inner boundary of a face $F$ of $M_n$, we let the root of the queue for this inner boundary point to the root of the queue for the outer boundary of $F$. We also make the root of the queue for the outer boundary of $F$ point to the root of the queue for all inner boundaries of $F$. Also, we let each edge of $E_n$ point to its corresponding elements in the queues.

We maintain a balanced binary search tree on the vertices of $M_n$ sorted in a lexicographical order so that we can check whether a point in the plane is a vertex of $M_n$ in $O(\log n)$ time. Also, for each vertex of $M_n$, we maintain a balanced binary search tree on the edges incident to it in $M_n$ in clockwise order around it. The update procedure of this data structure is straightforward, and the update time is subsumed by the time for maintaining the boundaries of the faces of $M_n$. Thus, in the following, we do not mention the update of this structure.

Lemma 3. The data structures $D_o$ and $D_n$ have size $O(n)$.

5 Update procedures for fully dynamic point location

We have two update operations: INSERTEDGE($e$) and DELETEEDGE($e$). Recall that we rebuild the data structures periodically. More precisely, we reconstruct the data structures if we have processed $f(n)$ updates since the latest reconstruction time, where $n$ is the number of the edges we have at the moment. After the reconstruction, the data structure $D_o$ becomes empty. This is simply because the reconstruction resets all edges to old. For the data structure $D_o$, we will show that the amortized time for reconstruction is $O(n \log n / f(n))$.

Also, this data structure is updated as some old or communal edges are deleted.

In this section, we present a procedure for updates of the two data structures. Recall that we use $M_o$ to denote the subdivision induced by the old and communal edges, and $M_n$ to denote the subdivision induced by the new and communal edges. We use the subdivisions, $M_o$ and $M_n$, only for description purpose, and we do not maintain them.

5.1 Common procedure for edge insertions and edge deletions

We are given operation INSERTEDGE($e$) or DELETEEDGE($e$) for an edge $e$. Recall that we construct $D_o$ and $D_n$ periodically. The reconstruction period $f : \mathbb{N} \to \mathbb{N}$ is an increasing function satisfying that $f(n)/2 \leq f(n/2) \leq n/4$ for every $n$ larger than a constant.

Lemma 4. The amortized reconstruction time of $D_o$ is $O(n \log n / f(n))$, where $n$ is the number of all edges at the moment.
The insertion or deletion sets some old edges to communal. By applying a point location query for an endpoint of \( e \) in \( M_o \), we find the faces \( F \) of \( M_o \) such that the boundary of \( F \) contains an endpoint of \( e \) or the interior of \( F \) is intersected by \( e \). All edges lying on the outer boundary and at most one inner boundary of \( F \) become communal. We insert them and \( e \) to the data structure \( D_n \) for vertical ray shooting queries. This takes \( O(N \cdot U(n)) \) time, where \( N \) denotes the number of all edges inserted to the data structure. It is possible that some edges of the faces are already communal. In this case, we avoid removing (also accessing) such edges by using the concatenable queue representing the cyclic sequence of the old edges on each boundary component of \( F \).

\[ \text{Lemma 5.} \quad \text{The average number of old edges which are set to communal is } O(n/f(n)) \text{ at any moment, where } n \text{ is all edges at the moment.} \]

\[ \text{Corollary 6.} \quad \text{The amortized time for inserting new and communal edges to the vertical ray shooting data structure in } D_n \text{ is } O(n \cdot U(n)/f(n)). \]

### 5.2 Edge insertions

We are given operation \( \text{INSERTEDGE}(e) \) for an edge \( e \). For the data structure \( D_o \), we do nothing since the set of the old and communal edges remains the same. For the data structure \( D_n \), we are required to insert one new edge \( e \) and several communal edges. In other words, we are required to update the ray shooting data structure, the concatenable queues and the pointers associated to each edge of \( E_n \). We first process the update due to the communal edges, and then process the update due to the new edge \( e \). The process for the new edge \( e \) is the same as the process for the communal edges, except that there is only one new edge \( e \), but there are \( O(n/f(n)) \) communal edges (amortized). In the following, we describe the process for the communal edges only.

Let \( E_n \) be the union of the closures of all edges of \( E_n \), where \( E_n \) is the set of the new and communal edges before \( \text{INSERTEDGE}(e) \) is processed. Recall that it is not necessarily connected. Recall that the old edges on the outer boundary of the face intersected by \( e \) become communal. If the outer boundary is connected to an inner boundary, we also set the edges of the inner boundary to communal. In this case, let \( \gamma \) be the cycle consisting of these two boundary components and \( e \). Otherwise, let \( \gamma \) be the outer boundary of the face in \( M_o \) intersecting \( e \). If \( \gamma \) consists of only communal edges, we do nothing. Thus we assume that it contains at least one old edge. We insert the old edges of \( \gamma \) to \( D_o \) in \( O(n \cdot U(n)/f(n)) \) amortized time by Corollary 6. Recall that the average number of such edges is \( O(n/f(n)) \) by Corollary 6.

Now we update the concatenable queues and the pointers made by the communal edges on \( \gamma \) in \( O(f(n)Q(n) + n \log n/f(n)) \). Let \( F \) be the face of \( M_n \) intersected by \( \gamma \).

\[ \text{Lemma 7.} \quad \text{The curve } \gamma \text{ intersects no connected component of } E_n \text{ enclosed by } \gamma \text{ assuming that } \gamma \text{ contains at least one old edge.} \]

By Lemma 7, there is a unique face \( F_\gamma \) in the subdivision \( M_n \) after the communal edges are inserted such that the outer boundary of \( F_\gamma \) is \( \gamma \). See Figure 2. The boundaries of \( F \) change due to the communal edges, but the boundaries of the other faces remain the same. More precisely, \( F \) is subdivided into subfaces, one of which is \( F_\gamma \). We compute the concatenable queues for each boundary component of the subfaces. We show how to do this for \( F_\gamma \). While computing the boundary of \( F_\gamma \), we can compute all boundaries of every subface in the same time. Details can be found in the full version of the paper.
Therefore, we can determine for each inner boundary \( O \) time is \( O(N) \). Boundary of \( F \) make each old edge of \( F \). We just make their pointers to point to other elements the concatenable queues corresponding to it. For the update of the concatable queues, we do not remove the elements of them. We make the root of the concatable queue to point to the elements in the queues, one representing the outer boundary component of \( F \). We find the boundary component of \( F \) in constant time. We split it with respect to \( g_1 \) and \( g_2 \), and combine one subchain with the concatable queue for \( \gamma \). We keep the other subchain for updating the boundary of \( F \). In this way, we can obtain the concatable queue for the outer boundary \( \gamma \) of \( F_\gamma \). This takes \( O(N \log n) \) time, where \( N \) is the number of old edges of \( \gamma \) which become communal.

**Concatenate queue for the outer boundary \( \gamma \) of \( F_\gamma \).** We walk along the old edges of \( \gamma \) which become communal one by one using the concatenate queue for the old edges of \( \gamma \). We make an empty concatenate queue for \( \gamma \), and insert such edges one by one. If two consecutive old edges \( g_1 \) and \( g_2 \) of \( \gamma \) share no endpoints, there is a polygonal chain between \( g_1 \) and \( g_2 \) of \( \gamma \) consisting of communal edges only. Notice that this chain is a part of a boundary component of \( F \). We find the boundary component of \( F \) in constant time. We split it with respect to \( g_1 \) and \( g_2 \), and combine one subchain with the concatenate queue for \( \gamma \). We keep the other subchain for updating the boundary of \( F \). In this way, we can obtain the concatenate queue for the outer boundary \( \gamma \) of \( F_\gamma \). This takes \( O(N \log n) \) time, where \( N \) is the number of old edges of \( \gamma \) which become communal.

**Concatenable queues for the inner boundaries of \( F_\gamma \).** A inner boundary \( \beta \) of \( F \) might be enclosed by \( F_\gamma \) in the subdivision after the communal edges are inserted. For each inner boundary \( \beta \) of \( F \), we check if it is enclosed by \( F_\gamma \). To do this, we compute the edge \( e' \) immediately lying above the topmost vertex of \( \beta \) using the vertical ray shooting data structure on all new and communal edges, which include the edges of \( \gamma \). Using the pointer for each edge \( e' \) pointing to the elements in the concatenate queues, we can find the boundary component \( \beta_{e'} \) containing \( e' \) in constant time. If \( \beta_{e'} \) is \( \gamma \), we can determine if \( \beta \) is enclosed by \( F_\gamma \). Otherwise, \( \beta \) is enclosed by \( F_\gamma \) if and only if \( \beta_{e'} \) is enclosed by \( F_\gamma \). Therefore, we can determine for each inner boundary \( \beta \) of \( F \) whether \( \beta \) is enclosed by \( F_\gamma \) in \( O(f(n)Q(n)) \) time in total since there are \( O(f(n)) \) inner boundaries of \( F \) by Lemma 2.

Since each inner boundary of \( F_\gamma \) was an inner boundary of \( F \) before the communal edges are inserted, there is a concatenateable queue for each inner boundary of \( F_\gamma \) whose root node points to the outer boundary of \( F \). We make the root of the concatenateable queue to point to \( F_\gamma \), which takes \( O(f(n)) \) time in total for all inner boundaries of \( \gamma \).

**Pointers for edges.** Finally, we update the pointers associated to each edge of \( E_n \) and each old edge of \( \gamma \) which become communal. Recall that each edge of \( E_n \) points to the element in the concatenateable queues corresponding to it. For the update of the concatenateable queues, we do not remove the elements of them. We just make their pointers to point to other elements of the queues. Therefore, we do not need to do anything for \( E_n \). The only thing we do is to make each old edge of \( \gamma \) to point to the elements in the queues, one representing the outer boundary of \( F_\gamma \) and one representing a boundary component of a subface of \( F \). This takes \( O(N \log n) \) time, where \( N \) is the number of old edges of \( \gamma \) which become communal.

Therefore, the overall update time for inserting the communal edges is \( O(f(n)Q(n) + N \log n) \). Since the average value of \( N \) is \( O(n/f(n)) \) by Lemma 5, the amortized update time is \( O(f(n)Q(n) + n \log n/f(n)) \). Similarly, the update time for the insertion of \( e \) is \( O(f(n)Q(n) + \log n) \). The amortized reconstruction time is \( O(n \log n/f(n)) \) by Lemma 4.
Also, the amortized time for inserting the communal edges to the vertical ray shooting data structure is $O(n \cdot U(n)/f(n))$ by Corollary 6. Therefore, the overall update time is $O(f(n)Q(n) + n \log n/f(n) + n \cdot U(n)/f(n))$, which is $O(f(n)Q(n) + n \cdot U(n)/f(n))$ since $U(n) = \Omega(\log n)$.

\textbf{Lemma 8.} We can process $\text{InsertEdge}(e)$ in $O(f(n)Q(n) + n \cdot U(n)/f(n))$ amortized time.

### 5.3 Edge deletions

We are given operation $\text{DeleteEdge}(e)$ for an edge $e$. For the data structure $D_o$, we update the semi-dynamic point location data structure on the old and communal edges. We also update the concatenable queues for old edges on the boundary components of a face of $M_o$.

For the data structure $D_n$, we are required to update the concatenable queues and the pointers associated to each edge of $E_n$. Here, we insert $O(n/f(n))$ communal edges and delete only one edge $e$ from the data structure. The insertion of the communal edges is exactly the same as the case for edge insertions in the previous subsection. The deletion of $e$ is also similar to the update procedure for edge insertions. The details can be found in the full version of the paper.

\textbf{Lemma 9.} We can process $\text{DeleteEdge}(e)$ in $O(f(n)Q(n) + n \cdot U(n)/f(n))$ amortized time.

## 6 Query procedure

We call the subdivision induced by all old, communal, and new edges the complete subdivision and denote it by $M_c$. Sometimes we mention a face without specifying the subdivision if the face is in the complete subdivision.

Given $D_o$ and $D_n$, we are to answer $\text{locate}(x)$, that is, to find the face containing the query point $x$ in $M_c$. Let $F_o$ and $F_n$ be the faces of $M_o$ and $M_n$ containing $x$, respectively. By Theorem 1, we can find $F_o$ in $O(\log n)$ time. For $F_n$, we find the edge $e$ of $M_n$ immediately lying above $x$ in $Q(n)$ time using the vertical ray shooting data structure. Then we find the faces containing $e$ on their boundaries using the pointers $e$ has. There are at most two such faces. Since the connected components of the boundary of each face are oriented consistently, we can decide which one contains $x$ in constant time. Therefore, we can compute $F_n$ in $O(Q(n))$ time in total. To answer $\text{locate}(x)$, we need the following lemmas.

\textbf{Lemma 10.} No face of $M_c$ contains both an old edge and new edge in its outer boundary.

\textbf{Proof.} Assume to the contrary that both a new edge $e_o$ and an old edge $e_o$ lie on the outer boundary of a face $F$ of $M_c$. Note that $e_o$ is inserted after the latest reconstruction. When $e_n$ was inserted, all outer boundary edges of the face $F'$ that was intersected by $e_n$ in $M_o$ at the moment were set to communal. Since a communal edge is set to old only by a reconstruction, the only possibility for $e_o$ to remain as old is that $e_o$ was not on the outer boundary of $F'$ but on the outer boundary of another face in $M_o$, and after then it has become an outer boundary edge of $F$ by a series of splits and merges of the faces that are incident to $e_o$. These splits and merges occur only by insertions and deletions of edges, and $e_o$ is set to communal by such a change to the face that is incident to $e_o$ and remains communal afterwards. This contradicts that $e_o$ is old, and this case never occurs.

\textbf{Lemma 11.} For any face $F$ in $M_c$, there exists a face in $M_o$ or in $M_n$ whose outer boundary coincides with the outer boundary of $F$. 
Using the two lemmas above, we can obtain the following lemma.

**Lemma 12.** For any two points in the plane, they are in the same face in $M_c$ if and only if they are in the same face in $M_o$ and in the same face in $M_n$.

**Proof.** Assume that two points $x$ and $y$ are in the same face $F$ in $M_c$. There is a face $F'$ in $M_o$ or in $M_n$ whose outer boundary coincides with the outer boundary of $F$ by Lemma 11. Consider a face $F''$ in $M_o$ or $M_n$ enclosed by $F'$. Neither $x$ nor $y$ is enclosed by $F''$ because the edge set of $M_o$ (and $M_n$) is a subset of the edge set of $M_c$. Since the complete subdivision $M_c$ is planar, this implies that $x$ and $y$ are in the same face in both $M_o$ and $M_n$.

Now assume that two points $x$ and $y$ are in different faces in $M_c$. Let $F_x$ and $F_y$ be the faces containing $x$ and $y$ in $M_c$, respectively. This means that $x$ is not enclosed by $F_y$ or $y$ is not enclosed by $F_x$. The outer boundaries of $F_x$ and $F_y$ are distinct. By Lemma 11, there are faces $F'_x$ and $F'_y$ in $M_o$ or in $M_n$ whose outer boundaries coincide with the outer boundaries of $F_x$ and $F_y$, respectively. Note that $x$ is enclosed by $F'_y$ and $y$ is enclosed by $F'_x$. However, either $x$ is not enclosed by $F'_y$ or $y$ is not enclosed by $F'_x$. Therefore, $x$ and $y$ are in different faces in $M_o$ and $M_n$, which proves the lemma.

Lemma 12 immediately gives an $O(Q(n))$-time query algorithm. We represent the name of each face in $M_c$ by the pair consisting of two faces, one from $M_o$ and one from $M_n$, corresponding to it. In this way, we have the following lemma.

**Lemma 13.** We can answer any query $\text{locate}(x)$ in $O(Q(n))$ time using $D_o$ and $D_n$.

By setting $f(n) = \sqrt{n \cdot U(n)/Q(n)}$, we have the following theorem.

**Theorem 14.** We can construct a data structure of size $O(S(n))$ so that $\text{locate}(x)$ can be answered in $O(Q(n))$ time for any point $x$ in the plane. Each update, $\text{InsertEdge}(e)$ or $\text{DeleteEdge}(e)$, can be processed in $O(\sqrt{n \cdot U(n) \cdot Q(n)})$ amortized time, where $n$ is the number of edges at the moment.

Using the data structure by Chan and Nekrich [5], we set $S(n) = n$, 
$Q(n) = \log n (\log \log n)^2$ and $U(n) = \log n \log \log n$.

**Corollary 15.** We can construct a data structure of size $O(n)$ so that $\text{locate}(x)$ can be answered in $O(\log n (\log \log n)^2)$ time for any point $x$ in the plane. Each update, $\text{InsertEdge}(e)$ or $\text{DeleteEdge}(e)$, can be processed in $O(\sqrt{n \log n (\log \log n)^{3/2}})$ amortized time, where $n$ is the number of edges at the moment.

---
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## Introduction

Let $P$ be a convex polyhedron in $\mathbb{R}^3$, and let $\phi(f)$ be the angle the outer normal to face $f$ makes with the $\hat{z}$-axis. Let $H$ be a halfspace whose bounding plane is orthogonal to the $\hat{z}$-axis, and includes points vertically above that plane. Define a convex cap $C$ of angle $\Phi$ to be $C = P \cap H$ for some $P$ and $H$, such that $\phi(f) \leq \Phi$ for all $f$ in $C$. We will only consider $\Phi < 90^\circ$, which implies that the projection of $C$ onto the $xy$-plane is one-to-one. Note that $C$ is not a closed polyhedron; it has no “bottom,” but rather a boundary $\partial C$.

Say that a convex cap $C$ is acutely triangulated if every angle of every face is strictly acute, i.e., less than $90^\circ$. It may be best to imagine first constructing $P \cap H$ and then acutely triangulating the surface. That every polyhedron may be acutely triangulated was first established by Burago and Zalgaller [4]. Recently Bishop proved that every PSLG (planar straight-line graph) of $n$ vertices has a conforming acute triangulation, using $O(n^{2.5})$ triangles [2]. Applying Bishop’s algorithm will create edges with flat ($\pi$) dihedral angles.

---

1. His main Theorem 1.1 is stated for non-obtuse triangulations, but he says later that “the theorem also holds with an acute triangulation, at the cost of a larger constant in the $O(n^{2.5})$.”
An edge-unfolding of a convex cap $C$ is a cutting of edges of $C$ that permits $C$ to be developed to the plane as a simple (non-self-intersecting) polygon, a “net.” The cut edges must form a boundary-rooted spanning forest $F$: a forest of trees, each rooted on the boundary rim $\partial C$, and spanning the internal vertices of $C$. Our main result is:

**Theorem 1.** Every acutely triangulated convex cap $C$ with face normals bounded by a sufficiently small angle $\Phi$ from the vertical, has an edge-unfolding to a non-overlapping polygon in the plane. The angle $\Phi$ is a function of the acuteness gap $\alpha$ (Eq. 6). The cut forest can be found in quadratic time.

An example is shown in Fig. 1. Even if $C$ is closed to a polyhedron by adding the convex polygonal base under $C$, this polyhedron can be edge-unfolded without overlap [12].

### 1.1 Background

It is a long standing open problem whether or not every convex polyhedron has a non-overlapping edge-unfolding, often called Dürer’s problem [6] [10]. Theorem 1 can be viewed as an advance on a narrow version of this problem. This theorem – without the acuteness assumption – has been a folk-conjecture for many years. A specific line of attack was conjectured in [9], and it is that sketch I follow for the proof here.

There have been two recent advances on Dürer’s problem. The first is Ghomi’s positive result that sufficiently thin polyhedra have edge-unfoldings [7]. This can be viewed as a counterpart to Theorem 1, which when supplemented by [12] shows that sufficiently flat polyhedra have edge-unfoldings. The second is a negative result that shows that when restricting cutting to geodesic “pseudo-edges” rather than edges of the polyhedral skeleton, there are examples that cannot avoid overlap [1].

It is natural to hope that Theorem 1 might lead to an edge-unfolding result for all acutely
triangulated convex polyhedra, but I have been so far unsuccessful in realizing this hope. Possible extensions are discussed in Section 11.

2 Overview of algorithm

We now sketch the simple algorithm in four steps; the proof of correctness will occupy the remainder of the paper. First, \( C \) is projected orthogonally to \( C \) in the \( xy \)-plane, with \( \Phi \) small enough so that the acuteness gap of \( \alpha > 0 \) decreases to \( \alpha' \leq \alpha \) but still \( \alpha' > 0 \). So \( C \) is acutely triangulated. Second, a boundary-rooted angle-monotone spanning forest \( F \) for \( C \) is found using the algorithm in [9]. Both the definition of angle-monotone and the algorithm will be described in Section 5 below, but for now we just note that each leaf-to-root path in \( F \) is both \( x \)- and \( y \)-monotone in a suitably rotated coordinate system. Third, \( F \) is lifted to a spanning forest \( \mathcal{F} \) of \( C \), and the edges of \( \mathcal{F} \) are cut. Finally, the cut \( C \) is developed flat in the plane. In summary: project, lift, develop.

I have not pushed on algorithmic time complexity, but certainly \( O(n^2) \) suffices, as detailed in the full version [13].

3 Overview of proof

The proof relies on two results from earlier work: the angle-monotone spanning forest result in [9], and a radially monotone unfolding result in [11]. Those results are revised and explained as needed to allow this paper to stand alone. It is the use of angle-monotone and radially monotone curves and their properties that constitute the main novelties. The proof outline has these seven high-level steps, expanding upon the algorithm steps:

1. Project \( C \) to the plane containing its boundary rim, resulting in a triangulated convex region \( C \). For sufficiently small \( \Phi \), \( C \) is again acutely triangulated.
2. Generalizing the result in [9], there is a \( \theta \)-angle-monotone, boundary-rooted spanning forest \( F \) of \( C \), for \( \theta < 90^\circ \). \( F \) lifts to a spanning forest \( \mathcal{F} \) of the convex cap \( C \).
3. For sufficiently small \( \Phi \), both sides \( L \) and \( R \) of each cut-path \( Q \) of \( \mathcal{F} \) are \( \theta \)-angle-monotone when developed in the plane, for some \( \theta < 90^\circ \).
4. Any planar angle-monotone path for an angle \( \leq 90^\circ \), is radially monotone, a concept from [11].
5. Radial monotonicity of \( L \) and \( R \), and sufficiently small \( \Phi \), imply that \( L \) and \( R \) do not cross in their planar development. This is a simplified version of a result from [11], and here extended to trees.
6. Extending the cap \( C \) to an unbounded polyhedron \( C^\infty \) ensures that the non-crossing of each \( L \) and \( R \) extends arbitrarily far in the planar development.
7. The development of \( C \) can be partitioned into \( \theta \)-monotone “strips,” whose side-to-side development layout guarantees non-overlap in the plane.

Through sometimes laborious arguments, I have tried to quantify steps even if they are in some sense obvious. Various quantities go to zero as \( \Phi \to 0 \). Those laborious arguments and other details are can be found in the full version [13].

3.1 Notation

I attempt to distinguish between objects in \( \mathbb{R}^3 \), and planar projected versions of those objects, either by using calligraphy (\( C \) in \( \mathbb{R}^3 \) vs. \( C \) in \( \mathbb{R}^2 \)), or primes (\( \gamma \) in \( \mathbb{R}^3 \) vs. \( \gamma' \) in \( \mathbb{R}^2 \)), and occasionally both (\( Q \) vs. \( Q' \)). Sometimes this seems infeasible, in which case we use different
symbols \((u_i \in \mathbb{R}^3 \text{ vs. } v_i \in \mathbb{R}^2)\). Sometimes we use \(\perp\) as a subscript to indicate projections or developments of lifted quantities.

## 4 Projection angle distortion

1. Project \(C\) to the plane containing its boundary rim, resulting in a triangulated convex region \(C\). For sufficiently small \(\Phi\), \(C\) is again acutely triangulated.

This first claim is obvious: Since every triangle angle is strictly less than \(90^\circ\), and the distortion due to projection to a plane goes to zero as \(\mathcal{C}\) becomes more flat, for some sufficiently small \(\Phi\), the acute triangles remain acute under projection.

In order to obtain a definite dependence on \(\Phi\), the following exact bound is derived in the full version [13].

► **Lemma 2.** The maximum absolute value of the distortion \(\Delta_{\perp}\) of any angle in \(\mathbb{R}^3\) projected to the \(xy\)-plane, with respect to the tilt \(\phi\) of the plane of that angle with respect to \(z\), is given by:

\[
\Delta_{\perp}(\phi) = \cos^{-1} \left( \frac{\sin^2 \phi}{\sin^2 \phi - 2} \right) - \pi/2 \approx \phi^2/2 - \phi^4/12 + O(\phi^5),
\]

where the approximation holds for small \(\phi\).

In particular, \(\Delta_{\perp}(\Phi) \to 0\) as \(\Phi \to 0\). For example, \(\Delta_{\perp}(10^\circ) \approx 0.9^\circ\).

## 5 Angle-monotone spanning forest

2. Generalizing the result in [9], there is a \(\theta\)-angle-monotone, boundary rooted spanning forest \(F\) of \(C\), for \(\theta < 90^\circ\). \(F\) lifts to a spanning forest \(\mathcal{F}\) of the convex cap \(C\).

First we define angle-monotone paths, which originated in [5] and were further explored in [3], and then turn to the spanning forests we need here.

### 5.1 Angle-monotone paths

Let \(C\) be a planar, triangulated convex domain, with \(\partial C\) its boundary, a convex polygon. Let \(G\) be the (geometric) graph of all the triangulation edges in \(C\) and on \(\partial C\).

Define the \(\theta\)-wedge \(W(\theta, v)\) to be the region of the plane bounded by rays separated by angular width \(\theta\) emanating from \(v\) in fixed directions. \(W\) is closed along (i.e., includes) both rays. A polygonal path \(Q = (v_0, \ldots, v_k)\) following edges of \(G\) is called \(\theta\)-angle-monotone (or \(\theta\)-monotone for short) if the vector of every edge \((v_i, v_{i+1})\) lies in \(W(\theta, v_0)\) (and therefore \(Q \subseteq W(\theta, v_0)\)) in a fixed coordinate system.\(^2\) If \(\theta \leq 90^\circ\), then a \(\theta\)-monotone path is both \(x\)- and \(y\)-monotone in a suitable coordinate system, i.e., it meets every vertical, and every horizontal line in a point or a segment, or not at all.

\(^2\) My notation here is slightly different from the notation in [9] and earlier papers, as I want to emphasize the reliance on \(\theta\).
5.2 Angle-monotone spanning forest

It was proved in [9] that every non-obtuse triangulation $G$ of a convex region $C$ has a boundary-rooted spanning forest $F$ of $C$, with all paths in $F$ $90^\circ$-monotone. We describe the proof and simple construction algorithm before detailing the changes necessary for strictly acute triangulations.

Some internal vertex $q$ of $G$ is selected, and the plane partitioned into four $90^\circ$-quadrants $Q_0, Q_1, Q_2, Q_3$ by orthogonal lines through $q$. Each quadrant is closed along one axis and open on its counterclockwise axis; $q$ is considered in $Q_0$ and not in the others, so the quadrants partition the plane. Then paths are grown within each quadrant independently, as follows. A path is grown from any vertex $v \in Q_i$ not yet included in the forest $F_i$, stopping when it reaches either a vertex already in $F_i$, or $\partial C$. These paths never leave $Q_i$, and result in a forest $F_i$ spanning the vertices in $Q_i$. No cycle can occur because a path is grown from $v$ only when $v$ is not already in $F_i$; so $v$ becomes a leaf of a tree in $F_i$. Then $F = F_1 \cup F_2 \cup F_3 \cup F_4$.

Because our acute triangulation is a non-obtuse triangulation, following the algorithm from [9] leads to angle-monotone paths for $\theta = 90^\circ - \alpha' < 90^\circ$. Although it is natural to place the quadrants origin $q$ near the center of $C$, in fact choosing a $q$ exterior to $C$ so that all paths fall in the near-quadrant $Q_0$ suffices to determine $F$; see Fig. 2(a). The only reason to prefer a $q \in C$ is that this allows the conclusion mentioned earlier that closing $C$ with a convex polygon base still permits an edge-unfolding of the closed polyhedron [12]. We leave the argument that shows $q$ can be chosen at an interior vertex of $C$ (see Fig. 2(b)) to the full version [13], and continue to illustrate $q \in C$.

We conclude this section with a lemma:

▶ Lemma 3. If $G$ is an acute triangulation of a convex region $C$, with acuteness gap $\alpha'$, then there exists a boundary-rooted spanning forest $F$ of $C$, with all paths in $F$ $\theta$-angle-monotone, for $\theta = 90^\circ - \alpha' < 90^\circ$.

6 Curve distortion

3. For sufficiently small $\Phi$, both sides $L$ and $R$ of each cut-path $Q$ of $F$ are $\theta$-angle-monotone when developed in the plane, for some $\theta < 90^\circ$. 
This step says, essentially, that each $\theta$-monotone path $Q'$ in the planar projection is not distorted much when lifted to $Q$ on $C$. This is obviously true as $\Phi \to 0$, but it requires proof. We need to establish that the left and right incident angles of the cut $Q$ develop to the plane as still $\theta$-monotone paths for some (larger) $\theta \leq 90^\circ$.

First we bound the total curvature of $C$ to address the phrase, “For sufficiently small $\Phi$, ...” The near flatness of the convex cap $C$ is controlled by $\Phi$, the maximum tilt of the normals from $\hat{z}$. Let $\omega_i$ be the curvature at internal vertex $u_i \in C$ (i.e., $2\pi$ minus the sum of the incident angles to $u_i$), and $\Omega = \sum \omega_i$ the total curvature. We bound $\Omega$ as a function of $\Phi$ in the following lemma. (The reverse is not possible: even a small $\Omega$ could be realized with large $\Phi$.)

**Lemma 4.** The total curvature $\Omega = \sum \omega_i$ of $C$ satisfies

$$\Omega \leq 2\pi(1 - \cos \Phi) \approx \pi \Phi^2 - \pi \Phi^4/12 + O(\Phi^5).$$

This is proved in the full version [13] as the area of a spherical cap on the Gaussian sphere for $C$.

Our proof of limited curve lifting distortion uses the Gauss-Bonnet theorem,\(^3\) in the form $\tau + \omega = 2\pi$: the turn of a closed curve plus the curvature enclosed is $2\pi$.

To bound the curve distortion of $Q'$, we need to bound the distortion of pieces of a closed curve that includes $Q'$ as a subpath. Our argument here is not straightforward, but the conclusion is that, as $\Phi \to 0$, the distortion also $\to 0$:

**Lemma 5.** The difference in the total turn of any prefix of $Q$ on the surface $C$ from its planar projection $Q'$ is bounded by $3\Delta_\perp + 2\Omega$ (Eq. 4), which, for small $\Phi$, is a constant times $\Phi^2$ (Eq. 5). Therefore, this turn goes to zero as $\Phi \to 0$.

The reason the proof is not straightforward is that $Q'$ could have an arbitrarily large number $n$ of vertices, so bounding the angle distortion at each by $\Delta_\perp$ would lead to arbitrarily large distortion $n\Delta_\perp$. The same holds for the rim. So global arguments that do not cumulate errors seem necessary.

First we need a simple lemma, which is essentially the triangle inequality on the 2-sphere. Let $R' = \partial C'$ and $R = \partial C$ be the rims of the planar $C$ and of the convex cap $C$, respectively.

**Lemma 6.** The planar angle $\psi'$ at a vertex $v$ of the rim $R'$ lifts to 3D angles of the triangles of the cap $C$ incident to $v$, whose sum $\psi'$ satisfies $\psi \geq \psi'$.

Now we use Lemma 6 to bound the total turn of the rim $R$ of $C$ and $R' = \partial C'$. Although the rims are geometrically identical, their turns are not. The turn at vertex $a'$ of the planar rim $R'$ is $\pi - \psi'$, while the turn at vertex $a$ of the 3D rim $R$ is $\pi - \psi$. By Lemma 6, $\psi \geq \psi'$, so the turn at each vertex of the 3D rim $R$ is at most the turn at each vertex of the 2D rim $R'$. Therefore the total turn of the 3D rim $\tau_R$ is smaller than or equal to the total turn of the 2D rim $\tau_{R'}$. And Gauss-Bonnet allows us to quantify this:

$$\tau_{R'} = 2\pi + \tau_R + \Omega = 2\pi + \tau_{R'} - \tau_R = \Omega.$$

For any subportion of the rims $r' \subset R'$, $r \subset R$, $\Omega$ serves as an upper bound, because we know the sign of the difference is the same at every vertex of $r',r$: $\tau_{r'} - \tau_r \leq \Omega$.

---

\(^3\) See, for example, Lee’s description [8, Thm.9.3, p.164]. My $\tau$ is Lee’s $\kappa_N$. 
6.1 Turn distortion of $Q'$

We need to bound $\Delta Q = |\tau_{Q'} - \tau_Q|$, the turn difference between $Q'$ in the plane and $Q$ on the surface of $C$, for $Q'$ any prefix of an angle-monotone path in $C$ that lifts to $Q$ on $C$. The reason for the prefix here is that we want to bound the turn of any segment of $Q'$, not just the last segment, whose turn is $\sum \tau_i$. And note that there can be cancellations among the $\tau_i$ along $Q'$, as we have no guarantee that they are all the same sign.

First we sketch the situation if $Q$ cut all the way across $C$, as illustrated in Fig. 3(a). We apply the Gauss-Bonnet theorem: $\tau + \omega = 2\pi$, where $\omega \leq \Omega$ is the total curvature inside the path $Q \cup r$, and then the planar projection (Fig. 3(b)), we have:

$$\begin{align*}
\tau + \omega &= \tau_Q + (\tau_a + \tau_b) + \tau_r + \omega = 2\pi \\
\tau + \omega &= \tau_{Q'} + (\tau_{a'} + \tau_{b'}) + \tau_{r'} + 0 = 2\pi
\end{align*}$$

Subtracting these equations will lead to a bound on $\Delta Q$.

But, as indicated, $Q$ does not cut all the way across $C$, and we need to bound $\Delta Q$ for any prefix of $Q$ (which we will still call $Q$). Let $Q$ cut from $a \in C$ to $b \in \partial C$. We truncate $C$ by intersecting with a halfspace whose bounding plane $H$ includes $a$, as in Fig. 4(a). It is easy to arrange $H$ so that $H \cap Q = \{a\}$, i.e., so that $H$ does not otherwise cut $Q$, as follows. First, in projection, $Q'$ falls inside $W(\theta, a')$, the backward wedge passing through $a'$. Then start with $H$ vertical and tangent to this wedge at $a$, and rotate it out to reaching $\partial C$ as illustrated. The result is a truncated cap $C_T$. We connect $a$ to a point $c$ on the new $\partial C_T$, depicted abstractly in Fig. 4(b). Now we perform the analogous calculation for the curve $Q \cup r_1 \cup ca$ on $C$, and $Q' \cup r_1' \cup ca'$:

---

**Figure 3** (a) $C$, the projection of the cap $\hat{C}$. (b) $Q$ is the lift of $Q'$ to $\hat{C}$.

**Figure 4** (a) Truncating $C$ with $H$ so that $H \cap Q = \{a\}$. (b) $r_2 = ac$ and $r_2' = a'c$. 
\[
\tau_{Q'} + (\tau_a + \tau_c') + (\tau_{r_1'} + \tau_{r_2'}) + 0 = 2\pi
\]
\[
\tau_Q + (\tau_a + \tau_b + \tau_c) + (\tau_{r_1} + \tau_{r_2}) + \omega = 2\pi
\]

Subtracting leads to
\[
\tau_{Q'} - \tau_Q = \left( (\tau_a - \tau_a') + (\tau_b - \tau_b') + (\tau_c - \tau_c') \right) + (\tau_{r_1} - \tau_{r_1'}) + (\tau_{r_2} - \tau_{r_2'}) + \omega
\]
\[
\Delta Q \leq 3\Delta_\perp + 2\Omega \quad (4)
\]

The logic of the bound is: (1) Each of the turn distortions at \(a, b, c\) is at most \(\Delta_\perp\). (2) The \(r_1\) turn difference is bounded by \(\omega \leq \Omega\). And (3) \(\tau_{r_2} = \tau_{r_2}' = 0\). Using the small-\(\Phi\) bounds derived earlier in Eqs. 1 and 2:
\[
|\Delta Q| \leq 3\Delta_\perp + 2\Omega \approx (2\pi + \frac{3}{2})\Phi^2. \quad (5)
\]

Thus we have \(\Delta Q \to 0\) as \(\Phi \to 0\), as claimed.

We finally return to the claim at the start of this section: For sufficiently small \(\Phi\), both sides \(L\) and \(R\) of each path \(Q\) of \(F\) are \(\theta\)-angle-monotone when developed in the plane, for some \(\theta < 90^\circ\).

The turn at any vertex of \(Q\) is determined by the incident face angles to the left following the orientation shown in Fig. 3, or to the right reversing that orientation (clearly the curvature enclosed by either curve is \(\leq \Omega\)). These incident angles determine the left and right planar developments, \(L\) and \(R\), of \(Q\). Because we know that \(Q'\) is \(\theta\)-angle-monotone for \(\theta < 90^\circ\), there is some finite “slack” \(\alpha = 90^\circ - \theta\). Because Lemma 5 established a bound for any prefix of \(Q\), it bounds the turn distortion of each edge of \(Q\), which we can arrange to fit inside that slack. So the bound provided by Lemma 5 suffices to guarantee that:

\begin{itemize}
\item \textbf{Lemma 7.} For sufficiently small \(\Phi\), both \(L\) and \(R\) remain \(\theta\)-angle-monotone for some (larger) \(\theta\), but still \(\theta \leq 90^\circ\).
\end{itemize}

To ensure \(\theta \leq 90^\circ\), we need that the maximum distortion fits into the acuteness gap: \(|\Delta Q| \leq \alpha\). Using Eq. 5 leads to:
\[
\Phi \leq \sqrt{\frac{2}{4\pi + 3}} \sqrt[3]{\alpha} \approx 0.36\sqrt[3]{\alpha}. \quad (6)
\]

For example, if all triangles are acute by \(\alpha = 4^\circ\), then \(\Phi \approx 5.4^\circ\) suffices.

That \(F\) lifts to a spanning forest \(F\) of the convex cap \(C\) is immediate. What is not straightforward is establishing the requisite properties of \(F\).

## 7 Radially monotone paths

4. Any planar angle-monotone path for an angle \(\leq 90^\circ\), is radially monotone, a concept from [11].

Let \(Q = (v_0, v_1, \ldots, v_k)\) be a simple (non-self-intersecting) directed path of edges of \(C\) connecting an interior vertex \(v_0\) to a boundary vertex \(v_k \in \partial C\). We say that \(Q\) is \textit{radially monotone} with respect to (w.r.t.) \(v_0\) if the distances from \(v_0\) to all points of \(Q\) are (non-strictly) monotonically increasing. We define path \(Q\) to be \textit{radially monotone} (without qualification) if it is radially monotone w.r.t. each of its vertices: \(v_0, v_1, \ldots, v_{k-1}\). It is an
easy consequence of these definitions that, if $Q$ is radially monotone, it is radially monotone w.r.t. any point $p$ on $Q$, not only w.r.t. its vertices.

Before proceeding, we discuss its intuitive motivation. If a path $Q$ is radially monotone, then “opening” the path with sufficiently small curvatures $\omega_i$ at each $v_i$ will avoid overlap between the two halves of the cut path. Whereas if a path is not radially monotone, then there is some opening curvature assignments $\omega_i$ to the $v_i$ that would cause overlap: assign a small positive curvature $\omega_j > 0$ to the first vertex $v_j$ at which radial monotonicity is violated, and assign the other vertices zero or negligible curvatures. Thus radially monotone cut paths are locally (infinitesimally) opening “safe,” and non-radially monotone paths are potentially overlapping.\(^4\)

The condition for $Q$ to be radially monotone w.r.t. $v_0$ can be interpreted as requiring $Q$ to cross every circle centered on $v_0$ at most once; see Fig. 5. The concentric circles viewpoint makes it evident that infinitesimal rigid rotation of $Q$ about $v_0$ to $Q'$ ensures that $Q \cap Q' = \{v_0\}$, for each point of $Q$ simply moves along its circle. Of course the concentric circles must be repeated, centered on every vertex $v_i$.

7.1 Angle-monotone chains are radially monotone

Fig. 5(c) illustrates why a $\theta$-monotone chain $Q$, for any $\theta \leq 90^\circ$, is radially monotone: the vector of each edge of the chain points external to the quarter-circle passing through each $v_i$. And so the chain intersects the $v_0$-centered circles at most once. Thus $Q$ is radially monotone w.r.t. $v_0$. But then the argument can be repeated for each $v_i$, for the wedge $W(v_i)$ is just a translation of $W(\theta, v_0)$.

It should be clear that these angle-monotone chains are special cases of radially monotone chains. But we rely on the spanning-forest theorem in [9] to yield angle-monotone chains, and we rely on the unfolding properties of radially monotone chains from [11] to establish non-overlap. We summarize in a lemma:

\(^4\) The phrase “radial monotonicity” has also appeared in the literature meaning radially monotone w.r.t. just $v_0$, most recently in [7]. The version here is more stringent to guarantee non-overlap.

\[\text{Figure 5} \ (a) \text{ A radially monotone chain, with its monotonicity w.r.t. } v_0 \text{ illustrated.} \ (b) \text{ A } 90^\circ \text{-monotone chain, with } x \text{-monotonicity indicated.} \ (c) \text{ Such a chain is also radially monotone.} \]
Lemma 8. A \( \theta \)-monotone chain \( Q \), for any \( \theta \leq 90^\circ \), is radially monotone.

8 Noncrossing \( L \& R \) developments

We will use \( Q = (u_0, u_1, \ldots, u_k) \) as a path of edges on \( C \), with each \( u_i \in \mathbb{R}^3 \) a vertex and each \( u_iu_{i+1} \) an edge of \( C \). Let \( Q = (v_0, v_1, \ldots, v_k) \) be a chain in the plane. Define the turn angle \( \tau_i \) at \( v_i \) to be the counterclockwise angle from \( v_i - v_{i-1} \) to \( v_{i+1} - v_i \). Thus \( \tau_i = 0 \) means that \( v_{i-1}, v_i, v_{i+1} \) are collinear. \( \tau_i \in (-\pi, \pi) \); simplicity excludes \( \tau_i = \pm \pi \).

Each turn of the chain \( Q \) sweeps out a sector of angles. We call the union of all these sectors \( \Lambda(Q) \); this forms a cone such that, when apexed at \( v_0 \), \( Q \subseteq \Lambda(Q) \). The rays bounding \( \Lambda(Q) \) are determined by the segments of \( Q \) at extreme angles; call these angles \( \sigma_{\text{max}} \) and \( \sigma_{\text{min}} \). See ahead to Fig. 6(a) for an example. Let \( |\Lambda(Q)| \) be the measure of the apex angle of the cone, \( \sigma_{\text{max}} - \sigma_{\text{min}} \). We will assume that \( |\Lambda(Q)| < \pi \) for our chains \( Q \), although it is quite possible for radially monotone chains to have \( |\Lambda(Q)| > \pi \). In our case, in fact \( |\Lambda(Q)| < \pi/2 \), but that tighter inequality is not needed for Theorem 9 below. The assumption \( |\Lambda(Q)| < \pi \) guarantees that \( Q \) fits in a halfplane \( H_Q \) whose bounding line passes through \( v_0 \).

Because \( \sigma_{\text{min}} \) is turned to \( \sigma_{\text{max}} \), we have that the total absolute turn \( \sum \tau_i \geq |\Lambda(Q)| \).

Next note that the sum of the turn angles \( \sum \tau_i \) could be smaller than \( |\Lambda(Q)| \) because of cancellations.

8.1 The left and right planar chains \( L \& R \)

Let \( \omega_i \) be the curvature at vertex \( u_i \) of \( Q \). We view \( u_0 \) as a leaf of a cut forest, which will then serve as the end of a cut path, and the “source” of opening that path.

Let \( \lambda_i \) be the surface angle at \( u_i \) left of \( Q \), and \( \rho_i \) the surface angle right of \( Q \) there. So \( \lambda_i + \omega_i + \rho_i = 2\pi \), and \( \omega_i \geq 0 \). Define \( L \) to be the planar path from the origin with left angles \( \lambda_i \), \( R \) the path with right angles \( \rho_i \). These paths are the left and right planar developments of \( Q \). We label the vertices of the developed paths \( \ell_i, r_i \).

Define \( \omega(L) = \sum \omega_i \), the total curvature along the path \( Q \). We will assume \( \omega(Q) < \pi \), a very loose constraint in our nearly flat circumstances. For example, with \( \Phi = 30^\circ \), \( \Omega \) for \( C \) is \( < \pi\Phi^2 \approx 49^\circ \), and \( \omega(Q) \) can be at most \( \Omega \).

8.2 Left-of-definition

Let \( A = (a_0, \ldots, a_k) \) and \( B = (b_0, \ldots, b_k) \) be two (planar) radially monotone chains sharing \( x = a_0 = b_0 \). (Below, \( A \) and \( B \) will be the \( L \) and \( R \) chains.) Let \( D(r) \) be the circle of radius \( r \) centered on \( x \). \( D(r) \) intersects any radially monotone chain in at most one point. Let \( a \) and \( b \) be two points on \( D(r) \). Say that \( a \) is left of \( b \), \( a \preceq b \), if the counterclockwise arc from \( b \) to \( a \) is less than \( \pi \). If \( a = b \), then \( a \preceq b \). Now we extend this relation to entire chains. Say that chain \( A \) is left of \( B \), \( A \preceq B \), if, for all \( r > 0 \), if \( D(r) \) meets both \( A \) and \( B \), in points \( a \) and \( b \) respectively, then \( a \preceq b \). If \( D(r) \) meets neither chain, or only one, no constraint is specified. Note that, if \( A \preceq B \), \( A \) and \( B \) can touch but not properly cross.
8.3 Noncrossing theorem

Theorem 9. Let \( Q \) be an edge cut-path on \( C \), and \( L \) and \( R \) the developed planar chains derived from \( Q \), as described above. Under the assumptions:

1. Both \( L \) and \( R \) are radially monotone,
2. The total curvature along \( Q \) satisfies \( \omega(Q) < \pi \).
3. Both cone measures are less than \( \pi \): \( |\Lambda(L)| < \pi \) and \( |\Lambda(R)| < \pi \), then \( L \preceq R \): \( L \) and \( R \) may touch and share an initial chain from \( \ell_0 = r_0 \), but \( L \) and \( R \) do not properly cross, in either direction.

That the angle conditions (2) and (3) are necessary is shown in the full version [13].

Proof. We first argue that \( L \) cannot wrap around and cross \( R \) from its right side to its left side. (Illustrations supporting this proof are in the full version [13].) Let \( \rho_{\max} \) be the counterclockwise bounding ray of \( \Lambda(R) \). In order for \( L \) to enter the halfplane \( H_R \) containing \( \Lambda(R) \), and intersect \( R \) from its right side, \( \rho_{\max} \) must turn to be oriented to enter \( H_R \), a turn of \( \geq \pi \). We can think of the effect of \( \omega_i \) as augmenting \( R \)'s turn angles \( \tau_i \) to \( L \)'s turn angles \( \tau'_i = \tau_i + \omega_i \). Because \( \omega_i \geq 0 \) and \( \omega(Q) = \sum \omega_i < \pi \), the additional turn of the chain segments of \( R \) is \( < \pi \), which is insufficient to rotate \( \rho_{\max} \) to aim into \( H_R \). (Later (Section 9) we will see that we can assume \( L \) and \( R \) are arbitrarily long, so there is no possibility of \( L \) wrapping around the end of \( R \) and crossing \( R \) right-to-left.)

Next we show that \( L \) cannot cross \( R \) from left to right. We imagine \( Q \) right-developed in the plane, so that \( Q = R \). We then view \( L \) as constructed from a fixed \( R \) by successively opening/turning the links of \( R \) by \( \omega_i \) counterclockwise about \( r_i \), with \( i \) running backwards from \( r_{n-1} \) to \( r_0 \), the source vertex of \( R \). Fig. 6(b) illustrates this process. Let \( L_i = (\ell_i, \ell_{i+1}, \ldots, \ell_k) \) be the resulting subchain of \( L \) after rotations \( \omega_{n-1}, \ldots, \omega_i \), and \( R_i \) the corresponding subchain of \( R = (r_i, r_{i+1}, \ldots, r_k) \), with \( \ell_i = r_i \) the common source vertex. We prove \( L_i \preceq R_i \) by induction.

\( L_{n-1} \preceq R_{n-1} \) is immediate because \( \omega_{n-1} \leq \omega(Q) < \pi \). Assume now \( L_{i+1} \preceq R_{i+1} \), and consider \( L_i \). Because both \( L_i \) and \( R_i \) are radially monotone, circles centered on \( \ell_i = r_i \) intersect the chains in at most one point each. \( L_i \) is constructed by rotating \( L_{i+1} \) rigidly by \( \omega_i \) counterclockwise about \( \ell_i = r_i \); see Fig. 6(b). This only increases the arc distance between the intersections with those circles, hence the circles must pass through the gap representing \( L_{i+1} \preceq R_{i+1} \), shaded in Fig. 6(a). And because we already established that \( L \) cannot enter the \( R \) halfplane \( H_R \), we know these arcs are \( < \pi \): for an arc of \( \geq \pi \) could turn \( \rho_{\max} \) to aim into \( H_R \). So \( L_i \preceq R_i \). Repeating this argument back to \( i = 0 \) yields \( L \preceq R \), establishing the theorem. ▶

Our cut paths are (in general) leaf-to-root paths in some tree \( T \subseteq F \) of the forest, so we need to extend Theorem 9 to trees.\(^5\) The proof of the following is in the full version [13].

Corollary 10. The \( L \preceq R \) conclusion of Theorem 9 holds for all the paths in a tree \( T \): \( L' \preceq R \), for any such \( L' \). (See Fig. 6(c,d).)

\(^5\) This extension was not described explicitly in [11].
9 Extending $C$ to $C^\infty$

6. Extending the cap $C$ to an unbounded polyhedron $C^\infty$ ensures that the non-crossing of each $L$ and $R$ extends arbitrarily far in the planar development.

In order to establish non-overlap of the unfolding, it will help to extend the convex cap $C$ to an unbounded polyhedron $C^\infty$ by extending the faces incident to the boundary $\partial C$. The details are in the full version [13]. The consequence is that each cut path $Q$ can be viewed as extending arbitrarily far from its source on $C$. This technical trick permits us to ignore “end effects” as the cuts are developed in the next section.

10 Angle-monotone strips partition

7. The development of $C$ can be partitioned into $\theta$-monotone “strips,” whose side-to-side development layout guarantees non-overlap in the plane.

The final step of the proof is to partition the planar $C$ (and so the cap $C$ by lifting) into strips that can be developed side-by-side to avoid overlap. We return to the spanning forest $F$ of $C$ (graph $G$), as discussed in Section 5.2. Define an angle-monotone strip (or more specifically, a $\theta$-monotone strip) $S$ as a region of $C$ bound by two angle-monotone paths $LS$ and $RS$ which emanate from the quadrant origin vertex $q \in LS \cap RS$, and whose interior is vertex-free. The strips we use connect from $q$ to each leaf $\ell \in F$, and then follow to the tree’s root on $\partial C$. A simple algorithm to find such strips is described in the full version [13].
Figure 7 Waterfall strips partition. The $S_4$ strip highlighted.

see Fig. 7. Extending the $\preceq$ relation (Section 8.2) from curves $L \preceq R$ to adjacent strips, $S_i \preceq S_{i-1}$, shows that side-by-side layout of these strips develops all of $\mathcal{C}$ without overlap. This finally proves Theorem 1.

11 Discussion

It is natural to hope that Theorem 1 can be strengthened. That the rim of $\mathcal{C}$ lies in a plane is unlikely to be necessary: I believe the proof holds as long as shortest paths from $q$ reach every point of $\partial \mathcal{C}$. Although the proof requires “sufficiently small $\Phi$,” limited empirical exploration suggests $\Phi$ need not be that small. (The proof assumes the worst case, with all curvature concentrated on a single path.) The assumption that $\mathcal{C}$ is acutely triangulated seems overly cautious. It seems feasible to circumvent the somewhat unnatural projection/lift steps with direct reasoning on the surface $\mathcal{C}$.

It is natural to wonder if Theorem 1 leads to some type of “fewest nets” result for a convex polyhedron $\mathcal{P}$ [6, OpenProb.22.2, p.309]. At this writing I have a proof outline that, if successful, leads to the following (weak) result: If the maximum angular separation between face normals incident to any vertex leads to $\phi_{\text{max}}$, and if the acuteness gap $\alpha$ accommodates $\phi_{\text{max}}$ according to Eq. 6, then $\mathcal{P}$ may be unfolded to $\lesssim 1/\phi_{\text{max}}^2$ non-overlapping nets. For example, $n = 2000$ random points on a sphere leads to $\phi_{\text{max}} \approx 7.1^\circ$ and if $\alpha \geq 6.9^\circ$ – i.e., $\theta \leq 83.1^\circ$ – then 64 non-overlapping nets suffice to unfold $\mathcal{P}$. The novelty here is that this is independent of the number of vertices $n$. The previous best result is $\lceil \frac{1}{11} F \rceil = \Omega(n)$ nets [14], where $F$ is the number of faces of $\mathcal{P}$, which in this example leads to 1454 nets. However, the assumption that the acuteness gap $\alpha$ accommodates $\phi_{\text{max}}$ restricts the applicability of this conjectured result.
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Abstract
Let $G$ be a drawing of a graph with $n$ vertices and $e > 4n$ edges, in which no two adjacent edges cross and any pair of independent edges cross at most once. According to the celebrated Crossing Lemma of Ajtai, Chvátal, Newborn, Szemerédi and Leighton, the number of crossings in $G$ is at least $c\frac{e^3}{n^2}$, for a suitable constant $c > 0$. In a seminal paper, Székely generalized this result to multigraphs, establishing the lower bound $c\frac{e^3 m n^2}{2}$, where $m$ denotes the maximum multiplicity of an edge in $G$. We get rid of the dependence on $m$ by showing that, as in the original Crossing Lemma, the number of crossings is at least $c'\frac{e^3 n^2}{2}$ for some $c' > 0$, provided that the “lens” enclosed by every pair of parallel edges in $G$ contains at least one vertex. This settles a conjecture of Bekos, Kaufmann, and Raftopoulou.
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1 Introduction

A drawing of a graph $G$ is a representation of $G$ in the plane such that the vertices are represented by points, the edges are represented by simple continuous arcs connecting the corresponding pair of points without passing through any other point representing a vertex. In notation and terminology we do not make any distinction between a vertex (edge) and the point (resp., arc) representing it. Throughout this note we assume that any pair of edges intersect in finitely many points and no three edges pass through the same point. A common
interior point of two edges at which the first edge passes from one side of the second edge to the other, is called a crossing.

A very “successful concept for measuring non-planarity” of graphs is the crossing number of $G$ [13], which is defined as the minimum number $cr(G)$ of crossing points in any drawing of $G$ in the plane. For many interesting variants of the crossing number, see [10], [8]. Computing $cr(G)$ is an NP-hard problem [4], which is equivalent to the existential theory of reals [9].

The following statement, proved independently by Ajtai, Chvátal, Newborn, Szemerédi [1] and Leighton [6], gives a lower bound on the crossing number of a graph in terms of its number of vertices and number of edges.

**Lemma** (Crossing Lemma, [1], [6]). For any graph $G$ with $n$ vertices and $e > 4n$ edges, we have

$$cr(G) \geq \frac{e^3}{64 n^2}.$$ 

Apart from the exact value of the constant, the order of magnitude of this bound cannot be improved. This lemma has many important applications, including simple proofs of the Szemerédi-Trotter theorem [14] on the maximum number of incidences between $n$ points and $n$ lines in the plane and of the best known upper bound on the number of halving lines induced by $n$ points, due to Dey [3].

The same problem was also considered for multigraphs $G$, in which two vertices can be connected by several edges. As Székely [12] pointed out, if the multiplicity of an edge is at most $m$, that is, any pair of vertices of $G$ is connected by at most $m$ “parallel” edges, then the minimum number of crossings between the edges satisfies

$$cr(G) \geq \frac{e^3}{64 mn^2}$$ 

when $e \geq 4mn$. For $m = 1$, this gives the Crossing Lemma, but as $m$ increases, the bound is getting weaker. It is not hard to see that this inequality is also tight up to a constant factor. Indeed, consider any (simple) graph with $n$ vertices and roughly $e/m > 4n$ edges such that it can be drawn with at most $(e/m^3)n^2$ crossings, and replace each edge by $m$ parallel edges no pair of which share an interior point. The crossing number of the resulting multigraph cannot exceed $(e/m^3)n^2m^2 = e^3/mn^2$.

It was suggested by Bekos, Kaufmann, and Raftopoulou [5] that the dependence on the multiplicity might be eliminated if we restrict our attention to a special class of drawings.

**Definition 1.** A drawing of a multigraph $G$ in the plane is called branching, or a branching topological multigraph, if the following conditions are satisfied.

(i) If two edges are parallel (have the same endpoints), then there is at least one vertex in the interior and in the exterior of the simple closed curve formed by their union.

(ii) If two edges share at least one endpoint, they cannot cross.

(iii) If two edges do not share an endpoint, they can have at most one crossing.

Given a multigraph $G$, its branching crossing number is the smallest number $cr_{br}(G)$ of crossing points in any branching drawing of $G$. If $G$ has no such drawing, set $cr_{br}(G) = \infty$.

According to this definition, $cr_{br}(G) \geq cr(G)$ for every graph or multigraph $G$, and if $G$ has no parallel edges, equality holds.

The main aim of this note is to settle the conjecture of Bekos, Kaufmann, and Raftopoulou.
Theorem 2. The branching crossing number of any multigraph $G$ with $n$ vertices and $e > 4n$ edges satisfies $cr_{br}(G) \geq \frac{e^3}{n^2}$, for an absolute constant $c > 10^{-7}$.

Unfortunately, the standard proofs of the Crossing Lemma by inductive or probabilistic arguments break down in this case, because the property that a drawing of $G$ is branching is not hereditary: it can be destroyed by deleting vertices from $G$.

The bisection width of an abstract graph is usually defined as the minimum number of edges whose deletion separates the graph into two parts containing “roughly the same” number of vertices. In analogy to this, we introduce the following new parameter of branching topological multigraphs.

Definition 3. The branching bisection width $b_{br}(G)$ of a branching topological multigraph $G$ with $n$ vertices is the minimum number of edges whose removal splits $G$ into two branching topological multigraphs, $G_1$ and $G_2$, with no edge connecting them such that $|V(G_1)|, |V(G_2)| \geq n/5$.

A key element of the proof of Theorem 2 is the following statement establishing a relationship between the branching bisection width and the number of crossings of a branching topological multigraph.

Theorem 4. Let $G$ be a branching topological multigraph with $n$ vertices of degrees $d_1, d_2, \ldots, d_n$, and with $c(G)$ crossings. Then the branching bisection width of $G$ satisfies

$$b_{br}(G) \leq 22 \sqrt{c(G) + \sum_{i=1}^{n} d_i^2 + n}.$$

By definition, the number of crossings $c(G)$ between the edges of $G$ has to be at least as large as the branching crossing number of the abstract underlying multigraph of $G$.

To prove Theorem 2, we will use Theorem 4 recursively. Therefore, it is crucially important that in the definition of $b_{br}(G)$, both parts that $G$ is cut into should be branching topological multigraphs themselves. If we are not careful, all vertices of $V(G)$ that lie in the interior (or in the exterior) of a closed curve formed by two parallel edges between $u, v \in G_1$, say, may end up in $G_2$. This would violate for $G_1$ condition (i) in the above definition of branching topological multigraphs. That is why the proof of Theorem 4 is far more delicate than the proof of the analogous statement for abstract graphs without multiple edges, obtained in [7].

For the proof of Theorem 2, we also need the following result.

Theorem 5. Let $G$ be a branching topological multigraph with $n \geq 3$ vertices. Then the number of edges of $G$ satisfies $e(G) \leq n(n - 2)$, and this bound is tight.

Our strategy for proving Theorem 2 is the following. Suppose, for a contradiction, that a multigraph $G$ has a branching drawing in which the number of crossings is smaller than what is required by the theorem. According to Theorem 4, this implies that the branching bisection width of this drawing is small. Thus, we can cut the drawing into two smaller branching topological multigraphs, $G_1$ and $G_2$, by deleting relatively few edges. We repeat the same procedure for $G_1$ and $G_2$, and continue recursively until the size of every piece falls under a carefully chosen threshold. The total number of edges removed during this procedure is small, so that the small components altogether still contain a lot of edges. However, the number of edges in the small components is bounded from above by Theorem 5, which leads to the desired contradiction.
Remarks.
1. Theorem 2 does not hold if we drop conditions (ii) and (iii) in the above definition, that is, if we allow two edges to cross more than once. To see this, suppose that $n$ is a multiple of 3 and consider a tripartite topological multigraph $G$ with $V(G) = V_1 \cup V_2 \cup V_3$, where all points of $V_i$ belong to the line $x = i$ and we have $|V_i| = n/3$ for $i = 1, 2, 3$. Connect each point of $V_1$ to every point of $V_3$ by $n/3$ parallel edges: by one curve passing between any two (cyclically) consecutive vertices of $V_2$. We can draw these curves in such a way that any two edges cross at most twice, so that the number of edges is $e = e(G) = (n/3)^3$ and the total number of crossings is at most $2\binom{n}{2} < (n/3)^6$. On the other hand, the lower bound in Theorem 2 is $ce^3/n^2 > (c/3^9)n^7$, which is a contradiction if $n$ is sufficiently large.

2. In the definition of branching topological multigraphs, for symmetry we assumed that the closed curve obtained by the concatenation of any pair of parallel edges in $G$ has at least one vertex in its interior and at least one vertex in its exterior; see condition (i). It would have been sufficient to require that any such curve has at least one vertex in its interior, that is, any lens enclosed by two parallel edges contains a vertex. Indeed, by placing an isolated vertex $v$ far away from the rest of the drawing, we can achieve that there is at least one vertex (namely, $v$) in the exterior of every lens, and apply Theorem 2 to the resulting graph with $n + 1$ vertices.

3. Throughout this paper, we assume for simplicity that a multigraph does not have loops, that is, there are no edges whose endpoints are the same. It is easy to see that Theorem 2, with a slightly worse constant $c$, also holds for topological multigraphs $G$ having loops, provided that condition (ii) in the definition of branching topological multigraphs remains valid. In this case, one can argue that the total number of loops cannot exceed $n$. Subdividing every loop by an additional vertex, we get rid of all loops, and then we can apply Theorem 2 to the resulting multigraph of at most $2n$ vertices.

The rest of this note is organized as follows. In Section 2, we establish Theorem 5. In Section 3, we apply Theorems 4 and 5 to deduce Theorem 2. The proof of Theorem 4 is given in Section 4.

2 The number of edges in branching topological multigraphs and proof of Theorem 5

Lemma 6. Let $G$ be a branching topological multigraph with $n \geq 3$ vertices and $e$ edges, in which no two edges cross each other. Then $e \leq 3n - 6$. 
Proof. We can suppose without loss of generality that $G$ is connected. Otherwise, we can achieve this by adding some edges of multiplicity 1, without violating conditions (i)-(iii) required for a drawing to be branching. We have a connected planar map with $f$ faces, each of which is simply connected and has size at least 3. (The size of a face is the number of edges along its boundary, where an edge is counted twice if both of its sides belong to the face.) As in the case of simple graphs, we have that $2e$ is equal to the sum of the sizes of the faces, which is at least $3f$. Hence, by Euler’s polyhedral formula,

$$2 = n - e + f \leq n - e + \frac{2}{3}e = n - \frac{1}{3}e,$$

and the result follows.

▶ Corollary 7. Let $G$ be a branching topological multigraph with $n \geq 3$ vertices and $e$ edges. Then for the number of crossings in $G$ we have $c(G) \geq e - 3n + 6$.

Proof. By our assumptions, each crossing belongs to precisely two edges. At each crossing, delete one of these two edges. The remaining topological graph $G'$ has at least $e - c(G)$ edges. Since $G'$ is a branching topological multigraph with no two crossing edges, we can apply Lemma 6 to obtain $e - c(G) \leq 3n - 6$.

Proof of Theorem 5. Let $G$ be a branching topological multigraph with $n$ vertices. It is sufficient to show that for the degree of every vertex $v \in V(G)$ we have $d(v) \leq 2n - 4$. This implies that $c(G) \leq n(2n - 4)/2 = n(n - 2)$.

Let $v_1, v_2, \ldots, v_{n-1}$ denote the vertices of $G$ different from $v$. Delete all edges of $G$ that are not incident to $v$. No two remaining edges cross each other. If $v$ is not adjacent to some $v_i \in V(G)$, then add a single edge $vv_i$ without creating a crossing. The resulting topological multigraph, $G'$, is also branching. Starting with any edge connecting $v$ to $v_1$, list all edges incident to $v$ in clockwise order, and for each edge write down its endpoint different from $v$. In this way, we obtain a sequence $\sigma$ of length at least $d(v)$, consisting of the symbols $v_1, v_2, \ldots, v_{n-1}$, with possible repetition. Let $\sigma'$ denote the sequence of length at least $d(v) + 1$ obtained from $\sigma$ by adding an extra symbol $v_1$ at the end.

Property A: No two consecutive symbols of $\sigma'$ are the same.

This is obvious for all but the last pair of symbols, otherwise the corresponding pair of edges of $G'$ would form a simple closed Jordan curve with no vertex in its interior or in its exterior, contradicting the fact that $G'$ is branching. The last two symbols of $\sigma'$ cannot be the same either, because this would mean that $\sigma$ starts and ends with $v_1$, and in the same way we arrive at a contradiction.

Property B: $\sigma'$ does not contain a subsequence of the type $v_i \ldots v_j \ldots v_i \ldots v_j$ for $i \neq j$.

Indeed, otherwise the closed curve formed by the pair of edges connecting $v$ to $v_i$ would cross the closed curve formed by the pair of edges connecting $v$ to $v_j$, contradicting the fact that $G'$ is crossing-free.

A sequence with Properties A and B is called a Davenport-Schinzel sequence of order 2. It is known and easy to prove that any such sequence using $n - 1$ distinct symbols has length at most $2n - 3$; see [11], page 6. Therefore, we have $d(v) + 1 \leq 2n - 3$, as required.

To see that the bound in Theorem 5 is tight, place a regular $n$-gon on the equator $E'$ (a great circle of a sphere), and connect any two consecutive vertices by a single circular arc.
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along \( E \). Connect every pair of nonconsecutive vertices by two half-circles orthogonal to \( E \): one in the Northern hemisphere and one in the Southern hemisphere. The total number of edges of the resulting drawing is \( 2\binom{n}{2} - n = n(n - 2) \). See Fig. 1.

3 Proof of Theorem 2 – using Theorems 4 and 5

Let \( G' \) be a branching topological multigraph of \( n' \) vertices and \( e' > 4n' \) edges. If \( e' \leq 10^5 n' \), then it follows from Corollary 7 that \( G' \) meets the requirements of Theorem 2.

To prove Theorem 2, suppose for contradiction that \( e' > 10^5 n' \) and that the number of crossings in \( G' \) satisfies

\[
c(G') < c(e')^3/(n')^2,
\]

for a small constant \( c > 0 \) to be specified later.

Let \( d \) denote the average degree of the vertices of \( G' \), that is, \( d = 2e'/n' \). For every vertex \( v \in V(G) \) whose degree, \( d(v) \), is larger than \( d \), split \( v \) into several vertices of degree at most \( d \), as follows. Let \( vw_1,vw_2,\ldots,vw_{d(v)} \) be the edges incident to \( v \), listed in clockwise order. Replace \( v \) by \([d(v)]/d\) new vertices, \( v_1,v_2,\ldots,v_{[d(v)]/d} \), placed in clockwise order on a very small circle around \( v \). By locally modifying the edges in a small neighborhood of \( v \), connect \( w_i \) to \( v_i \), if and only if \( d(i - 1) < j \leq di \). Obviously, this can be done in such a way that we do not create any new crossings or two parallel edges that bound a region that contains no vertex. At the end of the procedure, we obtain a branching topological multigraph \( G \) with \( e = e' \) edges, and \( n < 2n' \) vertices, each of degree at most \( d = 2e'/n' < 4e/n \).

Thus, for the number of crossings in \( G \), we have

\[
c(G) = c(G') < 4ce^3/n^2
\]

We break \( G \) into smaller components, according to the following procedure.

Decomposition Algorithm

Step 0. Let \( G^0 = G, G_1^0 = G, M_0 = 1, m_0 = 1 \).

Suppose that we have already executed Step \( i \), and that the resulting branching topological graph, \( G_i \), consists of \( M_i \) components, \( G_1^i, G_2^i,\ldots,G_{M_i}^i \), each having at most \( (4/5)^in \) vertices. Assume without loss of generality that the first \( m_i \) components of \( G^i \) have at least \( (4/5)^{i+1}n \) vertices and the remaining \( M_i - m_i \) have fewer. Letting \( n(G_j^i) \) denote the number of vertices of the component \( G_j^i \), we have

\[
(4/5)^{i+1}n(G) \leq n(G_j^i) \leq (4/5)^in(G), \quad 1 \leq j \leq m_i.
\]

Hence,

\[
m_i \leq (5/4)^{i+1}.
\]

Step \( i + 1 \). If

\[
(4/5)^i < \frac{1}{2} \cdot \frac{e}{n^2} \tag{5}
\]

then stop. (5) is called the stopping rule.

Else, for \( j = 1,2,\ldots,m_i \), delete \( b_{vir}(G_j^i) \) edges from \( G_j^i \), as guaranteed by Theorem 4, such that \( G_j^i \) falls into two components, each of which is a branching topological graph with
at most \((4/5)n(G^i_j)\) vertices. Let \(G^{i+1}\) denote the resulting topological graph on the original set of \(n\) vertices. Clearly, each component of \(G^{i+1}\) has at most \((4/5)^{i+1}n\) vertices.

Suppose that the DECOMPOSITION ALGORITHM terminates in STEP \(k + 1\). If \(k > 0\), then
\[
(4/5)^k < \frac{1}{2} \cdot \frac{e}{n^2} \leq (4/5)^{k-1}.
\]

First, we give an upper bound on the total number of edges deleted from \(G\). Using the fact that, for any nonnegative numbers \(a_1, a_2, \ldots, a_m\),
\[
\sum_{j=1}^{m} a_j \leq \sqrt{\sum_{j=1}^{m} a_j^2},
\]
we obtain that, for any \(0 \leq i < k\),
\[
\sum_{j=1}^{m_i} \sqrt{e(G^i_j)} \leq \left(\sum_{j=1}^{m_i} e(G^i_j)\right)^{\frac{1}{2}} \leq \sqrt{(5/4)^{i+1} \sqrt{e(G)}} \leq \sqrt{(5/4)^{i+1} \sqrt{4ce^3/n^2}}.
\]

Here, the last inequality follows from (2).

Denoting by \(d(v, G^i_j)\) the degree of vertex \(v\) in \(G^i_j\), in view of (7) and (4), we have
\[
\sum_{j=1}^{m_i} \sqrt{\sum_{v \in V(G^i_j)} d^2(v, G^i_j) + n(G^i_j)} \leq \sqrt{\sum_{j=1}^{m_i} \left(\sum_{v \in V(G^i_j)} d^2(v, G^i_j) + n(G^i_j)\right)} \leq \sqrt{(5/4)^{i+1} \sqrt{\max_{v \in V(G^i_j)} d(v, G^i_j) \cdot \sum_{v \in V(G^i_j)} d(v, G^i_j) + n}} \leq \sqrt{(5/4)^{i+1} \frac{4e}{n} 2e + n} < \sqrt{(5/4)^{i+1} \frac{3e}{n}}.
\]

Thus, by Theorem 4, the total number of edges deleted during the decomposition procedure is
\[
\sum_{i=0}^{k-1} \sum_{j=1}^{m_i} b_{i,j}(G^i_j) \leq 22 \sum_{i=0}^{k-1} m_i \sqrt{e(G^i_j)} + \sum_{v \in V(G^i_j)} d^2(v, G^i_j) + n(G^i_j) \leq 22 \sum_{i=0}^{k-1} m_i \sqrt{e(G^i_j)} + 22 \sum_{i=0}^{k-1} m_i \sum_{v \in V(G^i_j)} d^2(v, G^i_j) + n(G^i_j) \leq 22 \left(\sum_{i=0}^{k-1} \sqrt{(5/4)^{i+1}}\right) \left(\sqrt{\frac{4ce^3}{n^2} + \frac{3e}{\sqrt{n}}}\right) < 350 \frac{n}{\sqrt{e}} \left(\frac{4ce^3}{n^2} + \frac{3e}{\sqrt{n}}\right) < 350(2\sqrt{ce} + 3\sqrt{en}) < 350(2\sqrt{ce} + 3\sqrt{e(2e/10^8)}) < \frac{e}{2},
\]
provided that \(e \leq 10^{-7}\). In the last line, we used our assumption that \(e > 10^8n' > (10^8/2)n\).

The estimate for the term \(\sum_{i=0}^{k-1} \sqrt{(5/4)^{i+1}}\) follows from (6).

So far we have proved that the number of edges of the graph \(G^k\) obtained in the final step of the DECOMPOSITION ALGORITHM satisfies
\[
e(G^k) > \frac{e}{2}.
\]
(Note that this inequality trivially holds if the algorithm terminates in the very first step, i.e., when \( k = 0 \).

Next we give a lower bound on \( e(G^k) \). The number of vertices of each connected component of \( G^k \) satisfies

\[
n(G_j^k) \leq (4/5)^k n < \frac{1}{2} \cdot \frac{e}{n^2} n = \frac{e}{2n}, \quad 1 \leq j \leq M_k.
\]

By Theorem 5,

\[
e(G_j^k) \leq n^2(G_j^k) < n(G_j^k) \cdot \frac{e}{2n}.
\]

Therefore, for the total number of edges of \( G^k \) we have

\[
e(G^k) = \sum_{j=1}^{M_k} e(G_j^k) < \frac{e}{2n} \sum_{j=1}^{M_k} n(G_j^k) = \frac{e}{2},
\]

contradicting (8). This completes the proof of Theorem 2.

\[\blacktriangleleft\]

4 Branching bisection width vs. number of crossings – Proof of Theorem 4

Suppose that there is a weight function \( w \) on a set \( V \). Then for any subset \( S \) of \( V \), let \( w(S) \) denote the total weight of the elements of \( S \). We will apply the following separator theorem.

\[\blacktriangledown\] Lemma (Separator Theorem, (Alon-Seymour-Thomas [2])). Suppose that a graph \( G \) is drawn in the plane with no crossings. Let \( V = \{v_1, \ldots, v_n\} \) be the vertex set of \( G \). Let \( w \) be a nonnegative weight function on \( V \). Then there is a simple closed curve \( \Phi \) with the following properties.

(i) \( \Phi \) meets \( G \) only in vertices.

(ii) \(|\Phi \cap V| \leq 3\sqrt{n}\)

(iii) \( \Phi \) divides the plane into two regions, \( D_1 \) and \( D_2 \), let \( V_i = D_i \cap V \). Then for \( i = 1, 2 \),

\[
w(V_i) + \frac{1}{2} w(\Phi \cap V) \leq \frac{2}{3} w(V).
\]

Consider a branching drawing of \( G \) with exactly \( c(G) = c_{1\text{w}}(G) \) crossings. Let \( V_0 \) be the set of isolated vertices of \( G \), and let \( v_1, v_2, \ldots, v_m \) be the other vertices of \( G \) with degrees \( d_1, d_2, \ldots, d_m \), respectively. Introduce a new vertex at each crossing. Denote the set of these vertices by \( V_X \).

For \( i = 1, 2, \ldots, m \), replace vertex \( v_i \) by a set \( V_i \) of vertices forming a very small \( d_i \times d_i \) piece of a square grid, in which each vertex is connected to its horizontal and vertical neighbors. Let each edge incident to \( v_i \) be hooked up to distinct vertices along one side of the boundary of \( V_i \) without creating any crossing. These \( d_i \) vertices will be called the special boundary vertices of \( V_i \).

Note that we modified the drawing of the edges only in small neighborhoods of the grids \( V_i \), that is, in nonoverlapping small neighborhoods of the vertices of \( G \), far from any crossing.

Thus, we obtain a (simple) topological graph \( H \), of \( |V_X| + \sum_{i=0}^{m} |V_i| \leq c(G) + \sum_{i=1}^{m} d_i^2 + n \) vertices and with no crossing; see Fig. 2. For every \( 1 \leq i \leq m \), assign weight \( 1/d_i \) to each special boundary vertex of \( V_i \). Assign weight 1 to every vertex of \( V_0 \) and weight 0 to all other vertices of \( H \). Then \( w(V_i) = 1 \) for every \( 1 \leq i \leq n \) and \( w(v) = 1 \) for every \( v \in V_0 \). Consequently, \( w(V(H)) = n \).
Apply the Separator Theorem to $H$. Let $\Phi$ denote the closed curve satisfying the conditions of the theorem. Let $A(\Phi)$ and $B(\Phi)$ denote the region \textit{interior} and the \textit{exterior} of $\Phi$, respectively. For $1 \leq i \leq m$, let $A_i = V_i \cap A(\Phi)$, $B_i = V_i \cap B(\Phi)$, $C_i = V_i \cap \Phi$. Finally, let $C_X = V_X \cap \Phi$.

\begin{definition}
For any $1 \leq i \leq m$, we say that
\begin{itemize}
  \item $V_i$ is of \textit{type A} if $w(A_i) \geq \frac{5}{6}$,
  \item $V_i$ is of \textit{type B} if $w(B_i) \geq \frac{5}{6}$,
  \item $V_i$ is of \textit{type C}, otherwise.
\end{itemize}
For every $v \in V_0$,
\begin{itemize}
  \item $v$ is of \textit{type A} if $v \in A(\Phi)$,
  \item $v$ is of \textit{type B} if $v \in B(\Phi)$,
  \item $v$ is of \textit{type C}, if $v \in \Phi$.
\end{itemize}

Define a partition $V(G) = V_A \cup V_B$ of the vertex set of $G$, as follows. For any $1 \leq i \leq m$, let $v_i \in V_A$ (resp. $v_i \in V_B$) if $V_i$ is of type A (resp. type B). Similarly, for every $v \in V_0$, let $v \in V_A$ (resp. $v \in V_B$) if $v$ is of type A (resp. type B). The remaining vertices will be assigned either to $V_A$ or to $V_B$ so as to minimize $|V_A| - |V_B|$.

\begin{claim}
$\frac{3}{5} \leq |V_A|, |V_B| \leq \frac{4n}{5}$
\end{claim}

\begin{proof}
To prove the claim, define another partition $V(H) = \overline{A} \cup \overline{B} \cup \overline{C}$ such that $\overline{A} \cap V_i = A \cap V_i$ and $\overline{B} \cap V_i = B \cap V_i$ for $V_0$ and for every $V_i$ of type C. If $V_i$ is of type A (resp. type B), then let $V_i = \overline{A}_i \subset \overline{A}$ (resp. $V_i = \overline{B}_i \subset \overline{B}$), finally, let $\overline{C} = V(H) - \overline{A} - \overline{B}$.

For any $V_i$ of type A, we have $w(\overline{A}_i) - w(A_i) \leq \frac{w(A_i)}{3}$. Similarly, for any $V_i$ of type B, we have $w(\overline{B}_i) - w(B_i) \leq \frac{w(B_i)}{3}$. Therefore,

$$|w(\overline{A}) - w(A)| \leq \frac{1}{5} \cdot \max\{w(A), w(B)\} \leq \frac{2n}{15}.$$  

Hence, $\frac{3}{5} \leq w(\overline{A}) \leq \frac{4n}{5}$ and, analogously, $\frac{2}{5} \leq w(\overline{B}) \leq \frac{4n}{5}$. In particular, $|w(\overline{A}) - w(\overline{B})| \leq \frac{3n}{5}$. Using the minimality of $|V_A| - |V_B|$, we obtain that $|V_A| - |V_B| \leq \frac{3n}{5}$, which implies Claim 9.
\end{proof}

\begin{claim}
For any $1 \leq i \leq n$,
\begin{itemize}
  \item (i) if $V_i$ is of type A (resp. of type B), then $|C_i| \geq w(B_i) d_i$ (resp. $|C_i| \geq w(A_i) d_i$);
  \item (ii) if $V_i$ is of type C, then $|C_i| \geq \frac{4}{5} d_i$.
\end{itemize}
\end{claim}
Proof. In $V_i$, every connected component belonging to $A_i$ is separated from every connected component belonging to $B_i$ by vertices in $C_i$. There are $w(A_i)d_i$ (resp. $w(B_i)d_i$) special boundary vertices in $V_i$, which belong to $A_i$ (resp. $B_i$). It can be shown by an easy case analysis that the number of separating points $|C_i| \geq \min\{w(A_i), w(B_i)\}d_i$, and Claim 10 follows; see Fig. 3.

Claim 11. Let $V = V(G)$. There is a closed curve $\Psi$, not passing through any vertex of $H$, whose interior and exterior are denoted by $A(\Psi)$ and $B(\Psi)$, resp., such that

(i) $V \cap A(\Psi) = V_A$,
(ii) $V \cap B(\Psi) = V_B$,
(iii) the total number of edges of $G$ intersected by $\Psi$ is at most

$$18 \sqrt{c(G)} + \sum_{i=1}^{n} d_i^2 + n.$$

Proof. For any $1 \leq i \leq m$, we say that

- $V_i$ is of type 1 if $|C_i| \geq d_i/6$,
- $V_i$ is of type 2 if $|C_i| < d_i/6$.

For every $v \in V_0$,

- $v$ is of type 1 if $v \in \Phi$,
- $v$ is of type 2 if $v \in A(\Phi) \cup B(\Phi)$.

It follows from Claim 10 that if a set $V_i$ or an isolated vertex $v \in V_0$ is of type C, then it is also of type 1.

Next, we modify the curve $\Phi$ in small neighborhoods of the grids $V_i$ and of the isolated vertices $v \in V_0$ to make sure that the resulting curve $\Psi$ satisfies the conditions in the claim.

Assume for simplicity that $v_i \in V_A$; the case $v_i \in V_B$ can be treated analogously. If $v_i$ is a vertex of degree at most 1 and $\Phi$ passes through $v_i$, slightly perturb $\Phi$ in a small neighborhood of $v_i$ (or slightly shift $v_i$) so that after this change $v_i$ lies in the interior of $\Phi$. Suppose next that the degree of $v_i$ is at least 2. Let $S_i$ and $S_i' \subset S_i$ be two closed squares containing $V_i$ in their interiors, and assume that $S_i$ (and, hence, $S_i'$) is only slightly larger than the convex hull of the vertices of $V_i$. We distinguish two cases.
Case 1. \( V_i \) is of type 1. Let \( D \) be a small disk in \( S'_i \) that belongs to the interior of \( \Phi \) and let \( p \) be its center. Let \( \tau : S_i \rightarrow S_i \) be a homeomorphism of \( S_i \) to itself which keeps the boundary of \( S_i \) fixed and let \( \tau(D) = S'_i \). Observe that every piece of \( \Phi \) within the convex hull of the vertices of \( V_i \) is mapped into an arc in the very narrow ring \( S_i \setminus S'_i \). In particular, if we keep the vertices and the edges of the grid \( H[V_i] \) (as well as all other parts of the drawing) fixed, after this local modification \( \Phi \) will avoid all vertices of \( V_i \) and it may intersect only those (at most \( d_i \)) edges incident to \( V_i \) which correspond to original edges of \( G \) and end at some special boundary vertex of \( V_i \). Moreover, after this modification, every vertex of \( V_i \) will lie in \( A(\Phi) \), in the interior of \( \Phi \).

Case 2. \( V_i \) is of type 2. In this case, by Claim 10, \( V_i \) is of type \( A \).

Orient \( \Phi \) arbitrarily. Let \( (p_1, p'_1), (p_2, p'_2), \ldots \) denote the point pairs at which \( \Phi \) enters and leaves the convex hull of \( V_i \), so that the arc between \( p_jp'_j \) lies inside the convex hull of \( V_i \), for every \( j \). Note that both \( p_j \) and \( p'_j \) are vertices of \( V_i \). In view of the fact that \( |C_i| \leq d_i/6 \), we know that the (graph) distance between \( p_j \) and \( p'_j \) (in \( H[V_i] \)) is at most \( d_i/6 \). More precisely, for every \( j \), the points \( p_j \) and \( p'_j \) divide the boundary of the convex hull of \( V_i \) into two arcs. We call the shorter of these arcs the boundary interval defined by \( p_j \) and \( p'_j \), and denote it by \( [p_j, p'_j] \). By assumption, the length of \( [p_j, p'_j] \), the number of edges of \( H[V_i] \) comprising \( [p_j, p'_j] \), is at most \( d_i/6 \).

It is not hard to see that the curve \( \Phi \) cannot came close to the center \( p \) of \( V_i \) and that \( p \) belongs to the interior of \( \Phi \). Let \( D \) be a small disk centered at \( p \). Then \( D \) also belongs to the interior of \( \Phi \). Let \( \tau : S_i \rightarrow S_i \) be a homeomorphism of \( S_i \) to itself such that (i) \( \tau \) keeps the boundary of \( S_i \) fixed, (ii) \( \tau(D) = S'_i \), (iii) \( \tau(p) = p \), and (iv) for any \( q \in S_i \), that points \( p, q \), and \( \tau(q) \) are collinear. Observe that every piece \( (p_j, p'_j) \), of \( \Phi \) within the convex hull of the vertices of \( V_i \) is mapped into an arc in the very narrow ring \( S_i \setminus S'_i \), along the
corresponding boundary interval, \([p_j, p'_j]\), defined by \(p_j\) and \(p'_j\). In particular, if we keep the vertices and edges of the grid \(H[V_i]\) (as well as all other parts of the drawing) fixed, after this local modification \(\Phi\) will avoid all vertices of \(V_i\) and it may intersect only those (at most \(d_i/6\)) edges incident to \(V_i\) which correspond to original edges of \(G\) and end at some special boundary vertex of \(V_i\) in a boundary interval. Moreover, now every vertex of \(V_i\) will lie inside \(\Phi\).

Repeat the above local modification for each \(V_i\) and for each \(v \in V_0\). The resulting curve, \(\Psi\), satisfies conditions (i) and (ii). It remains to show that it also satisfies (iii).

To see this, denote by \(E_X\) the set of all edges of \(H\) adjacent to at least one element of \(C_X\). For any \(1 \leq i \leq m\), define \(E_i \subset E(H)\) as follows. If \(V_i\) is of type 1, then let all edges of \(H\) leaving \(V_i\) belong to \(E_i\). If \(V_i\) is of type 2, then by Claim 10, it can be of type A or B, but not C. Let \(E_i\) consist of all edges leaving \(V_i\) and crossed by \(\Psi\).

For any \(1 \leq i \leq m\), let \(E'_i\) denote the set of edges of \(G\) corresponding to the elements of \(E_i\) \((0 \leq i \leq m)\) and let \(E'_X\) denote the set of edges corresponding to the elements of \(E_X\).

Clearly, we have \(|E'_i| \leq |E_i|\), because distinct edges of \(G\) give rise to distinct edges of \(H\). Since \(V_A\) and \(V_B\) are on different sides of \(\Psi\), it crosses all edges between \(V_A\) and \(V_B\).

Obviously, \(|E'_X| \leq |E_X| \leq 4|C_X|\). By Claim 10, if \(V_i\) is of type 1, then \(|E'_i| \leq |E_i| = d_i \leq 6|C_i|\). If \(V_i\) is of type 2, then \(|E'_i| \leq |E_i| = d_i \leq |C_i|\). Therefore,

\[|E(V_A, V_B)| \leq |\bigcup_{i=0}^n E'_i| \leq \sum_{i=0}^n |E_i| \leq 6|C| \leq 18\sqrt{c(G)} + \sum_{i=1}^n d_i^2 + n.\]

This finishes the proof of Claim 11. □

Now we are in a position to complete the proof of Theorem 4. Remove those edges of \(G\) that are cut by \(\Psi\). Let \(G_A\) (resp. \(G_B\)) be the subgraph of the resulting graph \(G'\), induced by \(V_A\) (resp. \(V_B\)), with the inherited drawing. Suppose that, e.g., \(G_B\) is not a branching topological graph. Then it has an empty lens, that is, a region bounded by two parallel edges that does not contain any vertex of \(V_B\). There are two types of empty lenses: bounded and unbounded. We show that there are at most \(\sqrt{c(G)}\) bounded empty lenses, and at most \(\sqrt{c(G)}\) unbounded empty lenses in \(G_B\).

Suppose that \(e\) and \(e'\) are two parallel edges between \(v\) and \(v'\) which enclose a bounded empty lens \(L\). Then \(v\) and \(v'\) are in the exterior of \(\Psi\), and \(\Psi\) does not cross the edges \(e\) and \(e'\). As \(G\) was a branching topological multigraph, both \(L\) and its complement contain at least one vertex of \(G\) in their interiors. Since \(L\) is empty in \(G_B\), it follows that all vertices of \(G\) inside \(L\) must belong to \(V_A\), and, hence, must lie in the interior of \(\Psi\). Thus, \(\Psi\) must lie entirely inside the lens \(L\).

Suppose now that \(f\) and \(f'\) are two other parallel edges between two vertices \(u\) and \(u'\), and they determine another bounded empty lens \(M\). Arguing as above, we obtain that \(\Psi\) must also lie entirely inside \(M\). Then \(v\) and \(v'\) are outside of \(M\), and \(u\) and \(u'\) are outside of \(L\). Therefore, these four edges determine four crossings. Any such crossing can belong to only one pair of bounded empty lenses \(\{L, M\}\), we conclude that for the number of bounded empty lenses \(k\) in \(G_B\) we have \(4\sqrt{k} \leq c(G)\), therefore, \(k \leq \sqrt{c(G)}\). Analogously, there are at most \(\sqrt{c(G)}\) unbounded empty lenses in \(G_B\).

We can argue in exactly the same way for \(G_A\). Thus, altogether there are at most \(4\sqrt{c(G)}\) empty lenses in \(G_A\) and \(G_B\). If we delete a boundary edge of each of them, then no empty lens is left.
Thus, by deleting the edges of $G$ crossed by $\Psi$ and then one boundary edge of each empty lens, we obtain a decomposition of $G$ into two branching topological multigraphs, and the number of deleted edges is at most

$$18 \sqrt{c(G) + \sum_{i=1}^{n} d_i^2} + n + 4 \sqrt{c(G)} \leq 22 \sqrt{c(G) + \sum_{i=1}^{n} d_i^2} + n.$$  

This concludes the proof of Theorem 4.
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Abstract

We construct near-optimal coresets for kernel density estimate for points in \( \mathbb{R}^d \) when the kernel is positive definite. Specifically we show a polynomial time construction for a coreset of size \( O(\sqrt{d \log(1/\varepsilon)}/\varepsilon) \), and we show a near-matching lower bound of size \( \Omega(\sqrt{d}/\varepsilon) \). The upper bound is a polynomial in \( 1/\varepsilon \) improvement when \( d \in [3, 1/\varepsilon^2) \) (for all kernels except the Gaussian kernel which had a previous upper bound of \( O((1/\varepsilon) \log^d(1/\varepsilon)) \)) and the lower bound is the first known lower bound to depend on \( d \) for this problem. Moreover, the upper bound restriction that the kernel is positive definite is significant in that it applies to a wide-variety of kernels, specifically those most important for machine learning. This includes kernels for information distances and the sinc kernel which can be negative.
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1 Introduction

Kernel density estimates are pervasive objects in data analysis. They are the classic way to estimate a continuous distribution from a finite sample of points [28, 27]. With some negative weights, they are the prediction function in kernel SVM classifiers [25]. They are the core of many robust topological reconstruction approaches [22, 12, 6]. And they arise in many other applications including mode estimation [1], outlier detection [26], regression [11], and clustering [23].

Generically, consider a dataset \( P \subset \mathbb{R}^d \) of size \( n \), and a kernel \( K : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R} \), for instance the Gaussian kernel \( K(x, p) = \exp(-\alpha^2\|x-p\|^2) \) with \( 1/\alpha \) as a bandwidth parameter. Then a kernel density estimate is defined at any point \( x \in \mathbb{R}^d \) as \( \text{KDE}_P(x) = \frac{1}{n} \sum_{p \in P} K(x, p) \).

Given that it takes \( O(n) \) time to evaluate \( \text{KDE}_P \), and that data sets are growing to massive sizes, in order to continue to use these powerful modeling objects, a common approach is to replace \( P \) with a much smaller data sets \( Q \) so that \( \text{KDE}_Q \) approximates \( \text{KDE}_P \). While statisticians have classically studied various sorts of average deviations (\( L_2 \) [28, 27] or \( L_1 \) error [9]), for most modern data modeling purposes, a worst-case \( L_\infty \) is more relevant (e.g., for preserving classification margins [25], density estimates [30], topology [22], and hypothesis testing [26]).
testing on distributions [13]). Specifically this error guarantee preserves
\[ \| \text{KDE}_P - \text{KDE}_Q \|_{\infty} = \max_{x \in \mathbb{R}^d} | \text{KDE}_P(x) - \text{KDE}_Q(x) | \leq \varepsilon. \]
We call such a set \( Q \) an \( \varepsilon\)-KDE coreset of \( P \).

Traditionally the approximate set \( Q \) has been considered to be constructed as a random sample of \( P \) [28, 27, 16], sometimes known as a Nyström approximation [10]. However, in the last decade, a slew of data-aware approaches have been developed that can obtain a set \( Q \) with the same \( L_\infty \) error guarantee, but with considerably smaller size.

To describe either the random sample results or the data-aware approaches, we first need to be more specific about the properties of the kernel functions. We start with positive definite kernels, the central class required for most machine learning approaches to work [15].

**Positive definite kernels.** Consider a kernel \( K : \mathcal{D} \times \mathcal{D} \to \mathbb{R} \) defined over some domain \( \mathcal{D} \) (often \( \mathbb{R}^d \)). It is called a positive definite kernel if, for any \( m \) points \( x_1, x_2, \ldots, x_m \in \mathcal{D} \), they are used to define an \( m \times m \) Gram matrix \( G \) so each \( i,j \) entry is defined \( G_{i,j} = K(x_i, x_j) \), and the matrix \( G \) is positive definite. Recall, a matrix \( G \) is positive definite if any vector \( z \in \mathbb{R}^n \) that is not all zeros satisfies \( z^T G z > 0 \).

Moreover, a positive definite matrix \( G \) can always be decomposed as a product \( H^T H \) with real-valued matrix \( H \).

There are many positive definite kernels, and we will next highlight a few. We normalize all kernels so \( K(x, x) = 1 \) for all \( x \in \mathcal{D} \) and therefore \( |K(x, y)| \leq 1 \) for all \( x, y \in \mathcal{D} \). We will use \( \alpha > 0 \) as a parameter, where \( 1/\alpha \) represents the bandwidth, or smoothness of the kernel. For \( \mathcal{D} = \mathbb{R}^d \) the most common positive definite kernels [29] are the Gaussian (described earlier) and the Laplacian, defined \( \exp(-\alpha \|x - y\|) \) for \( x, y \in \mathbb{R}^d \). Another common domain is \( \Delta^d = \{ x \in \mathbb{R}^{d+1} \mid \sum_{i=1}^d x_i = 1, \ x_i \geq 0 \} \), for instance in representing discrete distributions such as normalized counts of words in a text corpus or fractions of tweets per geographic region. Common positive definite kernels for \( x, y \in \Delta^d \) include the Hellinger kernel \( \exp(-\alpha \sum_{i=1}^d (\sqrt{x_i} - \sqrt{y_i})^2) \) and the Jensen-Shannon (JS) divergence kernel \( \exp(-\alpha (H(x) + H(y) - R(x+y)/2)) \), where \( H(x) = \sum_{i=1}^d -x_i \log x_i \) is entropy [14]. In other settings it is more common to normalize data points \( x \) to lie on a sphere \( S^d = \{ x \in \mathbb{R}^{d+1} \mid \|x\| = 1 \} \). Then with \( x, y \in S^d \), the exponential kernel \( \exp(-\alpha (1 - (x, y))) \) is positive definite [15]. Perhaps surprisingly, positive definite kernels do not need to satisfy \( K(x, y) \geq 0 \). For \( x, y \in \mathbb{R}^d \), the sinc kernel is defined as \( \frac{\sin(\alpha \| x - y \|)}{\| x - y \|} \) and is positive definite for \( d = \{ 1, 2, 3 \} \) [24].

**Other classes of kernels.** There are other ways to characterize kernels, which provide sufficient conditions for various other coreset bounds. For clarity, we describe these for kernels with a domain of \( \mathbb{R}^d \), but they can apply more generally.

We say a kernel \( K \) is \( C_K \)-Lipschitz if, for any \( x, y, z \in \mathbb{R}^d \), \( |K(x, z) - K(y, z)| \leq C_K \cdot \| x - y \| \). This ensures that the kernels do not fluctuate too widely, a necessity for robustness, but also prohibits “binary” kernels; for instance the ball kernel is defined \( K(x, y) = \{ 1 \text{ if } \| x - y \| \leq r; \text{ and } 0 \text{ otherwise} \} \). Such binary kernels are basically range counting queries (for instance
the ball kernel corresponds with a range defined by a ball), and as we will see, this distinction allows the bounds for \( \varepsilon \text{-KDE coresets} \) to surpass lower bounds for coresets for range counting queries. Aside from the ball kernel, all kernels we discuss in this paper will be \( C_K \)-Lipschitz.

Another way to characterize a kernel is with their shape. We can measure this by considering binary ranges defined by super-level sets of kernels. For instance, given a fixed \( K \) and \( x \in \mathbb{R}^d \), and a threshold \( \tau \in \mathbb{R} \), the \textit{super-level set} is \( \{ p \in \mathbb{R}^d \mid K(x, p) \geq \tau \} \). For a fixed \( K \), the family of such sets over all choices of \( x \) and \( \tau \) describes a range space with ground set \( \mathbb{R}^d \). For many kernels the VC-dimension of this range space is bounded; in particular, for common kernels, this range is equivalent to those defined by balls in \( \mathbb{R}^d \). Notably, the sinc kernel, which is positive-definite for \( \mathbb{R}^d \) with \( d \leq 3 \) does not correspond to a range space with bounded VC-dimension.

Finally, we mention that kernels being \textit{characteristic} [29] is an important property for many bounds that rely on mappings from data points \( x \in \mathbb{R}^d \) to a function space \( K(x, \cdot) = \phi_K(x) \). A characteristic kernel requires that the kernel \( K \) is positive definite, and the mapping \( \phi_K(x) \) is isomorphic and hence its induced distance \( D_K(p, x) = \sqrt{\|\phi_K(x)\|_K^2 + \|\phi_K(p)\|_K^2 - 2\langle \phi_K(p), \phi_K(x) \rangle_K} \) is a metric.

**Discrepancy-based approaches.** Our approach for creating an \( \varepsilon \text{-KDE coresets} \) will follow a technique for creating range counting coresets [8, 19, 5]. It focuses on assigning a coloring \( \chi : P \to \{-1, +1\} \) to \( P \). Then retains either all \( P_+ = \{ p \in P \mid \chi(p) = +1 \} \) or the remainder \( P_- \), and recursively applies this halving until a small enough coreset \( Q \) has been retained.

Classically, when the goal is to compute a range counting coreset for a range space \( (P, \mathcal{K}) \), then the specific goal of the coloring is to minimize discrepancy

\[
\text{disc}_R(P, \chi) = \left| \sum_{p \in P \cap R} \chi(p) \right|
\]

over all choices of ranges \( R \in \mathcal{K} \). In the KDE-setting we consider a \textit{kernel range space} \( (P, \mathcal{K}) \) where \( \mathcal{K} = \{ K(x, \cdot) \mid x \in \mathcal{D} \} \) defined by kernel \( K : \mathcal{D} \times \mathcal{D} \to \mathbb{R} \) and a fixed domain \( \mathcal{D} \) which is typically assumed, and usually \( \mathcal{D} = \mathbb{R}^d \). We instead want to minimize the kernel discrepancy

\[
\text{disc}(P, \chi, x) = \left| \sum_{p \in P} \chi(p)K(x, p) \right|
\]

Now in contrast to the case with the binary range space \( (P, \mathcal{K}) \), each point \( p \in P \) is \textit{partially} inside the “range” where the amount inside is controlled by the kernel \( K \). Understanding the quantity

\[
\text{disc}(n, \mathcal{K}) = \max_{P:|P|=n} \min_{\chi} \max_{x \in \mathcal{D}} \text{disc}(P, \chi, x)
\]

is key. If for a particular \( \mathcal{K} \) we have \( \text{disc}(n, \mathcal{K}) = n^\tau \) or \( \text{disc}(n, \mathcal{K}) = \log^n n \), then applying the recursive halving algorithm obtains an \( \varepsilon \text{-KDE coresets} \) of size \( O(1/\varepsilon^{1/(1-\tau)}) \) and \( O((1/\varepsilon) \log^n (1/\varepsilon)) \), respectively [20].

**Previous results.** We now highlight some previous size bounds for \( \varepsilon \text{-KDE coresets} \) as shown in Table 2; see also Phillips and Tai [21] for a more thorough review of the historical progress on this problem. For simplicity, we report the size when only a constant probability of failure bound is required for randomized algorithms.

For kernels with bounded VC-dimension of their super-level sets, \( O(d/\varepsilon^2) \) random samples are sufficient to create and \( \varepsilon \text{-KDE coresets} \) [16]. For characteristic kernels [13] a bound of \( O(1/\varepsilon^4) \), independent of dimension is possible.
Table 2 Asymptotic ε-KDE coreset sizes in terms of ε and d. siss = shift- and rotation invariant, and somewhere-steep (see Section 3).

<table>
<thead>
<tr>
<th>Paper</th>
<th>Coreset Size</th>
<th>Restrictions and Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joshi et al. [16]</td>
<td>$d/\varepsilon^2$</td>
<td>bounded VC; random sample</td>
</tr>
<tr>
<td>Gretton et al. [13]</td>
<td>$1/\varepsilon^4$</td>
<td>characteristic kernels; random sample</td>
</tr>
<tr>
<td>Bach et al. [2, 21]</td>
<td>$1/\varepsilon^2$</td>
<td>characteristic kernels; greedy</td>
</tr>
<tr>
<td>Phillips [20]</td>
<td>$(1/\varepsilon)^{\frac{d+2}{d}}\log\frac{d}{\varepsilon}$</td>
<td>Lipschitz, $d$ is constant; discrepancy-based</td>
</tr>
<tr>
<td>Phillips [20]</td>
<td>$\Theta(1/\varepsilon)$</td>
<td>$d = 1$</td>
</tr>
<tr>
<td>Phillips and Tai [21]</td>
<td>$(1/\varepsilon)\log^d(1/\varepsilon)$</td>
<td>Gaussian, $d$ is constant; discrepancy-based</td>
</tr>
<tr>
<td>Phillips and Tai [21]</td>
<td>$\Omega(1/\varepsilon^3)$</td>
<td>siss (e.g., Gaussian); $d = \Omega(1/\varepsilon^2)$</td>
</tr>
</tbody>
</table>

Then Bach et al. [2] showed that a greedy approach in the function space (based on the Frank-Wolfe technique) can obtain a bound of $O(1/\varepsilon^2)$, independent of dimension. This created a non-uniformly weighted coreset, and Phillips and Tai [21] provided a construction and analysis with uniform weighting.

Joshi et al. [16] first showed that sub-$1/\varepsilon^2$ is possible using a discrepancy-based approach. These bounds were superseded by Phillips [20] that presented a size bound of $O((1/\varepsilon^2)\log(1/\varepsilon)^{d/(d+2)})$ for constant $d$, or $O(1/\varepsilon)$ for $d = 1$. For $d = 2$, this bound is near-linear in $1/\varepsilon$, specifically $O((1/\varepsilon)\sqrt{\log(1/\varepsilon)})$ and matches our bound. He also showed a lower bound of $\Omega(1/\varepsilon)$. Notably, this upper bound for constant $d$ is strictly smaller than those of the binary range space for balls, based on VC-dimension.

Then recently, Phillips and Tai [21] greatly improved the upper bound to $O((1/\varepsilon)\log^d(1/\varepsilon))$ also based on discrepancy-based approaches, but this only applies to the Gaussian kernel. It is based on a special decomposable structure of the Gaussian, and does not seem to generalize. They also provided a lower bound of $\Omega(1/\varepsilon^2)$, but this construction required $d = \Omega(1/\varepsilon^2)$ dimensions, so does not imply much in the low-dimensional setting.

1.1 Our Results

We first show a new upper bound on the size of an ε-KDE coreset of $O((1/\varepsilon)\sqrt{d\log(1/\varepsilon)})$ in Section 2. The main restriction on the kernel $K$ is that it is positive definite, a weaker bound than the similar characteristic assumption. There are also fairly benign restrictions that $K$ is Lipschitz and is value greater than $1/|P|$ (or $\geq \varepsilon^2$) for a bounded region due to the specifics of some geometric preprocessing. Notably, this upper bound applies to a very wide range of kernels including the sinc kernel, whose super-level sets do not have bounded VC-dimension and is not characteristic, so no non-trivial ε-KDE coreset bound was previously known. Moreover, unlike previous discrepancy-based approaches, we do not need to assume the dimension $d$ is constant.

We then show a nearly-matching lower bound on the size of an ε-KDE coreset of $\Omega(\sqrt{d}/\varepsilon)$, in Section 3. This construction requires a standard restriction that it is shift- and rotation-invariant, and a benign one that it is somewhere-steep (see Section 3), satisfied by all common kernels. This closes the problem for many kernels (e.g., Gaussians, Laplace), except for a $\sqrt{\log(1/\varepsilon)}$ factor when $1 < d < 1/\varepsilon^2$. The gap filled by the new bounds are shown in Table 3.

Table 3 Size bounds for ε-KDE coresets for Gaussian and Laplace kernels; also holds under more general assumption, see text.

<table>
<thead>
<tr>
<th>$d$</th>
<th>Upper</th>
<th>Lower</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1$</td>
<td>$1/\varepsilon$</td>
<td>$1/\varepsilon$</td>
<td>$[20]$</td>
</tr>
<tr>
<td>$[2, \frac{1}{\varepsilon^2}]$</td>
<td>$\sqrt{d}/\varepsilon \cdot \sqrt{\log \varepsilon}$</td>
<td>$\sqrt{d}/\varepsilon$</td>
<td>new*</td>
</tr>
<tr>
<td>$\geq \frac{1}{\varepsilon^2}$</td>
<td>$1/\varepsilon^2$</td>
<td>$1/\varepsilon^2$</td>
<td>$[2, 21]$</td>
</tr>
</tbody>
</table>

(*) For $d = 2$, [20] matches upper bound.
Our approach and context. As mentioned above, bounding the size \( \varepsilon \)-KDE coresets can be reduced to bounding kernel discrepancy. The range space discrepancy problem, for a range space \((P, \mathbb{R})\), has been widely studied in multiple areas [17, 7]. For instance, Tusnády’s problem restricts \( \mathbb{R} \) to represent axis-aligned rectangles in \( \mathbb{R}^d \), has received much recent focus [18]. By reducing the Gaussian kernel discrepancy to this problem, led to the best previous results for these \( \varepsilon \)-KDE coresets [21]. To achieve their result, Matousek et al. [18] use a balancing technique of Banaszczuk [3] on a matrix version of discrepancy, by studying the so-call \( \gamma_2 \)-norm.

Roughly speaking, we are able to show how to directly reduce the kernel discrepancy problem to the \( \gamma_2 \)-norm, and the bound derived from Banaszczuk’s Theorem [3] – bypassing the reduction to Tusnády’s problem. In particular, the positive definiteness of a kernel, allows us to define a specific gram matrix \( G \) which has a real-valued decomposition, which matches the structure studied with the \( \gamma_2 \) norm. Hence, while our positive definite restriction is similar to the characteristic restriction studied for \( \varepsilon \)-KDE coresets in many other settings [13, 2] it uses a very different aspect of this property: the decomposability, not the embedding.

The lower bound is an extension of a recent lower bound [21] of \( \Omega(1/\varepsilon^2) \). The key insight here is that we can reduce the construction which relied on a single \( 1/\varepsilon^2 \)-dimensional simplex to a set of \( 1/(\sqrt{d} \varepsilon) \) \( d \)-dimensional simplices. Through some careful analysis, we show applying a modified variant of the argument from the previous lower bound to a particular simplex yields the desired result. Notably, this is the first lower bound for this problem that depends on the dimension \( d \), and this dependence on \( d \) matches our upper bound.

2 Upper bound for KDE coreset

Consider a point set \( P \subset \mathbb{R}^d \) as input, but as Section 4 describes, it is possible to apply these arguments to other domains. We assume that \( P \) is finite and of size \( n \); however, as mentioned in the related work, for many settings, we can reduce this to a point set of size independent of \( n \) (size \( 1/\varepsilon^2 \) or \( d/\varepsilon^2 \), depending on the kernel). Indeed these techniques may start with inputs as continuous distributions as long as we can draw random samples.

To prove our \( \varepsilon \)-kernel coreset upper bound we introduce two properties that the kernel must have.

- **We say a kernel \( K \) has \( c_K \)-bounded influence** if, for any \( x \in \mathbb{R}^d \) and \( \delta > 0 \), \( |K(x, y)| < \delta \) for all \( y \notin x + [-1/\delta]_{c \cdot \varepsilon^2} \cdot [1/\delta]_{c \cdot \varepsilon^2} \) for some constant \( c_K \). By default we set \( \delta = 1/n \). If \( c_K \) is an absolute constant we simply say \( K \) is bounded influence.

- **We say a kernel \( K \) is \( C_K \)-Lipschitz** if, for any \( x, y, z \in \mathbb{R}^d \), \( |K(x, z) - K(y, z)| < C_K \|x - y\| \) for some \( C_K \). If \( C_K \) is an absolute constant within the context of the problem, we often just say the kernel is Lipschitz.

Next define a lattice \( R = \left\{ \left( \frac{i_1}{\sqrt{dn}}, \frac{i_2}{\sqrt{dn}}, \ldots, \frac{i_d}{\sqrt{dn}} \right) \mid i_j \text{ are integers} \right\} \). Also, denote, for each \( p \in P \), \( S_p = p + R \cap [-n^{c \cdot \varepsilon^2}, n^{c \cdot \varepsilon^2}]^d \) and \( S = \bigcup_{p \in P} S_p \).

The following lemma explains that we only need to consider the evaluation at a finite set (specifically \( S \)) rather than the entire space while preserving the discrepancy asymptotically. The advantage of doing this is we can then use the matrix representation of the formula.

**Lemma 1.** \[ \max_{x \in \mathbb{R}^d} \text{disc}(P, \chi, x) \leq \max_{x \in S} \text{disc}(P, \chi, x) + O(1) \]

**Proof.** For any \( x \in \mathbb{R}^d \), if \( x \notin \bigcup_{p \in P} (p + [-n^{c \cdot \varepsilon^2}, n^{c \cdot \varepsilon^2}]^d) \), that is \( x \) is not within \( n^{c \cdot \varepsilon^2} \) in all coordinates of some \( p \in P \), then \( K(p, x) \leq 1/n \) for all \( p \in P \). Hence we have

\[
\text{disc}(P, \chi, x) = \sum_{p \in P} \chi(p) K(p, x) \leq O(1).
\]
Otherwise, pick \( x_0 \in S \) be the closest point to \( x \). We have

\[
\text{disc}(P, \chi, x) = \left| \sum_{p \in P} \chi(p)K(p, x) \right| \\
= \left| \sum_{p \in P} \chi(p)(K(p, x_0) + K(p, x) - K(p, x_0)) \right| \\
\leq \left| \sum_{p \in P} \chi(p)K(p, x_0) \right| + \left| \sum_{p \in P} |K(p, x) - K(p, x_0)| \right| \\
\leq \text{disc}(P, \chi, x_0) + \sum_{p \in P} C_K \cdot \|x - x_0\| \\
\leq \text{disc}(P, \chi, x_0) + n \cdot C_K \cdot \sqrt{d(\frac{1}{\sqrt{dn}})^2} \\
= \text{disc}(P, \chi, x_0) + O(1). \quad \blacktriangleleft
\]

Now we discuss the matrix view of discrepancy, known results, and then how to map the discretized kernel discrepancy problem into this setting. Consider any \( s \times t \) matrix \( A \), and define

\[
\text{disc}(A) = \min_{x \in [-1, +1]^t} \|Ax\|_\infty.
\]

Following Matousek et al. [18] we define \( \gamma_2(A) = \min_{BC=A} l_1 \cdot l_2 \) where \( l_1 \) is largest Euclidean norm of row vectors of \( B \) and \( l_2 \) is largest Euclidean norm of column vectors of \( C \). There is an equivalent geometric interpretation of \( \gamma_2 \). Let \( \mathcal{E}_A \) be the set of ellipsoids in \( \mathbb{R}^n \) that contain all column vectors of \( A \). Then, \( \gamma_2(A) = \min_{E \in \mathcal{E}_A} \max_{x \in E} \|x\|_\infty \). It is easy to see that \( \gamma_2 \) is a norm and \( \gamma_2(A) \leq \gamma_2(A') \) when the columns of \( A \) are subset of the columns of \( A' \). We will apply these properties shortly.

A recent result by Matousek et al. [18] shows the following property about connecting discrepancy to \( \gamma_2 \), which was recently made constructive in polynomial time [4].

\[\blacktriangleright \textbf{Lemma 2 (Matousek et al. [18]).} \text{ For an } s \times t \text{ matrix } A, \text{disc}(A) \leq O(\sqrt{\log n}) \cdot \gamma_2(A).\]

Let the size of \( S \) be \( m = O(n^{O(d)}) \), and define an \( m \times n \) matrix \( G \) so its rows are indexed by \( x \in S \) and columns indexed by \( p \in P \), and \( G_{x,p} = K(p, x) \). By examination, \( \text{disc}(G) = \min_{x} \max_{x \in S} \text{disc}(P, \chi, x) \).

\[\blacktriangleright \textbf{Lemma 3.} \gamma_2(G) = 1.\]

\[\textbf{Proof.} \text{ Denote } G' \text{ be an } m \times m \text{ matrix with both row and column indexed } x, y \in S \text{ such that } G'_{x,y} = K(x, y). \text{ Note that columns of } G \text{ are a subset of columns of } G' \text{ since } P \subseteq S. \text{ Since } K \text{ is positive definite kernel, it means that } G' \text{ can be expressed as } H^T H \text{ for some matrix } H. \text{ Now denote } v_x \text{ as the } x\text{th column of } H \text{ for all } x \in S. \text{ We have } v^T_x v_x = G'_{x,x} = 1 \text{ which means the norm } \|v_x\| = \sqrt{v^T_x v_x} \text{ of each column } v_x \in H \text{ is 1. Hence the same holds for rows in } H^T, \text{ and this bounds } \gamma_2(G') \leq 1. \text{ Then since } \gamma_2(G) \leq \gamma_2(G') \text{ we have } \gamma_2(G) \leq 1. \text{ On the other hand, one of the coordinates in a column of } G \text{ is 1. By the geometric definition, any ellipsoid containing columns of } G \text{ has a point inside of it such that one of its coordinate is 1. Hence } \gamma_2(G) \geq 1. \quad \blacktriangleright\]
Combining all above lemmas, for any $P \subset \mathbb{R}^d$ of size $n$

$$\text{disc}(n, X) \leq \max_{P:|P|=n} \min \max_{\chi} \text{disc}(P, \chi, x) + O(1)$$  \hspace{1cm} \text{Lemma 1}

$$= \max_{P:|P|=n} \text{disc}(G) + O(1)$$  \hspace{1cm} \text{Definition of } G

$$\leq O(\sqrt{d \log n} \cdot \gamma_2(G))$$  \hspace{1cm} \text{Lemma 2 [18]}

$$= O(\sqrt{d \log n}).$$  \hspace{1cm} \text{Lemma 3}

\textbf{Theorem 4.} Let $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ be a bounded influence, Lipschitz, positive definite kernel. For any integer $n$, $\text{disc}(n, K_d) = O(\sqrt{d \log n})$.

\textbf{Corollary 5.} Let $K : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ be a bounded influence, Lipschitz, positive definite kernel. For any set $P \subset \mathbb{R}^d$, there is a subset $Q \subset P$ of size $O(\frac{1}{\varepsilon} \sqrt{d \log \frac{1}{\varepsilon}})$ such that

$$\max_{x \in \mathbb{R}^d} |\text{KDE}_P(x) - \text{KDE}_Q(x)| < \varepsilon.$$

\textbf{Proof.} In order to apply the standard halving technique [8, 19], we need to make sure the coloring has the property that half of point assigned $+1$ and the other half of them assigned $-1$. We adapt a standard idea from combinatorial discrepancy [17].

This can be done by adding an all-one row to the discrepancy matrix $G$. It guarantees that the difference of number of $+1$ and $-1$ is $O(\sqrt{d \log n})$ since $\gamma_2$ is a norm and therefore we can apply the triangle inequality. Namely,

$$\gamma_2 \left( \begin{bmatrix} 1_{1 \times n} \\ G \end{bmatrix} \right) \leq \gamma_2 \left( \begin{bmatrix} O_{1 \times n} \\ G \end{bmatrix} \right) + \gamma_2 \left( \begin{bmatrix} 0_{1 \times n} \\ O_{m \times n} \end{bmatrix} \right)$$

where $1$ is all-one matrix and $O$ is zero matrix. Suppose there are more $+1$ than $-1$. Choose $O(\sqrt{d \log n})$ points assigned $+1$ arbitrarily and flip them to $-1$ such that it makes the difference zero. Let $P_+ = \{ p \in P \mid \chi(p) = +1 \}$ and $P_- = \{ p \in P \mid \chi(p) = -1 \}$. Also, $P_+ '$ and $P_- '$ are defined in the same way after flipping the value. For any $x \in \mathbb{R}^d$,

$$\left| \sum_{p \in P_+} K(x, p) - \sum_{p \in P_-} K(x, p) \right|$$

$$\leq \left| \sum_{p \in P_+} K(x, p) - \sum_{p \in P_-} K(x, p) \right| + \left| \sum_{p \in P_+ \setminus P_+ '} K(x, p) \right| + \left| \sum_{p \in P_- \setminus P_- '} K(x, p) \right|$$

$$= O(\sqrt{d \log n}).$$

Now, we can apply the standard halving technique to achieve

$$\max_{x \in \mathbb{R}^d} |\text{KDE}_P(x) - \text{KDE}_Q(x)| < \varepsilon.$$

\textbf{Implementation.} Note that we do not need to decompose the entire matrix $G$. Instead, we just need a set of vectors $V = \{ v_p \mid p \in P \}$ such that the inner product $\langle v_{p_1}, v_{p_2} \rangle = K(p_1, p_2)$ as input to the algorithm in [4]. This set $V$ can be computed in $\text{poly}(n, d) = \text{poly}(n)$ time assuming $d < n$. Using the standard Merge-Reduce framework [19], the coreset with desired size can be constructed in $O(n \text{poly}(1/\varepsilon))$ time.
3 Lower bound for KDE coreset

In this section, we add two new conditions on our kernel; both of these are common properties of kernels.

- A kernel $K$ is rotation- and shift-invariant if there exists a function $f$ such that $K(x, y) = f(||x - y||^2)$.
- A rotation- and shift-invariant kernel is somewhere $C_f$-steep if there exist a constant $C_f > 0$, and values $z_f > r_f > 0$ such that $f(z_1) - f(z_2) > C_f \cdot (z_2 - z_1)$ for all $z_1 \in (z_f - r_f, z_f)$ and $z_2 \in (z_f, z_f + r_f)$. When $C_f$ is an absolute constant, we often just say the kernel is somewhere steep.

Phillips [20] constructed an example of $P$ of size $1/\varepsilon$ where each point in $P$ is far away from all others. Therefore, if one of them is not picked for a KDE coreset $Q$, the evaluation of $\text{kde}_Q$ at that point has large error. More recently, Phillips and Tai [21] gave another example of $P$ of size $1/\varepsilon^2$ in an appropriately scaled simplex; that spans $\mathbb{R}^{1/\varepsilon^2}$. They showed that it produces error of $\Omega(1/\sqrt{d})$ at some point, if $k$ is the number of points picked. The following construction combines these two approaches. We divide $n = \sqrt{d}$ points into $n/d$ groups where each group has $d$ points that form a simplex, and each group is far away from all other groups. It means that there is a group producing $\Omega(1/\sqrt{d})$ error and then, since we have $n/d$ groups, the final error would be $\Omega(n^{1/2}/n^{1/2}) = \Omega(1/\varepsilon)$.

**Theorem 6.** Consider a rotation- and shift-invariant, somewhere steep, bounded influence kernel $K$. Assume $d \geq \frac{9z_f^2}{r_f^2}$, where $z_f$ and $r_f$ are absolute constants that depend on $K$ and are defined as they pertain to the somewhere steep criteria. There is a set of $P \in \mathbb{R}^d$ such that, for any subset $Q$ of size $k \leq \frac{\sqrt{d}}{2\varepsilon}$, there is a point $x \in \mathbb{R}^d$ such that $|K\text{DE}_P(x) - K\text{DE}_Q(x)| > \varepsilon$.

**Proof.** Let $n = \sqrt{d}/\varepsilon$. We allow weighted coresets of $Q$; that is, for each $q \in Q$, there is a real number $\beta_q$ such that $K\text{DE}_Q(x) = \sum_{q \in Q} \beta_q K(x, q)$.

Let $k \leq n/2$ be the size of the potential coreset we consider. Construct $P$ with size of $n$ in $\mathbb{R}^d$ as follow. Let $\{e_i\}_{i=1}^d$ is the standard basis and $L$ is a very large number. Set

![Figure 1](image-url) Illustration of the lower bound construction.
Therefore, in either case, we need to bound $|q|$ and $K$ that by $l$ and place them in $d$-simplex. Also, the groups are sufficiently far away from each other. Suppose $Q = \cup_{j=1}^{d} \{p_{a,j} | a = 1, 2, \ldots, k_j \}$ where $k_j$ is the number of points in $Q$ at group $j$. Denote $Q_j = \{p_{a,j} | a = 1, 2, \ldots, k_j \}$. That is, $Q = \cup_{j=1}^{d} Q_j$ and $|Q_j| = k_j \leq d$ with $\sum_{j=1}^{d} k_j = |Q| = k$.

Since $\sum_{j=1}^{d} |Q_j| = k \leq n/2$, at least one $j$ must satisfy $k_j \leq \frac{n}{2}$. Denote $j'$ to be that $j$. We can assume $k_{j'} = d/2$, otherwise, pick enough points arbitrarily from $P_j \setminus Q_{j'}$ and place them in $Q_{j'}$ to make $|Q_{j'}| = k_{j'} = d/2$, but set the corresponding weight to be 0. Denote $\tilde{p} = \frac{1}{d} \sum_{p \in P_j} p$ the mean of $P_{j'}$; $\tilde{q} = \frac{2}{d} \sum_{q \in Q_{j'}} q$ the mean of $Q_{j'}$; and $\tilde{q} = \frac{2}{d} \sum_{q \in P_{j'} \setminus Q_{j'}} q$ the mean of points in $P_{j'}$ not selected into $Q_{j'}$; see Figure 1. Also, denote $p_+^* = \tilde{q} + \sqrt{\frac{4}{d}} \frac{\tilde{p} - \tilde{q}}{||\tilde{p} - \tilde{q}||}$ and $p_-^* = \tilde{q} - \sqrt{\frac{4}{d}} \frac{\tilde{p} - \tilde{q}}{||\tilde{p} - \tilde{q}||}$; translates of these points away from the mean $\tilde{p}$ by a specific vector. Note that $||p_+^* - q||$ is the same for all $q \in Q_{j'}$, denoted by $l_1$ and $||p_-^* - q||$ is same for all $q \in P_{j'} \setminus Q_{j'}$, denoted by $l_2$. By symmetry, we also have that $l_1 = ||p_+^* - q||$ for all $q \in P_{j'} \setminus Q_{j'}$ and $l_2 = ||p_-^* - q||$ for all $q \in Q_{j'}$.

If $\sum_{q \in Q_{j'}} \beta_q \geq d/n$, we evaluate the error at $p_+^*$.

$$(KDE_{Q} - KDE_{P})(p_+^*)$$

$$= \sum_{q \in Q_{j'}} (\beta_q - \frac{1}{n}) f(||p_+^* - q||^2) + \sum_{q \in P_{j'} \setminus Q_{j'}} (\frac{1}{n} - \beta_q) f(||p_+^* - q||^2) + s$$

$$\geq \frac{d}{2n} (f(l_1^2) - f(l_2^2)) + s$$

where $|s|$ is arbitrarily small due to the choice of arbitrarily large number $L$ and the fact that $K$ is bounded influence. If $\sum_{q \in Q_{j'}} \beta_q \leq d/n$, we evaluate the error at $p_-^*$.

$$(KDE_{P} - KDE_{Q})(p_-^*)$$

$$= \sum_{q \in P_{j'} \setminus Q_{j'}} \frac{1}{n} f(||p_-^* - q||^2) + \sum_{q \in Q_{j'}} (\frac{1}{n} - \beta_q) f(||p_-^* - q||^2) + s$$

$$\geq \frac{d}{2n} (f(l_1^2) - f(l_2^2)) + s$$

Therefore, in either case, we need to bound $f(l_1^2) - f(l_2^2)$ from below.

By direct computation, we have $l_1^2 = z_f - z_f \frac{2}{d}$ and $l_2^2 = z_f + z_f \frac{2z_f}{\sqrt{d}}$. By enforcing that

$$z_f - \frac{3z_f}{d} = l_1^2 < z_f$$

and

$$z_f < z_f + \frac{3z_f}{d} \frac{2z_f}{\sqrt{d}} = l_2^2 < z_f + \frac{3z_f}{\sqrt{d}} < z_f + \frac{2z_f}{d},$$

we can invoke the somewhere $C_f$-steep property that there exists an $x \in \mathbb{R}^d$ for which the inequality holds. Therefore,

$$f(l_1^2) - f(l_2^2) > C_f \cdot (l_2^2 - l_1^2) > C_f \cdot z_f \cdot \frac{2}{\sqrt{d}}.$$

Hence, the error is at least

$$\frac{d}{2n} (f(l_1^2) - f(l_2^2)) + s > \frac{d}{2n} \left( C_f \cdot z_f \cdot \frac{2}{\sqrt{d}} \right) + s > \frac{\sqrt{d}}{n} \cdot C_f \cdot z_f + s = \Omega(\frac{\sqrt{d}}{n}) = \Omega(\varepsilon).$$
Applications to specific kernels

In this section, we work through the straight-forward application of these bounds to some specific kernels and settings.

Gaussian and Laplace kernels. These kernels are defined over $\mathbb{R}^d$. They have bounded influence, so $|K(x,p)| \leq \frac{1}{d}$ for all $p \notin [-n^{c_K}, n^{c_K}]^d$ for $c_K = 1$. They are also $C_K$-Lipschitz with constant $C_K = \alpha$, so $|K(x,z) - K(p,z)| \leq C_K|x-p|$ for any $x, p \in \mathbb{R}^d$. These properties imply we can invoke the discrepancy upper bound in Theorem 4.

These kernels are also rotation- and shift-invariant, and somewhere steep with constant $C_f = (\alpha/2) \exp(-\alpha^2)$. Hence we can invoke the lower bound in Theorem 6.

\textbf{Corollary 7.} For Gaussian or Laplacian kernels, for any set $P \in \mathbb{R}^d$, there is an $\varepsilon$-KDE coreset of size $O((\sqrt{d}/\varepsilon) \sqrt{\log 1/\varepsilon})$, and it cannot have an $\varepsilon$-KDE coreset of size $o(\sqrt{d}/\varepsilon)$.

The Gaussian kernel has an amazing decomposition property that in $\mathbb{R}^d$ if we fix any $d'$ coordinates in any way, then conditioned on those, the remaining $d-d'$ coordinates still follow a Gaussian distribution. Among other things, this means it is useful to construct kernels for complex scenarios. For instance, consider a large set $T$ of $n$ trajectories, each with $k$ waypoints; e.g., backpacking or road trips or military excursions with $k$ nights, and let the waypoints be the $(x,y)$-coordinates for the location of each night stay. We can measure the similarity between two trajectories $t = (p_1, p_2, \ldots, p_k)$ and $t' = (p'_1, p'_2, \ldots, p'_k)$ as the average similarity between the corresponding waypoints, and we can measure the similarity of any two corresponding waypoints $p_j$ and $p'_j$ with a 2-dimensional Gaussian. Then, by the decomposition property, the full similarity between the trajectories is precisely a $(2k)$-dimensional Gaussian. We can thus define a kernel density estimate over these trajectories $KDE_T$ using this $(2k)$-dimensional Gaussian kernel. Now, given Corollary 7 we know that to approximate $KDE_T$ with a much smaller data set $S \subset T$ so $\|KDE_T - KDE_S\|_\infty \leq \varepsilon$, we can construct $S$ so $|S| = O(\sqrt{k}/\varepsilon \cdot \sqrt{\log 1/\varepsilon})$ but cannot in general achieve $|S| = o(\sqrt{k}/\varepsilon)$.

Jensen-Shannon and Hellinger kernels. In order to apply our technique on $\Delta^d$, observe that $\Delta^d$ is a subset of a $(d-1)$-dimensional Euclidian subspace of $\mathbb{R}^d$; so we can simply create the grid needed for Lemma 1 within this subspace. Recall that these two kernel have the form of $\exp(-\alpha d(x,y))$ where $d(x,y) = d_{JS}(x,y) = H(z+y)/2 - H(z)$ for the Jensen-Shannon kernel and $d(x,y) = d_{H}(x,y) = \sum_{i=1}^{d} (\sqrt{x_i} - \sqrt{y_i})^2$ for Hellinger and note that $|K(x,z) - K(y,z)| \leq \alpha |d(x,z) - d(y,z)|$ for any $x,y,z \in \Delta^d$. It is easy to estimate that when $x,y$ are sufficiently close, for JS kernel, $|d(x,z) - d(y,z)| \leq 2d \max_i |x_i - y_i| \log |x_i - y_i|$ and for Hellinger kernel, $|d(x,z) - d(y,z)| \leq 4d \max_i \sqrt{|x_i - y_i|}$. So even though these kernels are not Lipschitz, we can still modify the construction of the grid in Lemma 1 with width $\frac{1}{\sqrt{d}}$ (assuming $d \leq n$) instead of $\frac{1}{\sqrt{dn}}$ such that if $x,y$ lie in the same cell then $|K(x,z) - K(y,z)| = O(\frac{1}{x})$ for any $x,y,z \in \Delta^d$. Since all relevant points are in a bounded domain both kernels have $c_K$-bounded influence; setting $c_K = 1$ is sufficient.

\textbf{Corollary 8.} For Jensen-Shannon and Hellinger kernels, for any set $P \in \Delta^d$, there is an $\varepsilon$-KDE coreset of size $O((\sqrt{d}/\varepsilon) \sqrt{\log 1/\varepsilon})$.

Note that these kernels are not rotation- and shift-invariant and therefore our lower bound result does not apply.

These kernels are based on widely-used information distances: the Jensen-Shannon distance $d_{JS}(x,p)$ and the Hellinger distance $d_{H}(x,p)$. These make sense when the input data
We proved that Gaussian kernel has a $\varepsilon$-KDE coreset of size $O\left(\frac{1}{\varepsilon^2} \sqrt{d \log \frac{1}{\varepsilon}}\right)$ and the size must satisfy $\Omega\left(\frac{d}{\varepsilon^2}\right)$; both upper and lower bound result can be extended to a broad class of kernels. In particular the upper bound only requires that the kernel be positive definite (typically the same restriction needed for most machine learning techniques) and that it has a domain
which can be discretized over a bounded region without inducing too much error. This family of applicable kernels includes new options like the sinc kernel, which while positive definite in $\mathbb{R}^d$ for $d = \{1, 2, 3\}$, it is not characteristic, is not always positive, and its super-level sets do not have bounded VC-dimension. This is the first non-trivial $\varepsilon$-KDE coreset result for these kernels.

By inspecting the new constructive algorithm for obtaining small discrepancy in the $\gamma_2$-norm [4], the extra $\sqrt{\log}$ factor comes from the union bound over the randomness in the algorithm. Indeed, a previous result [21] showed that if $d = \frac{1}{\varepsilon^2}$ then the upper bound is $O\left(\frac{1}{\varepsilon^2}\right)$, which is tight. This bound is deterministic and does not have an extra $\sqrt{\log}$ factor. Therefore, a natural conjecture is that the upper bound result can be further improved to $O\left(\sqrt{d/\varepsilon}\right)$, at least in a well-behaved setting like for the Gaussian kernel.

There are many other, even more diverse kernels which are positive definite, which operate on domains as diverse as graphs, time series, strings, and trees [15]. The heart of the upper bound construction which uses the decomposition of the associated positive definite matrix will work even for these kernels. However, it is less clear how to generate a finite gram or discrepancy matrix $G$, whose size depends polynomially on the data sets size for these discrete objects. Such constructions would further expand the pervasiveness of the $\varepsilon$-KDE coreset technique we present.
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Abstract

In the online metric bipartite matching problem, we are given a set $S$ of server locations in a metric space. Requests arrive one at a time, and on its arrival, we need to immediately and irrevocably match it to a server at a cost which is equal to the distance between these locations. A $\alpha$-competitive algorithm will assign requests to servers so that the total cost is at most $\alpha$ times the cost of $M_{\text{Opt}}$, where $M_{\text{Opt}}$ is the minimum cost matching between $S$ and $R$.

We consider this problem in the adversarial model for the case where $S$ and $R$ are points on a line and $|S| = |R| = n$. We improve the analysis of the deterministic Robust Matching Algorithm (RM-Algorithm, Nayyar and Raghvendra FOCS’17) from $O(\log^2 n)$ to an optimal $\Theta(\log n)$. Previously, only a randomized algorithm under a weaker oblivious adversary achieved a competitive ratio of $O(\log n)$ (Gupta and Lewi, ICALP’12). The well-known Work Function Algorithm (WFA) has a competitive ratio of $O(n)$ and $\Omega(\log n)$ for this problem. Therefore, WFA cannot achieve an asymptotically better competitive ratio than the RM-Algorithm.

1 Introduction

Driven by consumers’ demand for quick access to goods and services, business ventures schedule their delivery in real-time, often without the complete knowledge of the future request locations or their order of arrival. Due to this lack of complete information, decisions made tend to be sub-optimal. Therefore, there is a need for competitive online algorithms which immediately and irrevocably allocate resources to requests in real-time by incurring a small cost.

Motivated by these real-time delivery problems, we study the problem of computing the online metric bipartite matching of requests to servers. Consider servers placed in a metric space where each server has a capacity that restricts how many requests it can serve. When a new request arrives, one of the servers with positive capacity is matched to this request. After this request is served, the capacity of the server reduces by one. We assume that the cost associated with this assignment is a metric cost; for instance, it could be the minimum distance traveled by the server to reach the request.

The case where the capacity of every server is $\infty$ is the celebrated $k$-server problem. The case where every server has a capacity of 1 is the online metric bipartite matching problem.
In this case, the requests arrive one at a time, we have to immediately and irrevocably match it to some unmatched server. We assume there are \( n \) servers and \( n \) requests. The resulting assignment is a matching and is referred to as an online matching. An optimal assignment is impossible since an adversary can easily fill up the remaining locations of requests in \( R \) in a way that our current assignment becomes sub-optimal. Therefore, we want our algorithm to compute an assignment that is competitive with respect to the optimal matching. For any input \( S, R \) and any arrival order of requests in \( R \), we say our algorithm is \( \alpha \)-competitive, for \( \alpha > 1 \), when the cost of the online matching \( M \) is at most \( \alpha \) times the minimum cost, i.e.,

\[
w(M) \leq \alpha w(M_{Opt}).
\]

Here \( M_{Opt} \) is the minimum-cost matching of the locations in \( S \) and \( R \). In the above discussion, note the role of the adversary. In the *adversarial model*, the adversary knows the server locations and the assignments made by the algorithm and generates a sequence to maximize \( \alpha \). In the weaker oblivious adversary model, the adversary knows the randomized algorithm but does not know the random choices made by the algorithm. In this paper, we consider the online metric bipartite matching problem in the adversarial model and where \( S \) and \( R \) are points on a line.

Consider the adversarial model. For any request, the *greedy heuristic* simply assigns the closest unmatched server to it. The greedy heuristic, even for the line metric, is only \( 2n \)-competitive [3] for the online matching problem. The well-known Work Function Algorithm (WFA) chooses a server that minimizes the sum of the greedy cost and the so-called retrospective cost. For the \( k \)-server problem, the competitive ratio of the WFA is \( 2k - 1 \) [6] which is near optimal with a lower bound of \( k \) on the competitive ratio of any algorithm in any metric space that has at least \( k + 1 \) points [7].

In the context of online metric matching problem, there are algorithms that achieve a competitive ratio of \( 2n - 1 \) in the adversarial model [9, 5, 4]. This competitive ratio is worst-case optimal, i.e., there exists a metric space where we cannot do better. However, for Euclidean metric, for a long time, there was a stark contrast between the upper bound of \( 2n - 1 \) and the lower bound of \( \Omega(n^{1-1/d}) \). Consequently, significant effort has been made to study the performance of online algorithms in special metric spaces, especially the line metric. For example, for the line metric, it has been shown that the WFA when applied to the online matching problem has a lower bound of \( \Omega(\log n) \) and an upper bound of \( O(n) \) [2]; see also [1] for a \( O(n^{0.585}) \)-competitive algorithm for the line metric. In the oblivious adversary model, there is an \( O(\log n) \)-competitive [3] algorithm for the line metric. There is also an \( O(d \log n) \)-competitive algorithm in the oblivious adversary model for any metric space with doubling dimension \( d \) [3].

Only recently, for any metric space and for the adversarial model, Raghvendra and Nayyar [8] provided a bound of \( O(\mu(S) \log^2 n) \) on the competitive ratio of the RM-Algorithm – an algorithm that was introduced by Raghvendra [9]; here \( \mu(S) \) is the worst case ratio of the the TSP and diameter of any positive diameter subset of \( S \). There is a simple lower bound of \( \Omega(\mu(S)) \) on the competitive ratio of any algorithm for this problem. Therefore, RM-Algorithm is near-optimal for every input set \( S \). When \( S \) is a set of points on a line, \( \mu(S) = 2 \) and therefore, their analysis bounds the competitive ratio of the RM-Algorithm by \( O(\log^2 n) \) for the line metric and \( O(n^{1-1/d} \log^2 n) \) for any \( d \)-dimensional Euclidean metric. Furthermore, RM-Algorithm also has a lower bound of \( \Omega(\log n) \) on its competitive ratio for the line metric. In this paper, we provide a different analysis and show that the RM-Algorithm is \( \Theta(\log n) \)-competitive.
Overview of RM-Algorithm. At a high-level, the RM-Algorithm maintains two matchings $M$ and $M^*$, both of which match requests seen so far to the same subset of servers in $S$. We refer to $M$ as the online matching and $M^*$ as the offline matching. For a parameter $t > 1$ chosen by the algorithm, the offline matching $M^*$ is a $t$-approximate minimum-cost matching satisfying a set of relaxed dual feasibility conditions of the linear program for the minimum-cost matching; here each constraint relaxed by a multiplicative factor $t$. Note that, when $t = 1$, the matching $M^*$ is simply the minimum-cost matching.

When the $i^{th}$ request $r_i$ arrives, the algorithm computes an augmenting path $P_i$ with the minimum “cost” for an appropriately defined cost function. This path $P_i$ starts at $r_i$ and ends at an unmatched server $s_i$. The algorithm then augments the offline matching $M^*$ along $P$ whereas the online matching $M$ will simply match the two endpoints of $P_i$. Note that $M$ and $M^*$ will always match requests to the same subset of servers. We refer to the steps taken by the algorithm to process request $r_i$ as the $i^{th}$ phase of the algorithm. For $t > 1$, it has been shown in [9] that the sum of the costs of every augmenting path computed by the algorithm is bounds the online matching cost from above. Nayyar and Raghvendra [8] use this property and bounded the ratio of the sum of the costs of augmenting paths to the cost of the optimal matching. In order to accomplish this they associate every request $r_i$ to the cost of $P_i$. To bound the sum of costs of all the augmenting paths, they partition the requests into $\Theta(\log^2 n)$ groups and within each group they bound this ratio by $\mu(S)$ (which is a constant when $S$ is a set of points on a line). For the line metric, each group can, in the worst-case, have a ratio of $\Theta(1)$. However, not all groups can simultaneously exhibit this worst-case behavior. In order to improve the competitive ratio from $O(\log^2 n)$ to $O(\log n)$, therefore, one has to bound the combined ratios of several groups by a constant making the analysis challenging.

1.1 Our results and techniques

In this paper, we show that when the points in $S \cup R$ are on a line, the RM-Algorithm achieves a competitive ratio of $O(\log n)$. Our analysis is tight as there is an example in the line metric for which the RM-Algorithm produces an online matching which is $\Theta(\log n)$ times the optimal cost. We achieve this improvement using the following new ideas:

- First, we establish the the ANFS-property of the RM-Algorithm (Section 3.1). We show that many requests are matched to an approximately nearest free server (ANFS) by the algorithm. We define certain edges of the online matching $M$ as short edges and show that every short edge matches the request to an approximately nearest free server. Let $M_H$ be the set of short edges of the online matching and $M_L = M \setminus M_H$ be the long edges. We also show that when $t = 3$, the total cost of the short edges $w(M_H) \geq w(M)/6$ and therefore, the cost of the long edges is $w(M_L) < (5/6)w(M)$.

- For every point in $S \cup R$, the RM-Algorithm maintains a dual weight (Section 2). For our analysis in the line metric, we assign an interval to every request. The length of this interval is determined by the dual weight of the request. At the start of phase $i$, let $\sigma_{i-1}$ be the union of all such intervals. By its construction, $\sigma_{i-1}$ will consist of a set of interior-disjoint intervals. While processing request $r_i$, the RM-Algorithm conducts a series of dual adjustments and a subset of requests (referred to as $B_i$) undergo an increase in dual weights. After the dual adjustments, the union of the intervals for requests in $B_i$ forms a single interval and these increases conclude in the discovery of the minimum cost augmenting path. Therefore, after phase $i$, intervals in $\sigma_{i-1}$ may grow and combine to form a single interval $J$ in $\sigma_i$. Furthermore, the new online edge $(s_i, r_i)$ is also contained inside this newly formed interval $J$ (Section 3.3). Based on the length of the interval $J$, we assign one of $O(\log n)$ levels to the edge $(s_i, r_i)$. This partitions all the online edges in $O(\log n)$ levels.
The online edges of any given level $k$ can be expressed as several non-overlapping well-aligned matching of a well separated input (Section 4). We establish properties of such matchings (Section 3.2 and Figure 1) and use it to bound the total cost of the “short” online edges of level $k$ by the sum of $w(M_{opt})$ and $\gamma$ times the cost of the long edges of level $k$, where $\gamma$ is a small positive constant (Section 4). Adding across the $O(\log n)$ levels, we get 
\[
    w(M_{H}) \leq O(\log n)w(M_{opt}) + \gamma w(M_{L}).
\]
Using the ANFS-property of short and long edges, we immediately get $(1/6 - 5\gamma/6)w(M) \leq O(\log n)w(M_{opt})$. For a sufficiently small $\gamma$, we bound the competitive ratio, i.e., $w(M)/w(M_{opt})$ by $O(\log n)$.

**Organization.** The rest of the paper is organized as follows. We begin by presenting (in Section 2) the RM-Algorithm and some of its use properties as shown in [9]. For the analysis, we establish the *ANFS-property* in Section 3.1. After that, we will (in Section 3.2) introduce well aligned matchings of well-separated inputs on a line. Then, in Section 3.3, we interpret the dual weight maintained for each request as an interval and study the properties of the union of these intervals. Using these properties (in Section 4) along with the ANFS-property of the algorithm, we will establish a bound of $O(\log n)$ on the competitive ratio for the line metric.

## 2 Background and algorithm details

In this section, we introduce the relevant background and describe the RM-algorithm.

A matching $M \subseteq S \times R$ is any set of vertex-disjoint edges of the complete bipartite graph denoted by $G(S, R)$. The cost of any edge $(s, r) \in S \times R$ is given by $d(s, r)$; we assume that the cost function satisfies the metric property. The cost of any matching $M$ is given by the sum of the costs of its edges, i.e., $w(M) = \sum_{(s, r) \in M} d(s, r)$. A perfect matching is a matching where every server in $S$ is serving exactly one request in $R$, i.e., $|M| = n$. A minimum-cost perfect matching is a perfect matching with the smallest cost.

Given a matching $M^*$, an alternating path (resp. cycle) is a simple path (resp. cycle) whose edges alternate between those in $M^*$ and those not in $M^*$. We refer to any vertex that is not matched in $M^*$ as a free vertex. An augmenting path $P$ is an alternating path between two free vertices. We can augment $M^*$ by one edge along $P$ if we remove the edges of $P \cap M^*$ from $M^*$ and add the edges of $P \setminus M^*$ to $M^*$. After augmenting, the new matching is precisely given by $M^* \oplus P$, where $\oplus$ is the symmetric difference operator. A matching $M^*$ and a set of dual weights, denoted by $y(v)$ for each point $v \in S \cup R$, is a t-feasible matching if, for any request $r \in R$ and a server $s \in S$, the following conditions hold:

\[
\begin{align*}
    y(s) + y(r) &\leq td(s, r), \\
y(s) + y(r) &= d(s, r) \quad \text{if} \quad (s, r) \in M^*. 
\end{align*}
\]

Also, we refer to an edge $(s, r) \in S \times R$ to be eligible if either $(s, r) \in M^*$ or $(s, r)$ satisfies inequality (1) with equality:

\[
\begin{align*}
    y(s) + y(r) &= td(s, r), \quad \text{if} \quad (s, r) \notin M^* \\
y(s) + y(r) &= d(s, r) \quad \text{if} \quad (s, r) \notin M^*. 
\end{align*}
\]

For a parameter $t \geq 1$, we define the t-net-cost of any augmenting path $P$ with respect to $M^*$ to be:

\[
\phi_t(P) = t \left( \sum_{(s, r) \in P \setminus M^*} d(s, r) \right) - \sum_{(s, r) \in P \cap M^*} d(s, r).
\]
For every server \(i\) the offline matching is maintained throughout the algorithm.

At the end of the first step of phase \(t\), if there are multiple \(t\)-net-cost augmenting paths \(P_i\), the algorithm will simply select the one with the fewest number of edges. Throughout this paper, we set \(t = 3\). In [9], we present an \(O(n^2)\)-time search algorithm that is similar to the Hungarian Search to compute the minimum \(t\)-net-cost path in Step 1 any phase \(i\) and we describe this next.

The implementation of Step 1 of the algorithm is similar in style to the Hungarian Search procedure. To compute the minimum \(t\)-net-cost path \(P_i\), the algorithm grows an alternating tree consisting only of eligible edges. There is an alternating path of eligible edges from \(r_i\) to every server and request participating in this tree. To grow this tree, the algorithm increases the dual weights of every request in this tree until at least one more edge becomes eligible and a new vertex enters the tree. In order to maintain feasibility, the algorithm reduces the dual weights of all the servers in this tree by the same amount. This search procedure ends when an augmenting path \(P_i\) consisting only of eligible edges is found. Let \(B_i\) (resp. \(A_i\)) be the set of requests (resp. servers) that participated in the alternating tree of phase \(i\). Note that during Step 1, the dual weights of requests in \(B_i\) may only increase and the dual weights of servers in \(A_i\) may only reduce.

The second step begins once the augmenting path \(P_i\) is found. The algorithm augments the offline matching \(M^*\) along this path. Note that, for the \(M^*\) to be \(t\)-feasible, the edges that newly enter \(M^*\) must satisfy (2). In order to ensure this, the algorithm will reduce the dual weight of each request \(r\) on \(P_i\) to \(y(r) \leftarrow y(r) - (t - 1)d(s, r)\). Further details of the algorithm and proof of its correctness can be found in [9]. In addition, it has also been shown that the algorithm maintains the following three invariants:

1. The offline matching \(M^*\) and dual weights \(y(\cdot)\) form a \(t\)-feasible matching,
2. For every server \(s \in S\), \(y(s) \leq 0\) and if \(s \in S_F\), \(y(s) = 0\). For every request \(r \in R\), \(y(r) \geq 0\) and if \(r\) has not yet arrived, \(y(r) = 0\),
3. At the end of the first step of phase \(i\) of the algorithm the augmenting path \(P_i\) is found and the dual weight of \(r_i\), \(y(r_i)\), is equal to the \(t\)-net-cost \(\phi_t(P_i)\).
Online Matching on a Line

Notations. Throughout the rest of this paper, we will use the following notations. We will index the requests in their order of arrival, i.e., $r_i$ is the $i$th request to arrive. Let $R_i$ be the set of first $i$ requests. Our algorithm processes the request $r_i$, by computing an augmenting path $P_i$. Let $s_i$ be the free server at the other end of the augmenting path $P_i$. Let $\mathcal{P} = \{P_1, \ldots, P_n\}$ be the set of $n$ augmenting paths generated by the algorithm. In order to compute the augmenting path $P_i$, in the first step, the algorithm adjusts the dual weights and constructs an alternating tree; let $B_i$ be the set of requests and let $A_i$ be the set of servers that participate in this alternating tree. Let $M^*_i$ be the offline matching after the $i$th request has been processed; i.e., the matching obtained after augmenting the matching $M^*_{i-1}$ along $P_i$. Note that $M^*_0 = \emptyset$ and $M^*_n = M^*$ is the final matching after all the $n$ requests have been processed. The online matching $M_i$ is the online matching after $i$ requests have been processed. $M_i$ consists of edges $\bigcup_{j=1}^{i} (s_j, r_j)$. Let $S^*_P$ be the free servers with respect to matchings $M_{i-1}$ and $M^*_{i-1}$, i.e., the set of free servers at the start of phase $i$. For any path $P$, let $\ell(P) = \sum_{(s,r) \in P} d(s, r)$ be its length.

Next, in Section 3.1, we will present the approximate nearest free server (ANFS) property of the RM-Algorithm. In Section 3.2, we present an well aligned matching of a well separated input instance. In Section 3.3, we interpret the execution of each phase of the RM-Algorithm in the line metric. Finally, in Section 4, we give our analysis of the algorithm for the line metric.

3 New properties of the algorithm

In this section, we present new properties of the RM-Algorithm. First, we show that the RM-Algorithm will assign an approximate nearest free server for many requests and show that the total cost of these “short” matches will be at least one-sixth of the online matching cost. Our proof of this property is valid for any metric space.

3.1 Approximate nearest free server property

We divide the $n$ augmenting paths $\mathcal{P} = \{P_1, \ldots, P_n\}$ computed by the RM-Algorithm into two sets, namely short and long paths. For any $i$, we refer to $P_i$ as a short augmenting path if $\ell(P_i) \leq \frac{4}{\alpha} \phi_t(P_i)$ and long otherwise. Let $H \subseteq \mathcal{P}$ be this set of all short augmenting paths and $L = \mathcal{P} \setminus H$ be the long augmenting paths. In phase $i$, the algorithm adds an edge between $s_i$ and $r_i$ in the online matching. We refer to any edge of the online matching $(s_i, r_i)$ as a short edge if $P_i$ is a short augmenting path. Otherwise, we refer to this edge as a long edge. The set of all short edges, $M_H$ and the set of long edges $M_L$ partition the edges of the online matching $M$.

At the start of phase $i$, $S^*_P$ are the set of free servers. Let $s^* \in S^*_P$ be the server closest to $r_i$, i.e., $s^* = \arg\min_{s \in S^*_P} d(r_i, s)$. Any other server $s \in S^*_P$ is an $\alpha$-approximate nearest free server to the request $r_i$ if

$$d(r_i, s) \leq \alpha d(r_i, s^*).$$

In Lemma 1 and 2, we show that the short edges in $M_H$ match a request to a 6-ANFS and the cost of $w(M_H)$ is at least one-sixth of the cost of the online matching.

> Lemma 1. For any request $r_i$, if $P_i$ is a short augmenting path, then $s_i$ is a $(4 + \frac{4}{\alpha-1})$-ANFS of $r_i$.

Proof. Let $s^*$ be the nearest available server of $r_i$ in $S^*_P$. Both $s^*$ and $r_i$ are free and so the edge $P = (s^*, r_i)$ is also an augmenting path with respect to $M^*_{i-1}$ with $\phi_t(P) = td(s^*, r_i)$.
The algorithm computes $P_t$ which is the minimum $t$-net-cost path with respect to $M_{t-1}^\ast$ and so,

$$\phi_t(P_t) \leq td(s^\ast, r_i).$$

Since $P_t$ is a short augmenting path,

$$\left(\frac{t-1}{4}\right)d(s_i, r_i) \leq \phi_t(P_t) \leq td(s^\ast, r_i),$$

$$d(s_i, r_i) \leq \frac{4t}{t-1}d(s^\ast, r_i) = (4 + \frac{4}{t-1})d(s^\ast, r_i),$$

implying that $s_i$ is a $(4 + \frac{4}{t-1})$-approximate nearest free server to the request $r_i$.

**Lemma 2.** Let $M_H$ be the set of short edges of the online matching $M$. Then,

$$(4 + \frac{4}{t-1})w(M_H) \geq w(M). \tag{7}$$

If we set $t = 3$, then $6w(M_H) \geq w(M)$ or $w(M_H) \geq w(M)/6$.

**Convention and notations for the line metric.** When $S$ and $R$ are points on a line, any point $v \in S \cup R$ is simply a real number. We can interpret any edge $(s, r) \in S \times R$ as the line segment that connects $s$ and $r$ and its cost $d(s, r)$ as $|s - r|$. We will abuse notation and use $(s, r)$ to denote both the edge as well as the corresponding line segment. A matching of $S$ and $R$, therefore, is also a set of line segments, one corresponding to each edge. For any closed interval $I = [x, y]$, open interval $I$ will be the open interval $(x, y)$. We define the boundary, $bd(I)$ of any closed (or open) interval $I = [x, y]$ (or $I = (x, y)$) to be the set of two end points $\{x, y\}$. Any edge $(s, r)$ of the matching is called a left edge if the server $s$ is to the left of request $r$. Otherwise, we refer to the edge as the right edge.

### 3.2 Properties of 1-dimensional matching

In this section, we define certain input instances that we refer to as a well-separated input instance. We then define matchings that are well-aligned for such instance and then bound the cost of such a well-aligned matching by the cost of their optimal matching. In Section 4, we divide the edges of the online matching into well-aligned matchings on well-separated instances. This will play a critical role in bounding the competitive ratio for the line metric.

**Well-separated instances and well aligned matchings.** A well-separated instance of the 1-dimensional matching problem is defined as follows. For any $\Delta > 0$ and $0 < \varepsilon \leq 1/8$, consider the following four intervals $I_M = [0, \Delta]$, $I_L = [\varepsilon \Delta, 0]$, $I_R = [\Delta, (1 + \varepsilon)\Delta]$ and $I_A = [-\varepsilon \Delta, (1 + \varepsilon)\Delta]$. Note that $I_L$ is the leftmost interval, $I_R$ is the rightmost interval, and $I_M$ lies in the middle of the $I_L$ and $I_R$. $I_A$ is simply the union of $I_L$, $I_R$, and $I_M$. We say that any input set of servers $S$ and requests $R$ is an $\varepsilon$-well-separated input if, for some $\Delta > 0$, there is a translation of $S \cup R$ such that $S \subset I_L \cup I_R$ and $R \subset I_A$.

Given an $\varepsilon$-well-separated input $S$ and $R$, consider the intervals, $I_L^* = [-\varepsilon \Delta, \varepsilon \Delta]$ and $I_R^* = [(1 - \varepsilon)\Delta, (1 + \varepsilon)\Delta]$. We divide the edges of any matching $M$ of $S$ and $R$ into three groups. Any edge $(s, r) \in M$ is close if $s, r \in I_L^*$ or $s, r \in I_R^*$. Any edge $(s, r) \in M$ is a far edge if $(s, r) \in I_L^* \times I_R^*$ or $(s, r) \in I_R^* \times I_L^*$. Let $M_{\text{close}}$ and $M_{\text{far}}$ denote the close and far edges of $M$ respectively. For a matching edge $(s, r)$, we denote it as a medium edge if the request $r$ is inside the interval $[\varepsilon \Delta, (1 - \varepsilon)\Delta]$ and the server $s$ is inside the interval $I_L$ or...
I. \( S \) is an open interval that is centered at \( s \) and length \( 2\epsilon \Delta \). For any request \( r \) in the first \( 1\epsilon \) phases, the span of \( r \) is \( [r_{\text{start}}, r_{\text{end}}] \). We will refer to the closed interval \( [r_{\text{start}}, r_{\text{end}}] \) as the region swept by \( r \). The matching \( \mathcal{M} \) is \( \epsilon \)-well-aligned if all the edges of \( \mathcal{M}_{\text{close}} \) with both their endpoints inside \( I_R \) (resp. \( I'_R \)) are right (resp. left) edges. See Figure 1 for an example of \( \epsilon \)-well aligned matching of an \( \epsilon \)-well separated input instance. Any \( \epsilon \)-well-aligned matching of an \( \epsilon \)-well-separated input instance satisfies the following property.

\[ w(\mathcal{M}_{\text{close}}) + w(\mathcal{M}_{\text{med}}) \leq \left( \frac{2}{\epsilon} + 3 \right) w(\mathcal{M}_{\text{opt}}) + \frac{4\epsilon}{1 - 2\epsilon} w(\mathcal{M}_{\text{far}}). \]

### 3.3 Interpreting dual weights for the line metric

Next, we interpret the dual weights and their changes during the RM-Algorithm for the line metric and derive some of its useful properties.

**Span of a request.** For any request \( r \in R \), let \( y_{\text{max}}^i(r) \) be the largest dual weight that is assigned to \( r \) in the first \( i \) phases. The second step of phase \( i \) does not increase the dual weights of requests, and so, \( y_{\text{max}}^i(r) \) must be a dual weight assigned at the end of first step of some phase \( j \leq i \). For any request \( r \) and any phase \( i \), the span of \( r \), denoted by \( \text{span}(r,i) \), is an open interval that is centered at \( r \) and has a length of \( 2y_{\text{max}}^i(r) \), i.e., \( \text{span}(r,i) = \left( r - \frac{y_{\text{max}}^i(r)}{2}, r + \frac{y_{\text{max}}^i(r)}{2} \right) \). We will refer to the closed interval \( [r - \frac{2y_{\text{max}}^i(r)}{2}, r + \frac{2y_{\text{max}}^i(r)}{2}] \) with center \( r \) and length \( 2y_{\text{max}}^i(r) \) as \( \text{cspan}(r,i) \).

Intuitively, request \( r \) may participate in one or more alternating trees in the first \( i \) phases of the algorithm. The dual weight of every request that participates in an alternating tree, including \( r \), increases. These increases reflect their combined search for a free server. The region \( \text{span}(r,i) \) represents the region swept by \( r \) in its search for a free server in the first \( i \) phases. We show in Lemma 4 that the span of any request does not contain a free server in its interior. We show that, during the search, if the span of a request \( r \) expands to include a free server \( s \in S_F \) on its boundary, i.e., \( s \in bd(\text{span}(r,i)) \), then the algorithm would have found a minimum \( t \)-net-cost path and the search would stop. Therefore, the open interval \( \text{span}(r,i) \) will remain empty.

\[ \text{Lemma 4. For every } r, \text{span}(r,i) \cap S_F = \emptyset. \]
Proof. For the sake of contradiction, we assume that the span of a request \( r \) contains a free server \( s \), i.e., \( s \in S_F^r \cap \text{span}(r, i) \). So, the distance between \( r \) and \( s \) is \(|s - r| < y_{\max}^i(r)|\), or,

\[
y_{\max}^i(r) > t(|s - r|).
\]  

(8)

Since \( y_{\max}^i(r) \) is the largest dual weight assigned to \( r \), there is a phase \( j \leq i \), when request \( r \) is assigned this dual weight by the algorithm. Since the first step of the algorithm may only increase and the second step may only decrease the dual weights of any request, we can assume that \( y(r) \) is assigned the dual weight of \( y_{\max}^i(r) \) at the end of the first step of some phase \( j \). Let \( y(s) \) and \( y(r) = y_{\max}^i(r) \) be the dual weights at the end of the first step of phase \( j \). From Invariant (I2), it follows that \( y_{\max}^i(r) + y(s) \leq t(|s - r|) \). From this and (8), we have \( y(s) < 0 \). The free server \( s \) has \( y(s) < 0 \) contradicting invariant (I2).

Lemma 5. Let \((s, r)\) be any eligible edge at the end of the first step of phase \( i \). Then,

\[
y_{\max}^i(r) \geq t|s - r|,
\]

implying that \( s \in \text{cspan}(r, i) \) and the edge \((s, r) \subseteq \text{span}(r, i)\).

Proof. An edge is eligible if it is in \( M_{r-1}^* \) or if it satisfies (3). Suppose \((s, r) \notin M_{r-1}^* \) and satisfies (3). In this case, \( y(s) + y(r) = t(|s - r|) \). From (I2), \( y(s) \leq 0 \) and so, \( y(r) \geq t(|s - r|) \), implying that \( y_{\max}^i(r) \geq t(|s - r|) \).

For the case where \((s, r) \in M_{r-1}^* \), let \( 0 < j < i \) be the largest index such that \((s, r) \in M_j^* \) and \((s, r) \notin M_{j-1}^* \). Therefore, \((s, r) \in P_j \setminus M_{j-1}^* \). Since \( P_j \) is an augmenting path with respect to \( M_{j+1}^* \), every edge of \( P_j \setminus M_{j-1}^* \) satisfies the eligibility condition (4) at the end of the first step of phase \( j \) of the algorithm. For any vertex \( v \), let \( y'(v) \) be its dual weight after the end of the first step of phase \( j \) of the algorithm. From (4), we have \( y'(r) + y'(s) \leq t|s - r| \). From (I2), since \( y'(s) \leq 0 \), we have \( y'(r) \geq t|s - r| \). By definition, \( y_{\max}^i(r) \geq y'(r) \) and therefore \( y_{\max}^i(r) \geq t|s - r| \).

Search interval of a request. Recollect that \( B_i \) is the set of requests that participate in the alternating tree of phase \( i \). In Lemma 6, we show that \( \bigcup_{r \in B_i} \text{cspan}(r, i) \) is a single closed interval. We define search interval of \( r_i \), denoted by \( sr(r_i) \), as the open interval \( \text{open} \left( \bigcup_{r \in B_i} \text{cspan}(r, i) \right) \). The search interval of a request represents the region searched for a free server by all the requests of \( B_i \). In Lemma 6, we establish a useful property of search interval of a request. We show that the search interval of \( r_i \) does not contain any free servers of \( S_F \) and the free server \( s_i \) (the match of \( r_i \) in the online matching) is at the boundary of \( sr(r_i) \). Since the search interval contains \( r_i \), it follows that \( s_i \) is either the closest free server to the left or the closest free server to the right of \( r_i \). Using the fact that all requests of \( B_i \) are connected to \( r_i \) by an path of eligible edges, along with Lemma 4 and Lemma 5, we get the proof for Lemma 6.

Lemma 6. After phase \( i \), \( \bigcup_{r \in B_i} \text{cspan}(r, i) \) is a single closed interval and so, the search interval \( sr(r_i) \) of any request \( r_i \) is a single open interval. Furthermore,

- All edges between \( A_i \) and \( B_i \) are inside the search interval of \( r_i \), i.e., \( A_i \times B_i \subseteq sr(r_i) \),
- There are no free servers inside the search interval of \( r_i \), i.e., \( S_F \setminus sr(r_i) = \emptyset \), and,
- The server \( s_i \) chosen by the algorithm is on the boundary of the search interval of \( r_i \), i.e., \( s_i \in \text{bd}(sr(r_i)) \).
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Cumulative search region. After phase $i$, the cumulative search region $csr_i$ for the first $i$ requests $R_i$ is the union of the individual search intervals $csr_i = (sr(r_1) \cup sr(r_2) \ldots \cup sr(r_i))$. Since the cumulative search region is the union of open intervals, it is formed by a set of pairwise interior-disjoint open intervals. Let $\sigma_i$ be a sequence of these interior-disjoint open intervals in the cumulative search region ordered from left to right, i.e., $\sigma_i = (C_{i_1}^i, \ldots, C_{i_k}^i)$, where $C_{i_j}^i$ appears before $C_{i_l}^i$ in the sequence if and only if the interval $C_{i_j}^i$ is to the left of interval $C_{i_l}^i$. In Lemma 7, we establish properties of the cumulative search region. We show that every edge of the online matching $M_i$ and the offline matching $M_*^i$ is contained inside some interval of the sequence $\sigma_i$. We also show that there are no free servers inside any interval of $\sigma_i$, i.e., $S^*_i \cap csr_i = \emptyset$.

Lemma 7. After phase $i$ of the algorithm,
- For every edge $(s, r) \in M_*^i \cup M_i$ there exists an interval $C \in \sigma_i$ such that $(s, r) \subseteq C$,
- The set of free servers $S^*_i$ satisfies $S^*_i \cap csr = \emptyset$, and there is an interval $C \in \sigma_i$ such that the server $s_i \in bd(C)$.

When a new request $r_{i+1}$ is processed by the algorithm, the search interval $sr(r_{i+1})$ is added to the cumulative search region, i.e., $csr_{i+1} = csr_i \cup sr(r_{i+1})$. Suppose $(C_{i_1}^i, \ldots, C_{i_l}^i)$ intersects $sr(r_{i+1})$, then $csr_{i+1}$ will have a single interval that contains intervals $(C_{i_1}^i, \ldots, C_{i_l}^i)$ and $sr(r_{i+1})$. From this description, an easy observation follows:

(O1) Given two intervals $C$ and $C'$ in cumulative search regions $\sigma_i$ and $\sigma_j$ respectively, with $j > i$, then either $C \cap C' = \emptyset$ or $C \subseteq C'$.

Matchings in cumulative search regions. From the property of cumulative search region established in Lemma 7, every edge of the online matching $M_i$ and the offline matching $M_*^i$ is contained inside some interval of the sequence $\sigma_i$. We denote the edges of online and offline matching that appear in an interval $C$ of $\sigma_i$ by $M_C$ and $M_*^C$ respectively. Therefore, $M_i = \bigcup_{C \in \sigma_i} M_C$ and $M_*^i = \bigcup_{C \in \sigma_i} M_*^C$. Note that $M_C$ and $M_*^C$ match the same set of servers and requests. Let this set of servers and requests be denoted by $S_C$ and $R_C$ respectively.

Consider any sequence of interior-disjoint intervals $(C_{i_1}^{i_1}, \ldots, C_{i_k}^{i_k})$, where each interval $C_{i_j}^{i_k}$ appears in the cumulative search region $\sigma_{i_1}$. Recall that every interval in this set can appear in after the execution of a different phase. In Lemma 8, we show that $\sum_{i=1}^i w(M_*^{i_1}) \leq tw(M_{opt})$, i.e., the total cost of the subset of offline matching edges that are contained inside all of these disjoint intervals is within a factor of $t$ times the cost of the optimal matching. This property, therefore, relates the cost of subsets of offline matchings, each of which appear at different phases to the optimal cost.

Lemma 8. For any $i, j$, let $C_{i_j}^{i_1}$ be the $j$th interval in the sequence $\sigma_i$. Suppose we are given intervals $C_{i_1}^{i_1}, C_{i_2}^{i_1}, \ldots, C_{i_k}^{i_1}$ such that no two of these intervals have any mutual intersection. Then $w(M_*^{i_1}) + w(M_*^{i_2}) + \ldots + w(M_*^{i_k}) \leq tw(M_{opt})$.

4 Analysis for the line metric

For each interval of any cumulative search region $\sigma_i$, we assign it a level between 0 and $O(t \log(nt))$ based on the length of the interval. We also partition the edges of the online matching into $O(t \log(nt))$ levels.
Level of an interval. For any \(0 < i \leq n\), we assign a level to every interval of any cumulative search region \(\sigma_i\). The level of any interval \(C_j^i \in \sigma_i\), denoted by \(\text{lev}(C_j^i)\), is \(k\) if

\[
(1 + \frac{1}{32t})^k(w(M_{\text{OVer}})/n) \leq \mathcal{L}(C_j^i) \leq (1 + \frac{1}{32t})^{k+1}(w(M_{\text{OVer}})/n).
\]

Here \(\mathcal{L}(C_j^i)\) is the length of the interval \(C_j^i\). All intervals whose length \(\mathcal{L}(C_j^i) \leq w(M_{\text{OVer}})/n\) is assigned a level 0.

Level of an online edge. For any request \(r_i\) and its match \(s_i\) in \(M_i\), let \(r_i\) and \(s_i\) be contained in an interval \(C' \in \sigma_i\). Then, the level of this edge \((r_i, s_i)\), denoted by \(\text{lev}(r_i)\), is given by the level of the interval \(C'\), i.e., \(\text{lev}(r_i) = \text{lev}(C')\).

▶ Lemma 9. The largest level of assigned to any online edge is \(O(t \log(nt))\).

Tracking the evolution of cumulative search region. The cumulative search region \(\text{csr}_i\) after any phase \(i\) will include disjoint intervals from the sequence \(\sigma_i\). When we process a new request \(r_{i+1}\), the cumulative search region is updated to include the open interval \(sr(r_{i+1})\). This may combine a contiguous sub-sequence of intervals \(\Gamma_{i+1} = \{C_j^i, C_{j+1}^i, \ldots, C_k^i\}\) of \(\sigma_i\), along with the interval \(sr(r_{i+1})\) to form a single open interval \(C^i_{j+1}\) in \(\sigma_{i+1}\). We refer to the sequence of intervals \(\Gamma_{i+1}\) as the predecessors of \(C^i_{j+1}\) and denote \(i + 1\) as the birth phase of \(C^i_{j+1}\). For each interval \(C\) in \(\Gamma_{i+1}\), we define its successor to be \(C^{i+1}\) and denote \(i + 1\) as the death phase of \(C\). Suppose \(C^i_{j+1}\) is a level \(k\) interval. Then, it is easy to see that there is at most one level \(k\) interval in \(\Gamma_{i+1}\).

▶ Lemma 10. For \(k \geq 1\) and any level \(k\) interval \(C^i_{j+1}\), there is at most one level \(k\) interval in the predecessor set \(\Gamma_{i+1}\).

Proof. For the sake of contradiction, suppose there are at least two interior-disjoint level \(k\) intervals \(C\) and \(C'\). Since \(C^i_{j+1}\) contains both \(C\) and \(C'\), its length is at least \(2(1 + \frac{1}{32t})^k(w(M_{\text{OVer}})/n)\) contradicting the fact that \(C^i_{j+1}\) is a level \(k\) interval.

Recall that \(M_{C^i_{j+1}}\) and \(M_{C'^i_{j+1}}\) are edges of the online and offline matching inside \(C^i_{j+1}\) that match the servers of \(S_{C^i_{j+1}}\) to requests of \(R_{C^i_{j+1}}\). Let \(M_{\Gamma_{i+1}} = \bigcup_{C \in \Gamma_{i+1}} M_C\) be the edges of the online matching contained inside the predecessors \(\Gamma_{i+1}\) of \(C^i_{j+1}\). By construction, the matchings \(M_{C^i_{j+1}}\) and \(M_{\Gamma_{i+1}}\) differ only in the edge \((s_{i+1}, r_{i+1})\). So, \(M_{\Gamma_{i+1}}\) match servers in \(S_{C^i_{j+1}} \setminus \{s_{i+1}\}\) to requests in \(R_{C^i_{j+1}} \setminus \{r_{i+1}\}\).

Maximal and minimal level \(k\) interval. A level \(k\) interval \(C\) is maximal if

- \(C\) is an interval in the cumulative search region after all the \(n\) requests have been processed, i.e., \(C \in \sigma_n\) or,
- if the successor \(C'\) of \(C\) has \(\text{lev}(C') > k\).

A level \(k\) interval \(C^i_{j+1}\) is a minimal level \(k\) interval if none of its predecessors in \(\Gamma_{i+1}\) are of level \(k\).

Next, we will describe a sequence of nested level \(k\) intervals that capture the evolution of a minimal level \(k\) interval into a maximal level \(k\) interval. For any level \(k\) interval \(C\), we define a sequence of level \(k\) intervals \(E_C\) along with a set \(\text{comp}(C)\) of intervals of level strictly less than \(k\) in a recursive way as follows: Initially \(E_C = \emptyset\) and \(\text{comp}(C) = \emptyset\). Suppose phase \(i\) is the birth phase of \(C\). If all the intervals in the predecessor \(\Gamma_i\) have a level less than
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Let \( \mathcal{C} \) be the set of all maximal level \( k \) edges of the online matching that are contained inside \( \mathcal{E} \). Let \( \mathcal{S}_E \) and \( \mathcal{R}_E \) be the servers and request that are matched by \( \mathcal{M}_E \). From the construction of \( \mathcal{E}_E \), the following observations follow in a straight-forward way:

**(E1)** All intervals \( \mathcal{C}' \in \mathcal{E}_E \) are level \( k \) intervals. The first and the last interval, i.e., \( \mathcal{C}_1 \) and \( \mathcal{C}_l \), are in \( \mathcal{E}_E \) and minimal and maximal level \( k \) intervals respectively.

**E2** The intervals in \( \mathcal{E}_E \) are nested, i.e., \( \mathcal{C}_i \subseteq \mathcal{C}_{i+1} \) for all \( 1 \leq i \leq l - 1 \).

Let \( \mathcal{M}_E \) be the set of all level \( k \) edges of the online matching that are contained inside \( \mathcal{E} \). Let \( \mathcal{S}_E \) and \( \mathcal{R}_E \) be the servers and request that are matched by \( \mathcal{M}_E \). From the construction of \( \mathcal{E}_E \), the following properties follow in a straight-forward way:

1. **(C1)** \( \mathcal{E}_E \) is a set of disjoint intervals each of which is contained inside \( \mathcal{E} \).
2. **(C2)** Every point \( s \in \mathcal{S}_E \setminus \mathcal{S}_E \) and \( r \in \mathcal{R}_E \setminus \mathcal{R}_E \) is contained inside some interval from the set \( \mathcal{E}_E \).

Let \( I = \{ I_1, \ldots, I_k \} \) be the set of all maximal level \( k \) intervals. In the following lemma, we show that \( I \) is a set of pairwise interior-disjoint intervals. Furthermore, the matchings \( \mathcal{M}_{I_1}, \mathcal{M}_{I_2}, \ldots, \mathcal{M}_{I_k} \) partitions all the level \( k \) edges of the online matching \( \mathcal{M} \).

**Lemma 11.** Let \( I = \{ I_1, \ldots, I_k \} \) be the set of all maximal level \( k \) intervals. Then, \( I \) is a set of interior-disjoint intervals. Furthermore, the matchings \( \mathcal{M}_{I_1}, \mathcal{M}_{I_2}, \ldots, \mathcal{M}_{I_k} \) partitions all the level \( k \) edges of the online matching \( \mathcal{M} \).

For any level \( k \) interval \( \mathcal{C} \), let \( \mathcal{M}_E^{OPT} \) be the optimal matching of \( \mathcal{S}_E \) and \( \mathcal{R}_E \). Suppose \( \{ I_1, \ldots, I_k \} \) be the set of all maximal level \( k \) intervals. Let \( \mathcal{M}_E^{\text{comp}(I_j)} \) be the union (over all intervals of \( \mathcal{S}_E \)), the offline matching contained inside an interval of \( \mathcal{S}_E \). By \( (C2) \) and Lemma 7, \( \mathcal{M}_E^{\text{comp}(I_j)} \) matches servers in \( \mathcal{S}_{I_j} \) to requests \( \mathcal{R}_{I_j} \). The symmetric difference of \( \bigcup_{j \in I} \mathcal{M}_E^{\text{comp}(I_j)} \) and \( \bigcup_{j \in I} \mathcal{M}_j \) consists of augmenting paths that match between \( \bigcup_{j \in I} \mathcal{S}_{I_j} \) and \( \bigcup_{j \in I} \mathcal{R}_{I_j} \). Note that these are precisely the points that are matched by level \( k \) online edges. From Lemma 8, \( w(\bigcup_{j \in I} \mathcal{M}_j) \leq tw(\mathcal{M}_{OPT}) \) and \( w(\bigcup_{j \in I} \mathcal{M}_j) \leq tw(\mathcal{M}_{OPT}) \) leading to the following lemma.

**Lemma 12.** For any \( k > 0 \), let \( \{ I_1, \ldots, I_k \} \) be the set of all maximal level \( k \) intervals. Then, \( \sum_{j=1}^k \lambda(\mathcal{M}_j) \leq 2tw(\mathcal{M}_{OPT}) \).

For \( k > 0 \), consider any maximal level \( k \) interval \( I_j \). In Lemma 13, for \( \varepsilon > 1/32t \) and \( t = 3 \), we show that the matching \( \mathcal{M}_{I_j} \) is an \( \varepsilon \)-well-aligned matching of an \( \varepsilon \)-well-separated input instance. Additionally, we also show in this lemma that every far edge of this well-aligned matching is also a long edge of the online matching.

**Lemma 13.** For any level \( k \geq 1 \) interval \( \mathcal{C} \), consider the sequence of intervals \( \mathcal{E}_E \). Let \( \varepsilon = \frac{1}{32t} \) and \( t = 3 \). Then, \( \mathcal{R}_E \) and \( \mathcal{S}_E \) is an \( \varepsilon \)-well separated input and the matching \( \mathcal{M}_E \) is an \( \varepsilon \)-well-aligned matching of \( \mathcal{S}_E \) and \( \mathcal{R}_E \). Furthermore, each far edge in the \( \varepsilon \)-well aligned matching \( \mathcal{M}_E \) is also a long edge of the online matching.

Let \( \mathcal{M}_{I_j}^{\text{far}}, \mathcal{M}_{I_j}^{\text{close}} \) and \( \mathcal{M}_{I_j}^{\text{med}} \) denote the far, close and medium edges of \( \mathcal{M}_{I_j} \). Recollect that \( \mathcal{M}_{I_j}^{\text{far}} \cup \mathcal{M}_{I_j}^{\text{close}} \cup \mathcal{M}_{I_j}^{\text{med}} = \mathcal{M}_{I_j} \). From Lemma 3, we know that

\[
    w(\mathcal{M}_{I_j}^{\text{close}}) + w(\mathcal{M}_{I_j}^{\text{med}}) \leq (2/\varepsilon + 3)w(\mathcal{M}_{I_j}^{\text{OPT}}) + \frac{4\varepsilon}{1-2\varepsilon}w(\mathcal{M}_{I_j}^{\text{far}}).
\]
Adding the above inequality over all level $k$ intervals and setting $\varepsilon = \frac{1}{47}$ and $t = 3$, we get

$$
\sum_{j=1}^{l_k} (w(M_{j}^{\text{close}}) + w(M_{j}^{\text{med}})) \leq (2/\varepsilon + 3) \sum_{j=1}^{l_k} w(M_{j}^{\text{OPT}}) + \frac{4\varepsilon}{1 - 2\varepsilon} \sum_{j=1}^{l_k} w(M_{j}^{\text{far}}).
$$

Adding the above equation for all levels $k > 0$ and adding $w(M_{\text{OPT}})$ to the RHS and LHS, we get

$$
w(M_{\text{OPT}}) + \sum_{k=1}^{O(\log n)} \sum_{j=1}^{l_k} (w(M_{j}^{\text{close}}) + w(M_{j}^{\text{med}})) \leq
$$

$$w(M_{\text{OPT}}) + \frac{2\varepsilon}{1 - 2\varepsilon} \sum_{k=1}^{O(\log n)} \sum_{j=1}^{l_k} w(M_{j}^{\text{far}}).
$$

Note that every short edge of the online matching with level $k > 0$ will appear, for some maximal level $k$ interval $I_j \in \{I_1, \ldots, I_{l_k}\}$, in $M_{j}^{\text{close}}$ or $M_{j}^{\text{med}}$. By construction, the short edges of level 0 have a length of at most $w(M_{\text{OPT}})/n$ and there are at most $n$ such edges. Recollect that $M_H$ is the set of short online edges. Therefore,

$$w(M_H) \leq w(M_{\text{OPT}}) + \sum_{k=1}^{O(\log n)} \sum_{j=1}^{l_k} (w(M_{j}^{\text{close}}) + w(M_{j}^{\text{med}})).$$

Every edge in $M_{j}^{\text{far}}$ is only a long edge of the online matching. Recollect that $M_L$ is the set of long edges of the online matching. We can, therefore, rewrite the (9) as

$$w(M_H) \leq O(1/\varepsilon) \sum_{k=1}^{O(\log n)} \sum_{j=1}^{l_k} w(M_{j}^{\text{OPT}}) + \frac{2}{47} w(M_L),$$

$$w(M_H) \leq O(\log n)w(M_{\text{OPT}}) + \frac{2}{47} w(M_L).$$

The above inequality follows from Lemma 12 and the fact that every online edge appears in exactly one of the maximal level $k$ intervals for some level $k$. In Lemma 2, by setting $t = 3$, we get $w(M_H) \geq w(M)/6$ and $w(M_L) \leq (5/6)w(M)$, and

$$w(M_H) - \frac{2}{47} w(M_L) \leq O(\log n)w(M_{\text{OPT}}),$$

$$\frac{w(M)}{6} - \frac{2}{47} \times \frac{5}{6} w(M) \leq O(\log n)w(M_{\text{OPT}}),$$

$$\frac{w(M)}{w(M_{\text{OPT}})} \leq O(\log n).$$
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1 Overview

The intersection graph of a collection \( C \) of sets is a graphs whose vertex set is \( C \) and in which two sets in \( C \) are connected by an edge if and only if they have nonempty intersection. A curve is a subset of the plane which is homeomorphic to the interval \([0, 1]\). The intersection graph of a finite collection of curves ("strings") is called a string graph.

Ever since Benzer [Be59] introduced the notion in 1959, to explore the topology of genetic structures, string graphs have been intensively studied both for practical applications and...
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In 1966, studying electrical networks realizable by printed circuits, Sinden [Si66] considered the same constructs at Bell Labs. He proved that not every graph is a string graph, and raised the question whether the recognition of string graphs is decidable. The affirmative answer was given by Schaefer and Štefankovič [ScSt04] 38 years later. The difficulty of the problem is illustrated by an elegant construction of Kratochvíl and Matoušek [KrMa91], according to which there exists a string graph on \( n \) vertices such that no matter how we realize it by curves, there are two curves that intersect at least \( 2c \) times, for some \( c > 0 \). On the other hand, it was proved in [ScSt04] that every string graph on \( n \) vertices and \( m \) edges can be realized by polygonal curves, any pair of which intersect at most \( 2c' \) times, for some other constant \( c' \). The problem of recognizing string graphs is NP-complete [Kr91, ScSeSt03].

In spite of the fact that there is a wealth of results for various special classes of string graphs, understanding the structure of general string graphs has remained an elusive task. The aim of this paper is to show that almost all string graphs have a very simple structure. That is, the proportion of string graphs that possess this structure tends to 1 as \( n \) tends to infinity.

Given any graph property \( P \) and any \( n \in \mathbb{N} \), we denote by \( P_n \) the set of all graphs with property \( P \) on the (labeled) vertex set \( V_n = \{1, \ldots, n\} \). In particular, \( \text{STRING}_n \) is the collection of all string graphs with the vertex set \( V_n \). We say that an \( n \)-element set is partitioned into parts of almost equal size if the sizes of any two parts differ by at most \( n^{3-\epsilon} \) for some \( \epsilon > 0 \), provided that \( n \) is sufficiently large.

### Theorem 1.
As \( n \to \infty \), the vertex set of almost every string graph \( G \in \text{STRING}_n \) can be partitioned into 4 parts of almost equal size such that 3 of them induce a clique in \( G \) and the 4th one splits into two cliques with no edge running between them.

### Theorem 2.
Every graph \( G \) whose vertex set can be partitioned into 4 parts such that 3 of them induce a clique in \( G \) and the 4th one splits into two cliques with no edge running between them, is a string graph.

Theorem 1 settles a conjecture of Janson and Uzzell from [JaU17], where a related weaker result was proved in terms of graphons.

We also prove that a typical string graph can be realized using relatively simple strings.

Let \( \text{Conv}_n \) denote the set of all intersection graphs of families of \( n \) labeled convex sets \( \{C_1, \ldots, C_n\} \) in the plane. For every pair \( \{C_i, C_j\} \), select a point in \( C_i \setminus C_j \), provided that such a point exists. Replace each convex set \( C_i \) by the polygonal curve obtained by connecting all points selected from \( C_i \) by segments, in the order of increasing \( x \)-coordinate. Observe that any two such curves belonging to different \( C_i \)'s intersect at most \( 2n \) times. The intersection graph of these curves (strings) is the same as the intersection graph of the original convex sets, showing that \( \text{Conv}_n \subseteq \text{STRING}_n \). Taking into account the construction of Kratochvíl and Matoušek [KrMa91] mentioned above, it easily follows that the sets \( \text{Conv}_n \) and \( \text{STRING}_n \) are not the same, provided that \( n \) is sufficiently large.

### Theorem 3.
There exist string graphs that cannot be obtained as intersection graphs of convex sets in the plane.

We call a graph \( G \) canonical if its vertex set can be partitioned into 4 parts such that 3 of them induce a clique in \( G \) and the 4th one splits into two cliques with no edge running between them. The set of canonical graphs on \( n \) vertices is denoted by \( \text{Canon}_n \). Theorem 2 states \( \text{CanON}_n \subset \text{STRING}_n \). In fact, this is an immediate corollary of \( \text{ConV}_n \subset \text{STRING}_n \) and the relation \( \text{CanON}_n \subset \text{ConV}_n \), formulated as
Figure 1 The graph $G_1$ is the any planar graph with more than 20 vertices. The graph $G_2$ is the graph from the construction of Kratochvíl and Matoušek [KrMa91].

**Theorem 4.** The vertices of every canonical graph $G$ can be represented by convex sets in the plane such that their intersection graph is $G$.

The converse is not true. Every planar graph can be represented as the intersection graph of convex sets in the plane (Koebe [Ko36]). Since no planar graph contains a clique of size exceeding four, for $n > 20$ no planar graph with $n$ vertices is canonical.

Combining Theorems 1 and 4, we obtain the following.

**Corollary 5.** Almost all string graphs on $n$ labeled vertices are intersection graphs of convex sets in the plane.

See Figure 1 for a sketch of the containment relation of the families of graphs discussed above.

The rest of this paper is organized as follows. In Section 2, we recall the necessary tools from extremal graph theory, and adapt a partitioning technique of Alon, Balogh, Bollobás, and Morris [AlBBM11] to analyze string graphs; see Theorem 8. In Section 3, we collect some simple facts about string graphs and intersection graphs of plane convex sets, and combine them to prove Theorem 4. In Section 4, we strengthen Theorem 8 in two different ways and, hence, prove Theorem 1 modulo a small number of exceptional vertices. We wrap up the proof of Theorem 1 in Section 5.

2. The structure of typical graphs in an hereditary family

A graph property $P$ is called hereditary if every induced subgraph of a graph $G$ with property $P$ has property $P$, too. With no danger of confusion, we use the same notation $P$ to denote a (hereditary) graph property and the family of all graphs that satisfy this property. Clearly, the properties that a graph $G$ is a string graph ($G \in \text{STRING}$) or that $G$ is an intersection graph of plane convex sets ($G \in \text{CONV}$) are hereditary. The same is true for the properties that $G$ contains no subgraph, resp., no induced subgraph isomorphic to a fixed graph $H$.

It is a classic topic in extremal graph theory to investigate the typical structure of graphs in a specific hereditary family. This involves proving that almost all graphs in the family have a certain structural decomposition. This research is inextricably linked to the study of the growth rate of the function $|P_n|$, also known as the speed of $P$, in two ways. Firstly, structural decompositions may give us bounds on the growth rate. Secondly, lower bounds on the growth rate help us to prove that the size of the exceptional family of graphs which fail to have a specific structural decomposition is negligible. In particular, we will both use a preliminary bound on the speed in proving our structural result about string graphs, and apply our theorem to improve the best known current bounds on the speed of the string graphs.
In a pioneering paper, Erdős, Kleitman, and Rothschild [ErKR76] approximately determined for every \( t \) the speed of the property that the graph contains no clique of size \( t \). Erdős, Frankl, and Rödl [ErFR86] generalized this result as follows. Let \( H \) be a fixed graph with chromatic number \( \chi(H) \). Then every graph of \( n \) vertices that does not contain \( H \) as a (not necessarily induced) subgraph can be made \((\chi(H) - 1)\)-partite by the deletion of \( o(n^2) \) edges. This implies that the speed of the property that the graph contains no subgraph isomorphic to \( H \) is

\[
2^{\left(1 - \frac{1}{\chi(H) - 1} + o(1) \right) \binom{n}{2}}.
\]

Prömel and Steger [PrS92a, PrS92b, PrS93] established an analogous theorem for graphs containing no induced subgraph isomorphic to \( H \). Throughout this paper, these graphs will be called \( H \)-free. To state their result, Prömel and Steger introduced the following key notion.

**Definition 6.** A graph \( G \) is \((r,s)\)-colorable for some \( 0 \leq s \leq r \) if there is a \( r \)-coloring of the vertex set \( V(G) \), in which the first \( s \) color classes are cliques and the remaining \( r - s \) color classes are independent sets. The coloring number \( \chi_c(P) \) of a hereditary graph property \( P \) is the largest integer \( r \) for which there is an \( s \) such that all \((r,s)\)-colorable graphs have property \( P \). Consequently, for any \( 0 \leq s \leq \chi_c(P) + 1 \), there exists a \((\chi_c(P) + 1, s)\)-colorable graph that does not have property \( P \).

The work of Prömel and Steger was completed by Alekseev [Al93] and by Bollobás and Thomason [BoT95, BoT97], who proved that the speed of any hereditary graph property \( P \) satisfies

\[
|P_n| = 2^{\left(1 - \frac{1}{\chi(P)} + o(1) \right) \binom{n}{2}}.
\]

The lower bound follows from the observation that for \( \chi_c(P) = r \), there exists \( s \leq r \) such that all \((r,s)\)-colorable graphs have property \( P \). In particular, \( P_n \) contains all graphs whose vertex sets can be partitioned into \( s \) cliques and \( r - s \) independent sets, and the number of such graphs is equal to the right-hand side of (2).

As for string graphs, Pach and Tóth [PaT06] proved that

\[
\chi_c(String) = 4.
\]

Hence, (2) immediately implies

\[
|String_n| = 2^{\left(\frac{4}{2} + o(1) \right) \binom{n}{2}}.
\]
fraction of the vertices in such a way that the rest can be partitioned into $\chi_c(P)$ parts with a very simple inner structure. This allowed them to replace the bound (2) by a better one:

$$|P_n| = 2^{(1 - \frac{1}{4k+1})\left(\frac{9}{2}\right) + O(n^{2-k})}.$$  

This will be the starting point of our analysis of string graphs. As we shall see, in the case of string graphs, our results allow us to replace the $2^{O(n^{2-k})}$ in this bound by $2^{\frac{n}{4} + o(n)}$. See [BB11, KKOT15, RY17, ReSc17], for related results.

We need some notation. Following Alon et al., for any integer $k > 0$, define $U(k)$ as a bipartite graph with vertex classes $\{1, \ldots, k\}$ and $\{I : I \subseteq \{1, \ldots, k\}\}$, where a vertex $i$ in the first class is connected to a vertex $I$ in the second if and only if $i \in I$. We think of $U(k)$ as a “universal” bipartite graph on $k + 2^k$ vertices, because for every subset of the first class there is a vertex in the second class whose neighborhood is precisely this subset.

As usual, the neighborhood of a vertex $v$ of a graph $G$ is denoted by $N_G(v)$ or, if there is no danger of confusion, simply by $N(v)$. For any disjoint subsets $A, B \subseteq V(G)$, let $G[A]$ and $G[A, B]$ denote the subgraph of $G$ induced by $A$ and the bipartite subgraph of $G$ consisting of all edges of $G$ running between $A$ and $B$, respectively. The symmetric difference of two sets, $X$ and $Y$, is denoted by $X \triangle Y$.

**Definition 7.** Let $k$ be a positive integer. A graph $G$ is said to contain $U(k)$ if there are two disjoint subsets $A, B \subseteq V(G)$ such that the bipartite subgraph $G[A, B] \subseteq G$ induced by them is isomorphic to $U(k)$). Otherwise, with a slight abuse of terminology, we say that $G$ is $U(k)$-free.

By slightly modifying the proof of the main result (Theorem 1) in [AlBBM11] and adapting it to string graphs, we obtain

**Theorem 8.** For any sufficiently large positive integer $k$ and for any $\delta > 0$ which is sufficiently small in terms of $k$, there exist $\epsilon > 0$ and a positive integer $b$ with the following properties.

The vertex set $V_n$ ($|V_n| = n$) of almost every string graph $G$ can be partitioned into eight sets, $S_1, \ldots, S_4, A_1, \ldots, A_4$, and a set $B$ of at most $b$ vertices such that

(a) $G[S_i]$ is $U(k)$-free for every $i$ ($1 \leq i \leq 4$);  
(b) $|A_1 \cup A_2 \cup \ldots \cup A_4| \leq n^{1-\epsilon}$; and  
(c) for every $i$ ($1 \leq i \leq 4$) and $v \in S_i \cup A_i$, there is $a \in B$ such that

$$|(N(v) \triangle N(a)) \cap (S_i \cup A_i)| \leq \delta n.$$  

In other words, for the right choice of parameters, almost all string graphs have a partition into 4 parts satisfying the following conditions. There is a set of sub-linear size in the number of vertices such that deleting its elements, the subgraphs induced by the parts are $U(k)$-free. Moreover, there is another set $B$ of at most constantly many vertices such that the neighborhood of every vertex with respect to the part it belongs to is similar to the neighborhood of some vertex in $B$. In the full version of the paper [PRY18], we sketch the proof of this result, indicating the places where we slightly deviate from the original argument in [AlBBM11].

### 3 String graphs vs. intersection graphs of convex sets – proof of Theorem 4

Instead of proving Theorem 4, we establish a somewhat more general result.
Theorem 9. Given a planar graph \( H \) with labeled vertices \{1, \ldots, k\} and positive integers \( n_1, \ldots, n_k \), let \( H(n_1, \ldots, n_k) \) denote the class of all graphs with \( n_1 + \ldots + n_k \) vertices that can be obtained from \( H \) by replacing every vertex \( i \in V(H) \) with a clique of size \( n_i \), and adding any number of further edges between pairs of cliques that correspond to pairs of vertices \( i \neq j \) with \( ij \in E(G) \).

Then every element of \( H(n_1, \ldots, n_k) \) is the intersection graph of a family of plane convex sets.

Proof. Fix any graph \( G \in H(n_1, \ldots, n_k) \). The vertices of \( H \) can be represented by closed disks \( D_1, \ldots, D_k \) with disjoint interiors such that \( D_i \) and \( D_j \) are tangent to each other for some \( i < j \) if and only if \( ij \in E(H) \) (Koebe, [Ko36]). In this case, let \( t_{ij} = t_{ji} \) denote the point at which \( D_i \) and \( D_j \) touch each other. For any \( i \) \((1 \leq i \leq k)\), let \( o_i \) be the center of \( D_i \). Assume without loss of generality that the radius of every disk \( D_i \) is at least 1.

\( G \) has \( n_1 + \ldots + n_k \) vertices denoted by \( v_{im} \), where \( 1 \leq i \leq k \) and \( 1 \leq m \leq n_i \). In what follows, we assign to each vertex \( v_{im} \in V(G) \) a finite set of points \( P_{im} \), and define \( C_{im} \) to be the convex hull of \( P_{im} \). For every \( i, 1 \leq i \leq k \), we include \( o_i \) in all sets \( P_{im} \) with \( 1 \leq m \leq n_i \), to make sure that for each \( i \), all sets \( C_{im}, 1 \leq m \leq n_i \) have a point in common, therefore, the vertices that correspond to these sets induce a clique.

Let \( \varepsilon < 1 \) be the minimum of all angles \( \angle t_{ij} o_i t_{il} > 0 \) at which the arc between two consecutive touching points \( t_{ij} \) and \( t_{il} \) on the boundary of the same disc \( D_i \) can be seen from its center, over all \( i, 1 \leq i \leq k \) and over all \( j \) and \( l \). Fix a small \( \delta > 0 \) satisfying \( \delta < \varepsilon^2/100 \).

For every \( i < j \) with \( ij \in E(H) \), let \( \gamma_{ij} \) be a circular arc of length \( \delta \) on the boundary of \( D_i \), centered at the point \( t_{ij} \in D_i \cap D_j \). We select \( 2^{n_i} \) distinct points \( p_{ij}(A) \in \gamma_{ij} \), each representing a different subset \( A \subseteq \{1, \ldots, n_i\} \). A point \( p_{ij}(A) \) will belong to the set \( P_{im} \) if and only if \( m \in A \). (Warning: Note that the roles of \( i \) and \( j \) are not interchangeable!)

If for some \( i < j \) with \( ij \in E(H) \), the intersection of the neighborhood of a vertex \( v_{jM} \in V(G) \) for any \( 1 \leq M \leq n_j \) with the set \( \{v_{im} : 1 \leq m \leq n_i\} \) is equal to \( \{v_{im} : m \in A\} \), then we include the point \( p_{ij}(A) \) in the set \( P_{jM} \) assigned to \( v_{jM} \), see Figure 2 for a sketch. Hence, for every \( m \leq n_i \) and \( M \leq n_j \), we have

\[
\text{if } m \leq n_i, M \leq n_j, \text{ we have }
\]

In other words, the intersection graph of the sets assigned to the vertices of \( G \) is isomorphic to \( G \).

It remains to verify that

\[
\text{if } \]

Figure 2 The point \( p_{ij}(A) \) is included in \( P_{jM} \).
Suppose that the intersection graph of the set of convex polygonal regions
\[ \{ C_{im} : 1 \leq i \leq k \text{ and } 1 \leq m \leq n_i \} \]
diffs from the intersection graph of
\[ \{ P_{im} : 1 \leq i \leq k \text{ and } 1 \leq m \leq n_i \}. \]

Assume first, for contradiction, that there exist \( i, m, j, M \) with \( i < j \) such that \( D_i \) and \( D_j \) are tangent to each other and \( C_{jM} \) contains a point \( p_{ij}(B) \) for which
\[ B \neq N_{jM} \cap \{ v_{im} : 1 \leq m \leq n_i \}. \tag{5} \]

Consider the unique point \( p = p_{ij}(A) \in \gamma_{ij} \) that belongs to \( P_{jM} \), that is, we have
\[ A = N_{jM} \cap \{ v_{im} : 1 \leq m \leq n_i \}. \]

Draw a tangent line \( \ell \) to the arc \( \gamma_{ij} \) at point \( p \). See Figure 3. The polygon \( C_{jM} \) has two sides meeting at \( p \); denote the infinite rays emanating from \( p \) and containing these sides by \( r_1 \) and \( r_2 \). These rays either pass through \( o_j \) or intersect the boundary of \( D_j \) in a small neighborhood of the point of tangency of \( D_j \) with some other disk \( D_j' \). Since \( \delta \) was chosen to be much smaller than \( \varepsilon \), we conclude that \( r_1 \) and \( r_2 \) lie entirely on the same side of \( \ell \) where \( o_j \), the center of \( D_j \), is. On the other hand, all other points of \( \gamma_{ij} \), including the point \( p_{ij}(B) \) satisfying (5) lie on the opposite side of \( \ell \), which is a contradiction.

Essentially the same argument and a little trigonometric computation show that for every \( j \) and \( M \), the set \( C_{jM} \setminus D_j \) is covered by the union of some small neighborhoods (of radius \( < \varepsilon/10 \)) of the touching points \( t_{ij} \) between \( D_j \) and the other disks \( D_i \). This, together with the assumption that the radius of every disk \( D_i \) is at least 1 (and, hence, is much larger than \( \varepsilon \) and \( \delta \)) implies that \( C_{jM} \) cannot intersect any polygon \( C_{im} \) with \( i \neq j \), for which \( D_i \) and \( D_j \) are not tangent to each other. 

Applying Theorem 9 to the graph obtained from \( K_5 \) by deleting one of its edges, Theorem 4 follows.
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4 Strengthening Theorem 8

In this section, we strengthen Theorem 8 in two different ways. To avoid confusion, in the formulation of our new theorem, we use $X_i$ in place of $S_i$ and $Z_i$ in place of $A_i$. We will see that we can insist that the four parts of the partition have approximately the same size. Secondly, we can guarantee that $X_1$, $X_2$, and $X_3$ are cliques and $X_4$ induces the disjoint union of two cliques. More precisely, setting $Z = Z_1 \cup Z_2 \cup Z_3 \cup Z_4$, we prove the following result, which is similar in flavour to a result in [ReSc17].

▶ Theorem 10. For every sufficiently small $\delta$, there are $\gamma > 0, b > 4 + \frac{2}{\delta}$ with the following property. For almost every string graph $G$ on $V_n$, there is a partition of $V_n$ into $X_1, ..., X_4, Z_1, ..., Z_4$ such that for some set $B$ of at most $b$ vertices the following conditions are satisfied:

(I) $G[X_1], G[X_2], \text{ and } G[X_3]$ are cliques and $G[X_4]$ induces the disjoint union of two cliques.

(II) $|Z_1 \cup Z_2 \cup Z_3 \cup Z_4| \leq n^{1-\gamma}$,

(III) for every $i (1 \leq i \leq 4)$ and every $v \in X_i \cup Z_i$, there exists $a \in B$ such that

$$|(N(v) \triangle N(a)) \cap (X_i \cup Z_i)| \leq \delta n,$$

(IV) for every $i (1 \leq i \leq 4)$, we have $|Z_i \cup X_i| - \frac{n}{4} \leq n^{1-\gamma}$.

See Figure 4 for an illustration of Theorem 10.

For the proof of Theorem 10 we need the following statement which is a slight generalization of Lemma 3.2 in [PaT06], and it can be established in precisely the same way, details are given in the full version of the paper [PRY18].

▶ Lemma 11. Let $H$ be a graph on the vertex set $\{v_1, \ldots, v_5\} \cup \{v_{ij} : 1 \leq i \neq j \leq 5\}$, where $v_{ij} = v_{ji}$ and every $v_{ij}$ is connected by an edge to $v_i$ and $v_j$. The graph $H$ may have some further edges connecting pairs of vertices $(v_{ij}, v_{ik})$ with $j \neq k$. Then $H$ is not a string graph.

▶ Corollary 12. For each of the following types of partition, there exists a non-string graph whose vertex set can be partitioned in the specified way:

(a) 2 stable (that is, independent) sets each of size at most 10;
(b) 4 cliques each of size at most five and a vertex;
(c) 3 cliques each of size at most five and a stable set of size 3;
(d) 3 cliques each of size at most five and a path with three vertices;
(e) 2 cliques both of size at most five and 2 graphs that can be obtained as the disjoint union of a point and a clique of size at most 3.

See Figure 5 for an illustration of Corollary 12.
Proof of Theorem 10. We choose $k$ sufficiently large and then $\delta < \frac{1}{40}$ sufficiently small in terms of $k$. We choose $\epsilon, b > 0$ such that Theorem 8 holds for this choice of $k$ and $\delta$ and so that $\epsilon$ is less than the $\rho$ of Lemma 14 for this choice of $k$. We set $\gamma = \frac{\epsilon}{10}$ and consider $n$ large enough to satisfy certain implicit inequalities below. We know that the subset $S(k, \delta)_n$ of $\text{STRING}_n$, consisting of those graphs for which there is a set $B$ of at most $b$ vertices and a partition into $S_i$ and $A_i$ satisfying (a), (b), and (c) set out in Theorem 8, contains almost every string graph. We call such a partition, certifying. We need to show that almost every graph in $S(k, \delta)_n$ has a certifying partition for which we can repartition $S_i \cup A_i$ into $X_i \cup Z_i$ so that (I), (II), and (IV) all hold (that (III) holds, is simply Theorem 8 (c) and $S_i \cup A_i = X_i \cup Z_i$).

We prove this fact via a sequence of lemmas. In doing so, for a specific partition, we let $m = m(A_1 \cup S_1, A_2 \cup S_2, A_3 \cup S_3, A_4 \cup S_4)$ be the number of pairs of vertices not lying together in some $A_i \cup S_i$. The first lemma gives us a lower bound on $|S(k, \delta)_n|$, obtained by simply counting the number of graphs which permits a partition into four cliques all of size within one of $\frac{n}{4}$. Its proof is given in the full version of the paper [PRY18].

$\textbf{Lemma 13.}$ $|S(k, \delta)_n| \geq 2^{\frac{n^2}{2} + \frac{n^2}{8}}$.

The second gives us an upper bound on the number of choices for $G[S_i]$ for graphs $G$ in $S(k, \delta)_n$ for which $S_1, S_2, S_3, S_4, A_1, A_2, A_3, A_4$ is a certifying partition. It is Corollary 8 in [AiBBM11].

$\textbf{Lemma 14.}$ For every $k$, there is a positive $\rho$ such that for every sufficiently large $l$, the number of $U(k)$-free graphs with $l$ vertices is less than $2^{2^{l-\rho}}$.

Next we prove:

$\textbf{Lemma 15.}$ The number of graphs in $S(k, \delta)_n$ which have a certifying partition such that for some $i$, $|A_i \cup S_i| - \frac{n}{4} > n^{1-\gamma}$ is $o(|S(k, \delta)_n|)$.

$\textbf{Proof.}$ The number of choices for a partition of $V_n$ into $S_1, S_2, S_3, S_4, A_1, A_2, A_3, A_4$ is at most $8^n$. If this partition demonstrates that $S_i$ is $U(k)$-free and $n$ is large, Lemma 14 tells us that there are only $2^{2^{n-\gamma}}$ choices for $G[S_i]$. The number of choices for the edges out of each vertex of $A_i$ is $2^{n-1}$. So, since $|A_i|$ is at most $n^{1-\gamma}$, we know there are at most $2^{n^{2-\gamma}}$ choices for the edges out of $A_i$. It follows that there are at most $2^{11(n^{2-\gamma})}$ choices for
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our partition and the graphs \(G[S_i \cup A_i], \ldots, G[S_i \cup A_d]\) over all \(G\) in \(\mathcal{S}(k, \delta)\) which can be certified using this partition. Furthermore, the number of graphs in \(\mathcal{S}(k, \delta)\) permitting such a certifying choice is at most \(2^m\). Since, \(|\mathcal{S}(k, \delta)| \geq \frac{\delta(2)}{2^m}\), it follows that almost every graph \(G\) in \(\mathcal{S}(k, \delta)\) has no certifying partition for which \(m < \frac{\delta(2)}{2} - 12(n^2 - \epsilon)\). The desired result follows. ▶

Setting \(l = l_n = \lceil n^{1-\epsilon} \rceil\), we have the following.

\textbf{Lemma 16.} The number of graphs in \(\mathcal{S}(k, \delta)\) which have a certifying partition for which there are distinct \(i\) and \(j\) such that both \(S_i\) and \(S_j\) contain \(l\) disjoint independent sets of size 10 is \(o(|\mathcal{S}(k, \delta)|)\).

\textbf{Proof.} Consider a choice of certifying partition and induced subgraphs \(H_1, H_2, H_3, H_4\) where \(V(H_j) = A_i \cup S_i\). By Corollary 12(a), for any pair of independent sets of size 10, at least one of the \(2^{10}\) choices of edges between the sets yields a bipartite non-string graph. Thus, the number of choices for edges between the partitions which extend our choice to yield a graph \(\text{String}_{10}\) is at most \(2^m(1 - \frac{1}{2^{10}})^2\). Since \(m < \frac{\delta(2)}{2}\) and \(l^2 = \omega(n^{2-\epsilon})\), it follows that for almost every graph in \(\mathcal{S}(k, \delta)\), almost every certifying partition does not contain two distinct such \(i\) and \(j\). ▶

Ramsey theory tells us that if a graph \(J\) does not contain \(l\) disjoint stable sets of size 10, it contains \(|V(J)| - 10(l - 1) - 2^{15}\) disjoint cliques of size 5. Combining applications of this fact to three of the \(G[S_i]\), Corollary 11(c), and an argument similar to that used in the proof of Lemma 16 allows us to prove the following lemma. Details can be found in the full version of the paper [PRY18].

\textbf{Lemma 17.} The number of graphs \(G\) in \(\mathcal{S}(k, \delta)\) which have a certifying partition for which there is an \(i = i(G)\) such that \(S_i\) does not contain \(l\) disjoint cliques of size 5 is \(o(|\mathcal{S}(k, \delta)|)\)

With this lemma in hand, we can mimic the argument used in its proof to obtain the following two lemmas. In doing so, we apply Corollary 11(c), (d), and (e).

\textbf{Lemma 18.} The number of graphs \(G\) in \(\mathcal{S}(k, \delta)\) which have a certifying partition for which there is an \(i = i(G)\) such that \(S_i\) contains \(l\) disjoint sets of size three each inducing a stable set or a path is \(o(|\mathcal{S}(k, \delta)|)\).

\textbf{Lemma 19.} The number of graphs \(G\) in \(\mathcal{S}(k, \delta)\) which have a certifying partition for which there are two distinct \(i\) such that \(S_i\) contains \(l\) disjoint sets of size four each inducing the disjoint union of a vertex and a triangle is \(o(|\mathcal{S}(k, \delta)|)\).

Combining these lemmas, and possibly permuting indices, we see that almost every graph in \(\mathcal{S}(k, \delta)\) has a certifying partition for which for every \(i \leq 4\) we have \(|Z_i \cup X_i| - \frac{n}{4} \leq n^{1-\gamma}\), no \(S_i\) contains more than \(l\) sets inducing a path of length three or a stable set of size three, and for every \(k \leq 3\), \(S_k\) does not contain \(l\) disjoint sets inducing the disjoint union of a vertex and a triangle. For each such graph, we consider such a partition. For all \(i < 4\), we let \(Z_i\) be the union of \(A_i\) and a maximum family of disjoint sets in \(X_i\) each inducing a path of length 3, a stable set of size three, or the disjoint union of a triangle and a vertex. We let \(Z_4\) be the union of \(A_4\) and a maximum family of disjoint sets in \(X_4\) each inducing a path of length three or a stable set of size three. We set \(X_i = S_i - Z_i\). ▶
Completing the proof of Theorem 1

In this section, we prove our main result. By a great partition of $G$ we mean a partition of its vertex set into $X_1, X_2, X_3, X_4$ such that for $i \leq 3$, $X_i$ is a clique and $X_4$ is the disjoint union of two cliques. We call a graph great if it has a great partition and mediocre otherwise. Theorem 1 simply states that almost every string graph $G$ on $V_n$ is great.

Thus, we are trying to show that almost every string graph has a partition into sets $X_1, X_2, X_3, X_4, Z_1, Z_2, Z_3, Z_4$ satisfying Theorem 10 (I) with the sets $Z_i$ empty. We choose $\delta$ so small that Theorem 10 holds and $\delta$ also satisfies certain inequalities implicitly given below. We apply Theorem 10 and obtain that for some positive $\gamma$ and $b$, for almost every graph in STRING$_n$ there is a partition of $V_n$ into $X_1, ..., X_4, Z_1, ..., Z_4$ satisfying (I), (II), (III), and (IV). Note that if we reduce $\gamma$ the theorem remains true. We insist that $\gamma$ is at most $\frac{6400000}{n^2}$. We call such partitions good. We need to show that the number of mediocre string graphs on $V_n$ with a great partition is of smaller order than the number of great graphs on $V_n$.

The following result tells us that the number of great graphs on $V_n$ is of the same order as the number of great partitions of graphs on $V_n$.

▶ Claim 20. The ratio between the number of great partitions of graphs on $V_n$ and the number of graphs which permit such partitions is $6 + o(1)$.

So, it is sufficient to show that the number of mediocre string graphs with a good partition on $V_n$ is of smaller order than the number of graphs with a great partition on $V_n$. In doing so, we consider each partition separately. For every partition $\mathcal{Y} = (Y_1, Y_2, Y_3, Y_4)$ of $V_n$ we say that a good partition satisfying (I)-(IV) with $Y_i = X_i \cup Z_i$ for every $i$ is $\mathcal{Y}$-good. We prove:

▶ Claim 21. For every partition $\mathcal{Y} = (Y_1, Y_2, Y_3, Y_4)$ of $V_n$, the number of graphs which permit a great partition with $X_i = Y_i$ for every $i$ is of larger order then the size of the set $\mathcal{F} = \mathcal{F}_\mathcal{Y}$ of mediocre string graphs which permit a $\mathcal{Y}$-good partition.

To complete the proof of Theorem 1 we need to show that our two claims hold.

Before doing so, we deviate momentarily and discuss the speed of the string graphs. Combining Theorem 1 and Claim 20, we see that the ratio of the size of $|\text{STRING}_n|$ over the number of ordered great partitions of graphs on $V_n$ is $\frac{1}{6} + o(1)$, so we need only count the latter. There are $2^{2n}$ ordered partitions of $V_n$ into $Y_1, ..., Y_4$, and there are $2^{m+|Y_4|}$ graphs for which this is a great partition, where, as before, $m = m(Y_1, Y_2, Y_3, Y_4)$ is the number of pairs of vertices not lying together in some $Y_i$. This latter term is at most $2^{\frac{3n^2}{4} + \frac{n}{2}}$, which gives us the claimed upper bound on the speed of string graphs. Furthermore, a simple calculation of the $2^{2n}$ ordered 4-partitions of $V_n$ shows that there is an $\Omega\left(\frac{1}{n^2}\right)$ proportion where no two parts differ in size by more than one. This gives us the claimed lower bound.

We now prove our two claims. In proving both, we exploit the fact that if a string graph has a great partition and we fix the subgraph induced by the parts of the partition, then any choice we make for the edges between the sets $X_i$ will yield another string graph permitting the same great partition.

This fact implies that the edge arrangements between the partition elements of a graph permitting a particular great partition are chosen uniformly at random and, hence, are unlikely to lead to a graph permitting some other great partition. This allows us to prove Claim 20, which we do in the full version of the paper [PRY18].

Proof of Claim 21. Let $m$ be the number of pairs of vertices not contained in a partition element and note that there are exactly $(2^{|Y_4|})$ choices for $G[Y_4]$ for a graph for which $\mathcal{Y}$ is a great partition, and hence $2^m(2^{\gamma})$ graphs for which $\mathcal{Y}$ is a great partition. 
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Our approach is to show that while there may be more choices for the \( G[Y_i] \) for mediocre graphs for which \( \mathcal{Y} \) is a good partition, for each such choice we have many fewer than \( 2^m \) choices for mediocre string graphs extending these subgraphs.

We note that by the definition of good, we need only consider partitions such that each \( Y_i \) has size \( \frac{n}{\log n} + o(n) \).

Let \( G \in \mathcal{F} \) and let \( P(G) \) be the projection of \( G \) on the sets \( (Y_1, Y_2, Y_3, Y_4) \), that is, the disjoint union of the sets \( G[Y_1], G[Y_2], G[Y_3], \) and \( G[Y_4] \).

Now, (I) of Theorem 10 bounds the number of choices for \( G[Y_i] \) by 1 if \( i < 3 \) and \( 2^{|Y_i|} \) if \( i = 4 \). Furthermore, (II) bounds the number of edges out of \( Z_i \) in terms of its size and (II) bounds its size. Putting this all together we obtain the following lemma. Its proof can be found in the full version of the paper [PRY18].

> **Lemma 22.** Let \( (Y_1, Y_2, Y_3, Y_4) \) be a partition of \( V_n \), the number of possible projections on \( (Y_1, Y_2, Y_3, Y_4) \) of graphs in \( \mathcal{F} \) is \( o(2^{nb+1+\sqrt{3n}|Z_i|}) = o(2^{|Y_4|-1} \cdot 2\sqrt{3n}^2 -\gamma \cdot n) \).

For a mediocre graph \( G \) in \( \mathcal{F} \), we call a set \( D \) versatile if for each \( i \in [4] \) with \( Y_i \cap D = \emptyset \), there is clique \( C_i \) in \( Y_i \) such that for all subsets \( D' \) of \( D \) there are \( \frac{n}{\log n} \) vertices of \( C_i \) which are adjacent to all elements of \( D' \) and to none of \( D \setminus D' \).

> **Lemma 23.** The number of mediocre string graphs in \( \mathcal{F} \) such that for some \( i \) there is a versatile subset \( T_i \) of \( 3 \) vertices of \( Y_i \) inducing a path or a stable set of size three, is \( o(2^m) \).

**Proof.** To begin, we count the number of mediocre graphs which extend a given projection on \( (Y_1, Y_2, Y_3, Y_4) \) where \( T_i \) induces such a graph. We first expose the edges from \( Y_i \) to determine if \( T_i \) is versatile and then count the number of choices for the remaining edges between the partition elements. If \( T_i \) is versatile we choose cliques \( C_k \) which show this is the case.

By Corollary 12 (c) or (d), there is a non-string graph \( J \) whose vertex set can be partitioned into 3 cliques of size at most five, and a graph \( J_i \) isomorphic to the subgraph of the projection induced by \( T_i \). We label these three cliques as \( J_k \) for \( k \in \{1, 2, 3, 4\} \setminus \{i\} \) and let \( f \) be an isomorphism from \( J_1 \) to \( T_i \). For each vertex \( v \in V(J_k) \), let \( N(v) = f(N(J_i \cap V(J_1))) \) and \( Z_v \) be those vertices of \( C_k \) whose neighbourhood on \( T_i \) is \( N(v) \). Now, if \( |Z_v| \geq \frac{n}{m \log n} \) for some \( v \) in each \( V(J_k) \), for each \( k \neq i \), we can choose \( n' = \left\lfloor \frac{m n}{m \log n} \right\rfloor \) cliques of size at most five \( C_1^{k}, ..., C_n^{k} \), such that there is bijection \( h_{k, j} \) from \( J_k \) to \( C_j^{k} \) with \( h_{k, j}(v) \in Z_v \) for every \( v \in J_k \).

If we choose our cliques in this way then for any set of three cliques \( \{C_i^k | k \neq i\} \) there is a choice of edges between the cliques which would make the union of these three cliques with \( T_i \) induce \( J \). Thus, there is one choice of edges between the cliques which cannot be used in any extension of \( H \) to a string graph. Mimicking an earlier argument, this implies that the number of choices for edges between the partition elements which extend \( H \) to a string graph is at most \( 2^m - \frac{2^m}{\log n} \). By the bound in Lemma 22 on the number of possible projections, the desired result follows. ▶

Using Corollary 12 (e) in places of (c) & (d), we can (and do in the in the full version of the paper [PRY18]) prove an analogous result for sets of size 8 intersecting two partition elements. To state it we need a definition. A graph \( J \) is **extendible** if there is some non-string graph whose vertex set can be partitioned into two cliques of size five and a set inducing \( J \).

> **Lemma 24.** The number of mediocre string graphs in \( \mathcal{F} \) such that for some distinct \( i \) and \( k \) there are subsets \( T_i \) of \( Y_i \) and \( T_k \) of \( Y_k \), both of size four, whose union is both versatile and induces an extendible graph is \( o(2^m) \).
For every mediocre string graph $G$ in $\mathcal{F}$, we choose a maximum family $\mathcal{W} = \mathcal{W}_G$ of disjoint sets each of which is either (a) contained in some $Y_i$ and induces one of a stable set of size three or a path of length three, or (b) contains exactly four vertices from each of two distinct partition elements and is extendible. For every such choice we count the number of elements of $\mathcal{F}$ whose projection yields the given choice of $\mathcal{W}$.

Now, by the definition of a good partition, each $Y_k$ contains a clique $C_k$ containing half the vertices of $X_k$ and hence at least $\frac{n}{10}$ vertices. Lemmas 23 and 24 imply that we can restrict our attention to graphs for which for any subset $T$ in $\mathcal{W}$, there is a subset $N$ of $T$ and a $j$ with $Y_j$ disjoint from $T\setminus N$ such that there are fewer than $\frac{n}{\log n}$ vertices of $C_k$ which are adjacent to all of $N$ and none of $T\setminus N$. This implies that the number of choices for the edges from $T$ to other partition elements is $o(2^{bn + \sqrt{n}}\cdot 10^{4n - n^{1000}})$. Every element of $\mathcal{W}$ must intersect $Z$, so that $|\mathcal{W}| \leq |Z|$. Set $\mathcal{W}^* = \bigcup_{W \in \mathcal{W}} W$, and let $Y'_i = Y_i - W^*$. Note that for every $i$, $Y'_i$ has more than $\frac{n}{2}$ vertices and $G[Y'_i]$ is the disjoint union of two cliques. Given a choice of $\mathcal{W}$, the number of choices for projections on $V \setminus \mathcal{W}^*$ is less than $2^{n - |\mathcal{W}|}$. Mimicking the proof of Lemma 22, the number of choices for the vertices of $\mathcal{W}^*$, and the edges of $G$ from the vertices in $\mathcal{W}^*$ which remain within the partition elements of $\mathcal{Y}$ is $O(2^{bn + \sqrt{n}}|\mathcal{W}^*|)$. Combining this with the result of the last paragraph yields:

Lemma 25. There is a constant $C$ such that the number of mediocre string graphs in $\mathcal{F}$ for which $|\mathcal{W}| > C$ is $o(2^{m + |Y_4|})$.

So, we can restrict our attention to mediocre graphs which have a partition for which $|\mathcal{W}| \leq C$. Similar tradeoffs allow us to handle them. Full details are found in the full version of the paper [PRY18].
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It is established that for any finite set of positive real numbers $A$, we have

$$|A/A + A| \gg \frac{|A|^{4/3}}{\log^{1/3} |A|}.$$  
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1 Introduction

Given a set $A$, we define its sum set, product set and ratio set as

$$A + A := \{a + b : a, b \in A\}, \quad AA := \{ab : a, b \in A\}, \quad A/A := \{a/b : a, b \in A, b \neq 0\},$$

respectively. It was conjectured by Erdős and Szemerédi that, for any finite set $A$ of integers, at least one of the sum set or product set has near-quadratic growth. Solymosi [9] used a beautiful and elementary geometric argument to prove that, for any finite set $A \subset \mathbb{R}$,

$$\max\{|A + A|, |AA|\} \gg \frac{|A|^{4/3}}{\log^{1/3} |A|}.$$  \hspace{1cm} (1)

Recently, a breakthrough for this problem was achieved by Konyagin and Shkredov [3]. They adapted and refined the approach of Solymosi, whilst also utilising several other tools from additive combinatorics and discrete geometry in order to prove that

$$\max\{|A + A|, |AA|\} \gg |A|^{4/3 + \frac{5}{5277} + o(1)}. \hspace{1cm} (2)$$

Further refinements in [4], [6] and very recently [7] have improved this exponent to $4/3 + 5/5277 + o(1)$. See [3], [4], [6], [7] and the references contained therein for more background on the sum-product problem.

In this paper the related problem of establishing lower bounds for the sets

$$AA + A := \{ab + c : a, b \in A\}, \quad A/A + A := \{a/b + c : a, b, c \in A, b \neq 0\}$$

1 Oliver Roche-Newton was supported by the Austrian Science Fund (FWF): Project F5511-N26, which is part of the Special Research Program “Quasi-Monte Carlo Methods: Theory and Applications” as well as by FWF Project P 30405-N32.
are considered. It is believed, in the spirit of the Erdős-Szemerédi conjecture, that these sets are always large. It was conjectured by Balog [1] that, for any finite set $A$ of real numbers, $|AA + A| \geq |A|^2$. In the same paper, he proved the following result in that direction:

**Theorem 1.** Let $A$ and $B$ be finite sets of positive real numbers. Then

$$|AB + A| \gg |A||B|^{1/2}.$$  

In particular,

$$|AA + A| \gg |A|^{3/2} \quad |A/A + A| \gg |A|^{3/2}.$$  

The proof of Theorem 1 uses similar elementary geometric arguments to those of [9]. In fact, one can obtain the same bound by a straightforward application of the Szemerédi-Trotter Theorem (see [10, Exercise 8.3.3]).

Some progress in this area was made by Shkredov [8], who built on the approach of Balog in order to prove the following result:

**Theorem 2.** For any finite set $A$ of positive real numbers,

$$|A/A + A| \gg \frac{|A|^{3 + \frac{1}{2}}}{\log^{5/6} |A|}.$$  

The main result of this paper is the following improvement on Theorem 2:

**Theorem 3.** Let $A$ be a finite set of positive reals. Then

$$|A/A + A| \gg \frac{|A|^{3 + \frac{1}{2}}}{\log^{5/6} |A|}.$$  

For the set $AA + A$ the situation is different, and it has proven rather difficult to beat the threshold exponent of $3/2$. A detailed study of this set can be found in a recent paper of the author, Ruzsa, Shen and Shkredov [5]. However, the corresponding problem for sets of integers is resolved, up to constant factors, thanks to a nice argument of George Shakan.

1.1 Sketch of the proof of Theorem 3

The proof is a refined version of the argument used by Balog to prove Theorem 1. Balog’s argument goes roughly as follows:

Consider the point set $A \times A$ in the plane. Cover this point set by lines through the origin. Let us assume for simplicity that all of these lines are equally rich, so we have $k$ lines with $|A|^2/k$ points on each line. Label the lines $l_1, l_2, \ldots, l_k$ in increasing order of steepness. Note that if we take the vector sum of a point on $l_i$ with a point on $l_{i+1}$, we obtain a point which has slope in between those of $l_i$ and $l_{i+1}$. The aim is to show that many elements of $(A/A + A) \times (A/A + A)$ can be obtained by studying vector sums from neighbouring lines.

Indeed, for any $1 \leq i \leq k - 1$, consider the sum set

$$\{(b/a, c/a) + (d, e) : a \in A, (b, c) \in (A \times A) \cap l_i, (d, e) \in (A \times A) \cap l_{i+1}\}.$$  

There are at least \(|A|\) choices for \((b/a, c/a)\) and at least \(|A|^2/k\) choices for \((d, e)\). Since all of these sums are distinct, we obtain at least \(|A|^3/k\) elements of \((A/A + A) \times (A/A + A)\) lying in between \(l_i\) and \(l_{i+1}\). Summing over all \(1 \leq i \leq k - 1\), it follows that
\[
|A/A + A|^2 \gg |A|^3.
\]

There are two rather crude steps in this argument. The first is the observation that there are at least \(|A|\) choices for the point \((b/a, c/a)\). In fact, the number of points of this form is equal to the cardinality of product set of \(A\) and a set of size \(|A|^2/k\). This could be as small as \(|A|\), but one would typically expect it to be considerably larger. This extra information was used by Shkredov [8] in his proof of (3).

The second wasteful step comes at the end of the argument, when we only consider sums coming from pairs of lines which are neighbours. This means that we consider only \(k - 1\) pairs of lines out of a total of \(\binom{k}{2}\). A crucial ingredient in the proof of (2) was the ability to find a way to count sums coming from more than just neighbouring lines.

The proof of Theorem 3 deals with these two steps more efficiently. Ideas from [8] are used to improve upon the first step, and then ideas from [3] improve upon the second step. We also make use of the fact that the set \(A/A\) is invariant under the function \(f(x) = 1/x\), which allows us to use results on convexity and sumsets of Elekes, Nathanson and Ruzsa [2] in order to get a better exponent in Theorem 3.

## 2 Notation and preliminary results

Throughout the paper, the standard notation \(\ll, \gg\) as well as \(O, \Omega\) is applied to positive quantities in the usual way. Saying \(X \gg Y\) or \(X = \Omega(Y)\) means that \(X \geq cY\), for some absolute constant \(c > 0\).

The main tool is the Szemerédi-Trotter Theorem.

\begin{theorem}
Let \(P\) be a finite set of points in \(\mathbb{R}^2\) and let \(L\) be a finite set of lines. Then
\[
|\{(p, l) \in P \times L : p \in l\}| \ll (|P||L|)^{2/3} + |P| + |L|.
\]
Define
\[
d(A) = \min_{C \neq 0} \frac{|AC|^2}{|A||C|}.
\]
We will need the following consequence of the Szemerédi-Trotter Theorem, which is [3, Corollary 8].

\begin{lemma}
Let \(A_1, A_2\) and \(A_3\) be finite sets of real numbers and let \(\alpha_1, \alpha_2\) and \(\alpha_3\) be arbitrary non-zero real numbers. Then the number of solutions to the equation
\[
\alpha_1 a_1 + \alpha_2 a_2 + \alpha_3 a_3 = 0,
\]
such that \(a_1 \in A_1, a_2 \in A_2\) and \(a_3 \in A_3\), is at most
\[
C \cdot d^{1/3}(A_1)|A_1|^{1/3}|A_2|^{2/3}|A_3|^{2/3},
\]
for some absolute constant \(C\).
\end{lemma}

Another application of (a variant of) the Szemerédi-Trotter Theorem is the following result of Elekes, Nathanson and Ruzsa [2]:
Theorem 6. Let $f : \mathbb{R} \to \mathbb{R}$ be a strictly convex or concave function and let $X, Y, Z \subset \mathbb{R}$ be finite. Then

$$|f(X) + Y||X + Z| \gg |X|^{3/2}|Y|^{1/2}|Z|^{1/2}.$$ 

In particular, this theorem can be applied with $f(x) = 1/x$, $X = A/A$, $Y = Z = A$, using the fact that $f(A/A) = A/A$, to obtain the following corollary:

Corollary 7. For any finite set $A \subset \mathbb{R}$,

$$|A/A + A| \gg |A/A|^{3/4}|A|^{1/2}.$$ 

3 Proof of main theorem

Recall that the aim is to prove the inequality

$$|A/A + A| \gg |A|^{3/4} \frac{2}{\log |A|}.$$ 

Consider the point set $A \times A$ in the plane. At the outset, we perform a dyadic decomposition, and then apply the pigeonhole principle, in order to find a large subset of $A \times A$ consisting of points lying on lines through the origin which contain between $\tau$ and $2\tau$ points, where $\tau$ is some real number.

Following the notation of [3], for a real number $\lambda$, define

$$A_\lambda := \left\{(x, y) \in A \times A : \frac{y}{x} = \lambda \right\},$$

and its projection onto the horizontal axis,

$$A_\lambda := \{x : (x, y) \in A_\lambda\}.$$  

Note that $|A_\lambda| = |A \cap \lambda A|$ and

$$\sum_\lambda |A_\lambda| = |A|^2. \quad (5)$$

Let $S_\tau$ be defined by

$$S_\tau := \{\lambda : \tau \leq |A \cap \lambda A| < 2\tau\}.$$ 

After dyadically decomposing the sum (5), we have

$$|A|^2 = \sum_\lambda |A_\lambda| = \sum_{j=1}^{\lfloor \log |A| \rfloor} \sum_{\lambda \in S_{2^{j-1}}} |A_\lambda|.$$ 

Applying the pigeonhole principle, we deduce that there is some $\tau$ such that

$$\sum_{\lambda \in S_\tau} |A_\lambda| \geq \frac{|A|^2}{\log |A|} \geq \frac{|A|^2}{2 \log |A|}. \quad (6)$$

Since $\tau \leq |A|$, this implies that

$$|S_\tau| \geq \frac{|A|}{2 \log |A|}. \quad (7)$$ 

Also, since $|A_\lambda| < 2\tau$ for any $\lambda \in S_\tau$, we have

$$\tau |S_\tau| \gg \frac{|A|^2}{\log |A|}. \quad (8)$$
3.1 A lower bound for $\tau$

Suppose\(^3\) that $|A/A| \geq |A|^\frac{2}{3} + \frac{2}{3}$\(\tau\). Then, by Corollary 7,

$$|A/A + A| \gg |A/A|^\frac{2}{3} |A| \gg |A|^\frac{2}{3} + \frac{2}{3},$$

as required. Therefore, we may assume that $|A/A| \leq |A|^\frac{2}{3} + \frac{2}{3}$. In particular, by (8),

$$\tau|A|^\frac{2}{3} + \frac{2}{3} \geq \tau|A/A| \gg \tau|S_\tau| \gg |A|^\frac{2}{3} \log |A|.'$$

Therefore

$$\tau \gg |A|^\frac{2}{3} - \frac{2}{3} \log |A|,$$

(9)

3.2 An upper bound for $d(A)$

Define $P$ to be the subset of $A \times A$ lying on the union of the lines through the origin containing between $\tau$ and $2\tau$ points. That is, $P = \cup_{\lambda \in S_\tau} A_\lambda$. We will study vector sums coming from this point set by two different methods, and then compare the bounds in order to prove the theorem. To begin with, we use the methods from the paper [8] to obtain an upper bound for $d(A)$. The deduction of the forthcoming bound (11) is a minor variation of the first part of the proof of [8, Theorem 13].

After carrying out the aforementioned pigeonholing argument, we have a set of $|S_\tau|$ lines through the origin, each containing approximately $\tau$ points from $A \times A$. Label the lines $l_1, l_2, \ldots, l_{|S_\tau|}$ in increasing order of steepness. The line $l_i$ has equation $y = q_i x$ and so $q_1 < q_2 < \cdots < q_{|S_\tau|}$. For any $1 \leq i \leq |S_\tau| - 1$, consider the sum set

$$A_{q_i} + A_{q_{i+1}} \cdot \Delta(A^{-1}) \subset (A + A/A) \times (A + A/A),$$

(10)

where $\Delta(B) = \{(b, b) : b \in B\}$. Note that $A_{q_{i+1}} \cdot \Delta(A^{-1})$ has cardinality $|A_{q_{i+1}} A^{-1}|$, and therefore the set in (10) has at least $|A_{q_{i+1}} A^{-1}| A_{q_i}$ elements, all of which lie in between $l_i$ and $l_{i+1}$. This is a consequence of the observation of Solymosi that the sum set of $m$ points on one line through the origin and $n$ points on another line through the origin consists of $mn$ points lying in between the two lines. It is important to note that this fact is dependent on the points lying inside the positive quadrant of the plane, which is why the assumption that $A$ consists of strictly positive reals is needed for this proof.

\(^3\) In order to simplify the some forthcoming calculations, we are a little careless with the logarithmic factors here. By making a weaker assumption that $|A/A| \geq |A|^\frac{2}{3} + \frac{2}{3} / (\log |A|)^C$, for an optimal choice of $C$, we can obtain a slightly smaller power of $\log |A|$ in the statement of Theorem 3.
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Summing over all $1 \leq i < |S_r|$, applying the definition of $d(A)$ and using the bounds (8) and (6), we obtain

$$|A/A + A|^2 \geq \sum_{i=1}^{|S_r|-1} |A_{q_i}| |A_{q_{i+1}}|$$

$$\geq |A|^{1/2} d^{1/2}(A) \sum_{i=1}^{|S_r|-1} |A_{q_i}| |A_{q_{i+1}}|^{1/2}$$

$$\gg \frac{|A|^{3/2} d^{1/2}(A)}{|S_r|^{1/2} \log^{1/2} |A|} \sum_{i=1}^{|S_r|-1} |A_{q_i}|$$

$$\gg \frac{|A|^{7/2} d^{1/2}(A)}{|S_r|^{1/2} \log^{3/2} |A|}.$$ 

This can be rearranged to obtain

$$d(A) \ll \frac{|A/A + A|^4 |S_r| \log^3 |A|}{|A|^2}. \quad (11)$$

This bound will be utilised later in the proof. We now analyse the vector sums in a different way, based on the approach of [3].

### 3.3 Clustering setup

For each $\lambda \in S_r$, we identify an element from $A_\lambda$, which we label $(a_\lambda, \lambda a_\lambda)$. These fixed points will have to be chosen with a little care later, but for the next part of the argument, we can think of the choice of $(a_\lambda, \lambda a_\lambda)$ as completely arbitrary, since the required bound holds whichever choice we make for these fixed points.

Then, fixing two distinct slopes $\lambda$ and $\lambda'$ from $S_r$ and following the observation of Balog [1], we note that at least $\tau |A|$ distinct elements of $(A/A + A) \times (A/A + A)$ are obtained by summing points from the two lines. Indeed,

$$A_\lambda + (a_{\lambda'}, \lambda' a_{\lambda'}) \cdot \Delta(A^{-1}) \subset (A/A + A) \times (A/A + A).$$

Once again, these vector sums are all distinct and have slope in between $\lambda$ and $\lambda'$.

Following the strategy of Konyagin and Shkredov [3], we split the family of $|S_r|$ slopes into clusters of $2M$ consecutive slopes, where $2 \leq 2M \leq |S_r|$ and $M$ is a parameter to be specified later. For example, the first cluster is $U_1 = \{l_1, \ldots, l_{2M}\}$, the second is $U_2 = \{l_{2M+1}, \ldots, l_{4M}\}$, and so on. We then split each cluster arbitrarily into two disjoint subclusters of size $M$. For example, we have $U_1 = V_1 \sqcup W_1$ where $V_1 = \{l_1, \ldots, l_M\}$ and $W_1 = \{l_{M+1}, \ldots, l_{2M}\}$.

The idea is to show that each cluster determines many different elements of $(A + A/A) \times (A + A/A)$. Since the slopes of these elements are in between the maximal and minimal values in that cluster, we can then sum over all clusters without overcounting.

If a cluster contains exactly $2M$ lines, then it is called a full cluster. Note that there are $\left\lceil \frac{|S_r|}{2M} \right\rceil \geq \frac{|S_r|}{4M}$ full clusters, since we place exactly $2M$ lines in each cluster, with the possible exception of the last cluster which contains at most $2M$ lines.

The proceeding analysis will work in exactly the same way for any full cluster, and so for simplicity of notation we deal only with the first cluster $U_1$. We further simplify this by writing $U_1 = U$, $V_1 = V$ and $W_1 = W$. 

Let $\mu$ denote the number of elements of $(A/A + A) \times (A/A + A)$ which lie in between $l_1$ and $l_{2M}$. Then\footnote{For the sake of simplicity of presentation, a small abuse of notation is made here. The lines in $V$ and $W$ are identified with their slopes. In this way, the notation $\lambda_i \in V$ is used as a shorthand for \{(x, y) : y = \lambda_i x \} \in V$.}

$$
\mu \geq \tau |A|^2 \sum_{\lambda_1, \lambda_3 \in V, \lambda_2, \lambda_4 \in W, (\lambda_1, \lambda_2) \neq (\lambda_3, \lambda_4)} \mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4),
$$

(12)

where

$$
\mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) := |\{ z \in (A_{\lambda_1} + (a_{\lambda_2}, \lambda_2a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (A_{\lambda_3} + (a_{\lambda_4}, \lambda_4a_{\lambda_4}) \cdot \Delta(A^{-1}))\} |
$$

In (12), the first term is obtained by counting sums from all pairs of lines in $V \times W$. The second error term covers the overcounting of elements that are counted more than once in the first term.

The next task is to obtain an upper bound for $\mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ for an arbitrary quadruple $(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ which satisfies the aforementioned conditions.

Suppose that

$$
z = (z_1, z_2) \in (A_{\lambda_1} + (a_{\lambda_2}, \lambda_2a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (A_{\lambda_3} + (a_{\lambda_4}, \lambda_4a_{\lambda_4}) \cdot \Delta(A^{-1})).
$$

Then

$$
(z_1, z_2) = (a_1, \lambda_1a_1) + (a_{\lambda_2}a_{\lambda_2}^{-1}, \lambda_2a_{\lambda_2}a_{\lambda_2}^{-1}) = (a_3, \lambda_3a_3) + (a_{\lambda_4}b_{\lambda_4}^{-1}, \lambda_4a_{\lambda_4}b_{\lambda_4}^{-1}),
$$

for some $a_1 \in A_{\lambda_1}$, $a_3 \in A_{\lambda_3}$ and $a, b \in A$. Therefore,

$$
z_1 = a_1 + a_{\lambda_2}a_{\lambda_2}^{-1} = a_3 + a_{\lambda_4}b_{\lambda_4}^{-1}
$$

$$
z_2 = \lambda_1a_1 + \lambda_2a_{\lambda_2}a_{\lambda_2}^{-1} = \lambda_3a_3 + \lambda_4a_{\lambda_4}b_{\lambda_4}^{-1}
$$

### 3.4 Bounding $\mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ in the case when $\lambda_4 \neq \lambda_2$

Let us assume first that $\lambda_4 \neq \lambda_2$. Note that this assumption implies that $\lambda_4 \neq \lambda_1, \lambda_2, \lambda_3$.

We have

$$
0 = \lambda_1a_1 + \lambda_2a_{\lambda_2}a_{\lambda_2}^{-1} - \lambda_3a_3 - \lambda_4a_{\lambda_4}b_{\lambda_4}^{-1} - \lambda_4(a_1 + a_{\lambda_2}a_{\lambda_2}^{-1} - a_3 - a_{\lambda_4}b_{\lambda_4}^{-1}),
$$

and thus

$$
0 = a_{\lambda_2}(\lambda_2 - \lambda_4)a_{\lambda_2}^{-1} + (\lambda_1 - \lambda_4)a_1 + (\lambda_4 - \lambda_3)a_3.
$$

(13)

Note that the values $\lambda_1 - \lambda_4, a_{\lambda_2}(\lambda_2 - \lambda_4)$ and $\lambda_4 - \lambda_3$ are all non-zero. We have shown that each contribution to $\mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ determines a solution to (13) with $(a, a_1, a_3) \in A \times A_{\lambda_1} \times A_{\lambda_3}$. Furthermore, the solution to (13) that we obtain via this deduction is unique, and so a bound for $\mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4)$ will follow from a bound to the number of solutions to (13).

It therefore follows from an application of Lemma 5 that

$$
\mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \leq C \cdot d(A^{-1})^{1/3}A^{1/3}(A)^{2/3} = C \cdot d(A)^{1/3}A^{1/3}(A)^{2/3},
$$
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where \( C \) is an absolute constant. Therefore,

\[
\mu \geq M^2|A| \tau - M^4Cd^{1/3}(A)|A|^{1/3} \tau^{4/3} - \sum_{\lambda_1, \lambda_3 \in V, \lambda_2 \in W; \lambda_1 \neq \lambda_3} \mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_2)
\]

We now impose a condition on the parameter \( M \) (recall that we will choose an optimal value of \( M \) at the conclusion of the proof) to ensure that the first error term is dominated by the main term. We need

\[
CM^4d^{1/3}(A)|A|^{1/3} \tau^{4/3} \leq \frac{M^2|A| \tau}{2},
\]

which simplifies to

\[
M \leq \frac{|A|^{1/3}}{\sqrt{2Cd^{1/6}(A)\tau^{1/6}}}.\tag{15}
\]

With this restriction on \( M \), we now have

\[
\mu \geq \frac{M^2|A| \tau}{2} - \sum_{\lambda_1, \lambda_3 \in V; \lambda_2 \in W; \lambda_1 \neq \lambda_3} \mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_2).\tag{16}
\]

It remains to bound this second error term.

### 3.5 Bounding \( \mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_4) \) in the case \( \lambda_4 = \lambda_2 \)

It is in this case that we need to take care to make good choices for the fixed points \((a_\lambda, \lambda a_\lambda)\) on each line \( \lambda \).

Fix \( \lambda_2 \in W \). We want to prove that there is a choice for \((a_{\lambda_2}, \lambda a_{\lambda_2}) \in \mathcal{A}_{\lambda_2}\) such that

\[
\sum_{\lambda_1, \lambda_3 \in V; \lambda_1 \neq \lambda_3} \mathcal{E}(\lambda_1, \lambda_2, \lambda_3, \lambda_2) \ll M^2\tau^{1/3}|A|^{4/3}.
\]

We will do this using the Szemerédi-Trotter Theorem. Consider the sum

\[
\sum_{a_{\lambda_2} \in \mathcal{A}_{\lambda_2}} \sum_{\lambda_1, \lambda_3 \in V; \lambda_1 \neq \lambda_3} |\{z \in (\mathcal{A}_{\lambda_1} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (\mathcal{A}_{\lambda_3} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1}))\}|.
\]

Suppose that

\[
z = (z_1, z_2) \in (\mathcal{A}_{\lambda_1} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (\mathcal{A}_{\lambda_3} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})).
\]

Then

\[
(z_1, z_2) = (a_1, \lambda_1 a_1) + (a_{\lambda_2} a^{-1}, \lambda_2 a_{\lambda_2} a^{-1}) = (a_3, \lambda_3 a_3) + (a_{\lambda_2} b^{-1}, \lambda_2 a_{\lambda_2} b^{-1}),
\]

for some \( a_1 \in A_{\lambda_1}, a_3 \in A_{\lambda_3}, \) and \( a, b \in A \). Therefore,

\[
z_1 = a_1 + a_{\lambda_2} a^{-1} = a_3 + a_{\lambda_2} b^{-1}
\]

\[
z_2 = \lambda_1 a_1 + \lambda_2 a_{\lambda_2} a^{-1} = \lambda_3 a_3 + \lambda_2 a_{\lambda_2} b^{-1}.
\]

We have

\[
0 = \lambda_1 a_1 + \lambda_2 a_{\lambda_2} a^{-1} - \lambda_3 a_3 - \lambda_2 a_{\lambda_2} b^{-1} - \lambda_1 (a_1 + a_{\lambda_2} a^{-1} - a_3 - a_{\lambda_2} b^{-1}),
\]
and thus
\[
\frac{\lambda_3 - \lambda_1}{\lambda_2 - \lambda_1} a_3 = a_{\lambda_2} (a^{-1} - b^{-1}). \tag{17}
\]

As in the previous subsection, this shows that the quantity
\[
\sum_{a_{\lambda_2} \in A_{\lambda_2}, \lambda_1 \neq \lambda_3 \in V} \left| (\mathcal{A}_{\lambda_1} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (\mathcal{A}_{\lambda_3} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \right|
\]
is no greater than the number of solutions to (17) such that \((\lambda_1, \lambda_3, a, b, a, a_3) \in V \times V \times A \times A \times A_{\lambda_2} \times A_{\lambda_3}.

Fix, \(\lambda_1, \lambda_3 \in V\) such that \(\lambda_1 \neq \lambda_3\). Let \(Q = A^{-1} \times A_{\lambda_3\lambda_3}\). Define \(l_{m,c}\) to be the line with equation \(\frac{A_{\lambda_3} - \lambda_1}{\lambda_2 - \lambda_1} y = m(x - c)\) and define \(L\) to be the set of lines
\[
L = \{l_{a_{\lambda_2}, b-1} : a_{\lambda_2} \in A_{\lambda_2}, b \in A\}.
\]

Note that \(|Q| \approx |L| \approx \tau |A|\) and so
\[
I(Q, L) \ll (\tau |A|)^{4/3}.
\]

Repeating this analysis via the Szemerédi-Trotter Theorem for each pair of distinct \(\lambda_1, \lambda_3 \in V\), it follows that the number of solutions to (17) is \(O(M^2(\tau |A|)^{4/3})\). In summary,
\[
\sum_{a_{\lambda_2} \in A_{\lambda_2}, \lambda_1 \neq \lambda_3 \in V} \left| (\mathcal{A}_{\lambda_1} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (\mathcal{A}_{\lambda_3} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \right| \ll M^2(\tau |A|)^{4/3}.
\]

Therefore, by the pigeonhole principle, there is some \(a_{\lambda_2} \in A_{\lambda_2}\) such that
\[
\sum_{\lambda_1 \neq \lambda_3 \in V} \left| (\mathcal{A}_{\lambda_1} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \cap (\mathcal{A}_{\lambda_3} + (a_{\lambda_2}, \lambda_2 a_{\lambda_2}) \cdot \Delta(A^{-1})) \right| \ll M^2 \tau^{1/3} |A|^{4/3}. \tag{18}
\]

We can then choose the fixed point \((a_{\lambda_2}, \lambda_2 a_{\lambda_2})\) on \(l_{\lambda_2}\) to be that corresponding to the value \(a_{\lambda_2}\) satisfying inequality (18). This in fact shows that
\[
\sum_{\lambda_1 \neq \lambda_3 \in V} \varepsilon(\lambda_1, \lambda_2, \lambda_3, \lambda_2) \ll M^2 \tau^{1/3} |A|^{4/3}. \tag{19}
\]

We repeat this process for each \(\lambda_2 \in W\) to choose a fix point for each line with slope in \(W\). Summing over all \(\lambda_2 \in W\), we now have
\[
\sum_{\lambda_1 \neq \lambda_3 \in V, \lambda_2 \in W} \varepsilon(\lambda_1, \lambda_2, \lambda_3, \lambda_2) \ll M^3 \tau^{1/3} |A|^{4/3}. \tag{20}
\]

We have a bound for error term in (16). Still, we need to impose a condition on \(M\) so that this error term is dominated by the main term. We need
\[
M^3 \tau^{1/3} |A|^{4/3} \leq \frac{M^2 |A| \tau}{4},
\]
which simplifies to
\[
M \leq \frac{\tau^{2/3}}{4 |A|^{1/3}}. \tag{21}
\]

With this restriction on \(M\), we now have
\[
\mu \geq \frac{M^2 |A| \tau}{4}. \tag{22}
\]
Our integer parameter $M$ must satisfy (15) and (21). We therefore choose

$$M := \min \left\{ \frac{|A|^{1/3}}{\sqrt{2C}d^{1/6}(A)\tau^{1/6}}, \frac{\tau^{2/3}}{4|A|^{1/3}} \right\}.$$ 

Summing over the full clusters, of which there are at least $\frac{|S_\tau|}{M}$, yields

$$|A/A + A|^2 \geq \frac{|S_\tau| M^2}{4M} |A|\tau$$

$$\gg |S_\tau| M |A|\tau$$

(23)\hspace{1cm}(24)

### 3.6 Choosing $M$ - case 1

Suppose first that $M = \left\lfloor \frac{|A|^{1/3}}{\sqrt{2C}d^{1/6}(A)\tau^{1/6}} \right\rfloor$.

Recall that we need $2 \leq 2M \leq |S_\tau|$. It is easy to check that the upper bound for $M$ is satisfied. Indeed,

$$2M \leq \frac{2}{\sqrt{2C}}|A|^{1/3} \leq \frac{|A|}{2 \log |A|} \leq |S_\tau|.$$ 

The first inequality above uses the fact that $d(A) \geq 1$ for all $A$ (since one can take $C$ to be a singleton in the (4)), as well as the bound $\tau \geq 1$. The second inequality is true for sufficiently large $|A|$, and the third is (7). Since smaller sets can be dealt with by choosing sufficiently small implied constants in the statement, we may assume that $2M \leq |S_\tau|$.

Assume first that $M \geq 1$ (we will deal with the other case later). Then, by (24) and the definition of $M$

$$|A/A + A|^2 \gg \frac{|S_\tau| |A|^{4/3}\tau^{5/6}}{d^{1/6}(A)}.$$ 

Applying the inequality $|S_\tau| \gg \frac{|A|^2}{\log |A|}$, it follows that

$$d^{1/6}(A)|A/A + A|^2 \gg \frac{|A|^3 |S_\tau|^{1/6}}{\log^{2/6} |A|}.$$ 

(25)

After bounding the left hand side of this inequality using (11), we obtain

$$\frac{|A/A + A|^{2/3}|S_\tau|^{1/6} \log^{1/2} |A|}{|A|^{7/6}} |A/A + A|^2 \gg d^{1/6}(A)|A/A + A|^2 \gg \frac{|A|^3 |S_\tau|^{1/6}}{\log^{2/6} |A|}.$$ 

Rearranging this expression leads to the bound

$$|A/A + A| \gg \frac{|A|^{25/16}}{\log^{1/2} |A|}$$ 

which is stronger than the claim of the theorem.

It remains is to consider what happens if $M \leq 1$. Indeed, if this is the case, then

$$\frac{|A|^{1/3}}{\sqrt{8C}d^{1/6}(A)\tau^{1/6}} < 1$$

and so

$$\frac{|A|^{1/3}}{d^{1/6}(A)\tau^{1/6}} \ll 1.$$
After applying the bound $\tau \leq |A|^2/|S_\tau|$, it follows that

\[
\frac{|S_\tau|^{1/6}}{d^{1/6}(A)} < 1 \ll \frac{|A/A + A|^2}{|A|^3},
\]

where the latter inequality is a consequence of Theorem 1. In particular, this implies that (25) holds. We can then repeat the earlier analysis and once again reach the conclusion that

\[
|A/A + A| \gg \frac{|A|^{2 + \frac{1}{13}}}{\log^{7/2} |A|}.
\]

### 3.7 Choosing $M$ - case 2

Suppose now that $M = \left\lfloor \frac{\tau^{2/3}}{4|A|^{1/3}} \right\rfloor$.

Again, we need to check that $2 \leq 2M \leq |S_\tau|$. If the lower bound does not hold then (9) gives a contradiction for sufficiently large $|A|$. Smaller sets can be dealt with by choosing sufficiently small implied constants in the statement. If the upper bound does not hold then

\[
\frac{\tau^{2/3}}{|A|^{1/3}} \geq 2M > |S_\tau|.
\]

Multiplying both sides of this inequality by $\tau$ and applying (8) gives the contradiction

\[
|A|^{5/3} \geq \tau^{5/3} \gg \frac{|A|^{7/3}}{\log |A|}.
\]

Since this choice of $M$ is valid, we can now conclude the proof. From (9), we have

\[
M \gg \frac{\tau^{2/3}}{|A|^{1/3}} \gg \frac{|A|^{2 + \frac{1}{13}}}{\log^{7/2} |A|}.
\]

Then, by (24) and (8),

\[
|A/A + A|^2 \gg \frac{|A|^3}{\log |A|} M \gg \frac{|A|^{3 + \frac{1}{13}}}{\log^{5/3} |A|}.
\]

We conclude that

\[
|A/A + A| \gg \frac{|A|^{2 + \frac{1}{13}}}{\log^{5/6} |A|},
\]

and so the proof is complete. ◀

---
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Abstract

We study the complexity of geometric problems on spaces of low fractal dimension. It was recently shown by [Sidiropoulos & Sridhar, SoCG 2017] that several problems admit improved solutions when the input is a pointset in Euclidean space with fractal dimension smaller than the ambient dimension. In this paper we prove nearly-matching lower bounds, thus establishing nearly-optimal bounds for various problems as a function of the fractal dimension.

More specifically, we show that for any set of \( n \) points in \( d \)-dimensional Euclidean space, of fractal dimension \( \delta \in (1, d) \), for any \( \varepsilon > 0 \) and \( c \geq 1 \), any \( c \)-spanner must have treewidth at least \( \Omega \left( \frac{n^{1-1/(\delta-1)}}{c^{\mathcal{O}(d-1)}} \right) \), matching the previous upper bound. The construction used to prove this lower bound on the treewidth of spanners, can also be used to derive lower bounds on the running time of algorithms for various problems, assuming the Exponential Time Hypothesis. We provide two prototypical results of this type:

- For any \( \delta \in (1, d) \) and any \( \varepsilon > 0 \), \( d \)-dimensional Euclidean TSP on \( n \) points with fractal dimension at most \( \delta \) cannot be solved in time \( 2^{O(n^{1-1/(\delta-\varepsilon)})} \). The best-known upper bound is \( 2^{O(n^{1-1/\log n})} \).

- For any \( \delta \in (1, d) \) and any \( \varepsilon > 0 \), the problem of finding \( k \)-pairwise non-intersecting \( d \)-dimensional unit balls/axis parallel unit cubes with centers having fractal dimension at most \( \delta \) cannot be solved in time \( f(k)n^{O(k^{1-1/(\delta-\varepsilon)})} \) for any computable function \( f \). The best-known upper bound is \( n^{O(k^{1-1/\log n})} \).

The above results nearly match previously known upper bounds from [Sidiropoulos & Sridhar, SoCG 2017], and generalize analogous lower bounds for the case of ambient dimension due to [Marx & Sidiropoulos, SoCG 2014].
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1 Introduction

The curse of dimensionality is a general phenomenon in computational geometry, asserting that the complexity of many problems increases rapidly with the dimension of the input. Sets of fractional dimension can be used to model various processes and phenomena in science and engineering [25]. Recently, the complexity of various geometric optimization problems was studied as a function of the fractal dimension of the input [23]. It was shown that, for several problems, improved algorithms can be obtained when the fractal dimension is smaller than the ambient dimension.

Interestingly, the algorithms obtained in [23] nearly match the best-possible algorithms for integral dimension. In this paper, we give nearly-matching lower bounds, assuming the Exponential Time Hypothesis (ETH). We remark that there are several different definitions of fractal dimension that can be considered. Our results indicate that, for the case of Euclidean pointsets, the definition of fractal dimension we consider is the “correct” one for certain computational problems. That is, it precisely generalizes the dependence of the running time on the ambient dimension.

1.1 Our contribution

We obtain nearly-optimal lower bounds for various prototypical geometric problems. Our results are obtained via a general method that could be applicable to other problems.

Spanners

We begin with a lower bound on the treewidth of spanners. It is known that any set of \( n \) points in \( \mathbb{R}^d \) admits a \((1 + \varepsilon)\)-spanner of size \( n(1/\varepsilon)^\text{O}(d) \) [22, 27]. This result has been generalized for the case of fractal dimension. Specifically, it was shown in [23] that any \( n \)-point set in \( O(1) \)-dimensional Euclidean space, of fractal dimension \( \delta > 1 \), admits a \((1 + \varepsilon)\)-spanner of size \( n(1/\varepsilon)^\text{O}(d) \), and of pathwidth \( O(n^{1-1/\delta} \log n) \). We show the following lower bound, which establishes that the upper bound from [23] is essentially best-possible.

▶ Theorem 1. Let \( d \geq 2 \) be an integer. Then for all \( \delta \in (1, d) \), for all \( \varepsilon > 0 \) and for all \( n_0 \in \mathbb{N} \), there exists a set of \( n \geq n_0 \) points \( P \subset \mathbb{R}^d \), of fractal dimension at most \( \delta' \), where \( |\delta - \delta'| \leq \varepsilon \), such that for any \( c \geq 1 \), any \( c \)-spanner \( G \) of \( P \) has \( \text{tw}(G) = \Omega \left( \frac{n^{1-1/c}}{c^2 - 1} \right) \).

Independent Set of Unit Balls

We consider the \( k \)-Independent Set of Unit Balls in \( \mathbb{R}^d \), which is a prototypical geometric optimization problem, parameterized by the optimum. In this problem given a set of \( n \) unit balls in \( \mathbb{R}^d \), we seek to find a set of \( k \) pairwise non-intersecting balls. It is known that this problem can be solved in time \( n^{O(k^{1-1/d})} \), for any \( d \geq 2 \) [1, 19], and that there is no algorithm with running time \( f(k)n^{o(k^{1-1/d})} \), for any computable function \( f \), assuming ETH [19] (see also [17]). The upper bound has been generalized for fractal dimension as follows: It has been shown that when the set of centers of the balls has fractal dimension \( \delta \), the problem can be solved in time \( n^{O(k^{1-1/\delta} \log n)} \) [23]. We show the following lower bound on the running time, which nearly matches this upper bound, up to a logarithmic term.
Theorem 2. Let \( d \geq 2 \) be an integer, and let \( 1 < \delta' < \delta < d \). If for all \( k \), and for some computable function \( f \), there exists an \( f(k)n^{o(k^{(k-1)/\delta'})} \) time algorithm for finding \( k \) pairwise non-intersecting open balls in a collection of \( n \) unit balls with the centers having fractal dimension at most \( \delta \), then ETH fails.

Euclidean TSP

It is known that TSP on a set of \( n \) points in \( d \)-dimensional Euclidean space can be solved in time \( 2^{1-1/d}nO(1) \) [24], and that there is no algorithm with running time \( 2^{O(n^{1-1/d'-\varepsilon})} \), for any \( \varepsilon > 0 \), assuming ETH. The upper bound has been generalized to the case of fractal dimension as follows. It has been shown that for a set of fractal dimension \( \delta > 1 \), in \( O(1) \)-dimensional Euclidean space, TSP can be solved in time \( 2^{O(n^{1-1/\delta}\log n)} \). Here, we obtain the following nearly-tight lower bound.

Theorem 3. Let \( d \geq 2 \) be an integer. Then, for all \( \delta \in (2,d) \), for all \( \delta' \in (1,\delta) \), and for all \( n_0 \in \mathbb{N} \), if there exists \( n \geq n_0 \) such that Euclidean TSP in \( \mathbb{R}^d \) on all pointsets of size \( n \) and fractal dimension at most \( \delta \) can be solved in time \( 2^{O(n^{1-1/\delta'})} \), then ETH fails.

1.2 Overview of techniques

We now briefly highlight the main technical tools used in the paper.

High-level idea

We derive our lower bounds by adapting a method from the case of graph problems. It is known that, for many problems on graphs, large treewidth implies large running time lower bounds (see, e.g. [18]). This is typically done by exploiting the duality between treewidth and grid minors. Specifically, it is known that, for any \( r \), graphs of treewidth at least \( f(r) \), for some function \( f \), have the \((r \times r)\)-grid as a minor [21]. In fact, the function \( f \) is known to be linear for planar graphs [20], and polynomial in general [5]. One can often obtain a lower bound on the running time by using the grid minor to embed a large hard instance in the input. We apply the above approach to the geometric setting by relating fractal dimension to treewidth. Specifically, we construct a pointset in Euclidean space, such that any \( O(1) \)-spanner must have large treewidth.

From fractal dimension to treewidth

A main technical ingredient for obtaining nearly-optimal lower bounds is constructing pointsets such that the treewidth of any \( O(1) \)-spanner is as large as possible. For the case of exposition, we will describe the construction in the continuous case. We construct some \( X \subset \mathbb{R}^d \), and we discretize \( X \) by taking some \( O(1) \)-approximate \( \varepsilon \)-net \( N_\varepsilon \) of \( X \). Let us refer to the fractal dimension of the resulting infinite family of nets \( N_\varepsilon \), as the fractal dimension of \( X \) (see Section 1.4 for precise definitions). Our goal is to construct some \( X \), with some fixed fractal dimension \( \delta \in (1,\delta) \), such that the treewidth of any \( O(1) \)-spanner of \( N_\varepsilon \) is as large as possible as a function of \( 1/\varepsilon \).

---

1 Recall that a \( O(1) \)-approximate \( r \)-net in some metric space \((X, \rho)\) is some \( N \subseteq X \), such that for all \( x \neq y \in N \), \( \rho(x,y) > r \), and for all \( z \notin N \), \( \rho(z,N) = \inf_{y \in N} d(z,y) = O(r) \).
A first failed attempt: the Sierpiński carpet

Let us now briefly describe the construction and point out the main technical challenges. A natural first attempt in $\mathbb{R}^2$ is to let $X$ be the Sierpiński carpet. This is a set obtained from the unit square by removing the central square of side length $1/3$, and by recursing on the remaining 8 sub-squares (see Figure 1). Unfortunately, this construction does not lead to a tight treewidth lower bound. Specifically, the resulting set has fractal dimension $\delta = \log 8/\log 3$, while there exist $O(1)$-spanners of treewidth $O(n^{1-1/\gamma})$, where $\gamma$ is a constant arbitrarily close to $\log 6/\log 3$.

Intuitively, this happens for the following reason. Let $S_\varepsilon$ be any $O(1)$-spanner for $N_\varepsilon$. Then, the largest possible grid minor in $S_\varepsilon$ does not use most of the vertices in $S_\varepsilon$. Thus, roughly speaking, we can obtain a larger grid minor by constructing a set $X$ so that as few vertices of $S_\varepsilon$ as possible are being "wasted".

Constructing a treewidth-extremal fractal: the Cantor crossbar

Using the above observation, we define the set $X$ as follows. We first recall that the Cantor set $C$ is obtained from the unit interval by removing the central interval of length $1/3$, and recursing on the other two (see Figure 2). We define $C'$ to be the Cartesian product of $C$ with $[0,1]$, and we set $X$ to be the union of two copies of $C'$, where one is rotated by $\pi/2$. We refer to the resulting set as the Cantor crossbar (see Figure 3). We can show that the resulting set achieves a nearly-optimal treewidth lower bound.

The above construction can be generalized to the case where the ambient dimension is $d \geq 2$ as follows. Recall that, for any $d' \geq 1$, the Cantor dust in $\mathbb{R}^{d'}$, denoted by $D_{d'}$, is the Cartesian product of $d'$ copies of the Cantor set (see Figure 4). Let $e_1, \ldots, e_d$ be the standard orthonormal basis in $\mathbb{R}^d$. For each $i \in \{1, \ldots, d\}$, we define $T_i$ to be the Cartesian product of $D_{d-1}$ with $[0,1]$, rotated so that $[0,1]$ is parallel to $e_i$. Finally, we set $X = T_1 \cup \ldots \cup T_d$ (see Figure 5).
The above construction gives a set with some fixed fractal dimension $\delta$, for each fixed $d \geq 2$. We can generalize the construction so that $\delta$ attains any desired value in the range $(1,d]$. The only difference is that, when defining the Cantor dust, we start with a Cantor set of smaller dimension. This can be done by removing the central interval of length $\alpha \in (0,1)$, instead of $1/3$, and recursing on the remaining two intervals of length $(1 - \alpha)/2$.

From spanner lower bounds to running time lower bounds

The above construction of the Cantor crossbar leads to a nearly-optimal lower bound for the treewidth of $O(1)$-spanners. We next use this construction to obtain running time lower bounds. Informally, a typical NP-hardness reduction for some geometric problem in the plane works as follows: One encodes some known computationally hard problem by constructing “gadgets” that are arranged in a grid-like fashion in $\mathbb{R}^2$ (see, e.g. [19]). More generally, for problems in $\mathbb{R}^d$, the gadgets are arranged along some $d$-dimensional grid. We follow a similar approach, with the main difference being that we arrange the gadgets along a Cantor crossbar.

1.3 Other related work

There has been a large body of work on determining the effect of doubling dimension on the complexity of various geometric problems [10, 2, 6, 14, 8, 16, 4, 3, 9, 26]. Other notions of dimension that have been considered include low-dimensional negatively curved spaces [15], growth-restricted metrics [12], as well as generalizations of doubling dimension to metrics of so-called bounded global growth [11]. In all of the above lines of research the goal is to extend tools and ideas from the Euclidean setting to more general geometries. In contrast, we study restricted classes of Euclidean instances, with the goal of obtaining better bounds than what is possible in the general case.

1.4 Preliminaries

We give some definitions that are used throughout the paper.
Definition 4 (ε-covering). Let \( X \) be a set and \( A \subseteq X \). Then, \( A \) is an \( ε \)-covering of \( X \) if for every \( x \in X \), there exists \( a \in A \) such that \( \text{dist}(x, a) \leq ε \).

Definition 5 (ε-packing). A set \( A \) is called an \( ε \)-packing if for all \( x, y \in A \), \( \text{dist}(x, y) \geq ε \).

Definition 6 (ε-net). A set \( A \subseteq X \) is called an \( ε \)-net of \( X \) if \( A \) is an \( ε \)-packing as well as an \( ε \)-covering of \( X \).

Definition 7 (Fractal dimension). [23] Given \( x \in \mathbb{R}^d \) and \( r > 0 \), let \( B(x, r) \) denote the ball of radius \( r \) centered at \( x \). The fractal dimension of some \( P \subseteq \mathbb{R}^d \), denoted by \( \text{dim}_f(P) \), is defined as the infimum \( \delta \), such that for any \( ε > 0 \) and \( r \geq 2ε \), for any \( ε \)-net \( N \) of \( P \), and for any \( x \in \mathbb{R}^d \), we have \( |N \cap B(x, r)| = O((r/ε)^\delta) \).

We have the following lemmas showing invariance of fractal dimension under certain operations.

Lemma 8. Let \( d \geq 1 \) be an integer, let \( 0 < \delta \leq d \) and let \( c > 0 \) be some constant. Let \( P \subseteq \mathbb{R}^d \) be a pointset such that \( \text{dim}_f(P) = \delta \). Let \( P' \) be the pointset obtained by uniformly scaling the points of \( P \) about the origin by a factor of \( c \). Then \( \text{dim}_f(P') = \delta \).

Lemma 9. Let \( d \geq 1 \) be some integer, let \( 0 < \delta \leq d \) and let \( c > 0 \) be some constants. Let \( P \subseteq \mathbb{R}^d \) be a pointset such that \( \text{dim}_f(P) = \delta \) and for all \( u, v \in P \), \( d(u, v) > 4ε \). For all \( p \in P \) let \( S_p \subseteq \mathbb{R}^d \) be a set of points such that \( |S_p| \leq k \) and for all \( x \in S_p \), \( d(x, p) \leq c \). Let \( P' = \bigcup_{p \in P} S_p \). Then \( \text{dim}_f(P') = \delta \).

Definition 10 (ε-spanner). For any pointset \( P \subseteq \mathbb{R}^d \), and for any \( c \geq 1 \), a \( c \)-spanner for \( P \) is a graph \( G \) with \( V(G) = P \), such that for all \( x, y \in P \), we have
\[
||x - y||_2 \leq d_G(x, y) \leq c \cdot ||x - y||_2,
\]
where \( d_G \) denotes the shortest path distance in \( G \).

Definition 11 (Treewidth). [7] Let \( G \) be a graph, \( T \) a tree and \( \mathcal{V} = \{V_t\}_{t \in T} \) be a family of vertex sets \( V_t \subseteq V(G) \) indexed by the vertices \( t \) of \( T \). The pair \((T, \mathcal{V})\) is called a tree-decomposition of \( G \) if it satisfies the following three conditions:
1. \( V(G) = \bigcup_{t \in T} V_t \).
2. For every edge \( e \in G \), there exists a \( t \in T \) such that both ends of \( e \) lie in \( V_t \).
3. \( V_{t_1} \cap V_{t_2} \subseteq V_{t_2} \), whenever \( t_2 \) lies in the unique path joining \( t_1 \) and \( t_3 \) in \( T \).
The width of \((T, \mathcal{V})\) is the number \( \max\{|V_t| : t \in T\} \) and the treewidth of \( G \) is the least width of any tree-decomposition of \( G \).

Exponential Time Hypothesis. The Exponential Time Hypothesis states that there is no \( 2^{o(n)} \) algorithm to solve the \( n \)-variable 3SAT.

1.5 Organization

This paper is organized as follows. In section 2, we present lower bounds on the treewidth of spanners for arbitrary pointsets with integral dimension, and with fractal dimension. In section 3, we present running time lower bound on the Independent Set of Balls problem on pointsets with arbitrary fractal dimension in \( \mathbb{R}^d \). The proof of Theorem 3 can be found in the full version of the paper. This theorem proves running time lower bound on the Euclidean TSP problem on pointsets with arbitrary fractal dimension in \( \mathbb{R}^d \).
2 Lower bounds on the treewidth of spanners

In this section, we obtain lower bounds on the treewidth of spanners for arbitrary pointsets. In subsection 2.1, we consider pointsets with integral fractal dimension. In subsection 2.2, we consider a discretized version of the Sierpiński carpet whose fractal dimension is less than two but greater than 1. In subsection 2.3, we use a carefully chosen inductive construction to obtain a specific fractal pointset of fractal dimension \(\log_3 \frac{6}{\log_3 7}\). This pointset gives us a nearly tight lower bound on the treewidth of a spanner. We finally generalize this construction in subsection 2.4 and present the proof of Theorem 1.

2.1 Treewidth and integral dimension

We obtain lower bounds on the treewidth of spanners for pointsets with integral fractal dimension. We will make use of the following theorem due to Kozawa et al. [13] for the proofs in this section.

\textbf{Theorem 12 ([13])}. The treewidth of the \(d\)-dimensional grid on \(n\) vertices is \(\Theta(n^{1-1/d})\).

\textbf{Theorem 13}. For any integer \(d \geq 1\), there exists a set of \(n\) points \(P \subseteq \mathbb{R}^d\) such that for any \(c \geq 1\), and for any \(c\)-spanner \(G\) of \(P\), \(\text{tw}(G) = \Omega \left( \frac{n^{1-1/d}}{c^{d-1}} \right)\).

\textbf{Proof}. Fix an integer \(d \geq 1\). Let \(n \in \mathbb{N}\) be such that \(n^2\) is an integer. Let \(P = \{(1,2,\cdots,n^2)^d\}\) and let \(G\) be any \(c\)-spanner of \(P\). Let \(p = (p_1,\ldots,p_d)\) be a point in \(P\). We define \(P'\) and \(X'\) as follows:

\(P' = \{ p \in P \mid \exists 1 \leq i \leq d \text{ such that } \forall j \neq i, (p_j \text{ mod } (c + 1)) = 1 \}\).

\(X = \{ p \in P' \mid \forall 1 \leq i \leq d, (p_i \text{ mod } (c + 1)) = 1 \}\).

Consider the points in \(P'\). We call a row of points in \(P'\) that is parallel to one of the \(d\) axes a \textit{full row} if this row consists of exactly \(n^2\) points with adjacent points unit distance apart. Consider for any \(1 \leq i \leq d\), the points of any pair of full rows \(R\) and \(T\) that are both parallel to the \(i\)-th axis. We have that for any pair of consecutive points \(x_1, x_2\) in \(R\) and for any pair of consecutive points \(y_1, y_2\) in \(T\), no shortest path in \(G\) joining \(x_1\) and \(x_2\) can intersect any shortest path in \(G\) joining \(y_1\) and \(y_2\). Suppose not, then let \(z\) be a point of intersection between two such shortest paths. Since \(G\) is a \(c\)-spanner and consecutive points in any row are distance 1 apart, we have \(d_G(x_1, z) + d_G(x_2, z) \leq c\) and similarly, \(d_G(y_1, z) + d_G(y_2, z) \leq c\). But this implies that at least one of \(d_G(x_1, y_1), d_G(x_1, y_2), d_G(x_2, y_1)\) and \(d_G(x_2, y_2)\) is at most \(c\) due to triangle inequality. This is a contradiction because \(G\) is non-contracting and the distance between \(R\) and \(T\) is at least \(c + 1\) by our choice of \(R\) and \(T\).

Now if we consider a shortest path between every pair of consecutive points in the row \(R\) and concatenate these paths, all loops, then we can obtain a path from one end of this row to the other end. Doing the same for all full rows in \(P'\), we end up with a set of paths traversing the points in the full rows. Moreover from the earlier argument, it follows that any two such paths obtained from parallel full rows are vertex disjoint. Thus for all \(1 \leq i \leq d\), we can obtain a set of vertex disjoint paths \(Q_i\) in \(G\) that traverse the points in the full rows of \(P'\) parallel to the \(i\)-th axis.

Finally we define a subgraph \(H\) of \(G\) as follows: \(H\) consists of the points in \(X\). Furthermore, for any pair of points \(p, q \in X\) such that \(p\) and \(q\) differ only along one coordinate, say the \(i\)-th coordinate, and differ by exactly \(c + 1\), \(H\) also consists of the sub-path between \(p\) and \(q\) of the corresponding path in \(Q_i\), connecting \(p\) and \(q\). Now contracting these paths in \(H\) between adjacent points in \(X\) results in a \(d\)-dimensional grid with \(\frac{n^2}{(c+1)^d}\) points. Thus, we conclude that \(\text{tw}(G) = \Omega \left( \frac{n^{1-1/d}}{(c+1)^d} \right) = \Omega \left( \frac{n^{1-1/d}}{c^{d-1}} \right)\). \hfill \(\blacksquare\)
2.2 A first attempt: The Sierpiński carpet
Consider a set of points $X$ obtained by the following method: start with a $3^k \times 3^k$ integer grid for some $k \in \mathbb{N}$ and partition it into 9 subgrids of equal size. We delete all the points in the central subgrid and recurse on the remaining 8 subgrids. The recursion stops when we arrive at a subgrid containing a single point. This is a natural discrete variant of the Sierpiński carpet.

**Theorem 14.** Let $\delta$ be the fractal dimension of the set of points $X$ obtained above. Then we have $\delta \geq \log_3 8$.

**Proof.** We start by recalling the definition of fractal dimension of a set of points $P$. It is the infimum $\delta > 0$ such that for any $\varepsilon > 0$, for any ball $B$ of radius $r \geq 2\varepsilon$ and for any $\varepsilon$-net $N$, we have $|B \cap N| = O((r/\varepsilon)^\delta)$.

As seen in the construction, the width of the grid reduces by $\frac{1}{3}$ at every step of recursion. Thus we may assume that the width is $\frac{1}{3^k}$ when we stop. Let $\varepsilon = \frac{1}{2} \cdot \frac{1}{3^k}$. Let $N = X$. We have $n = |X| = 8^k$ since every step of recursion is done on the remaining 8 subgrids. Let $r = \sqrt{2}$. Let $x$ be the point on the top left corner of the grid. Then $|B(x, r) \cap N| = n = 8^k \leq m \cdot \left(\frac{1}{3^k}\right)^k$ for some constant $m > 0$. This gives $8^k \leq m \cdot (\sqrt{2} \cdot 2 \cdot 3^k)^\delta$. Taking log on both sides, we get $\log 8 \leq \delta \log 3$. Thus, $\delta \geq \log_3 8$.

**Theorem 15.** There exists a set of $n$ points $P$ with fractal dimension $\delta \in (1, 2)$, and some $c$-spanner $G$ of $P$, where $c < 1 + \sqrt{2}$, such that $tw(G) = \Theta(n^{1-\frac{1}{\delta}})$, for some $\varepsilon > 0$.

2.3 One treewidth-extremal fractal: A discretized Cantor crossbar
In this section we describe the construction of a pointset in $\mathbb{R}^2$ with a specific fractal dimension of $\frac{\log 6}{\log 3}$. This pointset is a discretized version of the Cantor crossbar. We generalize this construction in the next section to construct pointsets with arbitrary fractal dimension.

**Theorem 16.** Let $\delta = \frac{\log 6}{\log 3}$. Then for all $n_0 \in \mathbb{N}$, there exists a set $P \subset \mathbb{R}^2$ of $n \geq n_0$ points of fractal dimension at most $\delta$, such that for any $c \geq 1$, any $c$-spanner $G$ of $P$ has $tw(G) = \Omega\left(n^{1-\frac{1}{c}}\right)$.

**Construction of the discrete Cantor crossbar.** To prove the above theorem, we consider the set of points obtained as follows. First we define $f(0)$ and $h(0)$ and $g(0)$ to be a single point. Then we inductively define $h(i), g(i)$ and $f(i)$ as follows. To get $h(i)$ we start with a $3^i \times 3^i$ integer grid and subdivide it into nine $3^{i-1} \times 3^{i-1}$ integer grids. Then we remove all 3 sub-grids in the middle row and replace each of the 6 remaining sub-grids with copies of $h(i-1)$. To get $g(i)$ we again start with a $3^i \times 3^i$ integer grid and subdivide it into nine $3^{i-1} \times 3^{i-1}$ integer grids. Then we remove all 3 sub-grids in the middle column and replace each of the 6 remaining sub-grids with copies of $g(i-1)$. Finally to get $f(i)$ we start with a $3^i \times 3^i$ integer grid and subdivide it into nine $3^{i-1} \times 3^{i-1}$ integer grids. Then we remove the central sub-grid. We then replace the four corner sub-grids with copies of $f(i-1)$. We replace the middle sub-grid in the first and last rows with copies of $h(i-1)$ and we replace the middle sub-grids of the first and last columns with copies of $g(i-1)$ as depicted in Figure 6. The pointset we require is given by $f(k)$ where $k$ is any positive integer. We have the following two lemmas regarding the pointset $f(k)$.

**Lemma 17.** $|f(k)| \leq 2 \cdot 6^k$. 


Lemma 18. Let $P = f(k)$. Then, $\dim(f(P)) \leq \log(6) / \log(3)$.

Lemma 19. Let $G$ be a $c$-spanner of $P$, where $c \geq 1$. Then, $\text{tw}(G) = \Omega \left( \frac{2^k}{c} \right)$.

Proof of Theorem 16. Using Lemma 18 and Lemma 19, we get that

$$\text{tw}(G) = \Omega \left( \frac{(3k\delta)^{1-\frac{1}{d}}}{c} \right) = \Omega \left( \frac{n^{1-\frac{1}{d}}}{c} \right)$$

2.4 A family of treewidth-extremal fractals for all dimensions

We can now generalize the ideas from the previous section to obtain a family of pointsets that allow us to get a lower bound on the treewidth of spanners for any given choice of fractal dimension.

Construction of treewidth-extremal fractal pointsets. Consider the family of pointsets defined as follows: For all integers $d > 0$, we name the dimensions from $\{1, 2, \ldots, d\}$ in an arbitrary manner. For all odd integers $l$ and $v$ such that $l > v$, we define each of $f_{l,v,d}(0), h_{1,v,d}(0), \ldots, h_{d,v,d}(0)$ to be a single point. We inductively define $f_{l,v,d}(i), h_{1,v,d}(i), \ldots, h_{d,v,d}(i)$ as follows: For $h_{1,v,d}(i)$, we start with an $d$-dimensional $l$ integer grid and subdivide it to get $l^d$ identical $l^{-1}$-dimensional integer subgrids. Now, along every dimension $j \in \{2, \ldots, d\}$, we remove all $l^{d-1}v$ subgrids in the middle $v$ rows of the subgrids. We then replace each of the remaining $l(l-v)^{d-1}$ subgrids with copies of $h_{1,v,d}(i-1)$. The pointset obtained is $h_{1,v,d}(i)$. In general for any $m \in [d]$, we construct $h_{m,v,d}(i)$ as follows: we start with a $d$-dimensional $l$ integer grid and subdivide it to get $l^d$ identical $l^{-1}$-dimensional integer subgrids. Then, along every dimension $j \neq m$, we remove all $l^{d-1}v$ subgrids in the middle $v$ rows of the subgrids. We replace each of the remaining $l(l-v)^{d-1}$ subgrids
with copies of \( h_{m_i}^{l,v,d}(i-1) \). The pointset thus obtained is \( h_{m_i}^{l,v,d}(i) \). In order to construct \( f^{l,v,d}(i) \), we start with a \( d \)-dimensional \( l^l \) integer grid and subdivide it into \( l^d \) identical \( l^{d-1} \) \( d \)-dimensional integer subgrids. Let \( S \) denote the set of the central \( v^d \) subgrids. Note that \( S \) is a \( d \)-dimensional grid with side length \( v(l^{d-1}) \). Now along every dimension \( m \in [d] \), there are \( \frac{(l-v)^d}{2} \) subgrids on each side of \( S \). We remove \( S \) as well as all such \( \frac{(l-v)^d}{2} \) subgrids lying on either side of \( S \) along every dimension. We replace each of the \( \frac{(l-v)^d}{2} \) subgrids in the \( 2^d \) corners with copies of \( f^{l,v,d}(i-1) \). Then along every dimension \( m \), we replace each of the remaining \( \frac{(l-v)^d}{2} \) subgrids with copies of \( h_{m_i}^{l,v,d}(i-1) \). The pointset thus obtained is \( f(i) \). To generate the pointset \( P \) mentioned in the statement of Theorem 1 we pick \( l \) and \( v \) such that \( \delta = \frac{\log(l(l-v)^d)}{\log l} \leq \varepsilon \). Such a pair of odd numbers always exists. Let \( \delta' = \frac{\log(l(l-v)^d)}{\log l} \). Then, we set \( P \) to be \( f^{l,v,d}(k) \), where \( k \) is any positive integer. We have the following lemmas regarding pointset \( P \).

- **Lemma 20.** For all odd integers \( l \) and \( v \) such that \( l > v \), and for all positive integers \( k > 0 \), we have that \( \dim_I(f^{l,v,d}(k)) \leq \frac{\log(l(l-v)^d)-1}{\log l} \).

- **Lemma 21.** \( \dim_f(P) \leq \delta' \).

**Proof.** This follows from Lemma 20 when applied to our choice of \( l,v \) and \( P \). \( \blacksquare \)

- **Lemma 22.** Let \( G \) be a \( c \)-spanner of \( P \), where \( c \geq 1 \). Then, \( \tw(G) = \Omega \left( \frac{(l-v)^{k(d-1)}}{c^{d-1}} \right) \).

**Proof of Theorem 1.** Using Lemma 22 and Lemma 21, we get that

\[
\tw(G) = \Omega \left( \frac{(l-v)^{k(d-1)}}{c^{d-1}} \right) = \Omega \left( \frac{k\delta'(1-\frac{1}{c})}{c^{d-1}} \right) = \Omega \left( \frac{n^{1-\frac{1}{c^d}}}{c^{d-1}} \right).
\]

This combined with the result of Lemma 21 proves the statement of the theorem. \( \blacksquare \)

### 3 Running time lower bound for Independent Set of Unit Balls

In this section, we present the proof of Theorem 2. Our argument uses a reduction from a type of Constraint Satisfaction Problem called the Geometric Constraint Satisfaction Problem. The definitions in this section are taken from [19].

**Definition 23 (The Constraint Satisfaction Problem).** [19] The input instance \( I \) of a constraint satisfaction problem is a triple \( (V,D,C) \), where \( V \) is a set of variables that can take values in the domain \( D \), and \( C \) is a set of constraints, with each constraint being a pair \( \langle s_i, R_i \rangle \) such that:

- \( s_i \) is a tuple of variables of size \( m_i \).
- \( R_i \) is an \( m_i \)-ary relation over \( D \).

A valid solution to the problem is an assignment of values from \( D \) to each of the variables in \( V \) such that for all constraints \( \langle s_i, R_i \rangle \), the assignment for each tuple \( s_i \) is in \( R_i \).

For our purposes, we only need to consider the case where the constraints are binary, or in other words, for all \( i \), we have that \( m_i = 2 \). We may assume that the input size \( |I| \) of a binary CSP instance is a polynomial in \( |V| \) and \( |D| \).

For an instance \( I \) of the Constraint Satisfaction Problem, the **primal graph** is a graph \( G \) with vertex set \( V \) and an edge between \( u,w \in V \) if and only if there exists a constraint \( \langle s_i, R_i \rangle \in C \), such that \( s_i = (u,w) \).

Let \( R[n,d] \) denote the \( d \)-dimensional grid with vertex set \( [n]^d \) and let \( R_d \) denote the set of graphs \( R[n,d] \) for all \( n \geq 1 \).
We construct an instance with variables $v$ such that $|V| = \Theta(n^d)$, and the primal graph is an induced subgraph of $R[|n,d|]$. Let $I$ be a $d$-dimensional $\leq$-CSP instance with variables $V$ and domain $[\Delta]^d$, where $\Delta$ is any positive integer. Let the primal graph of $I$ be $R[|n,d|]$. We now define a new $d$-dimensional $\leq$-CSP $I'$, with variables $V'$ and domain $[\Delta]^d$, such that $|V'| = O\left(|V|^\frac{d-1}{d}\right)$, and the primal graph of $I'$ is $R[|n_{new},d|]$, where $n_{new} = n^{O(1)}$. Let $m > 0$ be the smallest integer such that $l^{(m-1)(d'-1)} < n \leq l^{(m(d'-1))}$. We construct $f^{l,v,d}(m)$, as in the proof of Theorem 1. From Lemma 22, we know that $f^{l,v,d}(m)$ contains a subset of $d$ points that form a $d$-dimensional grid of side length $l^{\frac{(m-1)(d'-1)}{d-1}}$. Let $M$ denote this grid contained in $f^{l,v,d}(m)$. Since the variables $V$ lie on the grid $R[|n,d|]$ and $n^d \leq l^{\frac{md'(d'-1)}{d-1}}$, we can place the variables $V$ on grid $M$ such that their position relative to each other in $M$ is the same as in $R[|n,d|]$. By abuse of notation, we refer to the subset of $M$ containing variables $V$ as $V$. We refer to the pointset $f^{l,v,d}(m) \setminus M$ as $C$. We observe

Figure 7 The case $d = 2$, $l = 3$, $v = 1$ and $m = 2$. Boxes contain centers of balls in $B$. The blue boxes are obtained from variables in $I$ and the red boxes are obtained from variables in $I' \setminus I$.

Definition 24 (The $\leq$-CSP). [19] A $d$-dimensional geometric $\leq$-CSP is a constraint satisfaction problem of the following form: The set of variables $V$ is a subset of vertices of $R[|n,d|]$ for some $n$ and the primal graph is an induced subgraph of $R[|n,d|]$. The domain is $[\Delta]^d$ for some integer $\Delta \geq 1$. The instance can contain arbitrary unary constraints but the binary constraints are of a special form. A geometric constraint is a constraint $\langle(a,a'),R\rangle$ with $a' = a + e_i$ such that

$$R = \{(x_1,\ldots,x_d),(y_1,\ldots,y_d) \mid x_i \leq y_i\}$$

This means that, if variables $a$ and $a'$ are adjacent with $a'$ being larger by one in the $i$-th coordinate, then the $i$-th coordinate of the value of $a$ is at most as large as the $i$-th coordinate of the value of $a'$.

We will use the following theorem from [19] in the proof of Theorem 2. We remark that the condition $|V| = \Theta(n^d)$ is implicit in [19].

Theorem 25 ([19, Theorem 2.20]). If for some fixed $d \geq 1$, there is an $f(|V|)n^\Theta(|V|^{1-1/d})$ time algorithm for $d$-dimensional geometric $\leq$-CSP for some function $f$, where $|V| = \Theta(n^d)$, then $\mathsf{ETH}$ fails.
that the points in $C$ connect adjacent points of $M$. We now define a new set of variables $V' = V \cup C$. If $a \in V$, then the set of unary constraints for $a$ is $R_a$. If $a \in C$, then $a$ belongs to a chain of points that connects two points of $M$ along some dimension $i$, where $i \in [d]$. For an $a \in C$ connecting two points of $M$ along dimension $i$, we define $R_a$ as follows:

$$R_a = \{(a_1, \ldots, a_{i-1}, a_i, a_{i+1}, \ldots, a_d) \mid a_j = 0 \forall j \neq i \text{ and } a_i \in \Delta\}.$$

Thus for every $a \in C$, we have $|R_a| = \Delta$. We define $R_a$ for all variables $a \in C$ in a similar manner. The binary constraints on variables $V'$ are described as follows: a binary constraint is a constraint $(\{a, a'\}, R)$, with $a' = a + e_i$ in $f^{i, \epsilon, d}(m)$ such that

$$R = \{(x_1, \ldots, x_d), (y_1, \ldots, y_d) \mid x_i \leq y_i\}.$$

Let $I'$ denote the new $\leq$-geometric CSP with variables $V'$, and unary and binary constraints as defined above. From the choice of $m$, we have that $|V'| \leq l^d \cdot n^{(d-1) \epsilon \frac{l^d}{n}}$. Thus $|V'| = O\left( |V| \epsilon \frac{l^d}{n} \right)$, where $\delta, \delta'$, and $l$ are fixed constants. Similarly, we get that $n_{\text{new}} = n^{O(1)}$.

**Lemma 26.** $I'$ is satisfiable if and only if $I$ is satisfiable.

**Proof of Theorem 2.** This proof is similar to the proof of Theorem 3.1 in [19]. Let $I$ be a $d$-dimensional $\leq$-CSP with variables $V$ and domain $[\Delta]^d$, and with primal graph $R[n, d]$. As explained before, we construct a new $\leq$-CSP $I'$ with variables $V'$ and domain $[\Delta]^d$, such that $|V'| = O\left( |V| \epsilon \frac{l^d}{n} \right)$ and, the primal graph of $I'$ is $R[n_{\text{new}}, d]$, where $n_{\text{new}} = n^{O(1)}$. We construct a set $B$ of $n_{\text{new}}$ balls, of diameter 1 each, such that the centers of the balls have fractal dimension at most $\delta'$, and $B$ contains a set of $|V'|$ pairwise non-intersecting balls if and only if $I'$ has a satisfying assignment.

If there is an $f(|V'|) n_{\text{new}}^{o(|V'|^{1-1/\delta'})}$ time algorithm for finding $|V'|$ pairwise non-intersecting balls in $B$, then we can solve $I'$ in $f(|V'|) n_{\text{new}}^{o(|V'|^{1-1/\delta'})}$ time. Since $I'$ is satisfiable if and only if $I$ is satisfiable, we obtain a solution for $I$ in time $f(|V'|) n_{\text{new}}^{o(|V'|^{1-1/\delta'})}$. Let $h$ be a computable function such that $h(|V|) = f(|V'|)$. Since $f(|V'|) n_{\text{new}}^{o(|V'|^{1-1/\delta'})} = h(|V|) n_{\text{new}}^{o(|V'|^{1-1/\delta'})}$, we obtain a solution for $I$ in time $h(|V|) n^{o(|V|^{1-1/\delta'})}$. By Theorem 25, this contradicts ETH. Please refer to the full version of the paper for a detailed proof.

**Remark 27.** We can similarly show that assuming the Exponential Time Hypothesis, for any $\delta \in (1, d)$ and any $\epsilon > 0$, the problem of finding $k$-pairwise non-intersecting $d$-dimensional axis parallel unit cubes in a collection of $n$ cubes with centers having fractal dimension at most $\delta$ cannot be solved in time $f(k) n^{O(k^{1-1/(d-\epsilon)})}$, for any computable function $f$. Given a $\leq$-CSP instance $I$, we reduce $I$ to another $\leq$-CSP instance $I'$ as explained in the beginning of this section. We then use the construction and analysis as in the proof of Theorem 3.2 of [19], replacing $I$ with $I'$. Using Theorem 25 and the proof of Theorem 2, we get the desired result.

**References**


The Trisection Genus of Standard Simply Connected PL 4–Manifolds

Jonathan Spreer
Institut für Mathematik, Freie Universität Berlin
Arnimallee 2, 14195 Berlin, Germany
jonathan.spreer@fu-berlin.de
https://orcid.org/0000-0001-6865-9483

Stephan Tillmann
School of Mathematics and Statistics F07, The University of Sydney, NSW 2006 Australia
stephan.tillmann@sydney.edu.au
https://orcid.org/0000-0001-6731-0327

Abstract
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1 Introduction

Gay and Kirby’s construction of a trisection for arbitrary smooth, oriented closed 4–manifolds [13] defines a decomposition of the 4–manifold into three 4-dimensional handlebodies3 glued along their boundaries in the following way: Each handlebody is a boundary connected sum of copies of $S^1 \times B^3$, and has boundary a connected sum of copies of $S^1 \times S^2$ (here, $B^i$ denotes the $i$–dimensional ball and $S^j$ denotes the $j$–dimensional sphere). The triple intersection of the 4-dimensional handlebodies is a closed orientable surface $\Sigma$, called the

1 Research of the first author was supported by the Einstein Foundation (project “Einstein Visiting Fellow Santos”).
2 Research of the second author was supported in part under the Australian Research Council’s Discovery funding scheme (project number DP160104502). The second author thanks the DFG Collaborative Center SFB/TRR 109 at TU Berlin, where parts of this work have been carried out, for its hospitality.
3 A $d$–dimensional handlebody (or, more precisely, 1–handlebody) is the regular neighbourhood of a graph embedded into Euclidean $d$–space.
central surface, which divides each of their boundaries into two 3–dimensional handlebodies (and hence is a Heegaard surface). These 3–dimensional handlebodies are precisely the intersections of pairs of the 4–dimensional handlebodies.

A trisection naturally gives rise to a quadruple of non-negative integers \((g; g_0, g_1, g_2)\), encoding the genus \(g\) of the central surface \(\Sigma\) and the genera \(g_0, g_1, g_2\) of the three 4–dimensional handlebodies. The trisection genus of \(M\), denoted \(g(M)\), is the minimal genus of a central surface in any trisection of \(M\). A trisection with \(g(\Sigma) = g(M)\) is called a minimal genus trisection.

For example, the standard 4–sphere has trisection genus equal to zero, the complex projective plane equal to one, and \(S^2 \times S^2\) equal to two. Meier and Zupan [19] showed that there are only six 4–manifolds of trisection genus at most two. An extended set of examples of trisections of 4–manifolds can be found in [13]. The recent works of Gay [14], and Meier, Schirmer and Zupan [16, 19, 18] give some applications and constructions arising from trisections of 4–manifolds and relate them to other structures on 4–manifolds.

A key feature is the so-called trisection diagram of the 4–manifold, comprising three sets of simple closed curves on the 2–dimensional central surface from which the 4–manifold can be reconstructed and various invariants of the 4–manifold can be computed. This is particularly interesting in the case where the central surface is of minimal genus, giving a minimal representation of the 4–manifold.

An approach to trisections using triangulations is given by Rubinstein and the second author in [23], and used by Bell, Hass, Rubinstein and the second author in [2] to give an algorithm to compute trisection diagrams of 4–manifolds, using a modified version of the input triangulation. The approach uses certain partitions of the vertex set (called tricolourings), and the resulting trisections are said to be supported by the triangulation. We combine this framework with a greedy-type algorithm for collapsibility to explicitly calculate trisections from existing triangulations of 4–manifolds. In doing so we are able to prove the following statement about the \(K3\) surface, a 4–manifold that can be described as a quartic in \(\mathbb{C}P^3\) given by the equation

\[ z_0^4 + z_1^4 + z_2^4 + z_3^4 = 0. \]

\textbf{Theorem 1.} The trisection genus of the \(K3\) surface is 22, that is, it is equal to its second Betti number.

The algorithms of [2] can in particular be applied to a minimal trisection of the \(K3\) surface to compute a minimal trisection diagram. This straightforward application is not done in this paper. Instead we focus on the following application of our result:

We already know that the trisection genera of \(\mathbb{C}P^2\) and \(S^2 \times S^2\) are equal to their respective second Betti numbers. Moreover, the second Betti number is additive, and the trisection genus is subadditive under taking connected sums. It thus follows from Theorem 1 and Lemma 6 that the trisection genus of every 4–manifold which is a connected sum of arbitrarily many (PL standard) copies of \(\mathbb{C}P^2\), \(S^2 \times S^2\) and the \(K3\) surface must be equal to its second Betti number. This family includes the standard 4–sphere as the empty connected sum.

We refer to each member of this family of manifolds as a \textit{standard simply connected PL 4–manifold}. Due to work by Freedman [11], Milnor and Husemoller [20], Donaldson [8], Rohlin [22], and Furuta [12], each of these manifolds must be homeomorphic to one of \(k(\mathbb{C}P^2)\# m(\mathbb{C}P^2)\), \(k(K3)\# m(S^2 \times S^2)\), or \(k(K3)\# m(S^2 \times S^2)\), \(k,l,m,r \geq 0\).
where $\overline{X}$ denotes $X$ with the opposite orientation. Furthermore, modulo the 11/8-conjecture, standard simply connected PL 4–manifolds comprise all topological types of PL simply connected 4–manifolds. See [24, Section 5] for a more detailed discussion of the above statements, and see Section 2.1 for more details about 4–manifolds.

By analysing a particular family of singular triangulations of $CP^2$, $S^2 \times S^2$ and the $K3$ surface due to Basak and the first author [1], we are able to prove the following even stronger statement.

**Theorem 2.** Let $M$ be a standard simply connected PL 4–manifold. Then $M$ has a trisection of minimal genus supported by a singular triangulation of $M$.

The singular triangulations used as building blocks (connected summands) for this construction are all highly regular and come from what is called simple crystallisations (see Section 2.5 for details). They are explicitly listed in Appendix A.

In addition, we run a variant of the algorithm from [2] on the 440 495 triangulations of the 6–pentachoron census of closed 4–manifolds [4]. Surprisingly, while only 445 of these triangulations admit at least one trisection supported by its simplicial structure, some triangulations from the census admit as many as 48 of them.

The paper is organised as follows. In Section 2 we briefly go over some basic concepts used in the article, some elementary facts on trisections, as well as how to construct trisections from triangulations of 4–manifolds. In Section 3 we give details on the algorithm to compute trisections from a given triangulation and we present data obtained from running the algorithm on the 6–pentachora census of closed 4–manifolds. In Section 4 we then prove Theorems 1 and 2.

## 2 Preliminaries

### 2.1 Manifolds and triangulations

We assume basic knowledge of geometric topology and in particular manifolds. For a definition of homology groups and Betti numbers of a manifold see [15], for an introduction into simply connected 4–manifolds and their intersection forms, see [24].

In dimensions $\leq 4$, there is a bijective correspondence between isotopy classes of smooth and piecewise linear structures [6, 7]. In this paper, all manifolds and maps are assumed to be piecewise linear (PL) unless stated otherwise. Our results apply to any compact smooth manifold by passing to its unique piecewise linear structure [26].

Recall that a manifold $M$ is *simply connected* if every closed loop in $M$ can be contracted to a single point (in other words, the fundamental group of $M$ is trivial). While in dimensions 2 and 3 the only simply connected closed manifolds are the 2– and 3–sphere respectively, in dimension 4 there are infinitely many such manifolds.

Given two oriented simply connected 4–manifolds $M$ and $N$, their *connected sum*, written $M \# N$, is defined as follows. First remove a 4-ball from both $M$ and $N$ and then glue the resulting manifolds along their boundaries via an orientation reversing homeomorphism. The resulting manifold is again oriented. The second Betti number is additive and the property of being simply connected is preserved under taking connected sums.

In this article, simply connected 4–manifolds are presented in the form of *singular triangulations*. A singular triangulation $\mathcal{T}$ of a (simply connected) 4–manifold $M$ is a collection of $2n$ abstract pentachora together with $5n$ *gluing maps* identifying their $10n$ tetrahedral faces in pairs such that the underlying set of the quotient space $|\mathcal{T}|$ is PL–homeomorphic to $M$. The gluing maps generate an equivalence relation on the faces of the...
pentachora, and an equivalence class of faces is referred to as a single face of the triangulation \( T \). Faces of dimension zero are called vertices and faces of dimension one are referred to as edges or the triangulation. The triangulation is simplicial if each equivalence class of faces has at most one member from each pentachoron; i.e., no two faces of a pentachoron are identified in \(|T|\). Every simplicial triangulation is also singular, and the second barycentric subdivision of a singular triangulation is always simplicial. The triangulation is PL if, in addition, the boundary of a small neighbourhood of every vertex is PL homeomorphic to a standard sphere. The number \( 2n \) of pentachora of \( T \) is referred to as the size of \( T \).

2.2 Trisections

We begin with a formal definition of a trisection of a 4-manifold.

\[\text{Definition 3 (Trisection of closed manifold).}\]

Let \( M \) be a closed, connected, piecewise linear 4-manifold. A trisection of \( M \) is a collection of three piecewise linear codimension zero submanifolds \( H_0, H_1, H_2 \subset M \), subject to the following four conditions:

1. Each \( H_i \) is PL homeomorphic to a standard piecewise linear 4-dimensional 1-handlebody of genus \( g_i \).
2. The handlebodies \( H_i \) have pairwise disjoint interior, and \( M = \bigcup_i H_i \).
3. The intersection \( H_i \cap H_j \) of any two of the handlebodies is a 3-dimensional 1-handlebody.
4. The common intersection \( \Sigma = H_0 \cap H_1 \cap H_2 \) of all three handlebodies is a closed, connected surface, the central surface.

The submanifolds \( H_{ij} = H_i \cap H_j \) and \( \Sigma \) are referred to as the trisection submanifolds. In our illustrations, we use the colours blue, red, and green instead of the labels 0, 1, and 2 and we refer to \( H_{\text{blue red}} = H_0 \) as the green submanifold and so on.

The trisection in the above definition is also termed a \((g; g_0, g_1, g_2)-\)trisection, where \( g = g(\Sigma) \) is the genus of the central surface \( \Sigma \). This definition is somewhat more general than the one originally given by Gay and Kirby [13] in that they ask for the trisection to be balanced in the sense that each handlebody \( H_i \) has the same genus. It is noted in [17, 23] that any unbalanced trisection can be stabilised to a balanced one.\(^4\)

\[\text{Definition 4 (Trisection genus).}\]

The trisection genus of \( M \), denoted \( g(M) \), is the minimal genus of a central surface in any trisection of \( M \). A trisection with \( g(\Sigma) = g(M) \) is called a minimal genus trisection.

2.3 Three elementary facts

\[\text{Lemma 5.}\]

If \( M \) has a trisection in which all 4-dimensional handlebodies are 4-balls, then the trisection is a minimal genus trisection.

\textbf{Proof.}\ Suppose \( M \) has a \((g';0,0,0)\)-trisection and a \((g; g_0, g_1, g_2)\)-trisection. Moreover, suppose that \( g = g(M) \). By [13], these have a common stabilisation. Suppose this is a \((g''; k_0, k_1, k_2)\)-trisection. Each elementary stabilisation increases the genus of one handlebody and the genus of the central surface by one. Hence \( g'' = g' + k_0 + k_1 + k_2 \) and \( g'' = g(M) \).

\[\text{\(4\) A stabilisation of a trisection with central surface of genus } g \text{ is obtained by attaching a 1-handle to a 4-dimensional handlebody along a properly embedded boundary parallel arc in the 3-dimensional handlebody that is the intersection of the other two 4-dimensional handlebodies of the trisection. The result is a new trisection with central surface of genus } g + 1, \text{ and exactly one of the 4-dimensional handlebodies has its genus increased by one.}\]
Figure 1 Pieces of the trisection submanifolds. The vertices of the pieces are barycenters of faces and labelled with the corresponding vertex labels. The central surface meets the pentachoron in a square. Two of the 3-dimensional trisection submanifolds meet the pentachoron in triangular prisms and the third (corresponding to the singleton) meets it in a cube. Moreover, any two of these meet in the square of the central surface.

\[ g + (k_0 - g_0) + (k_1 - g_1) + (k_2 - g_2). \] This gives \( g' \geq g(M) = g = g' + g_0 + g_1 + g_2 \). This forces \( g_0 = g_1 = g_2 = 0 \) and \( g = g' \). ▶

Lemma 6. Suppose \( M \) has a \( (g; g_0, g_1, g_2) \)-trisection. Then \( g \geq \dim H_2(M) \).

Proof. In [9] it is shown how to compute the homology of a 4-manifold from a trisection diagram. Equation (3.9) in [9] in particular implies that \( g \geq \dim H_2(M) \). ▶

Lemma 7. If \( M_0 \) has a trisection of genus \( g_0 \) and \( M_1 \) has a trisection of genus \( g_1 \), then the connected sum of \( M_0 \) and \( M_1 \) has a trisection of genus \( g_0 + g_1 \). In particular, \( g(M_0 \# M_1) \leq g(M_0) + g(M_1) \).

Proof. As explained in [13, §2], this follows by choosing, for the connect sum operation, two standardly trisected 4-balls in both 4-manifolds. ▶

2.4 Algorithms to compute trisections

Our set-up for algorithms to compute trisections follows [2], where a trisection on \( M \) is induced by tricolourings of the triangulation. This is now summarised; the reader is referred to [2] for a more detailed discussion.

Let \( M \) be a closed, connected 4-manifold with (not necessarily simplicial, but possibly singular) triangulation \( \mathcal{T} \). A partition \( \{P_0, P_1, P_2\} \) of the set of all vertices of \( \mathcal{T} \) is a tricolouring if every 4-simplex meets two of the partition sets in two vertices and the remaining partition set in a single vertex. In this case, we also say that the triangulation is tricoloured.

Denote the vertices of the standard 2-simplex \( \Delta^2 \) by \( v_0, v_1, \) and \( v_2 \). A tricolouring determines a natural map \( \mu: M \rightarrow \Delta^3 \) by sending the vertices in \( P_k \) to \( v_k \) and extending this map linearly over each simplex. Note that the pre-image of \( v_k \) is a graph \( \Gamma_k \) in the 1-skeleton of \( M \) spanned by the vertices in \( P_k \).

The strategy in [2, 23] is to use \( \mu \) to pull back the cubical structure of the simplex to a trisection of \( M \). The dual spine \( \Pi^\circ \) in an \( n \)-simplex \( \Delta^n \) is the \( (n-1) \)-dimensional subcomplex of the first barycentric subdivision of \( \Delta^n \) spanned by those vertices of the first barycentric subdivision which are not vertices of \( \Delta^n \) itself. This is shown for \( n = 2 \) and \( n = 3 \) in Figure 2.
Decomposing along \( \Pi^n \) gives \( \Delta^n \) a natural cubical structure with \( n + 1 \) cubes of dimension \( n \), and the lower-dimensional cubes that we focus on are the intersections of non-empty collections of these top-dimensional cubes.

Recall that a compact subpolyhedron \( P \) in the interior of a manifold \( M \) is called a (PL) spine of \( M \) if \( M \) collapses onto \( P \). If \( P \) is a spine of \( M \), then \( M \setminus P \) is PL homeomorphic with \( \partial M \times [0,1) \).

The pre-images under \( \mu \) of the dual cubes of \( \Pi^2 \subset \Delta^2 \) have very simple combinatorics. The barycenter of \( \Delta^2 \) pulls back to exactly one 2–cube in each pentachoron of \( M \), and these glue together to form a surface \( \Sigma \) in \( M \). This surface is the common boundary of each of the three 3–manifolds obtained as pre-images of an interior 1–cube (edge) of \( \Delta^2 \). Each such 3–manifold is made up of cubes and triangular prisms, as in Figure 1. Each interior 1–cube \( c \) has boundary the union of the barycenter of \( \Delta^2 \) and the barycenter \( b \) of an edge of \( \Delta^2 \). Since the map \( \mu: M \to \Delta^2 \) is linear on each simplex, the pre-image \( \mu^{-1}(c) \) collapses to the pre-image \( \mu^{-1}(b) \). In particular, each 3–manifold has a spine made up of 1–cubes and 2–cubes.

It is shown in [2] that the above construction gives a trisection if:

1. the graph \( \Gamma_k \) is connected for each \( k \); and
2. the pre-image of an interior 1–cube of \( \Delta^2 \) has a 1–dimensional spine.

A tricolouring is a c-tricolouring if \( \Gamma_k \) is connected for each \( k \). A c-tricolouring is a ts-tricolouring if the pre-image of each interior 1–cube collapses onto a 1–dimensional spine. In this case, the dual cubical structure of \( \Delta^2 \) pulls back to a trisection of \( M \).

**Definition 8** (Trisection supported by triangulation). We say that a trisection of \( M \) is supported by the triangulation \( T \) of \( M \), if \( T \) is ts-tricolourable and the trisection is isotopic to the pull-back of the dual cubical structure of \( \Delta^2 \). In this case, the trisection is said to be dual to the corresponding ts-tricolouring.

An algorithm to construct a ts-tricolouring from an arbitrary initial triangulation is given in [2]. It uses subdivisions and bistellar moves in order to justify that the resulting triangulation has a ts-tricolouring. As a result, the number of pentachora of the final triangulation is larger by a factor of 120 compared to the number of pentachora of the initial one (see [2, Theorem 4]).

The new algorithmic contribution of this paper is the development and implementation of an algorithm to determine whether a given triangulation directly admits a ts-tricolouring. This is given in §3.
2.5 Crystallisations of simply connected 4–manifolds

Let $G = (V, E)$ be a multigraph without loops. An edge colouring of $G$ is a surjective map $\gamma : E \rightarrow C = \{0, 1, \ldots, d\}$ such that $\gamma(e) \neq \gamma(f)$ whenever $e$ and $f$ are adjacent. The tuple $(G, \gamma)$ is said to be a $(d+1)$-coloured graph. For the remainder of this section we fix $d$ to be 4.

For a 5-coloured graph $(G, \gamma)$, and $B \subseteq C$, $|B| = k$, the graph $G_B = (V(G), \gamma^{-1}(B))$ together with the colouring $\gamma$ restricted to $\gamma^{-1}(B)$ is a $k$-coloured graph. If for all $j \in C$, $G_{C \setminus \{j\}}$ is connected, then $(G, \gamma)$ is called contracted.

A 5-coloured graph $(G, \gamma)$ defines a 4-dimensional simplicial cell complex $K(G)$: For each $v \in V(G)$ take a pentachoron $\Delta_v$ and label its vertices by $0, 1, 2, 3, 4$. If $u, v \in V(G)$ are joined by an edge $e$ in $G$ and $\gamma(e) = j$, we identify $\Delta_u$ and $\Delta_v$ along the tetrahedra opposite to vertex $j$ with equally labelled vertices glued together. This way, no face of $K(G)$ can have self-identifications and $K(G)$ is a regular simplicial cell complex. We say that $(G, \gamma)$ represents the simplicial cell complex $K(G)$. Since, in addition, the number of $j$-labelled vertices of $K(G)$ is equal to the number of components of $G_{C \setminus \{j\}}$ for each $j \in C$, the simplicial cell complex $K(G)$ contains exactly 5 vertices if and only if $G$ is contracted [10].

For a 4–manifold $M$ we call a 5-coloured contracted graph $(G, \gamma)$ a crystallisation of $M$ if the simplicial cell complex $K(G)$ is a singular triangulation of $M$ (with no self-identifications of any of its faces). Every PL 4–manifold admits such a crystallisation due to work by Pezzana [21].

We refer to $(G, \gamma)$ as simple, if $K(G)$ has exactly 10 edges. That is, if the one-skeleton of $K(G)$ is equal to the 1-skeleton of any of its pentachora. While not every simply connected PL 4–manifold can admit a simple crystallisation\(^5\), this is true for the standard ones, see the article by Basak and the first author [1] for an explicit construction.

3 Implementation and data

In this section we describe the algorithm to check whether a singular triangulation admits a trisection and present some experimental data for the Budney-Burton census of singular triangulations of 4–manifolds up to six pentachora [4].

3.1 Implementation

Given a singular triangulation $T$ with vertex set $V = V(T)$, perform the following three basic and preliminary checks.

1. Check if $T$ has at least three vertices.
2. For all triangles $t \in T$, check if $t$ contains at least two vertices.
3. For all partitions of the vertex set into three non-empty parts $P_0 \sqcup P_1 \sqcup P_2 = V$, for all triangles $t \in T$, check that no triangle is monochromatic with respect to $(P_0, P_1, P_2)$ (i.e., every triangle contains vertices from at least two of the $P_i$, $i = 0, 1, 2$).

If any of these checks fail we conclude that $T$ does not admit a tricolouring. Otherwise, for each tricolouring of $T$ we proceed in the following way.

Compute the spines of the 4-dimensional handlebodies, that is, the graphs $\Gamma_i$ in the 1-skeleton of $T$ spanned by the vertices in $P_i$, $i = 0, 1, 2$. If all of the $\Gamma_i$, $i = 0, 1, 2$, are

\(^5\) Note that, on the one hand there exist simply connected topological 4–manifolds with an infinite number of PL structures, and on the other hand, every topological type of simply connected PL 4–manifold can only admit a finite number of simple crystallisations.
connected, \((P_0, P_1, P_2)\) defines a c-tricolouring of \(\mathcal{T}\). Otherwise we conclude that the partition \((P_0, P_1, P_2)\) is not a c-tricolouring of \(\mathcal{T}\).

A spine of the 3-dimensional trisection submanifolds is given by the 1- and 2-cubes sitting in bi-coloured triangles and tetrahedra. Denote these three complexes \(\gamma_i, i = 0, 1, 2\) (with \(\gamma_i\) being disjoint of all faces containing vertices in \(P_i\)). We compute the Hasse diagram of each of the \(\gamma_i\) and check their connectedness. In case all three complexes are connected, we perform a greedy-type collapse (as defined in [3]) to check whether \(\gamma_i\) collapses onto a 1-dimensional complex (and thus the 3-dimensional trisection submanifolds are handlebodies). Note that this is a deterministic procedure, see, for instance, [25].

If all of these checks are successful, \((P_0, P_1, P_2)\) defines a ts-tricolouring and thus a trisection of \(M\) dual to this ts-tricolouring of \(\mathcal{T}\). Otherwise we conclude that \((P_0, P_1, P_2)\) does not define a ts-tricolouring.

Finally we compute the central surface, its genus, the genera of the handlebodies \(\Gamma_i\) and \(\gamma_i, i = 0, 1, 2\), and, as a plausibility check, compare the genus of the central surface to the genera of the 3-dimensional handlebodies.

For \(\mathcal{T}\) a \(v\)-vertex, \(n\)-pentachora triangulation the running time of this procedure is roughly the partition number \(p(v)\) times a small polynomial in \(n\). Since the triangulations we need to consider usually come with a very small number of vertices, the running time of our algorithm is sufficiently feasible for our purposes.

### 3.2 Experimental data

The census of singular triangulations of orientable, closed 4–manifolds [4] contains 8 triangulations with two pentachora, 784 triangulations with four pentachora and 440,495 triangulations with 6 pentachora.

In the 2-pentachora case, exactly 6 of the 8 triangulations have at least 3 vertices, and in exactly 3 of them all triangles contain at least two vertices. Overall, these three triangulations admit 19 tricolourings, 18 of which are c-tricolourings covering 2 triangulations. Of these 18 c-tricolourings all are dual to trisections. Overall, exactly 2, that is, 25% of all 2-pentachora triangulations admit a trisection.

Of the 784 triangulations with 4-pentachora, exactly 324 have at least three vertices, and exactly 24 only have triangles containing at least two vertices. Each of these 24 triangulations admits at least one tricolouring. Altogether they admit a total of 88 tricolourings. In 15 triangulations, at least one tricolouring defines connected graphs \(\Gamma_i, 0, 1, 2\), and is thus a c-tricolouring. These 15 triangulations admit a total of 72 c-tricolourings. All 72 of them are dual to trisections giving rise to a total of 15 triangulations (1.9% of the census) in the 4-pentachora census admitting a trisection.

There are 440,495 triangulations in the 6-pentachoron census, exactly 116,336 of which have at least three vertices, and exactly 837 of which have no triangles with only one vertex. 824 of these 837 triangulations admit at least one tricolouring, summing up to a total of 1,689 tricolourings in the census. Amongst these, 450 triangulations have at least one c-tricolouring, summing up to a total of 1,100 c-tricolourings. In 8 of these 1,100 c-tricolourings, the 2-complexes \(\gamma_i, i = 0, 1, 2\), are not all connected, and in a further 5 of them not all \(\gamma_i, i = 0, 1, 2\), collapse to a 1-dimensional complex. The remaining 1,087 ts-tricolourings occur in 445 distinct triangulations. It follows that a total of 445 (or 0.1%) of all 6-pentachora triangulations admit a trisection.

Table 1 gives an overview of how many tricolourings, c-tricolourings, and ts-tricolourings can be expected from a triangulation admitting at least one tricolouring. As can be observed
from the table, there exist triangulations in the census with as many as 51 distinct tricolourings, and 48 distinct ts-tricolourings.

For many of the triangulations with multiple ts-tricolourings, all trisections dual to them have central surfaces of the same genus and 4-dimensional handlebodies of the same genera. For some, however, a smallest genus trisection occurs amongst a number of trisections of higher genera. For instance, one of the largest ranges of genera of central surfaces is exhibited by a triangulation with 15 ts-tricolourings, supporting trisections of type $(0; 0, 0, 0) \times 10$, $(1; 1, 0, 0) \times 4$, and $(2; 1, 1, 0) \times 1$. The triangulation is necessarily homeomorphic to $S^4$. Its isomorphism signature is given in Appendix A.

4 Trisection genus for all known standard simply connected PL 4–manifolds

This section contains the proofs of Theorems 1 and 2. We start with a purely theoretical observation.

Lemma 9. Let $M$ be a simply connected 4-manifold with second Betti number $\beta_2$, and let $T$ be a triangulation of $M$ coming from a simple crystallisation. Then $T$ admits 15 c-tricolourings.

Moreover, if some of these c-tricolourings are in fact ts-tricolourings, then their dual trisections must be of type $(\beta_2; 0, 0, 0)$. In particular they must all be minimal genus trisections.

Proof. A triangulation of a 4-manifold $M$ coming from a simple crystallisation is a simplicial cell complex $\mathcal{T}$ such that a) $M \cong_{PL} |\mathcal{T}|$, b) no face has self-identifications, and c) every
4-simplex shares the same 5 vertices and the same 10 edges.

Given such a triangulation $T$, property c) ensures, that there are 15 ways to properly tricolour the 5 vertices of $T$ (one colour colours a single vertex and the remaining two colours colour the remaining four vertices in pairs), and each one of them colours every 4-simplex equally and thus in a valid way. Moreover, also because of property c), every colour either spans a single edge or a single vertex of $T$, and because of property b) a neighbourhood of this edge or vertex is diffeomeomorphic to a 4-ball. In particular, $M$ decomposes into three 4-balls (i.e., handlebodies of genus zero) and all possible 15 tricolourings from above are in fact c-tricolourings.

Hence, let us assume that the 3-dimensional trisection submanifolds dual to some of the c-tricolourings are handlebodies – and thus some of the c-tricolourings are, in fact, ts-tricolourings. It remains to determine the genus of the central surface of the trisection dual to these ts-tricolourings.

The $f$-vector of $T$ is given by

$$f(T) = (5, 10, 10\beta_2 + 10, 15\beta_2 + 5, 6\beta_2 + 2),$$

where $\beta_2 = \dim(H_2(M,\mathbb{Z}))$. Every pair of the 5 vertices spans exactly one of the 10 edges, and each of the 10 boundaries of triangles spanned by the 10 edges of $T$ bounds exactly $(\beta_2 + 1)$ parallel copies of triangles. It follows that there are exactly $4\beta_2 + 4$ tricoloured triangles. The central surface is thus spanned by $6\beta_2 + 2$ quadrilaterals, $4\beta_2 + 4$ vertices, and is (orientable) of Euler characteristic $2 - 2\beta_2$. Hence, its genus is equal to the second Betti number of $M$.

The trisection must be a minimal genus trisection for (at least) two reasons: (i) all of its 4-dimensional handlebodies are of genus zero (Lemma 5), and (ii) the genus of its central surface equals the second Betti number of $M$ (Lemma 6).

\textbf{Proof of Theorem 1.} In [1], Basak and the first author constructively show that there exists a simple crystallisation of the $K3$ surface. The result now follows from Lemma 9 together with a check of the collapsibility of the 3-dimensional trisection submanifolds for a particular example triangulation coming from a simple crystallisation.

The isomorphism signature given in Appendix A belongs to such a singular triangulation of the $K3$ surface supporting a trisection.

\textbf{Proof of Theorem 2.} Given an arbitrary standard simply connected 4-manifold $M$ and a simple crystallisation of $M$, Lemma 9 tells us that its associated triangulation $T$ admits 15 c-tricolourings. It remains to show for a particular such triangulation of $M$ and its 15 c-tricolourings that every 3-dimensional trisection submanifold is a handlebody, that is, it retracts to a 1-dimensional complex.

For this, w.l.o.g. assume that for every choice of c-tricolouring, the colour colouring only one vertex is blue $b$, and the colours colouring two vertices are red $r$ and green $g$. By construction, the two 3-dimensional trisection submanifolds defined by $b$ and $r$ ($b$ and $g$) retract to the (multi-)graph whose vertices are the mid-points of the two edges with endpoints coloured by $b$ and $r$ ($b$ and $g$), and whose edges are normal arcs parallel to the

---

6 Property c) in the definition of a simple crystallisation states that $T$ must have 5 vertices and 10 edges. Since all ten edges of $T$ are contained in a single pentachoron, $M \cong_{PL} |T|$ must be simply connected and thus its Euler characteristic is given by $\chi(M) = 2 + \beta_2(M,\mathbb{Z})$. The other entries of the $f$-vector are then determined by the Dehn–Sommerville equations for 4-manifolds.
monochromatic edge in the $\beta_2 + 1$ triangles coloured $rrb$ ($ggb$ respectively). In particular, these two 3-dimensional trisection submanifolds retract to a 1-dimensional complex of genus $\beta_2$.

The third 3-dimensional trisection submanifold defined by $r$ and $g$ initially retracts to a 2-dimensional subcomplex $Q_{rg}$ with 4 vertices, one for every $rg$-coloured edge, $4\beta_2 + 4$ edges, one for each $rrg$- and each $rgg$-coloured triangle, and $3\beta_2 + 1$ quadrilaterals, one for each $rrgg$-coloured tetrahedron. This 2-dimensional complex might or might not continue to collapse to a 1-dimensional complex depending on the combinatorial properties of $T$. If $Q_{rg}$ collapses, however, it must collapse to a 1-dimensional complex of genus $\beta_2$.

The unique simple crystallisation of $CP^2$ as well as 266 of the 267 simple crystallisations of $S^2 \times S^2$ translate to triangulations where all of the 15 $c$-tricolourings (guaranteed by Lemma 9) are in fact $ts$-tricolourings. Moreover, there exist various simple triangulations of the $K3$ surface with this property. See [1] for pictures of representative simple crystallisations of $CP^2$, $S^2 \times S^2$ and $K3$. These particular simple crystallisations turn out to have associated triangulations with 15 $ts$-tricolourings. See Appendix A for their isomorphism signatures.

Assume that for all connected sums $N$ of these three prime simply connected 4–manifolds with arbitrary orientation and second Betti number $\leq k$, there always exists a triangulation coming from a simple crystallisation with all 15 $c$-tricolourings being also $ts$-tricolourings.

It remains to show that for two such manifolds $N_1$ and $N_2$, there exists a triangulation coming from a simple crystallisation of $N_1 \# N_2$ with this property. By the induction hypothesis we can assume that there exist such triangulations $T_i$ of $N_i$, $i = 1, 2$, with all 15 $c$-tricolourings producing 2-complexes $Q_{rg}(T_i)$, $i = 1, 2$, collapsing to a 1-dimensional complex.

Fix a $ts$-tricolouring on $T_1$ and a collapsing sequence of the quadrilaterals of $Q_{rg}(T_1)$. Remove one of the two 4-simplices containing the quadrilateral which is collapsed last. Similarly, fix a $ts$-tricolouring and collapsing sequence on $T_2$ and remove one of the two 4-simplices containing the quadrilateral removed first. Glue together both triangulations along their boundaries such that the edges through which the last quadrilateral of $Q_{rg}(T_1)$ and the first quadrilateral of $Q_{rg}(T_2)$ are collapsed, are aligned. For this, colours $r$ and $g$ of $T_2$ might need to be swapped (note that such a swap in colours does not change the $ts$-tricolouring class as such). The collapsing sequence can now be concatenated, yielding a collapsing sequence for $Q_{rg}(T_1 \# T_2)$.

Moreover, the property of a triangulation of coming from a simple crystallisation is preserved under taking connected sums of the type as described above [1]. Hence, repeating this process for all 15 tricolourings finishes the proof.
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Isomorphism signatures of triangulations of S 4 , CP 2 , S 2 × S 2 and
the K3 surface

Isomorphism signatures of the triangulations associated to three simple crystallisations of
CP 2 , S 2 × S 2 and the K3 surface, and a triangulation homeomorphic to S 4 . Each of them
admits 15 ts-tricolourings (see Section 4 for details, see [1] for pictures).
To construct the triangulations download Regina [5], and produce a new 4-manifold
triangulation by selecting type of triangulation “From isomorphism signature” and pasting
in one of the strings given below (please note that you need to remove newline characters
before pasting in the isomorphism signature of the K3 surface).

Unique 8-pentachora simple crystallisation of CP 2
iLvLQQQkbghhghhfffggfaaaaaaaaaaaaaaaaaaaaaaaaaa

14-pentachora simple crystallisation of S 2 × S 2
oLvMPLQAPMQPkbfgghjihhiilkkmllmnnnnaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

134-pentachora simple crystallisation of the K3 surface
-cgcLvLALLvvwwzvzMvwLAwvwvvwvwAAPvPPwzQQwMvPAQLQzQzPwLvwvPzvPwQLAPAPQMQwMQQQQAQ
zQQQQQAQPQQQQQQQQQwzvQQMMMMQQQQQQQQPkcahafafakaiasauaxapaBaDaGaKaDaFaFaQaWa3a6a
1aTa7aYaSaTa-aVa4a9aVaab9abbabPaPaZaibPagbfb5a3a5a1aZa0a2aOa-aVa-a8ahbQaubvbubz
bAbGbIbHbHbNbObQbQbKbLbRbHbvbLbwbMbTbTbububWbGbXbHbObRbDbYbNbYbKbwbObSbGbIbVbMb
MbZbZbGbVb1bWbxbTbPbWbXb0b3bPbPb3bCbCb3bYb0bJbybybJb2bIbvbIbvb3bzbxbzb5bWb1b5bz
bAbDbRb4bFbDbSb2bUbUb2bUbUb4bKbCbybybCb8bac-b+b+b+b9b9b8b8bbc6bdc6becacbc9b9bdc
6bec-b7bdc-b-bdcecccaccc7b+b8bbc6b7b7bfcfcfcfcaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa
aaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaaa

Triangulation homeomorphic to S 4 supporting trisections of multiple
types
Triangulation homeomorphic to S 4 with 15 ts-tricolourings, supporting trisections of type
(0; 0, 0, 0) (×10), (1; 1, 0, 0) (×4), and (2; 1, 1, 0) (×1). See Section 3.2 for details.
gLAAMQbbcddeffffaaaaaaaaaaaaaaaaaaaa

SoCG 2018


An $O(n \log n)$-Time Algorithm for the $k$-Center Problem in Trees

Haitao Wang
Department of Computer Science, Utah State University
Logan, UT 84322, USA
haitao.wang@usu.edu

Jingru Zhang
Department of Computer Science, Marshall University
Huntington, WV 25705, USA
jingru.zhang@marshall.edu

Abstract
We consider a classical $k$-center problem in trees. Let $T$ be a tree of $n$ vertices and every vertex has a nonnegative weight. The problem is to find $k$ centers on the edges of $T$ such that the maximum weighted distance from all vertices to their closest centers is minimized. Megiddo and Tamir (SIAM J. Comput., 1983) gave an algorithm that can solve the problem in $O(n \log^2 n)$ time by using Cole's parametric search. Since then it has been open for over three decades whether the problem can be solved in $O(n \log n)$ time. In this paper, we present an $O(n \log n)$ time algorithm for the problem and thus settle the open problem affirmatively.
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1 Introduction
In this paper, we study a classical $k$-center problem in trees. Let $T$ be a tree of $n$ vertices. Each edge $e(u, v)$ connecting two vertices $u$ and $v$ has a positive length $d(u, v)$, and we consider the edge as a line segment of length $d(u, v)$ so that we can talk about “points” on the edge. For any two points $p$ and $q$ of $T$, there is a unique path in $T$ from $p$ to $q$, denoted by $\pi(p, q)$, and by slightly abusing the notation, we use $d(p, q)$ to denote the length of $\pi(p, q)$. Each vertex $v$ of $T$ is associated with a weight $w(v) \geq 0$. The $k$-center problem is to compute a set $Q$ of $k$ points on $T$, called centers, such that the maximum weighted distance from all vertices of $T$ to their closest centers is minimized, or formally, the value $\max_{v \in V(T)} \min_{q \in Q} \{w(v) \cdot d(v, q)\}$ is minimized, where $V(T)$ is the vertex set of $T$. Note that each center can be in the interior of an edge of $T$.

Kariv and Hakimi [20] first gave an $O(n^2 \log n)$ time algorithm for the problem. Jeger and Kariv [19] proposed an $O(kn \log n)$ time algorithm. Megiddo and Tamir [25] solved the problem in $O(n \log^2 n \log \log n)$ time, and the running time can be reduced to $O(n \log^2 n)$ by Cole’s parametric search [12]. Some progress has been made very recently by Banik et al. [3] for small values of $k$, where an $O(n \log n + k \log^2 n \log(n/k))$-time algorithm and another $O(n \log n + k^2 \log^2 (n/k))$-time algorithm were given.

Since Megiddo and Tamir’s work [25], it has been open whether the problem can be solved in $O(n \log n)$ time. In this paper, we settle this three-decade long open problem...
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affirmatively by presenting an \( O(n \log n) \)-time algorithm. Note that the previous \( O(n \log^2 n) \)-time algorithm [12, 25] and the first algorithm in [3] both rely on Cole’s parametric search, which involves a large constant in the time complexity due to the AKS sorting network [2]. Our algorithm, however, avoids Cole’s parametric search.

If each center is required to be located a vertex of \( T \), then we call it the discrete case. The previously best-known algorithm for this case runs in \( O(n \log^2 n) \) time [26]. Our techniques also solve the discrete case in \( O(n \log n) \) time.

Related work. Many variations of the \( k \)-center problem have been studied. If \( k = 1 \), then the problem is solvable in \( O(n) \) time [23]. If \( T \) is a path, the \( k \)-center problem was already solved in \( O(n \log n) \) time [9, 12, 25], and Bhattacharya and Shi [4] also gave an algorithm whose running time is linear in \( n \) but exponential in \( k \).

For the unweighted case where the vertices of \( T \) have the same weight, an \( O(n^2 \log n) \)-time algorithm was given in [8] for the \( k \)-center problem. Later, Megiddo et al. [26] solved the problem in \( O(n \log^2 n) \) time, and the algorithm was improved to \( O(n \log n) \) time [17]. Finally, Frederickson [16] solved the problem in \( O(n) \) time. The above four papers also solve the discrete case and the following problem version in the same running times: All points of \( T \) are considered as demand points and centers can be any points of \( T \), Megiddo and Tamir solved the problem in \( O(n \log^3 n) \) time [25], and the running time can be reduced to \( O(n \log^2 n) \) by applying Cole’s parametric search [12].

As related problems, Frederickson [15] presented \( O(n) \)-time algorithms for the following tree partitioning problems: remove \( k \) edges from \( T \) such that the maximum (resp., minimum) total weight of all connected subtrees is minimized (resp., maximized).

Finding \( k \) centers in a general graph is NP-hard [20]. The geometric version of the problem in the plane is also NP-hard [24], i.e., finding \( k \) centers for \( n \) demanding points. Some special cases, however, are solvable in polynomial time. For example, if \( k = 1 \), then the problem can be solved in \( O(n) \) time [23], and if \( k = 2 \), it can be solved in \( O(n \log^2 n \log^2 n) \) time [7] (also refer to [1] for a faster randomized algorithm). If we require all centers to be on a given line, then the problem of finding \( k \) centers can be solved in polynomial time [5, 21, 28].

Recently, problems on uncertain data have been studied extensively and some \( k \)-center problem variations on uncertain data were also considered, e.g., [13, 18, 27, 29–31].

Our approach. We discuss our approach for the non-discrete problem, and that for the discrete case is similar (and even simpler). Let \( \lambda^* \) be the optimal objective value, i.e.,

\[
\lambda^* = \max_{v \in V(T)} \min_{q \in Q} \{w(v) \cdot d(v, q)\}
\]

for an optimal solution \( Q \). A feasibility test is to determine whether \( \lambda \geq \lambda^* \) for a given value \( \lambda \), and if yes, we call \( \lambda \) a feasible value. Given any \( \lambda \), the feasibility test can be done in \( O(n) \) time [20].

Our algorithm follows an algorithmic scheme in [16] for the unweighted case, which is similar to that in [15] for the tree partition problems. However, a big difference is that three schemes were proposed in [15, 16] to gradually solve the problems in \( O(n) \) time, while our approach only follows the first scheme and this significantly simplifies the algorithm. One reason the first scheme is sufficient to us is that our algorithm runs in \( O(n \log n) \) time, which has a logarithmic factor more than the feasibility test algorithm. In contrast, most efforts of the last two schemes of [15, 16] are to reduce the running time of the algorithms to \( O(n) \), which is the same as their corresponding feasibility test algorithms.

More specifically, our algorithm consists of two phases. The first phase will gather information so that each feasibility test can be done faster in sub-linear time. By using the
faster feasibility test algorithm, the second phase computes the optimal objective value $\lambda^*$. As in [16], we also use a stem-partition of the tree $T$. In addition to a matrix searching algorithm [14], we utilize some other techniques, such as 2D sublist LP queries [10] and line arrangements searching [11], etc.

In the following, in Section 2, we review some previous techniques that will be used later in our algorithm. In Section 3, we describe our techniques for dealing with a so-called “stem”. We finally solve the $k$-center problem on $T$ in Section 4. Due to the space limit, many details (including the algorithm for the discrete case) are omitted but can be found in the full paper.

## 2 Preliminaries

### 2.1 The feasibility test $\text{FTEST0}$

Given any value $\lambda$, the feasibility test is to determine whether $\lambda$ is feasible, i.e., whether $\lambda \geq \lambda^*$. We say that a vertex $v$ of $T$ is covered (under $\lambda$) by a center $q$ if $w(v) \cdot d(v, q) \leq \lambda$. Note that $\lambda$ is feasible if and only if we can place $k$ centers in $T$ such that all vertices are covered. In the following we describe a linear-time feasibility test algorithm, which is essentially the same as the one in [20] although our description is much simpler.

We pick a vertex of $T$ as the root, denoted by $\gamma$. For each vertex $v$, we use $T(v)$ to denote the subtree of $T$ rooted at $v$. Following a post-order traversal on $T$, we place centers in a bottom-up and greedy manner. For each vertex $v$, we maintain two values $\sup(v)$ and $\dem(v)$, where $\sup(v)$ is the distance from $v$ to the closest center that has been placed in $T(v)$, and $\dem(v)$ is the maximum distance from $v$ such that if we place a center $q$ within such a distance from $v$ then all uncovered vertices of $T(v)$ can be covered by $q$. We also maintain a variable $\text{count}$ to record the number of centers that have been placed so far.

Initially, $\text{count} = 0$, and for each vertex $v$, $\sup(v) = \infty$ and $\dem(v) = \frac{\lambda}{w(v)}$. Following a post-order traversal on $T$, suppose vertex $v$ is being visited. For each child $u$ of $v$, we update $\sup(v)$ and $\dem(v)$ as follows. If $\sup(u) \leq \dem(u)$, then we can use the center of $T(u)$ closest to $u$ to cover the uncovered vertices of $T(u)$, and thus we reset $\sup(v) = \min\{\sup(v), \sup(u) + d(u, v)\}$. Note that since $u$ connects $v$ by an edge, $d(v, u)$ is the length of the edge. Otherwise, if $\dem(u) < d(u, v)$, then we place a center on the edge $e(u, v)$ at distance $\dem(u)$ from $u$, so we update $\text{count} = \text{count} + 1$ and $\sup(v) = \min\{\sup(v), d(u, v) - \dem(u)\}$. Otherwise (i.e., $\dem(u) \geq d(u, v)$), we update $\dem(v) = \min\{\dem(v), \dem(u) - d(u, v)\}$.

After the root $\gamma$ is visited, if $\sup(\gamma) > \dem(\gamma)$, then we place a center at $\gamma$ and update $\text{count} = \text{count} + 1$. Finally, $\lambda$ is feasible if and only if $\text{count} \leq k$. The algorithm runs in $O(n)$ time. We use $\text{FTEST0}$ to refer to the algorithm. To solve the $k$-center problem, the key is to compute $\lambda^*$, after which we can find $k$ centers by applying $\text{FTEST0}$ with $\lambda = \lambda^*$.

**Remark.** The algorithm $\text{FTEST0}$ actually partitions $T$ into at most $k$ disjoint connected subtrees such that the vertices in each subtree is covered by the same center that is located in the subtree. We will make use of this observation later.

### 2.2 A matrix searching algorithm

We review an algorithm $\text{MSEARCH}$, which was proposed in [14] and was widely used, e.g., [15–17]. A matrix is sorted if elements in every row and every column are in nonincreasing order. Given a set of sorted matrices, a searching range $(\lambda_1, \lambda_2)$ such that $\lambda_2$ is feasible and $\lambda_1$ is not, and a stopping count $c$, $\text{MSEARCH}$ will produce a sequence of values one at a time for feasibility tests, and after each test, some elements in the matrices will be discarded.
Suppose a value \( \lambda \) is produced. If \( \lambda \notin (\lambda_1, \lambda_2) \), we do not need to test \( \lambda \). If \( \lambda \) is feasible, then \( \lambda_2 \) is updated to \( \lambda \); otherwise, \( \lambda_1 \) is updated to \( \lambda \). MSEARCH will stop once the number of remaining elements in all matrices is at most \( c \). Lemma 1 is proved in [14] and we slightly change the statement to accommodate our need.

\[ \text{Lemma 1 ([14–17])}. \text{ Let } M \text{ be a set of } N \text{ sorted matrices } \{M_1, M_2, \ldots, M_N\} \text{ such that } M_j \text{ is of dimension } m_j \times n_j \text{ with } m_j \leq n_j, \text{ and } \sum_{j=1}^N m_j = m. \text{ Let } c \geq 0. \text{ The number of feasibility tests needed by MSEARCH to discard all but at most } c \text{ of the elements is } O(\max\{\log \max_j \{n_j\}, \log(\frac{m}{c})\}), \text{ and the total time of MSEARCH exclusive of feasibility tests is } O(\kappa \cdot \sum_{j=1}^N m_j \log(\frac{2n_j}{m_j})), \text{ where } O(\kappa) \text{ is the time for evaluating each matrix element (i.e., the number of matrix elements that need to be evaluated is } O(\sum_{j=1}^N m_j \log(\frac{2n_j}{m_j}))). \]

### 2.3 The 2D sublist LP queries

Let \( H = \{h_1, h_2, \ldots, h_m\} \) be a set of \( m \) upper half-planes in the plane. Given two indices \( i \) and \( j \) with \( 1 \leq i \leq j \leq m \), a 2D sublist LP query asks for the lowest point in the common intersection of \( h_i, h_{i+1}, \ldots, h_j \). The line-constrained version of the query is: Given a vertical line \( l \) and two indices \( i \) and \( j \) with \( 1 \leq i \leq j \leq m \), the query asks for the lowest point on \( l \) in the common intersection of \( h_i, h_{i+1}, \ldots, h_j \). Lemma 2 was proved in [10] (i.e., Lemma 8 and the discussion after it; the query algorithm for the line-constrained version is used as a procedure in the proof of Lemma 8).

\[ \text{Lemma 2 ([10])}. \text{ We can build a data structure for } H \text{ in } O(m \log m) \text{ time such that each 2D sublist LP query can be answered in } O(\log^2 m) \text{ time, and each line-constrained query can be answered in } O(\log m) \text{ time.} \]

### 2.4 Line arrangement searching

Let \( L \) be a set of \( m \) lines in the plane. Denote by \( A(L) \) the arrangement of the lines of \( L \), and let \( y(v) \) be the \( y \)-coordinate of each vertex \( v \) of \( A(L) \). Let \( v_1(L) \) be the lowest vertex of \( A(L) \) whose \( y \)-coordinate is a feasible value, and let \( v_2(L) \) be the highest vertex of \( A(L) \) whose \( y \)-coordinate is smaller than that of \( v_1(L) \). Hence, \( y(v_2(L)) < \lambda^* \leq y(v_1(L)) \), and \( A(L) \) does not have a vertex \( v \) with \( y(v_2(L)) < y(v) < y(v_1(L)) \). Lemma 3 was proved in [11].

\[ \text{Lemma 3 ([11])}. \text{ Both vertices } v_1(L) \text{ and } v_2(L) \text{ can be computed in } O((m + \tau) \log m) \text{ time, where } \tau \text{ is the time for a feasibility test.} \]

Remark. Alternatively, we can use Cole’s parametric search [12] to compute the two vertices. First, we sort the lines of \( L \) by their intersections with the horizontal line \( y = \lambda^* \), and this can be done in \( O((m + \tau) \log m) \) time by Cole’s parametric search [12]. Then, \( v_1(L) \) and \( v_2(L) \) can be found in additional \( O(m) \) time because each of them is an intersection of two adjacent lines in the above sorted order. The line arrangement searching technique, which modified the slope selection algorithms [6, 22], avoids Cole’s parametric search [12].

We will often talk about some problems in the plane \( \mathbb{R}^2 \), and if the context is clear, for any point \( p \in \mathbb{R}^2 \), we use \( x(p) \) and \( y(p) \) to denote its \( x \)- and \( y \)-coordinates, respectively.

### 3 The algorithms for stems

In this section, we first define stems, which are similar in spirit to those proposed in [16] for the unweighted case. Then, we will present two algorithms for solving the \( k \)-center problem on a stem, and both techniques will be used later for solving the problem in the tree \( T \).
Let \( \hat{P} \) be a path of \( m \) vertices, denoted by \( v_1, v_2, \ldots, v_m \), sorted from left to right. For each vertex \( v_i \), other than its incident edges in \( \hat{P} \), \( v_i \) has at most two additional edges connecting two vertices \( u_i \) and \( w_i \) that are not in \( \hat{P} \). Either vertex may not exist. Let \( P \) denote the union of \( \hat{P} \) and the above additional edges (e.g., see Fig. 1). For any two points \( p \) and \( q \) on \( P \), we still use \( \pi(p, q) \) to denote the unique path between \( p \) and \( q \) in \( P \), and use \( d(p, q) \) to denote the length of the path. With respect to a range \( (\lambda_1, \lambda_2) \), we call \( P \) a stem if the following holds: For each \( i \in [1, m] \), if \( u_i \) exists, then \( w(u_i) \cdot d(u_i, v_i) \leq \lambda_1 \); if \( w_i \) exists, then \( w(w_i) \cdot d(w_i, v_i) \geq \lambda_2 \).

Following the terminology in [16], we call \( e(v_i, u_i) \) a thorn and \( e(v_i, w_i) \) a twig. Each \( u_i \) is called a thorn vertex and each \( w_i \) is called a twig vertex. \( \hat{P} \) is called the backbone of \( P \), and each vertex of \( \hat{P} \) is called a backbone vertex. We define \( m \) as the length of \( P \). The total number of vertices of \( P \) is at most \( 3m \).

**Remark.** Our algorithm in Section 4 will produce stems \( P \) as defined above, where \( \hat{P} \) is a path in \( T \) and all vertices of \( P \) are also vertices of \( T \). However, each thorn \( e(u_i, v_i) \) may not be an original edge of \( T \), but it corresponds to the path between \( u_i \) and \( v_i \) in \( T \) in the sense that the length of \( e(u_i, v_i) \) is equal to the distance between \( u_i \) and \( v_i \) in \( T \). This is also the case for each twig \( e(w_i, v_i) \). Our algorithm in Section 4 will maintain a range \( (\lambda_1, \lambda_2) \) such that \( \lambda_1 \) is not feasible and \( \lambda_2 \) is feasible, i.e., \( \lambda^* \in (\lambda_1, \lambda_2) \). Since any feasibility test will be made to a value \( \lambda \in (\lambda_1, \lambda_2) \), the above definitions on thorns and twigs imply the following: For each thorn vertex \( u_i \), we can place a center on the backbone to cover it (under \( \lambda \)), and for each twig vertex \( w_i \), we need to place a center on the edge \( e(w_i, v_i) \setminus \{v_i\} \) to cover it.

In the sequel we give two different techniques for solving the \( k \)-center problem on the stem \( P \). In fact, in our algorithm for the \( k \)-center problem on \( T \) in Section 4, we use these techniques to process a stem \( P \), rather than directly solve the \( k \)-center problem on \( P \). Let \( \lambda^* \) temporarily refer to the optimal objective value of the \( k \)-center problem on \( P \) in the rest of this section, and we assume \( \lambda^* \in (\lambda_1, \lambda_2) \).

### 3.1 The first algorithm

This algorithm is motivated by the following easy observation: there exist two vertices \( v \) and \( v' \) in \( P \) such that a center \( q \) is located in the path \( \pi(v, v') \) and \( w(v) \cdot d(q, v) = w(v') \cdot d(q, v') = \lambda^* \).

We assume that all backbone vertices of \( P \) are in the \( x \)-axis of an \( xy \)-coordinate system \( \mathbb{R}^2 \) where \( v_1 \) is at the origin and each \( v_i \) has \( x \)-coordinate \( d(v_i, v_1) \). Each \( v_i \) defines two lines \( l^+(v_i) \) and \( l^-(v_i) \) both containing \( v_i \) and with slopes \( w(v_i) \) and \( -w(v_i) \), respectively (e.g., see Fig. 2). Each thorn \( u_i \) also defines two lines \( l^+(u_i) \) and \( l^-(u_i) \) as follows. Define \( u_i' \) (resp., \( u_i'' \)) to be the point in \( \mathbb{R}^2 \) on the \( x \)-axis with \( x \)-coordinate \( d(v_i, u_i) - d(u_i, v_i) \) (resp., \( d(v_i, u_i) + d(u_i, v_i) \)). Hence, \( u_i' \) (resp., \( u_i'' \)) is to the left (resp., right) of \( v_i \) with distance \( d(u_i, v_i) \) from \( v_i \). Define \( l^+(u_i) \) to be the line through \( u_i' \) with slope \( w(u_i) \) and \( l^-(u_i) \) to be the
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line through \( u \) with slope \(-w(u)\). Note that \( l^+(u) \) and \( l^-(u) \) intersect at the point whose \( x \)-coordinate is the same as that of \( v \), and whose \( y \)-coordinate is equal to \( w(u) \cdot d(u, v) \). For each twig vertex \( w \), we define points \( v \) and \( v' \), and lines \( l^+(w) \) and \( l^-(w) \), in the same way as those for \( u \).

Consider a point \( q \) on the backbone of \( P \) to the right side of \( v \). It can be verified that the weighted distance \( w(v) \cdot d(v, q) \) from \( v \) to \( q \) is exactly equal to the \( y \)-coordinate of the intersection between \( l^+(v) \) and the vertical line through \( q \). If \( q \) is on the left side of \( v \), we have a similar observation for \( l^-(v) \). This is also true for \( u \) and \( w \).

Let \( L \) denote the set of the lines in \( \mathbb{R}^2 \) defined by all vertices of \( P \). Note that \( |L| \leq 6m \).

Based on the above observation, \( \lambda^* \) is equal to the \( y \)-coordinate of a vertex of the line arrangement \( \mathcal{A}(L) \) of \( L \). More precisely, \( \lambda^* \) is equal to the \( y \)-coordinate of \( v_1(L) \), as defined in Section 2. By Lemma 3, we can compute \( \lambda^* \) in \( O((m + \tau) \log m) \) time.

### 3.2 The second algorithm

This algorithm relies on the algorithm \( \text{MSEARCH} \). We first form a set of sorted matrices.

For each \( i \in [1, m] \), we define the two lines \( l^+_i(v) \) and \( l^-_i(v) \) in \( \mathbb{R}^2 \) as above in Section 3.1. If \( u \) exists, then we also define \( l^+_i(u) \) and \( l^-_i(u) \) as before; otherwise, both \( l^+_i(u) \) and \( l^-_i(u) \) refer to the \( x \)-axis. Let \( h_{4(i-1)+j} \), \( 1 \leq j \leq 4 \), denote respectively the four upper half-planes bounded by the above four lines (their index order is arbitrary). In this way, we have a set \( H = \{h_1, h_2, \ldots, h_{4m}\} \) of \( 4m \) upper half-planes.

For any \( i \) and \( j \) with \( 1 \leq i \leq j \leq m \), we define \( \alpha(i, j) \) as the \( y \)-coordinate of the lowest point in the common intersection of the upper half-planes of \( H \) from \( h_{4(i-1)+1} \) to \( h_{4j} \), i.e., all upper half-planes defined by \( u \) and \( v \) for \( t \in [i, j] \). Observe that if we use one center to cover all backbone and thorn vertices \( u \) and \( v \) for \( t \in [i, j] \), then \( \alpha(i, j) \) is equal to the optimal objective value of this one-center problem.

We define a matrix \( M \) of dimension \( m \times m \): For any \( i \) and \( j \) in \([1, m]\), if \( i + j \leq m + 1 \), then \( M[i, j] = \alpha[i, m + 1 - j] \); otherwise, \( M[i, j] = 0 \).

For each twig \( w \), we define two arrays \( A_i^+ \) and \( A_i^- \) of at most \( m \) elements each as follows. Let \( h^+(w) \) and \( h^-(w) \) denote respectively the upper half-planes bounded by the lines \( l^+(w) \) and \( l^-(w) \) defined in Section 3.1. The array \( A_i^+ \) is defined on the vertices of \( P \) on the right side of \( v \), as follows. For each \( j \in [1, m - i + 1] \), if we use a single center to cover \( w \) and all vertices \( u \) and \( v \) for \( t \in [i, m + 1 - j] \), then \( A_i^-[j] \) is defined to be the optimal objective value of this one-center problem, which is equal to the \( y \)-coordinate of the lowest point in the common intersection of \( h^+(w) \) and the upper half-planes of \( H \) from \( h_{4(i-1)+1} \) to \( h_{4(4j-1)+1} \). Symmetrically, \( A_i^+ \) is defined on the left side of \( v \). Specifically, for each \( j \in [1, i] \), if we use one center to cover \( w \) and all vertices \( u \) and \( v \) for \( t \in [i, j] \), then \( A_i^+[j] \) is defined to be the optimal objective value, which is equal to the \( y \)-coordinate of the lowest point in the common intersection of \( h^-(w) \) and the upper half-planes of \( H \) from \( h_{4(i-1)+1} \) to \( h_{4i} \).

Let \( \mathcal{M} \) be the set of the matrices \( M \) and \( A_i^+ \) and \( A_i^- \) for all \( 1 \leq i \leq m \). The following lemma implies that we can apply \( \text{MSEARCH} \) on \( \mathcal{M} \) to compute \( \lambda^* \).

#### Lemma 4

Each matrix of \( \mathcal{M} \) is sorted, and \( \lambda^* \) is an element of a matrix in \( \mathcal{M} \).

**Proof.** Refer to the full paper for the proof that every matrix of \( \mathcal{M} \) is sorted. In the following, we show that \( \lambda^* \) must be an element of one of these matrices. We only sketch the proof.

Imagine that we apply algorithm \( \text{FTEST0} \) on \( \lambda = \lambda^* \) and the stem \( P \) by considering \( P \) as a tree with root \( v_m \). Then, \( \text{FTEST0} \) will compute at most \( k \) centers in \( P \). \( \text{FTEST0} \) actually partitions \( P \) into at most \( k \) disjoint connected subtrees such that the vertices in each subtree is covered by the same center that is located in the subtree. Further, there must be a subtree
$P_1$ that has a center $q$ and two vertices $v'$ and $v$ such that $w(v) \cdot d(v, q) = w(v') \cdot d(v', q) = \lambda^*$. Since $P_1$ is connected and both $v$ and $v'$ are in $P_1$, the path $\pi(v, v')$ is also in $P_1$.

Depending on whether one of $v$ and $v'$ is a twig vertex, there are two cases.

If neither vertex is a twig vertex, then we claim that all thorn vertices connecting to the backbone vertices of $\pi(v, v')$ are covered by the center $q$ (see the full paper for the proof of the claim). If $v$ is a backbone vertex, then let $i$ be its index, i.e., $v = v_i$; otherwise, $v$ is a thorn vertex and let $i$ be the index such that $v$ connects the backbone vertex $v_i$. Similarly, define $j$ for $v'$. Without loss of generality, assume $i \leq j$. The above claim implies that $\lambda^*$ is equal to the $y$-coordinate of the lowest point in the common intersection of all upper half-planes defined by the backbone vertices $v_i$ and thorn vertices $u_t$ for all $t \in [i, j]$, and thus, $\lambda^* = \alpha(i, j)$, which is equal to $M[i, m + 1 - j]$. Therefore, $\lambda^*$ is in the matrix $M$.

Next, we consider the case where at least one of $v$ and $v'$ is a twig vertex. For each twig vertex $w_i$ of $P$, by definition, $w_i \cdot d(w_i, v_i) \geq \lambda_2$, and since $\lambda^* \leq \lambda_2$, the twig $e(w_i, v_i)$ must contain a center. Because both $v$ and $v'$ are covered by $q$, only one of them is a twig vertex. Without loss of generality, we assume that $v$ is a twig vertex, say, $w_i$. If $v'$ is a backbone vertex, then let $j$ be its index; otherwise, $v'$ is a thorn vertex and let $j$ be the index such that $v'$ connects the backbone vertex $v_j$. Without loss of generality, we assume $i \leq j$.

By the same argument as the above, all thorn vertices $u_t$ with $t \in [i, j]$ are covered by $q$. This implies that $\lambda^*$ is the $y$-coordinate of the lowest point in the common intersection of $h^+(w_i)$ and all upper half-planes defined by the backbone vertices $v_i$ and thorn vertices $u_t$ for all $t \in [i, j]$. Thus, $\lambda^* = A_{ij}^* [m + 1 - j]$. Therefore, $\lambda^*$ is in the array $A_{ij}^*$.

Note that $\mathcal{M}$ consists of a matrix $M$ of dimension $m \times m$ and $2m$ arrays of lengths at most $m$. With the help of the 2D sublist LP query data structure in Lemma 2, the following lemma shows that the matrices of $\mathcal{M}$ can be implicitly formed in $O(m \log m)$ time.

**Lemma 5.** With $O(m \log m)$ time preprocessing, each matrix element of $\mathcal{M}$ can be evaluated in $O(\log^2 m)$ time.

**Proof.** We build a data structure of Lemma 2 on the upper half-planes of $H$ in $O(m \log m)$ time. Then, each element of $\mathcal{M}$ can be obtained in $O(\log^2 m)$ time by a 2D sublist LP query.

Now consider an array $A_{ij}^*$. Given any index $j$, to compute $A_{ij}^* [j]$, recall that $A_{ij}^* [j]$ is equal to the $y$-coordinate of the lowest point $p^*$ of the common intersection of the upper half-plane $h^+(w_i)$ and those in $H'$, where $H'$ is the set of the upper half-planes of $H$ from $h_{4(j-1)+1}$ to $h_{4j}$. The lowest point $p^*$ of the common intersection of the upper half-planes of $H'$ can be computed in $O(\log^2 m)$ time by a 2D sublist LP query with query indices $4(j - 1) + 1$ and $4i$. Computing $p^*$ can also be done in $O(\log^2 m)$ time by slightly modifying the query algorithm for computing $p^*$. We briefly discuss it below and the interested reader should refer to [10] for details (the proof of Lemma 8 and the discussion after the lemma).

The query algorithm for computing $p^*$ is similar in spirit to the linear-time algorithm for the 2D linear programming problem in [23]. It is a binary search algorithm. In each iteration, the algorithm computes the highest intersection $p''$ between a vertical line $l$ and the bounding lines of the half-planes of $H'$, and based on the local information at the intersection, the algorithm will determine which side to proceed for the search. For computing $p^*$, we need to incorporate the additional half-plane $h^+(w_i)$. To this end, in each iteration of the binary search, after we compute the highest intersection $p''$, we compare it with the intersection of $l$ and the bounding line of $h^+(w_i)$ and update the highest intersection if needed. This costs only constant extra time for each iteration. Therefore, computing $p^*$ takes $O(\log^2 m)$ time.

Computing the elements of arrays $A_{ij}^*$ can be done similarly. The lemma thus follows.
By applying algorithm \textit{MSEARCH} on $M$ with stopping count $c = 0$ and $\kappa = O(\log^2 m)$, according to Lemma 1, \textit{MSEARCH} produces $O(\log m)$ values for feasibility tests, and the total time exclusive of feasibility tests is $O(m \log^3 m)$ because we need to evaluate $O(m \log m)$ matrix elements of $M$. Hence, the total time for computing $\lambda^*$ is $O(m \log^3 m + \tau \cdot \log m)$.

\textbf{Remark.} Clearly, the first algorithm is better than the second one. However, later when we use the techniques of the second algorithm, $m$ is often bounded by $O(\log^2 n)$ and thus $\log^3 m = O(\log n)$. In fact, we use the techniques of the second algorithm mainly because we need to set the stopping count $c$ to some non-zero value.

4 Solving the $k$-center problem on $T$

In this section, we present our algorithm for solving the $k$-center problem on $T$. We will focus on computing the optimal objective value $\lambda^*$. Frederickson [15] proposed a path-partition of $T$, which is a partition of the edges of $T$ into paths where a vertex $v$ is an endpoint of a path if and only if the degree of $v$ in $T$ is not equal to 2 (e.g., see Fig. 3). A path in a path-partition of $T$ is called a leaf-path if it contains a leaf of $T$.

As in [16], we generalize the path-partition to stem-partition as follows. During the course of our algorithm, a range $(\lambda_1, \lambda_2]$ that contains $\lambda^*$ will be maintained and $T$ will be modified by removing some edges and adding some thorns and twigs. At any point in our algorithm, let $T'$ be $T$ with all thorns and twigs removed. A stem of $T$ is a path in the path-partition of $T'$, along with all thorns and twigs that connect to vertices in the path. A stem-partition of $T$ is to partition $T$ into stems according to a path-partition of $T'$. A stem in a stem-partition of $T$ is called a leaf-stem if it contains a leaf of $T$ that is a backbone vertex of the stem.

Our algorithm follows the first algorithmic scheme in [16]. There are two main phases: Phase 1 and Phase 2. Let $r = \log^2 n$. Phase 1 gathers information so that the feasibility test can be made in sublinear $O(\frac{n}{r} \log^3 r)$ time. Phase 2 computes $\lambda^*$ by using the faster feasibility test. If $T$ has more than $2n/r$ leaves, then there is an additional phase, called Phase 0, which reduces the problem to a tree with at most $2n/r$ leaves. In the following, we consider the general case where $T$ has more than $2n/r$ leaves.

4.1 The preprocessing and computing the vertex ranks

We first perform some preprocessing. Recall that $\gamma$ is the root of $T$. We compute the distances $d(v, \gamma)$ for all vertices $v$ in $O(n)$ time. Then, if $u$ is an ancestor of $v$, $d(u, v) = d(\gamma, v) - d(\gamma, u)$, which can be computed in $O(1)$ time. In the following, whenever we need to compute a distance $d(u, v)$, it is always the case that one of $u$ and $v$ is an ancestor of the other, and thus $d(u, v)$ can be obtained in $O(1)$ time.
Next, we compute a “rank” \( \text{rank}(v) \) for each vertex \( v \) of \( T \). These ranks will facilitate our algorithm later. For each vertex \( v \), we define a point \( p(v) \) on the \( x \)-axis with \( x \)-coordinate equal to \( d(\gamma, v) \) in an \( xy \)-coordinate system \( \mathbb{R}^2 \), and define \( l(v) \) as the line through \( p(v) \) with slope equal to \(-w(v)\). Let \( L \) be the set of these \( n \) lines. Consider the line arrangement \( A(L) \) of \( L \). Let \( v_1(L) \) and \( v_2(L) \) be the vertices as defined in Section 2. By Lemma 3, both vertices can be computed in \( O(n \log n) \) time. Let \( l \) be a horizontal line strictly between \( v_1(L) \) and \( v_2(L) \). We sort all lines of \( L \) by their intersections with \( l \) from left to right, and for each vertex \( v \), we define \( \text{rank}(v) = i \) if there are \( i - 1 \) lines before \( l(v) \) in the above order. By the definitions of \( v_1(L) \) and \( v_2(L) \), the above order of \( L \) is also an order of \( L \) sorted by their intersections with the horizontal line \( y = \lambda^* \).

4.2 Phase 0

Recall that \( T \) has more than \( 2n/r \) leaves. In this section, we reduce the problem to the problem of placing centers in a tree with at most \( 2n/r \) leaves. Our algorithm will maintain a range \((\lambda_1, \lambda_2)\) that contains \( \lambda^* \). Initially, \( \lambda_1 = y(v_2(L)) \), the \( y \)-coordinate of \( v_2(L) \), which is already computed in the preprocessing, and \( \lambda_2 = y(v_1(L)) \). We form a stem-partition of \( T \), which is actually a path-partition since there are no thorns and twigs initially, and this can be done in \( O(n) \) time.

Recall that \( r = \log^2 n \). While there are more than \( 2n/r \) leaves in \( T \), we do the following.

Recall that the length of a stem is defined as the number of backbone vertices. Let \( S \) be the set of all leaf-stems of \( T \) whose lengths are at most \( r \). Let \( n' \) be the number of all backbone vertices on the leaf-stems of \( S \). For each leaf-stem of \( S \), we form matrices by Lemma 5. Let \( M \) denote the collection of matrices for all leaf-stems of \( S \). We call \( \text{MSEARCH} \) on \( M \), with stopping count \( c = n'/(2r) \), by using the feasibility test algorithm \( FTEST0 \). After \( \text{MSEARCH} \) stops, we have an updated range \((\lambda_1, \lambda_2)\) and matrix elements of \( M \) in \((\lambda_1, \lambda_2)\) are called active values. Since \( c = n'/(2r) \), at most \( n'/(2r) \) active values of \( M \) remain, and thus at most \( n'/(2r) \) leaf-stems of \( S \) have active values.

For each leaf-stem \( P \in S \) without active values, we perform the following post-processing procedure. The backbone vertex of \( P \) closest to the root is called the top vertex. We place centers on \( P \), subtract their number from \( k \), and replace \( P \) by either a thorn or a twig connected to the top vertex (\( P \) is thus removed from \( T \) except the top vertex), such that solving the \( k \)-center problem on the modified \( T \) also solves the problem on the original \( T \). The post-processing procedure can be implemented in \( O(m) \) time, where \( m \) is the length of \( P \). The details are given below.

**The post-processing procedure on \( P \).** Let \( z \) be the top vertex of \( P \). We run \( FTEST0 \) on \( P \) with \( z \) as the root and \( \lambda = \lambda' \) that is an arbitrary value in \((\lambda_1, \lambda_2)\). After \( z \) is finally processed, depending on whether \( \sup(z) \leq \text{dem}(z) \), we do the following.

If \( \sup(z) \leq \text{dem}(z) \), then let \( q \) be the last center that has been placed. In this case, all vertices of \( P \) are covered and \( z \) is covered by \( q \). According to algorithm \( FTEST0 \) and as discussed in the proof of Lemma 4, \( q \) covers a connected subtree of vertices, and let \( V(q) \) denote the set of these vertices excluding \( z \). Note that \( V(q) \) can be easily identified during \( FTEST0 \). Let \( k' \) be the number of centers excluding \( q \) that have been placed on \( P \). Since \( \lambda' \in(\lambda_1, \lambda_2) \) and the matrices formed based on \( P \) do not have any active values, we have the following key observation: if we run \( FTEST0 \) with any \( \lambda \in(\lambda_1, \lambda_2) \), the algorithm will also cover all vertices of \( P \setminus (V(q)\cup \{z\}) \) with \( k' \) centers and cover vertices of \( V(q)\cup \{z\} \) with one center. Indeed, this is true because the way we form matrices for \( P \) is consistent with \( FTEST0 \), as discussed in the proof of Lemma 4. In this case, we replace \( P \) by attaching a
twig $e(u, z)$ to $z$ with length equal to $d(u, z)$, where $u$ is a vertex of $V(q)$ with the following property: For any $\lambda \in (\lambda_1, \lambda_2)$, if we place a center $q'$ on the path $\pi(u, z)$ at distance $\lambda/w(u)$ from $u$, then $q'$ will cover all vertices of $V(q)$ under $\lambda$, i.e., $u$ “dominates” all other vertices of $V(q)$ and thus it is sufficient to keep $u$ (since $\lambda_2$ is feasible, any subsequent feasibility test in the algorithm will use $\lambda \in (\lambda_1, \lambda_2)$). The following lemma shows that $u$ is the vertex of $V(q)$ with the largest rank. The proof of the lemma is omitted.

**Lemma 6.** Let $u$ be the vertex of $V(q)$ with the largest rank. For any $\lambda \in (\lambda_1, \lambda_2)$, the following holds.
1. $\frac{\lambda}{w(u)} \leq d(u, z)$.
2. If $q'$ is the point on the path $\pi(u, z)$ with distance $\frac{\lambda}{w(u)}$ from $u$, then $q'$ covers all vertices of $V(q)$ under $\lambda$, i.e., $w(v) \cdot d(v, q') \leq \lambda$ for all $v \in V(q)$.

Due to the preprocessing in Section 4.1, we can find $u$ from $V(q)$ in $O(m)$ time. This finishes our post-processing procedure for the case $sup(z) \leq dem(z)$. Since $\frac{\lambda}{w(z)} \leq d(u, z)$ for any $\lambda \in (\lambda_1, \lambda_2)$, we have $w(u) \cdot d(u, z) \geq \lambda_2$, and thus, $e(u, z)$ is indeed a twig.

Next, we consider the other case $sup(z) > dem(z)$. In this case, $P$ has some vertices other than $z$ that are not covered yet, and we would need to place a center at $z$ to cover them. Let $V$ be the set of all uncovered vertices other than $z$, and $V$ can be identified during $FTEST0$. In this case, we replace $P$ by attaching a thorn $e(u, z)$ to $z$ with length equal to $d(u, z)$, where $u$ is a vertex of $V$ with the following property: For any $\lambda \in (\lambda_1, \lambda_2)$, if there is a center $q$ outside $P$ covering $u$ through $z$ (by “through”, we mean that $\pi(q, u)$ contains $z$) under distance $\lambda$, then $q$ also covers all other vertices of $V$ (intuitively $u$ “dominates” all other vertices of $V$). Since later we will place centers outside $P$ to cover the vertices of $V$ through $z$ under some $\lambda \in (\lambda_1, \lambda_2)$, it is sufficient to maintain $u$. The following lemma shows that $u$ is the vertex of $V$ with the largest rank. The proof is omitted.

**Lemma 7.** Let $u$ be the vertex of $V$ with the largest rank. Then, for any center $q$ outside $P$ that covers $u$ through $z$ under any $\lambda \in (\lambda_1, \lambda_2)$, $q$ also covers all other vertices of $V$.

Since a center at $z$ would cover $u$, it holds that $w(u) \cdot d(u, z) \leq \lambda$ for any $\lambda \in (\lambda_1, \lambda_2)$, which implies that $w(u) \cdot d(u, z) \leq \lambda_1$. Thus, $e(u, z)$ is indeed a thorn.

The above replaces $P$ by attaching to $z$ either a thorn or a twig. We perform the following additional processing.

Suppose $z$ is attached by a thorn $e(z, u)$. If $z$ already has another thorn $e(z, u')$, then we discard one of $u'$ and $u$ whose rank is smaller, because any center that covers the remaining vertex will cover the discarded one as well. This makes sure that $z$ has at most one thorn.

Suppose $z$ is attached by a twig $e(z, u)$. If $z$ already has another twig $e(z, u')$, then we can discard one of $u$ and $u'$ whose rank is larger (and subtract 1 from $k$). The reason is the following. Without loss of generality, assume $rank(u) < rank(u')$. Since both $e(z, u)$ and $e(z, u')$ are twigs, if we apply $FTEST0$ on any $\lambda \in (\lambda_1, \lambda_2)$, then the algorithm will place a center $q$ on $e(z, u)$ with distance $\lambda/w(u)$ from $u$ and place a center $q'$ on $e(z, u')$ with distance $\lambda/w(u')$ from $u'$. As $rank(u) < rank(u')$, we have Lemma 8.

**Lemma 8.** $d(q, z) \leq d(q', z)$.

Lemma 8 tells that any vertex covered by $q'$ in the subsequent algorithm will also be covered by $q$. Thus, it suffices to maintain the twig $e(z, u)$. Since we need to place a center at $e(z, u')$, we subtract 1 from $k$ after removing $e(z, u')$. Hence, $z$ has at most one twig.

This finishes the post-processing procedure for $P$. Due to the preprocessing in Section 4.1, the running time of the procedure is $O(m)$. 
Let $T$ be the modified tree after the post-processing on each stem $P$ without active values. If $T$ still has more than $2n/r$ leaves, then we repeat the above. The algorithm stops once $T$ has at most $2n/r$ leaves. This finishes Phase 0. The following lemma gives the time analysis.

**Lemma 9.** Phase 0 runs in $O(n(\log \log n)^3)$ time.

**Proof.** We first argue that the number of iterations of the while loop is $O(\log r)$.

We consider an iteration of the while loop. Suppose the number of leaf-stems in $T$, denoted by $m$, is at least $2n/r$. Then, at most $n/r$ leaf-stems are of length larger than $r$. Hence, at least half of the leaf-stems are of length at most $r$. Thus, $|S| \geq m/2$. Recall that $n'$ is the total number of backbone vertices in all leaf-stems of $S$. Because at most $n'/2r$ leaf-stems have active values after MSEARCH, at least $|S| - n'/2r \geq m/2 - n'/2r \geq m/2 - m/4 = m/4$ leaf-stems will be removed. Note that removing two such leaf-stems may make an interior vertex become a new leaf in the modified tree. Hence, the tree resulting at the end of each iteration will have at most $7/8$ of the leaf-stems of the tree at the beginning of the iteration. Therefore, the number of iterations of the while loop needed to reduce the number of leaf-stems to at most $2n/r$ is $O(\log r)$.

We proceed to analyze the running time of Phase 0. In each iteration of the while loop, we call MSEARCH on the matrices for all leaf-stems of $S$. Since the length of each stem $P$ of $S$ is at most $r$, there are $O(r)$ matrices formed for $P$. We perform the preprocessing of Lemma 5 on the matrices, so that each matrix element can be evaluated in $O(\log^2 r)$ time. The total time of the preprocessing on stems of $S$ is $O(n' \log r)$. Since $M$ has $O(n')$ matrices and the stopping account $c = n'/2r$, each call to MSEARCH produces $O(\log r)$ values for feasibility tests in $O(n' \log^3 r)$ time (i.e., $O(n' \log r)$ matrix elements will be evaluated). For each leaf-stem without active values, the post-processing time for it is $O(r)$. Hence, the total post-processing time in each iteration is $O(n')$.

Since there are $O(\log r)$ iterations, the total number of feasibility tests is $O(\log^2 r)$, and thus the overall time for all feasibility tests in Phase 0 is $O(n \log^2 r)$. On the other hand, after each iteration, at most $n'/2r$ leaf-stems of $S$ have active values and other leaf-stems of $S$ will be deleted. Since the length of each leaf-stem of $S$ is at most $r$, the leaf-stems with active values have at most $n'/2$ backbone vertices, and thus at least $n'/2$ backbone vertices will be deleted in each iteration. Therefore, the total sum of such $n'$ in all iterations is $O(n)$. Hence, the total time for the preprocessing of Lemma 5 is $O(n \log r)$, the total time for MSEARCH is $O(n \log^3 r)$, and the total post-processing time for leaf-stems without active values is $O(n)$.

In summary, the overall time of Phase 0 (excluding the preprocessing in Section 4.1) is $O(n \log^3 r)$, which is $O(n(\log \log n)^3)$ since $r = \log^2 n$.

**4.3 Phase 1**

We assume that the tree $T$ now has at most $2n/r$ leaves and we want to place $k$ centers in $T$ to cover all vertices. Note that $T$ may have some thorns and twigs. The main purpose of this phase is to gather information so that each feasibility test can be done in sublinear time, and specifically, $O(n/r \log^3 r)$ time. Recall that we have a range $(\lambda_1, \lambda_2]$ that contains $\lambda^*$.

We first form a stem-partition for $T$. Then, we further partition the stems into substems, each of length at most $r$, such that the lowest backbone vertex $v$ in a substem is the highest backbone vertex in the next lower substem (if $v$ has a thorn or/and a twig, then they are included in the upper substem). So this results in a partition of edges. Let $S$ be the set of all substems. Let $T_c$ be the tree in which each node represents a substem of $S$ and node $\mu$ in $T_c$ is the parent of node $\nu$ if the highest backbone vertex of the substem for $\nu$ is the lowest
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backbone vertex of the substem for $\mu$, and we call $T_c$ the stem tree. As in [15,16], since $T$ has at most $2n/r$ leaves, $|L| = O(n/r)$ and the number of nodes of $T_c$ is $O(n/r)$.

For each substem $P \in S$, we compute the set $L_P$ of lines as in Section 3.1. Let $L$ be the set of all the lines for all substems of $S$. We define the lines of $L$ in the same $xy$-coordinate system $\mathbb{R}^2$. Clearly, $|L| = O(n)$. Consider the line arrangement $A(L)$. Define vertices $v_1(L)$ and $v_2(L)$ of $A(L)$ as in Section 2. With Lemma 3 and $FTEST0$, both vertices can be computed in $O(n \log n)$ time. We update $\lambda_1 = \max\{\lambda_1, y(v_2(L))\}$ and $\lambda_2 = \min\{\lambda_2, y(v_1(L))\}$. Hence, we will have $\lambda^* \in (\lambda_1, \lambda_2)$. We again call the values in $(\lambda_1, \lambda_2)$ active values.

In the future algorithm, we will only need to test feasibilities for values $\lambda \in (\lambda_1, \lambda_2)$. We compute a data structure on each substem $P$ of $S$, so that it will help make the feasibility test faster. We have the following lemma and use $FTEST1$ to denote the feasibility test algorithm in the lemma. The lemma proof is omitted.

\textbf{Lemma 10.} After $O(n \log n)$ time preprocessing, each feasibility test can be done in $O(n/r \cdot \log^3 r)$ time.

\subsection{Phase 2}

In this phase, we will finally compute the optimal objective value $\lambda^*$, using the faster feasibility test $FTEST1$. Recall that we have computed a range $(\lambda_1, \lambda_2)$ that contains $\lambda^*$ after Phase 1.

We first form a stem-partition of $T$. While there is more than one leaf-stem, we do the following. Let $S$ be the set of all leaf-stems. For each stem $P \in S$, we compute the set of lines as in Section 3.1, and let $L$ be the set of the lines for all stems of $S$. With Lemma 3 and $FTEST1$, we compute the two vertices $v_1(L)$ and $v_2(L)$ of the arrangement $A(L)$ as defined in Section 2. We update $\lambda_1 = \max\{\lambda_1, y(v_2(L))\}$ and $\lambda_2 = \min\{\lambda_2, y(v_1(L))\}$. As discussed in Phase 1, each stem $P$ of $S$ does not have any active values (in the matrices defined by $P$).

Next, for each stem $P$ of $S$, we perform the post-processing procedure as in Section 4.2, i.e., place centers on $P$, subtract their number from $k$, and replace $P$ by attaching a twig or a thorn to its top vertex. Let $T$ be the modified tree.

After the while loop, $T$ is a single stem. Then, we apply above algorithm on the only stem $T$, and the obtained value $\lambda_2$ is $\lambda^*$. The running time of Phase 2 is bounded by $O(n \log n)$, which is proved in the following theorem.

\textbf{Theorem 11.} The $k$-center problem on $T$ can be solved in $O(n \log n)$ time.

\textbf{Proof.} As discussed before, Phases 0 and 1 run in $O(n \log n)$ time. We focus on Phase 2.

First of all, as in [16], the number of iterations of the while loop is $O(\log n)$ because the number of leaf-stems is halved after each iteration. In each iteration, let $n'$ denote the total number of backbone vertices of all leaf-stems in $S$. Hence, $|L| = O(n')$. Thus, the call to Lemma 3 with $FTEST1$ takes $O((n' + n/r \cdot \log^3 r) \log n')$ time. The total time of the post-processing procedure for all leaf-stems of $S$ is $O(n')$. Since all leaf-stems of $S$ will be removed in the iteration, the total sum of all such $n'$ is $O(n)$ in Phase 2. Therefore, the total time of the algorithm in Lemma 3 in Phase 2 is $O(n \log n + n/r \cdot \log^3 r \log^2 n)$, which is $O(n \log n)$ since $r = \log^2 n$. Also, the overall time for the post-processing procedure in Phase 2 is $O(n)$. Therefore, the total time of Phase 2 is $O(n \log n)$.

The pseudocode in Algorithm 1 summarizes the overall algorithm.
Algorithm 1: The $k$-center algorithm.

**Input:** A tree $T$ and an integer $k$

**Output:** The optimal objective values $\lambda^*$ and $k$ centers in $T$

1. Perform the preprocessing in Section 4.1 and compute the “ranks” for all vertices of $T$;
   
   /* Phase 0 */

2. $r \leftarrow \log^2 n$;

3. Form a stem-partition of $T$;

4. while do

5. there are more than $2n/r$ leaves in $T$

6. Let $S$ be the set of all leaf-stems of length at most $r$;

7. Form the set $\mathcal{M}$ of matrices for all leaf-stems of $S$ by Lemma 5;

8. Let $n'$ be the total number of all backbone vertices of the leaf-stems of $S$;

9. Call $\text{MSEARCH}$ on $\mathcal{M}$ with stopping count $c = n'/(2r)$, using $\text{FTEST0}$;

10. for do

11. each leaf-stem $P$ of $S$ with no active values

12. Perform the post-processing on $P$, i.e., place centers on $P$, subtract their number from $k$, replace $P$ by a thorn or a twig, and modify the stem-partition of $T$;
   
   /* Phase 1 */

13. For a stem-partition of $T$, and for each stem, partition it into substems of lengths at most $r$;

14. Let $S$ be the set of all substems, and form the stem-tree $T_c$;

15. Compute the set $L$ of lines for all stems of $S$ in the way discussed in Section 3.1;

16. Compute the two vertices $v_1(L)$ and $v_2(L)$ of $A(L)$ by Lemma 3 and $\text{FTEST0}$, and update $\lambda_1$ and $\lambda_2$;

17. for do

18. each substem $P$ of $S$

19. Compute the data structure for the faster feasibility test $\text{FTEST1}$;
   
   /* Phase 2 */

20. Form a stem-partition of $T$;

21. while do

22. there is more than one leaf-stem in $T$

23. Compute the set $L$ of lines for all stems of $S$ in the way discussed in Section 3.1;

24. Compute the two vertices $v_1(L)$ and $v_2(L)$ of $A(L)$ by Lemma 3 and $\text{FTEST1}$, and update $\lambda_1$ and $\lambda_2$;

25. for do

26. each leaf-stem of $S$

27. Perform the post-processing on $P$, i.e., place centers on $P$, subtract their number from $k$, replace $P$ by a thorn or a twig, and modify the stem-partition of $T$;

28. Compute the set $L$ of the lines for the only leaf-stem $T$;

29. Compute the two vertices $v_1(L)$ and $v_2(L)$ of $A(L)$ by Lemma 3 and $\text{FTEST1}$, and update $\lambda_1$ and $\lambda_2$;

30. $\lambda^* = \lambda_2$;

31. Apply $\text{FTEST0}$ on $\lambda = \lambda^*$ to find $k$ centers in the original tree $T$;
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1 Introduction
The closest-pair problem is one of the most fundamental problems in computational geometry and finds many applications, e.g., collision detection, similarity search, traffic control, etc. In this paper, we study a range-search version of the closest-pair problem called the range closest-pair (RCP) problem. Let \( X \) be a certain collection of ranges called query space. The
RCP problem with query space \( X \) (or the \( X \)-RCP problem for short) aims to preprocess a given dataset \( S \) of points into a low-space data structure such that when a query range \( X \in X \) is specified, the closest-pair in \( S \setminus X \) can be reported efficiently. The motivation for the RCP problem is clear and similar to that of range search: in many situations, one is interested in local information (i.e., local closest-pairs) inside specified ranges rather than global information (i.e., global closest-pair) of the dataset.

The RCP problem is quite challenging due to a couple of reasons. First, in the RCP problem, the objects of interest are in fact point-pairs instead of single points, and in a dataset there is a quadratic number of point-pairs to be dealt with. Moreover, the RCP problem is non-decomposable in the sense that even if the query range \( X \in X \) can be written as \( X = X_1 \cup X_2 \), the closest-pair in \( S \setminus X \) cannot be computed from the closest-pairs in \( S \setminus X_1 \) and \( S \setminus X_2 \). The non-decomposability makes many traditional range-search techniques inapplicable to the RCP problem, and thus makes the problem much more challenging.

The RCP problem in \( \mathbb{R}^2 \) has been studied in prior work over the last fifteen years, e.g., [1, 5, 6, 9, 10]. In this paper, we revisit this problem and make significant improvements to the existing solutions. Following the existing work, the query types considered in this paper are orthogonal queries (specifically, quadrants, strips, rectangles) and halfplane query.

### 1.1 Our contributions, techniques, and related work

The closest-pair problem and range search are both classical topics in computational geometry; see [2, 11] for references. The RCP problem is relatively new. The best existing bounds in \( \mathbb{R}^2 \) and our new results are summarized in Table 1 (Space refers to space cost and Qtime refers to query time), and we give a brief explanation below.

<table>
<thead>
<tr>
<th>Query</th>
<th>Source</th>
<th>Worst-case</th>
<th>Average-case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Space</td>
<td>Qtime</td>
</tr>
<tr>
<td>Quadrant</td>
<td></td>
<td>( O(n \log n) )</td>
<td>( O(\log n) )</td>
</tr>
<tr>
<td></td>
<td>Theorem 3</td>
<td>( O(n) )</td>
<td>( O(\log^2 n) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( O(\log^2 n) )</td>
<td>( O(\log \log n) )</td>
</tr>
<tr>
<td>Strip</td>
<td>[10]</td>
<td>( O(n \log^2 n) )</td>
<td>( O(\log^2 n) )</td>
</tr>
<tr>
<td></td>
<td>Theorem 6</td>
<td>( O(n \log n) )</td>
<td>( O(n) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( O(n \log n) )</td>
<td>( O(n \log^4 n) )</td>
</tr>
<tr>
<td>Rectangle</td>
<td>[6]</td>
<td>( O(n \log^2 n) )</td>
<td>( O(n \log^3 n) )</td>
</tr>
<tr>
<td></td>
<td>[10]</td>
<td>( O(n \log^3 n) )</td>
<td>( O(\log^5 n) )</td>
</tr>
<tr>
<td></td>
<td>Theorem 15</td>
<td>( O(n \log^2 n) )</td>
<td>( O(n \log n) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( O(n \log^2 n) )</td>
<td>( O(\log^2 n) )</td>
</tr>
<tr>
<td>Halfplane</td>
<td>[1]</td>
<td>( O(n \log n) )</td>
<td>( O(\log^2 n) )</td>
</tr>
</tbody>
</table>

**Table 1.** Summary of the best existing bounds and our new results for the RCP problem in \( \mathbb{R}^2 \) (each row corresponds to an RCP data structure for the corresponding query space).

### Related work.

The RCP problem for orthogonal queries was studied in [6, 9, 10]. The best known solution for quadrant query was given by [6], while [10] gave the best known solution for strip query. For rectangle query, there are two best known solutions (in terms of worst-case bounds) given by [6] and [10] respectively. The above results only considered worst-case performance of the data structures. The authors of [6] for the first time applied average-case analysis to RCP data structures in the model where the data points are drawn independently and uniformly from the unit square. Unfortunately, [6] only gave a rectangle
The RCP data structure with low average-case preprocessing time, while its average-case space cost and query time are even higher than the worst-case counterparts of the data structure given by [10] (even worse, its worst-case space cost is super-quadratic). In fact, in terms of space cost and query time, no nontrivial average-case bounds were known for any kind of query before this paper. The RCP problem for halfplane query was studied in [1]. Two data structures were proposed. We only present the first one in Table 1. The second one (not in the table), while having higher space cost and query time than the first one, can be built in \(O(n \log^2 n)\) time. Both data structures require (worst-case) super-linear space cost and polynomial query time.

**Our contributions.** In this paper, we improve all the above results by giving new RCP data structures for various query types. The improvements can be seen in Table 1. In terms of worst-case bounds, the highlights are our rectangle RCP data structure which simultaneously improves the two best known results (given by [6] and [10]) and our halfplane RCP data structure which is optimal and significantly improves the bounds in [1]. Furthermore, by applying average-case analysis to our new data structures, we establish the first nontrivial average-case bounds for all the query types studied. Our average-case analysis applies to datasets generated in not only the unit square but also an arbitrary axis-parallel rectangle. These average-case bounds demonstrate that our new data structures might have much better performance in practice than one can expect from the worst-case bounds. Finally, we also give an \(O(n \log^2 n)\)-time algorithm to build our halfplane RCP data structure, matching the preprocessing time in [1]. The preprocessing for our orthogonal RCP data structures is not considered in this paper; we are still in the process of investigating this.

**Our techniques.** An important notion in our techniques is that of a candidate pair, i.e., a pair of data points that is the answer to some RCP query. Our solutions for the quadrant and strip RCP problems use the candidate pairs to construct a planar subdivision and take advantage of point-location techniques to answer queries. The data structures themselves are simple, and our main technical contribution here occurs in the average-case analysis of the data structures. The analysis requires a study of the expected number of candidate pairs in a random dataset, which is of both geometric and combinatorial interest. Our data structure for the rectangle RCP problem is subtle; it is constructed by properly combining two simpler data structures, each of which partially achieves the desired bounds. The high-level framework of the two simpler data structures is identical: it first “decomposes” a rectangle query into four quadrant queries and then simplifies the problem via some geometric observations similar to those in the standard divide-and-conquer algorithm for the classical closest-pair problem. Also, the analysis of the data structures is technically interesting. Our solution for the halfplane RCP problem applies the duality technique to map the candidate pairs to wedges in the dual space and form a planar subdivision, which allows us to solve the problem by using point-location techniques on the subdivision, similarly to the approach for the quadrant and strip RCP problems. However, unlike the quadrant and strip cases, to bound the complexity of the subdivision here is much more challenging, which requires non-obvious observations using the properties of duality and the problem itself. The average-case bounds of the data structure follow from a technical result bounding the expected number of candidate pairs, which also involves a nontrivial proof.

**Organization.** Section 1.2 presents the notations and preliminaries that are used throughout the paper. We suggest that the readers read this section carefully before moving on. Our solutions for quadrant, strip, rectangle, and halfplane queries are presented in Section 2, 3, 4,
and 5, respectively. In Section 6, we conclude our results and give some open questions for future work. Due to space limitations, proofs are omitted in this paper and can be found in the full version [12]. For the convenience of the reader, for some technical lemmas and theorems, we give short proof sketches in this paper which provide an overview of the proofs. Also, the details of the preprocessing algorithm for our halfplane RCP data structure is presented in [12].

1.2 Notations and Preliminaries

We introduce the notations and preliminaries that are used throughout the paper.

**Query spaces.** The following notations denote various query spaces (i.e., collections of ranges in $\mathbb{R}^2$): $\mathcal{Q}$ quadrants, $\mathcal{P}$ strips, $\mathcal{U}$ 3-sided rectangles, $\mathcal{R}$ rectangles, $\mathcal{H}$ halfplanes (quadrants, strips, 3-sided rectangles, rectangles under consideration are all axis-parallel). Define $\mathcal{Q}^\wedge = \{(x, \infty) \times [y, \infty) : x, y \in \mathbb{R}\} \subseteq \mathcal{Q}$ as the sub-collection of all northeast quadrants, and define $\mathcal{Q}^\wedge \setminus, \mathcal{Q}^\wedge >, \mathcal{Q}^\wedge <$ similarly. Define $\mathcal{P}^\wedge = \{[x_1, x_2] \times \mathbb{R} : x_1, x_2 \in \mathbb{R}\} \subseteq \mathcal{P}$ as the sub-collection of all vertical strips, and similarly $\mathcal{P}^\wedge$ horizontal strips. If $l$ is a vertical (resp., horizontal) line, an $l$-anchored strip is a vertical (resp., horizontal) strip containing $l$; define $\mathcal{P}_l \subseteq \mathcal{P}$ as the sub-collection of all $l$-anchored strips. Define $\mathcal{H}^\wedge = \{[x_1, x_2] \times (-\infty, y] : x_1, x_2, y \in \mathbb{R}\} \subseteq \mathcal{H}$ as the sub-collection of all bottom-unbounded 3-sided rectangles, and define $\mathcal{U}^\wedge, \mathcal{U}^\wedge \setminus, \mathcal{U}^\wedge <$ similarly. If $l$ is a non-vertical line, define by $l^\perp$ (resp., $l^\parallel$) the halfplane above (resp., below) $l$; define $\mathcal{H}^\parallel = \{l^\perp : l$ is a non-vertical line$\} \subseteq \mathcal{H}$ (resp., $\mathcal{H}^\parallel = \{l^\parallel : l$ is a non-vertical line$\} \subseteq \mathcal{H}$).

**Candidate pairs.** For a dataset $S$ and query space $\mathcal{X}$, a candidate pair of $S$ with respect to $\mathcal{X}$ refers to a pair of points in $S$ which is the closest-pair in $S \cap X$ for some $X \in \mathcal{X}$. We denote by $\Phi(S, \mathcal{X})$ the set of the candidate pairs of $S$ with respect to $\mathcal{X}$. If $l$ is a line, we define $\Phi_l(S, \mathcal{X}) \subseteq \Phi(S, \mathcal{X})$ as the subset consisting of the candidate pairs that cross $l$ (i.e., whose two points are on opposite sides of $l$).

**Data structures.** For a data structure $\mathcal{D}$, we denote by $\mathcal{D}(S)$ the data structure instance of $\mathcal{D}$ built on the dataset $S$. The notations $\text{Space}(\mathcal{D}(S))$ and $\text{Qtime}(\mathcal{D}(S))$ denote the space cost and query time (i.e., the maximum time for answering a query) of $\mathcal{D}(S)$, respectively.

**Random datasets.** If $X$ is a region in $\mathbb{R}^2$ (or more generally in $\mathbb{R}^d$), we write $S \propto X^n$ to mean that $S$ is a dataset of $n$ random points drawn independently from the uniform distribution $\text{Uni}(X)$ on $X$. More generally, if $X_1, \ldots, X_n$ are regions in $\mathbb{R}^2$ (or more generally in $\mathbb{R}^d$), we write $S \propto \prod_{i=1}^n X_i$ to mean that $S$ is a dataset of $n$ random points drawn independently from $\text{Uni}(X_1), \ldots, \text{Uni}(X_n)$ respectively.

**Other notions.** For a point $a \in \mathbb{R}^2$, we denote by $a_x$ and $a_y$ the $x$-coordinate and $y$-coordinate of $a$, respectively. For $a, b \in \mathbb{R}^d$, we use $\text{dist}(a, b)$ to denote the Euclidean distance between $a$ and $b$, and use $[a, b]$ to denote the segments connecting $a$ and $b$ (in $\mathbb{R}^1$ this coincides with the notation for a closed interval). We say $I_1, \ldots, I_n$ are vertical (resp., horizontal) aligned segments in $\mathbb{R}^2$ if there exist $r_1, \ldots, r_n, \alpha, \beta \in \mathbb{R}$ such that $I_i = \{r_i\} \times [\alpha, \beta]$ (resp., $I_i = [\alpha, \beta] \times \{r_i\}$). The length of a pair $\phi = (a, b)$ of points is the length of the segment $[a, b]$. For $S \subseteq \mathbb{R}^2$ of size at least 2, the notation $\kappa(S)$ denotes the closest-pair distance of $S$, i.e., the length of the closest-pair in $S$.

The following result regarding the closest-pair distance of a random dataset will be used to bound the expected number of candidate pairs with respect to various query spaces.
Lemma 1. Let \( R \) be a rectangle of size \( \Delta \times \Delta' \) where \( \Delta \leq \Delta' \), and \( A \propto R^m \). Then

\[
\mathbb{E}[\kappa^p(A)] = \Theta \left( \max \left\{ \left( \Delta'/m^2 \right)^p, \left( \sqrt{\Delta \Delta'}/m \right)^p \right\} \right)
\]

for any constant \( p > 1 \).

In particular, if \( R \) is a segment of length \( \ell \), then \( \mathbb{E}[\kappa^p(A)] = \Theta((\ell/m^2)^p) \).

2 Quadrant query

We consider the RCP problem for quadrant queries, i.e., the \( Q \)-RCP problem. In order to solve the \( Q \)-RCP problem, it suffices to consider the \( Q' \)-RCP problem. Let \( S \subseteq \mathbb{R}^2 \) be a dataset of size \( n \). Suppose \( \Phi(S, Q') = \{ \phi_1, \ldots, \phi_m \} \) where \( \phi_i = (a_i, b_i) \), and assume \( \phi_1, \ldots, \phi_m \) are sorted in increasing order of their lengths. It was shown in [6] that \( m = O(n) \). We construct a mapping \( \Phi(S, Q') \rightarrow \mathbb{R}^2 \) as \( \phi_i \rightarrow w_i \) where \( w_i = (\max\{a_i, x, b_i, y\}, \max\{a_i, y, b_i, y\}) \), and observe that for a query range \( Q = Q' \), \( \phi_i \) is contained in \( Q \) iff \( w_i \in Q \). Let \( W_i \) be the northeast quadrant with vertex \( w_i \). Then we further have \( w_i \in Q \) iff \( q \in W_i \) where \( q \) is the vertex of \( Q \). As such, the closest-pair in \( S \cap Q \) to be reported is \( \phi_i \) for \( \eta = \min\{i : q \in W_i\} \). We create a planar subdivision \( \Gamma \), by successively overlaying \( W_1, \ldots, W_m \) (see Figure 1).

Note that the complexity of \( \Gamma \) is \( O(m) \), since overlaying each quadrant creates at most two vertices of \( \Gamma \). By the above observation, the answer for \( Q \) is \( \phi_i \) if \( q \) is in the cell \( W_i \setminus \bigcup_{j=1}^{i-1} W_j \).

Thus, we can use the optimal planar point-location data structures (e.g., [4, 8]) to solve the problem in \( O(m) \) space with \( O(\log m) \) query time. Since \( m = O(n) \), we obtain a \( Q \)-RCP data structure using \( O(n) \) space with \( O(\log n) \) query time in worst-case.

Next, we analyze the average-case performance of the above data structure. In fact, it suffices to bound the number of the candidate pairs. Surprisingly, we have the following poly-logarithmic bound.

Lemma 2. For \( S \propto R^a \) where \( R \) is an axis-parallel rectangle, \( \mathbb{E}[|\Phi(S, Q)|] = O(\log^2 n) \).

Proof Sketch. Assume \( R = [0, 1] \times [0, \Delta] \) w.o.l.g. It suffices to show \( \mathbb{E}[|\Phi(S, Q')|] = O(\log^2 n) \). Let \( a_1, \ldots, a_n \) be the \( n \) random points in \( S \), and \( E_{i,j} \) be the event \( (a_i, a_j) \in \Phi(S, Q') \). By linearity of expectation, one can see that \( \mathbb{E}[|\Phi(S, Q')|] = O(n^2 \cdot \mathbb{Pr}[E_{1,j}]) \).

So it suffices to bound \( \mathbb{Pr}[E_{1,j}] \). Define random variables \( x_{\max} = \max\{a_1, x, a_2, x\} \), \( y_{\max} = \max\{a_1, y, a_2, y\} \), and define \( x_{\min}, y_{\min} \) similarly. The quadrant \( Q = (-\infty, x_{\max}] \times (-\infty, y_{\max}] \) is the minimal quadrant containing \( a_1, a_2 \), and thus \( (a_1, a_2) \in \Phi(S, Q') \) iff \( (a_1, a_2) \) is the closest-pair in \( S \cap Q \). Define \( A = \{i \geq 3 : a_i \in Q\} \), which is a random subset of \( \{3, \ldots, n\} \).

We bound \( \mathbb{Pr}[E_{1,j}] \) through several steps. First, we fix the values of \( x_{\max}, y_{\max}, x_{\min}, y_{\min} \) and study the corresponding conditional probability of \( E_{1,j} \). Fixing \( \bar{x} \in (0, 1] \), \( \bar{y} \in (0, \Delta] \), and nonempty \( J \subseteq \{3, \ldots, n\} \), let \( C_{\bar{x}, \bar{y}, j} \) be the event \( (x_{\max} = \bar{x}) \cap (y_{\max} = \bar{y}) \cap (A = J) \). Consider \( \mathbb{Pr}[E_{1,j} | C_{\bar{x}, \bar{y}, j}] \). Let \( \delta_x = x_{\max} - x_{\min} \) and \( \delta_y = y_{\max} - y_{\min} \). We observe that under the condition \( C_{\bar{x}, \bar{y}, j} \), \( E_{1,j} \) happens only if \( (\delta_x \leq \kappa(S_J)) \cap (\delta_y \leq \kappa(S_J)) \), where \( S_J = \{a_j : j \in J\} \). Furthermore, under \( C_{\bar{x}, \bar{y}, j} \), the \( |J| \) random points in \( S_J \) can be viewed as independently drawn from the uniform distribution on the rectangle \( [0, \bar{x}] \times [0, \bar{y}] \). As such, Lemma 1 can be applied to understand the behavior of \( \kappa(S_J) \). By properly applying Lemma 1 and doing some careful calculations, we deduce that under the condition \( C_{\bar{x}, \bar{y}, j} \), \( (\delta_x \leq \kappa(S_J)) \cap (\delta_y \leq \kappa(S_J)) \) happens with probability \( O(1/|J|^2) \). Thus, \( \mathbb{Pr}[E_{1,j} | C_{\bar{x}, \bar{y}, j}] = O(1/|J|^2) \). This further implies \( \mathbb{Pr}[E_{1,j} | |A| = m] = O(1/m^2) \) for all \( m \in \{1, \ldots, n - 2\} \). With this in hand, to bound \( \mathbb{Pr}[E_{1,2}] \), it suffices to study \( \mathbb{Pr}[|A| = m] \). To calculate \( \mathbb{Pr}[|A| = m] \) is in fact a combinatorial
problem, because \(|A|\) only depends on the orderings of the \(x\)-coordinates and \(y\)-coordinates of \(a_1, \ldots, a_m\). Using combinatorial arguments, we obtain \(\Pr[|A| = m] = O((m+1) \log n/n^2)\). Finally, applying the formula \(\Pr[E_{1,2}] = \sum_{m=0}^{n-2} \Pr[|A| = m] \cdot \Pr[E_{1,2} \, | \, |A| = m]\) and the bounds achieved, we have \(\Pr[E_{1,2}] = O(n^2 \log n/n^2)\). As a result, \(\mathbb{E}[\Phi(S, Q)] = O(\log^2 n)\) and \(\mathbb{E}[|\Phi(S, Q)|] = O(\log^2 n)\). A complete proof can be found in [12].

Using the above lemma, we can immediately conclude that our data structure uses \(O(\log^2 n)\) space in average-case. The average-case query time is in fact \(O(\mathbb{E}[\log |\Phi(S, Q)|])\). Note that \(\mathbb{E}[\log x] \leq \log \mathbb{E}[x]\) for a positive random variable \(x\), thus \(\mathbb{E}[\log |\Phi(S, Q)|] = O(\log \log n)\).

\begin{theorem}
There exists a \textit{Q-RC}P data structure \(\mathcal{A}\) such that
\begin{itemize}
  \item For any \(S \subseteq \mathbb{R}^2\) of size \(n\), \(\text{Space}(\mathcal{A}(S)) = O(n)\) and \(\text{Qtime}(\mathcal{A}(S)) = O(\log n)\).
  \item For a random \(S \propto \mathbb{R}^n\) where \(R\) is the unit square or more generally an arbitrary axis-parallel rectangle, \(\mathbb{E}[\text{Space}(\mathcal{A}(S))] = O(\log^2 n)\) and \(\mathbb{E}[\text{Qtime}(\mathcal{A}(S))] = O(\log \log n)\).
\end{itemize}
\end{theorem}

### Strip query

We consider the RCP problem for strip queries, i.e., the \(\mathcal{P}'\)-RCP problem. In order to solve the \(\mathcal{P}'\)-RCP problem, it suffices to consider the \(\mathcal{P}'\)-RCP problem. Let \(S \subseteq \mathbb{R}^2\) be a dataset of size \(n\). Suppose \(\Phi(S, \mathcal{P}') = \{\phi_1, \ldots, \phi_m\}\) where \(\phi_i = (a_i, b_i)\), and assume \(\phi_1, \ldots, \phi_m\) are sorted in increasing order of their \(y\)-coordinates. It was shown in [10] that \(m = O(n \log n)\). We construct a mapping \(\Phi(S, \mathcal{P}') \rightarrow \mathbb{R}^2\) as \(\phi_i \rightarrow w_i\) where \(w_i = (\min\{a_i, x, b_i, x\}, \max\{a_i, x, b_i, x\})\), and observe that for a query range \(P = [x_1, x_2] \times \mathbb{R} \in \mathcal{P}'\), \(\phi_i\) is contained in \(P\) iff \(w_i\) is in the southeast quadrant \([x_1, \infty) \times (\infty, x_2]\). Let \(W_i\) be the northwest quadrant with vertex \(w_i\). Then we further have \(w_i \in [x_1, \infty) \times (\infty, x_2]\) iff \(p \in W_i\) where \(p = (x_1, x_2)\). As such, the closest-pair in \(S \cap P\) is \(\phi_{i_{\eta}}\) for \(\eta = \min\{i : p \in W_i\}\). Thus, as in Section 2, we can successively overlay \(W_1, \ldots, W_m\) to create a planar subdivision, and use point-location to solve the problem in \(O(m)\) space and \(O(\log m)\) query time. Since \(m = O(n \log n)\) here, we obtain a \(\mathcal{P}'\)-RCP data structure using \(O(n \log n)\) space with \(O(\log n)\) query time in worst-case.

Next, we analyze the average-case performance of our data structure. Again, it suffices to bound the expected number of the candidate pairs. For later use, we study here a more general case in which the queries are 3-sided rectangles.

\begin{lemma}
Let \(S \propto \prod_{i=1}^n \Pi_i\) where \(\Pi_1, \ldots, \Pi_n\) are distinct vertical (resp., horizontal) aligned segments sorted from left to right (resp., from bottom to top). Suppose \(a_i \in S\) is the point drawn on \(\Pi_i\). Then for \(i, j \in \{1, \ldots, n\}\) with \(i < j\) and \(X \in \{\mathcal{U}^+, \mathcal{U}^-, \mathcal{U}^{\pm}\}\) (resp., \(X \in \{\mathcal{U}^+, \mathcal{U}^-, \mathcal{U}^{\pm}\}\)),
\[
\Pr[(a_i, a_j) \in \Phi(S, X)] = O\left(\frac{\log(j - i)}{(j - i)^2}\right).
\]
\end{lemma}

From the above lemma, a direct calculation gives us the following corollary.

\begin{corollary}
For \(S \propto \mathbb{R}^n\) where \(R\) is an axis-parallel rectangle, \(\mathbb{E}[|\Phi(S, \mathcal{U})|] = \Theta(n)\) and \(\mathbb{E}[|\Phi(S, \mathcal{P})|] = \Theta(n)\).
\end{corollary}

Using the above argument and our previous data structure, we conclude the following.

\begin{theorem}
There exists a \(\mathcal{P}-\) data structure \(\mathcal{B}\) such that
\begin{itemize}
  \item For any \(S \subseteq \mathbb{R}^2\) of size \(n\), \(\text{Space}(\mathcal{B}(S)) = O(n \log n)\) and \(\text{Qtime}(\mathcal{B}(S)) = O(\log n)\).
  \item For a random \(S \propto \mathbb{R}^n\) where \(R\) is the unit square or more generally an arbitrary axis-parallel rectangle, \(\mathbb{E}[\text{Space}(\mathcal{B}(S))] = O(n)\) and \(\mathbb{E}[\text{Qtime}(\mathcal{B}(S))] = O(\log n)\).
\end{itemize}
\end{theorem}
4 Rectangle query

We consider the RCP problem for rectangle queries, i.e., the $R$-RCP problem. Interestingly, our final solution for the $R$-RCP problem is a combination of two simpler solutions, each of which partially achieves the desired bounds.

We first describe the common part of our two solutions. Let $S \subseteq \mathbb{R}^2$ be a dataset of size $n$. The common component of our two data structures is a standard 2D range tree built on $S$ [3]. The main tree (or primary tree) $T$ is a range tree built on the $x$-coordinates of the points in $S$. Each node $u \in T$ corresponds to a subset $S(u)$ of $x$-consecutive points in $S$, called the canonical subset of $u$. At $u$, there is an associated secondary tree $T_u$, which is a range tree built on the $y$-coordinates of the points in $S(u)$. With an abuse of notation, for each node $v \in T_u$, we still use $S(v)$ to denote the canonical subset of $v$, which is a subset of $y$-consecutive points in $S(u)$. As in [6], for each (non-leaf) primary node $u \in T$, we fix a vertical line $l_u$ such that the points in the canonical subset of the left (resp., right) child of $u$ are to the left (resp., right) of $l_u$. Similarly, for each (non-leaf) secondary node $v$, we fix a horizontal line $l_v$ such that the points in the canonical subset of the left (resp., right) child of $v$ are above (resp., below) $l_v$. Let $v \in T_u$ be a secondary node. Then at $v$ we have two lines $l_v$ and $l_u$, which partition $\mathbb{R}^2$ into four quadrants. We denote by $S_1(v), \ldots, S_4(v)$ the subsets of $S(v)$ contained in these quadrants; see Figure 2a for the correspondence. In order to solve the problem, we need to store some additional data structures at the nodes of the tree (called sub-structures). At each secondary node $v$, we store four $Q$-RCP data structures $\mathcal{A}(S_1(v)), \ldots, \mathcal{A}(S_4(v))$ (Theorem 3).

Now let us explain what we can do by using this 2D range tree (with the sub-structures). Let $R = [x_1, x_2] \times [y_1, y_2] \subseteq \mathbb{R}$ be a query rectangle. We first find in $T$ the splitting node $u \in T$ corresponding to the range $[x_1, x_2]$, which is by definition the LCA of all the leaves whose corresponding points are in $[x_1, x_2] \times \mathbb{R}$. Then we find in $T_u$ the splitting node $v \in T_u$ corresponding to the range $[y_1, y_2]$. If either of the splitting nodes does not exist or is a leaf node, then $|S \cap R| \leq 1$ and nothing should be reported. So assume $u$ and $v$ are non-leaf nodes. By the property of splitting node, we have $S \cap R = S(v) \cap R$, and the lines $l_u$ and $l_v$ both intersect $R$. Thus, $l_u$ and $l_v$ decompose $R$ into four smaller rectangles $R_1, \ldots, R_4$; see Figure 2b for the correspondence. By construction, we have $S(v) \cap R_i = S_i(v) \cap R_i$. In order to find the closest-pair in $S \cap R$, we first try to compute the closest-pair in $S \cap R_i$ for all $i \in \{1, \ldots, 4\}$. This can be done by querying the sub-structures stored at $v$. Indeed, $S \cap R_i = S(v) \cap R_i = S_1(v) \cap R_i = S_1(v) \cap Q_i$, where $Q_i$ is the quadrant obtained by removing the two sides of $R_i$ that coincide with $l_u$ and $l_v$. Therefore, we can query $\mathcal{A}(S_1(v))$ with $Q_i$ to find the closest-pair in $S \cap R_i$. Once the four closest-pairs are computed, we take the shortest one (i.e., the one of the smallest length) among them and denote it by $\phi$.

(a) Illustrating the subsets $S_1(v), \ldots, S_4(v)$. (b) Illustrating the rectangles $R_1, \ldots, R_4$.

**Figure 2** Illustrating $S_1(v), \ldots, S_4(v)$ and $R_1, \ldots, R_4$. 
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Clearly, $\phi$ is not necessarily the closest-pair in $S \cap R$ as the two points in the closest-pair may belong to different $R_i$’s. However, as we will see, with $\phi$ in hand, finding the closest-pair in $S \cap R$ becomes easier. Suppose $l_u : x = \alpha$ and $r_v : y = \beta$, where $x_1 \leq \alpha \leq x_2$ and $y_1 \leq \beta \leq y_2$. Let $\delta$ be the length of $\phi$. We define $P_\alpha = [\alpha - \delta, \alpha + \delta] \times \mathbb{R}$ (resp., $P_\beta = \mathbb{R} \times [\beta - \delta, \beta + \delta]$) and $R_\alpha = R \cap P_\alpha$ (resp., $R_\beta = R \cap P_\beta$); see Figure 3. We have the following key observation.

\textbf{Lemma 7.} The closest-pair in $S \cap R$ is the shortest one among $\{\phi, \phi_\alpha, \phi_\beta\}$, where $\phi_\alpha$ (resp., $\phi_\beta$) is the closest-pair in $S \cap R_\alpha$ (resp., $S \cap R_\beta$).

Due to the above lemma, it now suffices to compute $\phi_\alpha$ and $\phi_\beta$. Note that $R_\alpha$ and $R_\beta$ are rectangles, so computing $\phi_\alpha$ and $\phi_\beta$ still requires rectangle RCP queries. Fortunately, there are some additional properties which make it easy to search for the closest-pairs in $S \cap R_\alpha$ and $S \cap R_\beta$. For a set $A$ of points in $\mathbb{R}^2$ and $a, b \in A$, we define the $x$-gap (resp., $y$-gap) between $a$ and $b$ in $A$ as the number of the points in $A \setminus \{a, b\}$ whose $x$-coordinates (resp., $y$-coordinates) are in between $a.x$ and $b.x$ (resp., $a.y$ and $b.y$).

\textbf{Lemma 8.} There exists a constant integer $k$ such that the $y$-gap (resp., $x$-gap) between the two points of $\phi_\alpha$ (resp., $\phi_\beta$) in $S \cap R_\alpha$ (resp., $S \cap R_\beta$) is at most $k$.

We shall properly use the above lemma to help compute $\phi_\alpha$ and $\phi_\beta$. At this point, our two solutions diverge.

### 4.1 Preliminary: extreme point data structures

Before presenting our solutions, we introduce the so-called top/bottom extreme point (TBEP) and left/right extreme point (LREP) data structures. For a query space $X$ and a constant integer $k$, an $(X,k)$-TBEP (resp. $(X,k)$-LREP) data structure stores a given set $S$ of points in $\mathbb{R}^2$ and can report the $k$ topmost/bottommost (resp., leftmost/rightmost) points in $S \cap X$ for a query range $X \in X$.

\textbf{Lemma 9.} Let $k$ be a constant integer. There exists a $(P^\times, k)$-TBEP data structure $K^\times$ such that for any $S \subseteq \mathbb{R}^2$ of size $n$, $\text{Space}(K^\times(S)) = O(n)$ and $\text{Qtime}(K^\times(S)) = O(\log n)$. Symmetrically, there also exists a $(P^\times, k)$-LREP data structure $K^\times$ satisfying the same bounds.

\textbf{Lemma 10.} Let $l$ be a vertical (resp., horizontal) line and $k$ be a constant integer. There exists a $(P^1, k)$-TBEP (resp., $(P^1, k)$-LREP) data structure $K^1$ such that for $S \propto \prod_{i=1}^{n} I_i$ where $I_1, \ldots, I_n$ are distinct vertical (resp., horizontal) aligned segments, $\mathbb{E}[\text{Space}(K^1(S))] = O(\log n)$ and $\mathbb{E}[\text{Qtime}(K^1(S))] = O(\log \log n)$.

We remark here that the TBEP (resp., LREP) data structures are essentially top-$k$ data structures when using the $y$-coordinates (resp., $x$-coordinates) as weights. Therefore, a 1D top-$k$ data structure (see for example [7]) can be used to prove Lemma 9. For completeness, we also give a proof in the full version [12].

### 4.2 First solution

We now introduce our first solution, which achieves the desired worst-case bounds. Let $k$ be the constant integer in Lemma 8. In our first solution, besides the 2D range tree presented...
before, we build additionally two 1D range trees $T'$ and $T''$ on $S$, where $T'$ (resp., $T''$) is built on $y$-coordinates (resp., $x$-coordinates). For $u \in T'$ (resp., $u'' \in T''$), we still use $S(u')$ (resp., $S(u'')$) to denote the canonical subset of $u'$ (resp., $u'' \in T''$). At each node $u \in T'$, we store a $\mathcal{P}$-RCP data structure $B(S(u'))$ (Theorem 6) and a $(P',k)$-TBEP data structure $K^c(S(u'))$ (Lemma 9). Similarly, at each node $u'' \in T''$, we store a $\mathcal{P}$-RCP data structure $B(S(u''))$ (Theorem 6) and a $(P^h,k)$-LREP data structure $K^h(S(u''))$ (Lemma 9).

We now explain how to compute $\phi_\alpha$ and $\phi_\beta$. Suppose $R_\alpha = [x_\alpha, x'_\alpha] \times [y_\alpha, y'_\alpha]$. Let $P_x = [x_\alpha, x'_\alpha] \times \mathbb{R}$ and $P_y = \mathbb{R} \times [y_\alpha, y'_\alpha]$. To compute $\phi_\alpha$, we first find in $T'$ the $t = O(\log n)$ canonical nodes $u'_1, \ldots, u'_t \in T'$ corresponding to the range $[y_\alpha, y'_\alpha]$. Then $\bigcup_{i=1}^t S(u'_i) = S \cap P_y$, and each $S(u'_i)$ is a set of $y$-consecutive points in $S \cap P_y$. Furthermore, $S \cap R_\alpha = \bigcup_{i=1}^t S(u'_i) \cap P_x$. We query the sub-structures $B(S(u'_1)), \ldots, B(S(u'_t))$ with $P_x$ to find the closest-pairs $\phi_1, \ldots, \phi_t$ in $S(v_1) \cap P_x, \ldots, S(v_t) \cap P_x$, respectively. We also query $K^c(S(u'_1)), \ldots, K^c(S(u'_t))$ with $P_x$ to obtain the $k$ topmost and bottommost points in $S(u'_1) \cap P_x, \ldots, S(u'_t) \cap P_x$, respectively; we denote by $K$ the set of the $2k$ reported points. Then we find the closest-pair $\phi_K$ in $K$ using the standard divide-and-conquer algorithm. We claim that $\phi_\alpha$ is the shortest one among $\{\phi_1, \ldots, \phi_t, \phi_K\}$. Suppose $\phi_\alpha = (a,b)$. If the two points of $\phi_\alpha$ are both contained in some $S(u'_i)$, then clearly $\phi_\alpha = \phi_i$. Otherwise, by Lemma 8 and the choice of $k$, the two points of $\phi_\alpha$ must belong to $K$ and hence $\phi_\alpha = \phi_K$. It follows that $\phi_\alpha \in \{\phi_1, \ldots, \phi_t, \phi_K\}$. Furthermore, because the pairs $\phi_1, \ldots, \phi_t, \phi_K$ are all contained in $R_\alpha$, $\phi_\alpha$ must be the shortest one among $\{\phi_1, \ldots, \phi_t, \phi_K\}$. Therefore, with $\phi_1, \ldots, \phi_t, \phi_K$ in hand, $\phi_\alpha$ can be easily computed. The pair $\phi_\beta$ is computed symmetrically using $T''$. Finally, taking the shortest one among $\{\phi, \phi_\alpha, \phi_\beta\}$, the query $R$ can be answered.

The 2D range tree together with the two 1D range trees $T'$ and $T''$ forms an $\mathcal{R}$-RCP data structure, which is our first solution. A straightforward analysis gives us the worst-case space cost and query time of this data structure.

\textbf{Theorem 11.} There exists an $\mathcal{R}$-RCP data structure $D_1$, such that for any $S \subseteq \mathbb{R}^2$ of size $n$, $\text{Space}(D_1(S)) = O(n \log^2 n)$ and $\text{Qtime}(D_1(S)) = O(\log^2 n)$.

Our first solution itself already achieves the desired worst-case bounds, which simultaneously improves the results given in [6] and [10].

### 4.3 Second solution

We now introduce our second solution, which has the desired average-case space cost and an $O(\log n)$ query time (even in worst-case). In our second solution, we only use the 2D range tree presented before, but we need some additional sub-structures stored at each secondary node. Let $k$ be the constant integer in Lemma 8. Define $S_*(v) = S_1(v) \cup S_2(v)$ (resp., $S_*(v) = S_1(v) \cup S_2(v)$) as the subset of $S(v)$ consisting of the points above (resp., below) $l_v$. Similarly, define $S_*(v)$ and $S_*(v)$ as the subsets to the left and right of $l_v$, respectively. Let $v \in T_0$ be a secondary node. Besides $A(S_1(v)), \ldots, A(S_2(v))$, we store at $v$ two $(P_{1a}, k)$-TBEP data structures $K_{1a}(S_1(v)), K_{1a}(S_2(v))$ (Lemma 10) and two $(P_{1a}, k)$-LREP data structures $K_{1a}(S_1(v)), K_{1a}(S_2(v))$ (Lemma 10). Furthermore, we need a new kind of sub-structures called range shortest-segment (RSS) data structures. For a query space $X$, an $X$-RSS data structure stores a given set of segments in $\mathbb{R}^2$ and can report the shortest segment contained in a query range $X \in X$. We have the following observation.

\textbf{Lemma 12.} There exists a $\mathcal{U}$-RSS data structure $C$ such that for any set $G$ of $m$ segments in $\mathbb{R}^2$, $\text{Space}(C(G)) = O(m^2)$ and $\text{Qtime}(C(G)) = O(\log m)$.
Define $\Phi_\alpha(v) = \Phi_{l_\alpha}(S_\alpha(v), U^\alpha)$, $\Phi_\beta(v) = \Phi_{l_\beta}(S_\beta(v), U^\beta)$, $\Phi_\gamma(v) = \Phi_{l_\gamma}(S_\gamma(v), U^\gamma)$, $\Phi_\delta(v) = \Phi_{l_\delta}(S_\delta(v), U^{\delta^\alpha})$. We can view $\Phi_\alpha(v), \Phi_\beta(v), \Phi_\gamma(v), \Phi_\delta(v)$ as four sets of segments by identifying each point-pair $(a, b)$ as a segment $[a, b]$. Then we store at $v$ four $U$-RSS data structures $C(\Phi_\alpha(v)), C(\Phi_\beta(v)), C(\Phi_\gamma(v)), C(\Phi_\delta(v))$ (Lemma 12).

We now explain how to compute $\phi_\alpha$ and $\phi_\beta$. Let us consider $\phi_\alpha$. Recall that $\phi_\alpha$ is the closest-pair in $S \cap R_{\alpha}$, i.e., in $S(v) \cap R_{\alpha}$. Let $P$ be the $l_\alpha$-anchored strip obtained by removing the top/bottom bounding line of $R_{\alpha}$. If the two points of $\phi_\alpha$ are on opposite sides of $l_\alpha$, then by Lemma 8 its two points must be among the $k$ bottommost points in $S_\alpha(v) \cap P$ and the $k$ topmost points in $S_\alpha(v) \cap P$ respectively. Using $K_{l_\alpha}(S_\alpha(v))$ and $K_{l_\alpha}(S_\alpha(v))$, we report these $2k$ points, and compute the closest-pair among them by brute-force. If the two points of $\phi_\alpha$ are on the same side of $l_\alpha$, then they are both contained in either $S_\alpha(v) \cap S_\alpha(v)$ or $S_\alpha(v) \cap S_\alpha(v)$. So it suffices to compute the closest-pairs in $S_\alpha(v) \cap R_{\alpha}$ and $S_\alpha(v) \cap R_{\alpha}$. Without loss of generality, we only need to consider the closest-pair in $S_\alpha(v) \cap R_{\alpha}$. We denote by $U$ the 3-sided rectangle obtained by removing the bottom boundary of $R_{\alpha}$, and by $Q_1$ (resp., $Q_2$) the quadrant obtained by removing the right (resp., left) boundary of $U$. We query $A(S_1(v))$ with $Q_1$, $A(S_2(v))$ with $Q_2$, and $C(\Phi_\alpha(v))$ with $U$. Clearly, the shortest one among the three answers is the closest-pair in $S_\alpha(v) \cap R_{\alpha}$. Indeed, the three answers are all point-pairs in $S_\alpha(v) \cap R_{\alpha}$. If the two points of the closest-pair in $S_\alpha(v) \cap R_{\alpha}$ are both to the left (resp., right) of $l_\alpha$, $A(S_1(v))$ (resp., $A(S_2(v))$) reports it; otherwise, the closest-pair crosses $l_\alpha$, and $C(\Phi_\alpha(v))$ reports it. Now we see how to compute $\phi_\alpha$, and $\phi_\beta$ can be computed symmetrically. Finally, taking the shortest one among $\{\phi, \phi_\alpha, \phi_\beta\}$, the query $R$ can be answered.

A straightforward analysis shows that the overall query time is $O(\log n)$ even in worst-case. The worst-case space cost is not near-linear, as the $U$-RSS data structure $C$ may occupy quadratic space by Lemma 12. However, we can show that the average-case space cost is in fact $O(n \log n)$. The crucial thing is to bound the average-case space of the sub-structures stored at the secondary nodes. The intuition for bounding the average-case space of the $Q$-$RCP$ and TBEP/LREP sub-structures comes directly from the average-case performance of our $Q$-$RCP$ data structure (Theorem 3) and TBEP/LREP data structure (Lemma 10). However, to bound the average-case space of the $U$-RSS sub-structures is more difficult. By our construction, the segments stored in these sub-structures are 3-sided candidate pairs that cross a line. As such, we have to study the expected number of such candidate pairs in a random dataset. To this end, we recall Lemma 4. Let $l$ be a vertical line, and $S \propto \prod_{i=1}^n I_i$ be a random dataset drawn from vertical aligned segments $I_1, \ldots, I_n$ as in Lemma 4. Suppose we build a $U$-RSS data structure $C(\Phi)$ on $\Phi = \Phi_l(S, U^l)$. Using Lemma 4, a direct calculation gives us $E[|\Phi_l(S, U^l)|] = O(\log^2 n)$. Unfortunately, this is not sufficient for bounding the average-case space of $C(\Phi)$, because $E[\text{Space}(C(\Phi))] = O(E[|\Phi_l(S, U^l)|])$ and in general $E[|\Phi_l(S, U^l)|] \neq E[|\Phi_l(S, U^l)|^2]$. Therefore, we need a bound for $E[|\Phi_l(S, U^l)|^2]$, which can also be obtained using Lemma 4, but requires more work.

**Lemma 13.** Let $l$ be a vertical (resp., horizontal) line and $S \propto \prod_{i=1}^n I_i$ where $I_1, \ldots, I_n$ are distinct vertical (resp., horizontal) aligned segments. Then for $X \in \{U^l, U^h\}$ (resp., $X \in \{U^{\perp l}, U^{\perp h}\}$), $E[|\Phi_l(S, X)|] = O(\log^2 n)$ and $E[|\Phi_l(S, X)|^2] = O(\log^4 n)$.

Now we are ready to prove the bounds of our second solution.

**Theorem 14.** There exists an $R$-$RCP$ data structure $D_2$ such that

1. For any $S \subseteq \mathbb{R}^2$ of size $n$, $Qtime(D_2(S)) = O(\log n)$.
2. For a random $S \propto R^n$ where $R$ is the unit square or more generally an arbitrary axis-parallel rectangle, $E[\text{Space}(D_2(S))] = O(n \log n)$.

**Proof sketch.** The query time can be shown via a direct analysis. To bound the average-case space cost, let $S \propto R^n$. Since a 2D range tree built on a dataset of $n$ points has a fixed
tree structure independent of the dataset (while depending on the number \( n \)), \( \mathcal{D}_2(S) \) can be viewed as a fixed 2D range tree with random sub-structures. Let \( v \in T_n \) be a secondary node. We want to bound the expected space cost of the sub-structures stored at \( v \). To this end, we take advantage of Theorem 3, Lemma 10, and Lemma 13. However, before this, there is a crucial issue to be handled. We notice that Theorem 3, Lemma 10, and Lemma 13 assume the random dataset is independently and uniformly generated from either an axis-parallel rectangle or a set of aligned segments. Unfortunately, the underlying datasets of the sub-structures stored at \( v \), which are \( S_1(v) \), \( S_2(v) \), \( S_3(v) \), \( S_4(v) \), \( S_5(v) \), \( S_6(v) \), \( S_7(v) \), are neither (independently and uniformly) generated from a rectangle nor generated from aligned segments. To handle this issue is the technical part of this proof, and we only give some intuition here (the details can be found in the complete proof). The key idea is to fix a configuration of the points outside the random dataset under consideration, which makes the random dataset distributed independently and uniformly on a certain rectangle. For instance, if we fix a configuration of \( S \setminus S_1(v) \), then \( S_1(v) \) can be viewed as independently and uniformly generated from a rectangle and thus Theorem 3 applies to bound the expected space cost of \( A(S_1(v)) \). In this way, we show that the expected space cost of the sub-structures stored at \( v \) is poly-logarithmic in \(|S(v)|\). It follows immediately that \( \mathbb{E}[\text{Space}(\mathcal{D}_2(S))] = O(n \log n) \). A complete proof can be found in [12].

4.4 Combining the two solutions

We now combine the two data structures \( \mathcal{D}_1 \) (Theorem 11) and \( \mathcal{D}_2 \) (Theorem 14) to obtain a single data structure \( \mathcal{D} \) that achieves the desired worst-case and average-case bounds simultaneously. For a dataset \( S \subseteq \mathbb{R}^2 \) of size \( n \), if \( \text{Space}(\mathcal{D}_2(S)) \geq n \log^2 n \), we set \( \mathcal{D}(S) = \mathcal{D}_1(S) \), otherwise we set \( \mathcal{D}(S) = \mathcal{D}_2(S) \). The worst-case bounds of \( \mathcal{D} \) follows directly, while the average-case bounds follows from an analysis using Markov’s inequality.

\[ \text{Theorem 15. There exists an } \mathcal{R}\text{-RCP data structure } \mathcal{D} \text{ such that} \]

- For any \( S \subseteq \mathbb{R}^2 \) of size \( n \), \( \text{Space}(\mathcal{D}(S)) = O(n \log^2 n) \) and \( \mathbb{Q}(\mathcal{D}(S)) = O(\log^2 n) \).
- For a random \( S \propto R^n \) where \( R \) is the unit square or more generally an arbitrary axis-parallel rectangle, \( \mathbb{E}[\text{Space}(\mathcal{D}(S))] = O(n \log n) \) and \( \mathbb{E}[\mathbb{Q}(\mathcal{D}(S))] = O(\log n) \).

5 Halfplane query

We consider the RCP problem for halfplane queries, i.e., the \( \mathcal{H}\text{-RCP} \) problem. In order to solve the \( \mathcal{H}\text{-RCP} \) problem, it suffices to consider the \( \mathcal{H}^\uparrow\text{-RCP} \) problem. Let \( S \subseteq \mathbb{R}^2 \) be the dataset of size \( n \).

We shall apply the standard duality technique [3]. A non-vertical line \( l : y = ax + v \) in \( \mathbb{R}^2 \) is dual to the point \( l^* = (u, -v) \) and a point \( p = (s, t) \in \mathbb{R}^2 \) is dual to the line \( p^* : y = sx - t \). A basic property of duality is that \( p \in l^\uparrow \) (resp., \( p \in l^\downarrow \)) iff \( l^\ast \in (p^\ast)^\uparrow \) (resp., \( l^\ast \in (p^\ast)^\downarrow \)). To make the exposition cleaner, we distinguish between primal space and dual space, which are two copies of \( \mathbb{R}^2 \). The dataset \( S \) and query ranges are assumed to lie in the primal space, while their dual objects are assumed to lie in the dual space. Duality allows us to transform the \( \mathcal{H}^\uparrow\text{-RCP} \) problem into a point location problem as follows. Let \( H = l^\uparrow \in \mathcal{H}^\uparrow \) be a query range. The line \( l \) bounding \( H \) is dual to the point \( l^\ast \) in the dual space; for convenience, we
also call \( l^* \) the dual point of \( H \). If we decompose the dual space into “cells” such that the query ranges whose dual points lie in the same cell have the same answer, then point location techniques can be applied to solve the problem directly. Note that this decomposition must be a polygonal subdivision \( \Gamma \) of \( \mathbb{R}^2 \), which consists of vertices, straight-line edges, and polygonal faces (i.e., cells). This is because the cell-boundaries must be defined by the dual lines of the points in \( S \). In order to analyze the space cost and query time, we need to study the complexity \(|\Gamma|\) of \( \Gamma \). An \( O(n^2) \) trivial upper bound for \(|\Gamma|\) follows from the fact that the subdivision formed by the \( n \) dual lines of the points in \( S \) has an \( O(n^2) \) complexity. In what follows, we shall show \(|\Gamma| = O(n)\) by using the additional properties of the problem, which is a key ingredient of our result in this section.

Suppose \( \Phi(S, H^\dagger) = \{\phi_1, \ldots, \phi_m\} \) where \( \phi_i = (a_i, b_i) \) and \( \phi_1, \ldots, \phi_m \) are sorted in increasing order of their lengths. It was shown in \([1]\) that \( m = O(n) \), and the candidate pairs do not cross each other, i.e., the segments \([a_i, b_i]\) and \([a_j, b_j]\) do not cross for any \( i \neq j \). The non-crossing property of the candidate pairs is important and will be used later for proving Lemma 16. With this in hand, we now consider the subdivision \( \Gamma \). Let \( H = l^* \in H^\dagger \) be a query range. By the property of duality, \( \phi_i \) is contained in \( H \) iff \( l^* \in (a_i^*) \) and \( l^* \in (b_i^*)^\dagger \), i.e., \( l^* \) is in the upward-open wedge \( W_i \) generated by the lines \( a_i^* \) and \( b_i^* \) (in the dual space); see Figure 4.

As such, the closest-pair in \( S \cap H \) to be reported is \( \phi_q \) for \( q = \min\{i : l^* \in W_i\} \). Therefore, \( \Gamma \) can be constructed by successively overlaying the wedges \( W_1, \ldots, W_m \) (similarly to what we see in Section 2). Formally, we begin with a trivial subdivision \( \Gamma_0 \) of \( \mathbb{R}^2 \), which consists of only one face, the entire plane. Suppose \( \Gamma_{i-1} \) is constructed, which has an outer face \( F_{i-1} \) equal to the complement of \( \bigcup_{j=1}^{i-1} W_j \) in \( \mathbb{R}^2 \). Now we construct a new subdivision \( \Gamma_i \) by “inserting” \( W_i \) to \( \Gamma_{i-1} \). Specifically, \( \Gamma_i \) is obtained from \( \Gamma_{i-1} \) by decomposing the outer face \( F_{i-1} \) via the wedge \( W_i \); that is, we decompose \( F_{i-1} \) into several smaller faces: one is \( F_{i-1} \setminus W_i \) and the others are the connected components of \( F_{i-1} \cap W_i \). Note that \( F_{i-1} \setminus W_i \) is the complement of \( \bigcup_{j=1}^{i-1} W_j \), which is connected (as one can easily verify) and becomes the outer face \( F_i \) of \( \Gamma_i \). In this way, we construct \( \Gamma_1, \ldots, \Gamma_m \) in order, and it is clear that \( \Gamma_m = \Gamma \). The linear upper bound for \(|\Gamma|\) follows from the following technical result.

\begin{lemma}
\(|\Gamma_i| - |\Gamma_{i-1}| = O(1)\) for \( i \in \{1, \ldots, m\} \). In particular, \(|\Gamma| = O(m)\).
\end{lemma}

\begin{proof}
We denote by \( \partial W_i \) the boundary of the wedge \( W_i \), which consists of two rays (emanating from a point) contained in \( a_i^* \) and \( b_i^* \) respectively. We observe that, to prove \(|\Gamma_i| - |\Gamma_{i-1}| = O(1)\), it suffices to show the number of the connected components of \( \partial W_i \cap F_{i-1} \) is constant. This can be further reduced to considering one ray of \( \partial W_i \) (say the ray \( r \) contained in \( a_i^* \)). We notice that \( r \cap F_{i-1} = r \setminus \bigcup_{j=1}^{i-1} (r \cap W_j) \), and each \( r \cap W_j \) is a connected portion of \( r \). Let \( l_i \) be the line through \( a_i \), \( b_i \) and \( l'_i \) be the line through \( a_i \) that is perpendicular to \( l_i \), then \( l'_i \) is the initial point of \( r \) and \( (l'_i)^* \) is a point on \( a_i^* \). The crucial observation here is that each \( r \cap W_j \) for \( j \in \{1, \ldots, i-1\} \) satisfies at least one of the four conditions: (i) \( r \cap W_j \) is empty; (ii) \( r \cap W_j \) contains the initial point of \( r \); (iii) \( r \cap W_j \) contains the infinite end of \( r \); (iv) \( r \cap W_j \) contains the point \( (l'_i)^* \). The proof of this observation requires us to carefully analyze various cases using the properties of duality and the problem itself. Basically, we consider three cases: (1) \( a_j, b_j \in l_i^* \); (2) \( a_j, b_j \in l'_i \); (3) one of \( a_j, b_j \) is strictly above \( l_i \) while the other is strictly below \( l_i \). The first two cases are not very difficult, and are analyzed using duality and some geometry. The last case is the most subtle one. To handle it requires a careful use of the facts that \( \phi_i, \phi_j \) do not cross (i.e., the segments \([a_i, b_i]\) and \([a_j, b_j]\) do not cross) and \( \phi_j \) is shorter than \( \phi_i \) (because \( j < i \) and \( \phi_1, \ldots, \phi_m \) are sorted in increasing order of their lengths), as well as some properties of duality. We omit the detailed analysis in this sketch. Once the detailed analysis is proved, it
follows readily that \(\bigcup_{j=1}^{m}(r \cap W_j)\) has at most three connected components and \(r \cap F_{i-1}\) has at most two. As such, \(|I_i| - |I_{i-1}| = O(1)|. A complete proof can be found in [12].

With the above result in hand, we can build an optimal point-location data structure for \(\Gamma\) using \(O(m)\) space with \(O(\log m)\) query time to solve the RCP problem. Since \(m = O(n)\), we obtain an \(\mathcal{H}\)-RCP data structure using \(O(n)\) space and \(O(\log n)\) query time in worst-case.

Next, we analyze the average-case bounds of the above data structure. In fact, it suffices to bound the expected number of the candidate pairs. Similarly to the quadrant case, we can prove a poly-logarithmic bound.

**Lemma 17.** For \(S \propto R^d\) where \(R\) is an axis-parallel rectangle, \(E[|\Phi(S, \mathcal{H})|] = O(\log^2 n).\)

Now we are able to conclude the following.

**Theorem 18.** There exists an \(\mathcal{H}\)-RCP data structure \(\mathcal{E}\) such that

- For any \(S \subseteq \mathbb{R}^2\) of size \(n\), Space\((\mathcal{E}(S)) = O(n)\) and Qtime\((\mathcal{E}(S)) = O(\log n)\).
- For a random \(S \propto R^n\) where \(R\) is the unit square or more generally an arbitrary axis-parallel rectangle, \(E[\text{Space}(\mathcal{E}(S))] = O(\log^2 n)\) and \(E[\text{Qtime}(\mathcal{E}(S))] = O(\log \log n)\).

Our data structure can be built in worst-case \(O(n \log^2 n)\) time. We only give the high-level idea here, and the details can be found in [12]. We first observe that if the candidate pairs \(\phi_1, \ldots, \phi_m\) are already given, then the subdivision \(\Gamma\) can be constructed in \(O(m \log m)\) time. The idea is to begin with \(\Gamma_0\) and iteratively construct \(\Gamma_i\) from \(\Gamma_{i-1}\) by “inserting” the wedge \(W_i\) dual to \(\phi_i\). Each \(\Gamma_i\) can be constructed in amortized \(O(\log m)\) time (from \(\Gamma_{i-1}\)) by using a (balanced) BST to maintain the outer face and properly exploiting the behavior of \(W_i\) observed in Lemma 16. It follows that \(\Gamma\) can be constructed in \(O(m \log m)\) time. Now consider the general case in which \(\phi_1, \ldots, \phi_m\) are not given. We use an approach in [1] to compute in \(O(n \log^2 n)\) time a set \(\Psi\) of \(O(n \log n)\) point-pairs in \(S\) such that \(\Phi(S, \mathcal{H}^\perp) \subseteq \Psi\).

By considering the pairs in \(\Psi\) in increasing order of their lengths, we can efficiently verify whether each pair is a candidate pair or not, and update the subdivision (using the method above) whenever a candidate pair is recognized. The overall process takes \(O(n \log^2 n)\) time.

## 6 Conclusion and future work

We revisited the range closest-pair (RCP) problem, which aims to preprocess a set \(S\) of points in \(\mathbb{R}^2\) into a data structure such that for any query range \(X\), the closest-pair in \(S \cap X\) can be reported efficiently. We proposed new RCP data structures for various query types (including quadrants, strips, rectangles, and halfplanes). Both worst-case and average-case analyses were applied, resulting in new bounds for the RCP problem (see Table 1).

We now list some open questions for future study. First, as mentioned in Section 1.1, the preprocessing for our orthogonal RCP data structures remains open. It is not clear how to build these data structures in sub-quadratic time. Besides, the RCP problem for other query types is also open. One important example is the disk query, which is usually much harder than the rectangle query and halfplane query in traditional range search. For an easier version, we can focus on the case where the query disks have a fixed radius, or equivalently, the query ranges are *translates* of a fixed disk. Along this direction, one can also consider translation queries of some shape other than a disk. For instance, if the query ranges are translates of a fixed rectangle, can we have more efficient data structures than our rectangle RCP data structure in Section 4? Finally, the RCP problem in higher dimensions is quite open. To our best knowledge, the only known result for this is a simple data structure given in [6] constructed by explicitly storing all the candidate pairs, which only has guaranteed average-case performance.
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Abstract

We motivate, visualize and demonstrate recent work for minimizing the total execution time of a coordinated, parallel motion plan for a swarm of \( N \) robots in the absence of obstacles. Under relatively mild assumptions on the separability of robots, the algorithm achieves constant stretch: If all robots want to move at most \( d \) units from their respective starting positions, then the total duration of the overall schedule (and hence the distance traveled by each robot) is \( O(d) \) steps; this implies constant-factor approximation for the optimization problem. Also mentioned is an NP-hardness result for finding an optimal schedule, even in the case in which robot positions are restricted to a regular grid. On the other hand, we show that for densely packed disks that cannot be well separated, a stretch factor \( \Omega(N^{1/4}) \) is required in the worst case; we establish an achievable stretch factor of \( O(N^{1/2}) \) even in this case. We also sketch geometric difficulties of computing optimal trajectories, even for just two unit disks.
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1 Introduction

From the early days of computational geometry, robot motion planning has received a large amount of algorithmic attention. In the groundbreaking work by Schwartz and Sharir [2] from the 1980s, one of the challenges was coordinating the motion of several disk-shaped objects among obstacles. Their algorithms run in time polynomial in the complexity of the obstacles, but exponential in the number of disks, illustrating the significant challenge of coordinating many individual robots.

More recently, a growing spectrum of applications has increased the importance of multirobot motion planning. However, previous work has largely focused on sequential schedules, in which one robot moves at a time, with objectives such as the number of moves; this differs from the practically important task of minimizing the overall makespan (i.e., the total time until completion) of a coordinated parallel motion schedule in which many robots are allowed to move simultaneously.

In a separate paper [1], we provide a number of breakthroughs for parallel motion planning. We show that it is strongly NP-complete to minimize the makespan for reconfiguring a system of labeled circular robots in a grid environment.

We give an $O(1)$-approximation for the long-standing open problems of parallel motion-planning with minimum makespan in a grid setting. This result is based on establishing an absolute performance guarantee: We prove that for any labeled arrangement of robots, there is always an overall schedule that gets each robot to its target destination with bounded stretch, i.e., within a constant factor of the largest individual distance.

We extend our results to the scenario with continuous motion and arbitrary coordinates, provided the distance between a robot’s start and target positions is at least one diameter. This implies that efficient multi-robot coordination is always possible under relatively mild separability conditions; this includes non-convex robots.

For the continuous case with more densely packed objects, we establish a lower bound of $\Omega(N^{1/4})$ and an upper bound of $O(\sqrt{N})$ on the achievable stretch.

See [1] for technical aspects and a more detailed discussion of related work. The purpose of the video submitted with this abstract is to explain and visualize the theoretical approach.
2 A base problem: labeled grid permutation

A fundamental scenario for multi-robot motion planning is the situation in which robots are placed at $N$ grid positions (Fig. 1(a)); the desired target positions lie on the same grid, corresponding to a permutation of size $N$ (Fig. 1(b)). In each step, a robot can move to an adjacent grid position if this is being vacated during the same step (Fig. 1(c)).

3 Complexity

We can show that even the base problem is NP-hard; see [1] for details.

▶ Theorem 1. The minimum makespan parallel motion planning problem on a grid is strongly NP-hard.
4 Algorithmic description

The algorithm for achieving constant stretch in grid arrangements hinges on using local permutations for sorting the overall configuration. To achieve this in $\mathcal{O}(d)$ steps, the whole arrangement is subdivided into square tiles of size $\mathcal{O}(d) \times \mathcal{O}(d)$. In Phase I, all robots are moved to the tiles that contain their respective target positions, based on four steps that are based on flow techniques and illustrated in Fig. 2.

In Phase II, the disks within each tile are moved to their respective target positions in $\mathcal{O}(d)$ steps, based on local sorting methods. This results in an overall makespan of $\mathcal{O}(d)$.

5 Continuous motion

The result for the base case can be generalized to arbitrary geometric arrangements, provided that the start and target positions are sufficiently separated.

▶ Theorem 2. If the distance between the centers of two robots of radius 1 in the start and target configurations is at least $2\sqrt{2}$, we can achieve a makespan in $\mathcal{O}(d)$, i.e., constant stretch, see Figure 3.
Figure 3 A mesh size of $2\sqrt{2}$ avoids robot collisions, and the cell diagonals have length 4. Note that robots may have arbitrary shape, as the separation argument applies to their circumcircles.

For more densely packed arrangements of disks, no constant stretch can be achieved.

Theorem 3. There is an instance with optimal makespan in $\Omega(N^{1/4})$, see Figure 4.

Conversely, there is a non-trivial upper bound on the stretch, as follows.

Theorem 4. For a set of unit disks at arbitrary start and target positions there is a trajectory set with continuous makespan of $O(d + \sqrt{N})$, implying a $O(\sqrt{N})$-approximation algorithm.

The video opens with a number of practical illustrations for parallel motion planning, followed by a discussion of the work by Schwartz and Sharir, the underlying problem description and our complexity result. The main part focuses on the algorithm for achieving constant stretch, visualizing the individual steps of Phase I and Phase II. Finally, the basic aspects for continuous motion are sketched: achieving constant stretch for separable arrangements, as well as the lower and upper bounds for densely packed disks. In the very end, the geometric difficulty of finding optimal trajectories are shown, even for just two disks.
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Abstract  
The associahedron is a convex polytope whose 1-skeleton is isomorphic to the flip graph of a convex polygon. There exists an elegant geometric realization of the associahedron, using the remarkable theory of secondary polytopes, based on the geometry of the underlying polygon. We present an interactive application that visualizes this correspondence in the 3D case.

1 The associahedron

Let us begin with a formal definition of the associahedron; details are given in [13].

Theorem. Let $A(n)$ be the poset of sets of non-crossing diagonals of a convex polygon $P$ with $n$ vertices, ordered so that for any $a, a' \in A(n)$, we have $a \prec a'$ if $a$ is obtained from $a'$ by adding a new diagonal to $P$. The associahedron $K_{n-1}$ is a simple convex polytope of dimension $n - 3$ whose face poset is isomorphic to $A(n)$.

By construction, each vertex of $K_{n-1}$ corresponds to a triangulation of $P$, whereas each facet of $K_{n-1}$ corresponds to a diagonal of $P$. Just as each triangulation $T$ of $P$ uses exactly $n - 3$ diagonals, each vertex of $K_{n-1}$ is incident to $n - 3$ facets (making it a simple polytope), corresponding to the diagonals used in $T$. Furthermore, each edge of $K_{n-1}$ connecting two vertices corresponds to an edge flip between the respective triangulations.

The associahedron was constructed independently by Haiman (unpublished) and Lee [13], though Stasheff had defined the underlying abstract object twenty years prior in his work on...
associativity in homotopy theory [17]. The famous Catalan numbers enumerate the vertices, with over one hundred different combinatorial and geometric interpretations available. The beauty of this polytope is the multitude of settings in which it makes an appearance, including root systems [5], real algebraic geometry [6], computational geometry [8], phylogenetics [1], string theory [9], J-holomorphic curves [14], and hypergeometric functions [18].

Rather than just a combinatorial framework, $K_n$ also has a rich geometric perspective. There are numerous realizations of the associahedron, obtained by taking the convex hull of the coordinates of its vertices. In a beautiful recent paper, Ceballos, Santos, and Ziegler classify all such realizations into three main groups [4]: The first one is based on generalized permutohedra, spearheaded by Postnikov, and constructs the associahedron from truncations of a simplex [16]. The second is based on cluster complexes of Coxeter type $A_n$, arising from the work of Fomin and Zelevinsky [5]. The final realization follows the classical work on secondary polytopes by Gelfand, Kapranov, and Zelevinsky [10].

The first two of these constructions have the property that $K_n$ has exactly $n - 2$ pairs of parallel facets. Indeed, Hohlweg and Lange [11] and Santos [4] showed that both of these realizations are particular cases of exponentially many different constructions of the associahedron. The third (secondary polytope) realization, denoted as GKZ, has a radically different flavor. It not only yields a polytope that never has parallel facets, but results in a continuous deformation of the associahedron obtained from a continuous deformation of its underlying polygon. We focus on an interactive visualization of this wonderful realization.

## 2 The GKZ realization

This realization provides a beautiful blend of combinatorics, geometry, and the convex hull; see [10] for the general theory and [7, Chapter 3] for a readable version. Let $P$ be a planar convex geometric polygon with vertices $p_1, \ldots, p_n$. For a triangulation $T$ of $P$, let

$$\psi_T(p_i) = \sum_{p_i \in \Delta \in T} \text{area}(\Delta)$$

be the sum of the areas of all triangles $\Delta$ incident to the vertex $p_i$. In other words, the value $\psi_T(p_i)$ associated to each vertex $p_i$ of the polygon is the sum of the areas of the triangles incident to $p_i$. Thus, to each triangulation of the convex polygon $P$, we obtain an area vector

$$\Phi(T) = (\psi_T(p_1), \ldots, \psi_T(p_n)) \in \mathbb{R}^n.$$ 

The number of potentially different area vectors associated to a given convex polygon with $n$ vertices is the Catalan number. The following result comes from [10]:

**Theorem.** If $P$ is a convex polygon with $n$ vertices, the convex hull of the area vectors in $\mathbb{R}^n$ of all triangulations of $P$ results in a geometric realization of the associahedron $K_{n-1}$.

What is remarkable about this result is that, although the convex hulls of the area vectors of different convex polygons are geometrically distinct, they output the same combinatorial structure for any convex polygon with $n$ vertices.

## 3 Visualizing the 3D associahedron

We restrict our attention to $n = 6$, in which $P$ is a planar convex hexagon with vertices $p_1, \ldots, p_6$. Thus, $P$ has 14 distinct triangulations $T_1, \ldots, T_{14}$, and the theorem above ensures that the convex hull of the set of area vectors $\Phi(T_i)$ yields a realization $\mathcal{R}$ of $K_5$ in $\mathbb{R}^6$. Since
the GKZ realization lies in a 3-dimensional subspace $S \subseteq \mathbb{R}^6$, choosing an orthonormal basis $B$ for $S$ allows us to embed $K$ in $\mathbb{R}^3$ while preserving its geometric structure. We simply apply the Gram-Schmidt process to the vectors $\Phi(T_1), \Phi(T_2), \ldots, \Phi(T_{14})$, where the triangulations are ordered arbitrarily.

We provide an application that calculates the area vectors corresponding to each triangulation of $P$, and uses the Gram-Schmidt process to obtain an orthonormal basis for $S$. Our visualization application is implemented in HTML5 and JavaScript; it runs client-side in the web browser and can be accessed at http://www.hexahedria.com/associahedron/. Due to finite numerical precision, there may be small errors that cause our computed vertices of $K$ to lie slightly outside of the desired subspace $S$. To prevent this, we “snap” vectors with magnitude smaller than a numerical tolerance factor epsilon to zero, and project the vertices into the subspace spanned by the first three nonzero basis vectors. The program leverages several open source libraries: D3 [2] and Three.js [3] for graphics, numeric.js [15] for arithmetic, and PolyK [12] for simple polygon operations such as testing convexity.

The interface includes two side-by-side visuals: one of a triangulated convex hexagon $P$ (left side), and one of the corresponding GKZ embedding $K$ (right side). The three diagonals of one triangulation $T$ of $P$ are displayed, and each vertex $p_i$ of $P$ is labeled with
the area $\psi_T(p_i)$ of the triangles incident to it in the triangulation. On the left side, users can deform the hexagon by manipulating its vertices. On the right side, users can rotate the associahedron and change the active triangulation by hovering over a different vertex. Moreover, each diagonal of the hexagon is color-coded to match the corresponding facet of the associahedron. As the user moves a vertex in the hexagon view, the areas of the triangles change and the polytope deforms accordingly. Indeed, under extreme deformations of the underlying polygon, highly interesting geometric representations appear, many in degenerate configurations.

Although our application does not allow nonconvex deformations of the underlying polygon, the mathematical theory is known [8]. The resulting “associahedral” structure will not be a convex polytope but a polytopal complex. This complex is not only (topologically) contractible, but possesses a geometric realization based on the theory of secondary polytopes.
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Abstract

Given a convex polyhedron, the star unfolding of its surface is obtained by cutting along the shortest paths from a fixed source point to each of its vertices. We present an interactive application that visualizes the star unfolding of a box, such that its dimensions and source point locations can be continuously toggled by the user.

1 Star Unfolding

The problem of unfolding polyhedra was popularized by Albrecht Dürer in the early 16th century, when he cut polyhedra along edges and represented them in their unfolded state. This process of edge unfolding created nets: connected faces that lay flat in the plane without overlap. One of the most beautiful problems in computational geometry asks whether every convex polyhedron has a net. In the absence of a resolution to this problem, it is of interest to create nets under different rules, allowing the polyhedral surface cuts to be arbitrary rather than only along the edges. The star unfolding of Alexandrov [1] is one possible method, dating back to 1948.

Definition 1. The star unfolding of a convex polyhedron \( P \) fixes a generic point \( x \) on \( P \), and cuts along the shortest paths from \( x \) to every vertex of \( P \).

A source point is generic when there is a unique shortest path to each vertex. The reason these cuts suffice to flatten polyhedron \( P \) into a polygon \( U^*(P) \) is that all the points of curvature (at the vertices) are resolved by these cuts. It is by no means obvious that this resulting polygon \( U^*(P) \) does not overlap, and is therefore a net; this was shown to be true in 1992 by Aronov and O’Rourke [2].

Note that if \( P \) has \( n \) vertices, then the star unfolding \( U^*(P) \) is a polygonal net with \( 2n \) vertices: the \( n \) vertices from the polyhedron interleaved with \( n \) copies of the source point \( x \). Figure 1 shows the star unfolding produced by cutting along eight paths of a box. Note that two edges of \( U^*(P) \) incident to a vertex \( v \) of \( P \) have the same length — they are the two “sides” of the cut along the shortest path from \( x \) to \( v \) on \( P \).
Now we turn to another type of unfolding of a convex polyhedron, based on the cut locus.

Definition 2. The cut locus $C(x)$ of a point $x$ on the polyhedron is (the closure of) the set of all points $y$ to which there is more than one shortest path from $x$. The source unfolding of a convex polyhedron $P$ is obtained by cutting along $C(x)$ of a generic source point $x$.

The elegant underlying structure that relates the star and source unfoldings is the Voronoi diagram. In particular, the Voronoi diagram of the $n$ copies of the source $x$, restricted to the interior of $U^* (P)$ (shown as red lines in Figure 1), is the cut locus $C(x)$ on $P$. Cutting along this Voronoi diagram in the star unfolding and rearranging the resulting $n$ subpolygons yields the source unfolding. Indeed, the source and the star unfoldings are scissors congruent to one another [3, Chapter 1].

2 Algorithm for visualization

In our visualization, the user defines the dimensions of the box (up to scaling) along with the location of the source point. Pairs of opposite sides of the box are similarly color-coded, with the source point lying on a purple box face. Two steps are needed to obtain the star unfolding:

1. Find the shortest paths from the source point to each of the eight vertices of the box.
2. The relative order of the eight cuts is then used to determine the adjacency of edges in the star unfolding, allowing its construction.

Given a source point $x$, assume (without loss of generality) that it lies on the bottom face of the box. The shortest paths from $x$ to the four vertices of the bottom face are simply straight line segments. To find the shortest paths from $x$ to an arbitrary vertex $v$ of the top face (as shown in Figure 2), there are six cases to consider: a path that goes through the bottom face and (1) the left face, (2) the back face, (3) the front and left faces, (4) the right
and back faces, (5) the front and top faces, and (6) the right and top faces. However, since $x$ is on the bottom face, it is straightforward to show that paths from (5) and (6) will never be shorter than those from (1) and (2), respectively. And so, there are only four cases that have a chance of yielding the shortest path to $v$, depending on the location of $x$. We calculate the shortest distance attainable in each of the four cases, and choose the path with minimal distance as a cut of the star unfolding.

Our visualization displays the background rectangles representing the faces that each cut passes through. The faces are unfolded onto the plane, so that each shortest cut is a straight line segment from a copy of the source point to a vertex; see Figure 3. Owing to the orthogonal nature of a box, adjacent edges that share a vertex are perpendicular to each other in the unfolding.

The Voronoi diagram of the eight copies of the source point is also drawn. Notice that when the source point crosses over the Voronoi diagram (with equidistant shortest paths to a vertex), the shape of the star unfolding will change, along with the background rectangles.

**Figure 2** Four possible cases of shortest paths from source point $x$ to vertex $v$.

**Figure 3** An example of possible cases of shortest path given source point $x$. The four points $va, vb, vc, vd$ are copies of the same vertex $v$ unfolded in ways corresponding to cases (1), (2), (3), and (4), respectively. In this example, the shortest path is to vertex copy $vb$. 
3 Implementation

Our visualization is a browser application implemented in HTML5 and JavaScript, and can be accessed at http://ddemas.github.io/box-unfolding-visualization/. The user may adjust the width, height, and length of the box (up to rescaling) using the slide bars. The source point, located on the purple boxes, can also be altered, with dimensions width and height. The user also has the option to display or hide the Voronoi lines, background rectangles, and star unfolding.

The visualization works by constantly recalculating and redrawing the unfolding, using JQuery and Bootstrap libraries to help render the UI. The rectangle in the center and the four rectangles adjacent to it are fixed and represent five unique faces of the box. The rest of the rectangles change depending on the configuration that leads to the shortest path from the source point in the four corners to the nearest corner of the center rectangle, as explained in Section 2. The shortest distance to the remaining vertices of the box is inferred from the configuration of the rectangles in each corner.

Once the points of the box have been determined, we use an open source implementation of Fortune’s algorithm written by Raymond Hill [4] to draw the Voronoi lines.

![Figure 4](image)

**Figure 4** Screenshots from visualization that show examples from of different star unfoldings of the same box with different source points, with their underlying Voronoi diagrams.
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1 Introduction

Mesh generation is a fundamental problem in computational geometry, geometric modeling, computer graphics, scientific computing and engineering simulations. There has been a growing interest in polyhedral meshes as an alternative to tetrahedral or hex-dominant meshes [17]. Polyhedra are less sensitive to stretching, which enables the representation of complex geometries without excessive refinement. In addition, polyhedral cells have more neighbors even at corners and boundaries, which offers better approximations of gradients and local flow distributions. Even compared to hexahedra, fewer polyhedral cells are needed to achieve a desired accuracy in certain applications. This can be very useful in several numerical methods [7]. In particular, the accuracy of a number of important solvers, e.g., the two-point flux approximation for conservation laws [14], greatly benefits from a conforming mesh which is orthogonal to its dual as naturally satisfied by Voronoi meshes. Such solvers play a crucial role in hydrology [19] and computational fluid dynamics [8].

A conforming volume mesh exhibits two desirable properties simultaneously: (1) a decomposition of the enclosed volume, and (2) a reconstruction of the bounding surface. Conforming Delaunay meshing is well-studied [11], but Voronoi meshing is less mature. A common practical approach to polyhedral meshing is to dualize a tetrahedral mesh and clip each cell by the bounding surface [15]. Unfortunately, clipping does not guarantee the convexity and connectedness of cells [13]. Another approach is to mirror Voronoi sites across the surface [20], but we are not aware of any approximation guarantees in this category.

The desired mesher takes as input a description of the geometric model for which a conforming Voronoi mesh is to be generated, e.g., a set of surface samples or a complete computer-aided design (CAD) model. Having access to a CAD model allows the mesher to accurately sample new points as needed; a crucial requirement for high quality meshing. Deferring the sampling problem, we start in an idealized setting that allows us to establish strong theoretical guarantees on the correctness of the underlying approach. In a forthcoming paper [3], we describe the design and implementation of the complete VoroCrust algorithm, which can handle realistic inputs possibly having sharp features, can estimate a sizing function and generate samples, and can guarantee the quality of the output mesh.

In this multimedia contribution, we illustrate the basic constructions underlying the proposed algorithm and briefly explain why it works. A number of meshes generated by a preliminary implementation is shown. Finally, we highlight the main technical challenges imposed by realistic inputs along with an illustration of each. The rest of this abstract follows the same structure and concludes by a summary of the methods used in preparing the video content.

2 The abstract algorithm

An abstract version of the proposed algorithm, geared towards volumes bounded by smooth surfaces, can be described as follows. The points used in defining the Voronoi diagram are referred to as seeds. Figure 1 illustrates the steps in 2D.

1. Take as input a sample $\mathcal{P}$ on the surface $\mathcal{M}$ bounding the volume $\mathcal{O}$.
2. Define a ball $B_i$ centered at each sample $p_i$, with a suitable radius $r_i$, and let $\mathcal{U} = \bigcup B_i$.
3. Initialize the set of seeds $S$ with the corners of $\partial \mathcal{U}$, $S^\uparrow$ and $S^\downarrow$, on both sides of $\mathcal{M}$.
4. Optionally, generate additional seeds $S^{\downarrow\downarrow}$ in the interior of $\mathcal{O}$, and include $S^{\downarrow\downarrow}$ into $S$.
5. Compute the Voronoi diagram $\text{Vor}(S)$ and retain the cells with seeds in $S^\uparrow \cup S^{\downarrow\downarrow}$ as the volume mesh $\hat{\mathcal{O}}$, where the facets between $S^\uparrow$ and $S^\downarrow$ yield a surface approximation $\hat{\mathcal{M}}$. 
Under appropriate conditions on the sampling, the union of balls \( U \) is isotopic to the bounding surface \( M \) \cite{10}. In addition, the Voronoi facets in \( \text{Vor}(S) \) separating \( S^\uparrow \) and \( S^\downarrow \), which constitute the surface reconstruction \( \hat{M} \), are in fact the medial axis of \( U \) \cite{6}, which is isotopic to \( M \) if the balls have suitable spacing and radii \cite{9}. The sparsity condition helps in bounding the quality of mesh elements; the cells are fat. Finally, the enclosed volume can easily be refined without disrupting the surface reconstruction.

In particular, we assume \( P \) is an \( \epsilon \)-sample with a weak \( \sigma \)-sparsity condition dictating
\[
d(p_i, p_j) \geq \sigma \epsilon \cdot \text{lfs}(p_j)
\]
whenever \( \text{lfs}(p_i) \geq \text{lfs}(p_j) \). The union of balls \( U \) is defined by setting
\[
r_i = \delta \cdot \text{lfs}(p_i).
\]
Fixing \( \delta = 2\epsilon \), the sampling conditions for non-uniform approximation are satisfied when \( \epsilon \) is sufficiently small \cite{10}. We also fix \( \sigma = 3/4 \) to give \( U \) a particularly nice structure which guarantees all samples appear as vertices in the surface reconstruction.

In this setting, we establish a number of geometric properties of the construction. This allows us to bound the distance between seeds in \( S^\uparrow \cup S^\downarrow \) and their separating facets, which in turns bounds the inradius of Voronoi cells in the resulting decomposition \( \hat{O} \). To bound the outradius of cells, we proceed to seed the interior of \( O \). Assuming \( O \) is shifted and scaled to fit in the root box of the octree, we refine octree boxes until their sizes match an extension of \( \text{lfs} \). Once refinement terminates, we insert into \( S^\downarrow \) additional seeds at the centers of all boxes which are empty of seeds in \( S^\uparrow \cup S^\downarrow \). This scheme allows us to bound the ratio of outradius to inradius for all cells, and also to bound the number of seeds. See \cite{2} for the details and \cite{4} for some earlier related work using a different scheme.

\section{3 Dealing with realistic inputs}

Unlike the idealized setting studied above, realistic inputs pose a number of challenges. Namely, sharp features do not fit well with the \( \epsilon \)-sampling paradigm and require extra care to bound the quality of mesh elements in their neighborhoods. Even without sharp features, estimating the local feature size is impractical. In addition, for applications requiring surface approximations with good normals, extra steps are needed to iron out any irregularities that the basic approach might yield. We address these issues in a forthcoming publication \cite{3}.

\section{4 Video production}

We used \textit{ParaView} \cite{5} and the \textit{Processing} programming language \cite{18} to generate our animations. Speech was synthesized via the \textit{Bing Speech API} \cite{12} and the video was composed using \textit{OpenShot} \cite{16}. A low-quality version of the video will be hosted on the conference website \cite{1}.
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