Ranking algorithms are deployed widely to order a set of items in applications such as search engines, news feeds, and recommendation systems. Recent studies, however, have shown that, left unchecked, the output of ranking algorithms can result in decreased diversity in the type of content presented, promote stereotypes, and polarize opinions. In order to address such issues, we study the following variant of the traditional ranking problem when, in addition, there are fairness or diversity constraints. Given a collection of items along with 1) the value of placing an item in a particular position in the ranking, 2) the collection of sensitive attributes (such as gender, race, political opinion) of each item and 3) a collection of fairness constraints that, for each $k$, bound the number of items with each attribute that are allowed to appear in the top $k$ positions of the ranking, the goal is to output a ranking that maximizes the value with respect to the original rank quality metric while respecting the constraints. This problem encapsulates various well-studied problems related to bipartite and hypergraph matching as special cases and turns out to be hard to approximate even with simple constraints. Our main technical contributions are fast exact and approximation algorithms along with complementary hardness results that, together, come close to settling the approximability of this constrained ranking maximization problem. Unlike prior work on the approximability of constrained matching problems, our algorithm runs in linear time, even when the number of constraints is (polynomially) large, its approximation ratio does not depend on the number of constraints, and it produces solutions with small constraint violations. Our results rely on insights about the constrained matching problem when the objective function satisfies certain properties that appear in common ranking metrics such as discounted cumulative gain (DCG), Spearman’s rho or Bradley-Terry, along with the nested structure of fairness constraints.
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1 Introduction

Selecting and ranking a subset of data is a fundamental problem in information retrieval and at the core of ubiquitous applications including ordering search results such (e.g., Google), personalized social media feeds (e.g., Facebook, Twitter or Instagram), ecommerce websites (e.g., Amazon or eBay), and online media sites (e.g., Netflix or YouTube). The basic
algorithmic problem that arises is as follows: There are \( m \) items (e.g., webpages, images, or documents), and the goal is to output a list of \( n \ll m \) items in the order that is most valuable to a given user or company. For each item \( i \in [m] \) and a position \( j \in [n] \) one is given a number \( W_{ij} \) that captures the value that item \( i \) contributes to the ranking if placed at position \( j \). These values can be tailored to a particular query or user and a significant effort has gone into developing models and mechanisms to learn these parameters [31]. In practice there are many ways one could arrive at \( W_{ij} \), each of which results in a slightly different metric for the value of a ranking – prevalent examples include versions of discounted cumulative gain (DCG) [26], Bradley-Terry [6] and Spearman’s rho [41]. Note that for many of these metrics, one does not necessarily need \( mn \) parameters to specify \( W \) and typically \( m \) “degrees of freedom” is enough (just specifying the “quality of each item”). Still, we choose to work with this general setting, and only abstract out the most important properties such as a weight matrix \( W \) satisfies. Generally, for such metrics, \( W_{ij} \) is non-increasing in both \( i \) and \( j \), and if we interpret \( i_1 < i_2 \) to mean that \( i_1 \) has better quality than \( i_2 \), then the value of the ranking can only increase by placing \( i_1 \) above \( i_2 \) in the ranking. Formally, such values satisfy the following property (known as monotonicity and the Monge condition)

\[
W_{i_1,j_1} \geq W_{i_2,j_1} \quad \text{and} \quad W_{i_1,j_1} \geq W_{i_1,j_2} \quad \text{and} \quad W_{i_1,j_1} + W_{i_2,j_2} \geq W_{i_1,j_2} + W_{i_2,j_1}
\]

for all \( 1 \leq i_1 < i_2 \leq m \) and \( 1 \leq j_1 < j_2 \leq n \). The ranking maximization problem is to find an assignment of the items to each of the \( n \) positions such that the total value obtained is maximized. In this form, the problem is equivalent to finding the maximum weight matching in a complete \( m \times n \) bipartite graph and has a well known solution – the Hungarian algorithm.

However, recent studies have shown that producing rankings in this manner can result in one type of content being overrepresented at the expense of another. This is a form of algorithmic bias and can lead to grave societal consequences – from search results that inadvertently promote stereotypes by over/under-representing sensitive attributes such as race and gender [28, 5], to news feeds that can promote extremist ideology [18] and possibly even influence the results of elections [2, 3]. For example, [21] demonstrated that by varying the ranking of a set of news articles the voting preferences of undecided voters can be manipulated. Towards ensuring that no type of content is overrepresented in the context of the ranking problem as defined above, we introduce the constrained ranking maximization problem that restricts allowable rankings to those in which no type of content dominates – i.e., to ensure the rankings are fair.

Since fairness (and bias) could mean different things in different contexts, rather than fixing one specific notion of fairness, we allow the user to specify a set of fairness constraints; in other words, we take the constraints as input. As a motivating example, consider the setting in which the set of items consists of \( m \) images of computer scientists, each image is associated with several (possibly non-disjoint) sensitive attributes or properties such as gender, ethnicity and age, and a subset of size \( n \) needs to be selected and ranked. The user can specify an upper-bound \( U_{k\ell} \in \mathbb{Z}_{\geq 0} \) on the number of items with property \( \ell \) that are allowed to appear in the top \( k \) positions of the ranking, and similarly a lower-bound \( L_{k\ell} \). Formally, let \( \{1, 2, \ldots, p\} \) be a set of properties and let \( P_\ell \subseteq [m] \) be the set of items that have the property \( \ell \) (note that these sets need not be disjoint). Let \( x \) be an \( m \times n \) binary assignment matrix whose \( j \)-th column contains a one in the \( i \)-th position if item \( i \) is assigned to position \( j \) (each position must be assigned to exactly one item and each item can be assigned to at most one position). We say that \( x \) satisfies the fairness constraints if for all
If \( \ell \in [p] \) and \( k \in [n] \), we have

\[
L_{k\ell} \leq \sum_{1 \leq j \leq k} \sum_{i \in P_i} x_{ij} \leq U_{k\ell},
\]

If we let \( B \) be the family of all assignment matrices \( x \) that satisfy the fairness constraints, the constrained ranking optimization problem is: Given the sets of items with each property \( \{P_1, \ldots, P_p\} \), the fairness constraints, \( \{L_{k\ell}\}, \{U_{k\ell}\} \), and the values \( \{W_{ij}\} \), find

\[
\arg \max_{x \in B} \sum_{i \in [m], j \in [n]} W_{ij} x_{ij}.
\]

This problem is equivalent to finding a maximum weight matching of size \( n \) that satisfies the given fairness constraints in a weighted complete \( m \times n \) bipartite graph, and now becomes non-trivial – its complexity is the central object of study in this paper.

Beyond the fairness and ethical considerations, traditional diversification concerns in information retrieval such as query ambiguity (does “jaguar” refer to the car or the animal?) or user context (does the user want to see webpages, news articles, academic papers or images?) can also be cast in this framework. Towards this, a rich literature on diversifying rankings has emerged in information retrieval. On a high-level, several approaches redefine the objective function to incorporate a notion of diversity and leave the ranking maximization problem unconstrained. E.g., a common approach is to re-weight the \( w_{ij} \)s to attempt to capture the amount of diversity item \( i \) would introduce at position \( k \) conditioned on the items that were placed at positions \( 1, \ldots, k-1 \) (see [7, 47, 17, 46, 48]), or casting it directly as an (unconstrained) multi-objective optimization problem [43]. Alternate approaches mix together or aggregate different rankings, e.g., as generated by different interpretations of a query [36, 20]. Diversity has also been found to be desirable by users [14], and has been observed to arise inherently when the ranking is determined by user upvotes [12]. Despite these efforts and the fact that all major search engines now diversify their results, highly uniform content is often still displayed – e.g., certain image searches can display results that have almost entirely the same attributes [28]. Further, [23] showed that no single diversification function can satisfy a set of natural axioms that one would want any fair ranking to have. In essence, there is a tension between relevance and fairness – if the \( w_{ij} \)s for items that have a given property are much higher than the rest, the above approaches cannot correct for overrepresentation. Hence the reason to cast the problem as a constrained optimization problem: The objective is still determined by the values but the solution space is restricted by fairness constraints.

Theoretically, the fairness constraints come with a computational price: The constrained ranking maximization problem can be seen to generalize various \( \text{NP} \)-hard problems such as independent set, hypergraph matching and set packing. Unlike the unconstrained case, even checking if there is a complete feasible ranking (i.e., \( B \neq \emptyset \)) is \( \text{NP} \)-hard. As a consequence, in general, we cannot hope to produce a solution that does not violate any constraints. Some variants and generalizations of our problem have been studied in the TCS and optimization literature; here we mention the three most relevant. Note that some may leave empty positions in the ranking as opposed to selecting \( n \) elements to rank as we desire. [1] considered the bipartite perfect matching problem with \( \text{poly}(m) \) constraints. They present a polynomial time randomized algorithm that finds a near-perfect matching which violates each constraint additively by at most \( O(\sqrt{m}) \). [24] improved the above result to a \((1 + \varepsilon)\)-approximation algorithm; however, the running time of their algorithm is roughly \( m^{K^{2+\varepsilon}/\varepsilon^2} \) where \( K \) is the number of hard constraints and the output is a matching. [42] studied the approximability of
the packing integer program problem which, when applied to our setting and gives an $O(\sqrt{m})$ approximation algorithm. In the constrained ranking maximization problem presented above, all of these results seem inadequate; the number of fairness constraints is $2np$ which would make the running time of [24] too large and an additive violation of $O(\sqrt{m})$ would render the upper-bound constraints impotent.

The main technical contributions of this paper are fast, exact and approximation algorithms for this constrained ranking maximization problem along with complementary hardness results which, together, give a solid understanding of the computational complexity of this problem. To overcome the limitations of the past work on constrained matching problems, our results often make use of two structural properties of such a formulation: A) The set of constraints can be broken into $p$ groups; for each property $\ell \in [p]$ we have $n$ (nested) upper-bound constraints, one for each $k \in [n]$, and B) The objective function satisfies the property stated in (1). Using properties A) and B) we obtain efficient – polynomial, or even linear time algorithms for this problem in various interesting regimes. Both these properties are natural in the information retrieval setting and could be useful in other algorithmic contexts involving rankings.

2 Our model

We study the following constrained ranking maximization problem

$$\arg \max_{x \in R_{m,n}} \sum_{i \in [m], j \in [n]} W_{ij} x_{ij} \quad \text{s.t.} \quad L_{k\ell} \leq \sum_{1 \leq j \leq k} \sum_{i \in P_{\ell}} x_{ij} \leq U_{k\ell} \quad \forall \ell \in [p], k \in [n],$$

where $R_{m,n}$ is the set of all matrices $\{0,1\}^{m \times n}$ which represent ranking $m$ items into $n$ positions. Recall that $W_{ij}$ represents the profit of placing item $i$ at position $j$ and for every property $\ell \in [p]$ and every position $k$ in the ranking, $L_{k\ell}$ and $U_{k\ell}$ are the lower and upper bound on the number of items having property $\ell$ that are allowed to be in the top $k$ positions in the ranking. For an example, we refer to Figure 1.

We distinguish two important special cases of the problem: when only the upper-bound constraints are present, and when only the lower-bound constraints are present. These variants are referred to as the constrained ranking maximization problem (U) and the constrained ranking maximization problem (L) respectively, and to avoid confusion we sometimes add (LU) when talking about the general problem with both types of constraints present. Furthermore, most our results hold under the assumption that the weight function $W$ is monotone and satisfies the Monge property (1), whenever these assumptions are not necessary, we emphasize this fact by saying that general weights are allowed.

3 Our results

In this section, we present an overview of our results. The statements of theorems here are informal for the ease of readability and for the formal statements our results, we refer the reader to the full version of the paper [13].

Let the type

$$T_i := \{ \ell \in [p] : i \in P_{\ell} \}$$

of item $i$ be the set of properties that the item $i$ has. Our first result is an exact algorithm for solving the constrained ranking maximization problem whose running time is polynomial if the number of distinct $T_i$s, denoted by $q$, is constant.
An example of a value matrix $W$. The values corresponding to the optimal (unconstrained) ranking in (b) and the optimal constrained ranking in (c) are depicted by gray and orange respectively. (Note that, for clarity of the rank order, the above is the transpose of the matrix referred to as $W$ in the text.)

Figure 1 A simple example of our framework: In (a) a matrix of $W_{i,j}$s is presented. Here, the options are people who are either male (blue) or female (yellow), and 6 of them must be ranked. We assume that there is a single upper-bound constraint for each position in the ranking which is applied to both genders as depicted in figures (b) and (c). The constraints are satisfied in the latter, but not the former. The weights of these two rankings are depicted in figure (a).

Theorem 3.1 (Exact dynamic programming-based algorithm). There is an algorithm that solves the constrained ranking maximization problem (LU) in $O(pq^q + pm)$ time when the values $W$ satisfy property (1).

This algorithm combines a geometric interpretation of our problem along with dynamic programming and proceeds by solving a sequence of $q$-dimensional sub-problems. When $q$ is allowed to be large, the problem is \textit{NP}-hard; see Theorem 3.5.

Generally, we may not be able to assume that $q$ is a constant and, even then, it would be desirable to have algorithms whose running time is close to $(m + n)p$, the size of the input. Towards this we consider a natural parameter of the set of properties: The size of the largest $T_i$, namely

$$\Delta := \max_{i \in [m]} |T_i|.$$

The complexity of the constrained ranking maximization problem turns out to show interesting behavior with respect to $\Delta$ (note that $\Delta \leq p$ and typically $p \ll q$). The case when $\Delta = 1$ corresponds to the simplest practical setting where there are $p$ disjoint properties, i.e., the properties partition the set of items. For instance, a set of images of humans could be partitioned based on the ethnicity or age of the individual. Note that even though $q = p$ for $\Delta = 1$, this $q$ could still be large and the previous theorem may have a prohibitively large running time.

When $\Delta = 1$ we prove that the constrained ranking maximization problem (LU) is polynomial time solvable even when the matrix $W$ does not satisfy the property (1).

Theorem 3.2 (Polynomial time algorithm for $\Delta = 1$). The constrained ranking maximization problem (LU) for general weights and $\Delta = 1$ can be solved in $\tilde{O}(n^2m)$ time.
The above is obtained by reducing this variant of the ranking maximization problem to the minimum cost flow problem, that can be solved efficiently (the network is acyclic). We note that even though the running time is polynomial in \( m \), it might be still not satisfactory for practical purposes. With the aim of designing faster – linear time algorithms, we focus on the case when only upper-bound constraints are present. For this case, we analyze a natural linear programming (LP) relaxation for the constrained ranking maximization problem (U). It reveals interesting structure of the problem and motivates a fast greedy algorithm. Formally, the relaxation considers the set \( \Omega_{m,n} \) defined as

\[
\Omega_{m,n} := \left\{ x \in [0,1]^{m \times n} : \sum_{j=1}^{n} x_{ij} \leq 1 \text{ for all } i \in [m], \sum_{i=1}^{m} x_{ij} = 1 \text{ for all } j \in [n] \right\}
\]

and the following linear program

\[
\max_{x \in \Omega_{m,n}} \sum_{i=1}^{m} \sum_{j=1}^{n} W_{ij} x_{ij} \quad \text{s.t.} \quad \sum_{j \in P_k} x_{ij} \leq U_{k\ell}, \forall \ell \in [p], k \in [n] \tag{3}
\]

Observe that in the absence of fairness constraints, (3) represents the maximum weight bipartite matching problem – it is well known that the feasible region of its fractional relaxation has integral vertices and hence the optimal values of these two coincide. However, in the constrained setting, even for \( \Delta = 1 \), it can be shown that the feasible region is no longer integral – it can have fractional vertices. For this reason, it is not true that maximizing any linear objective results in an integral solution. Surprisingly, we prove that for \( \Delta = 1 \) the cost functions we consider are special and never yield optimal fractional (vertex) solutions.

\begin{theorem}[Exact LP-based algorithm for \( \Delta = 1 \)] Consider the linear programming relaxation (3) for the constrained ranking maximization problem (U) when \( \Delta = 1 \) and the objective function satisfies (1). Then there exists an optimal solution with integral entries and hence the relaxation is exact. Further, there exists a greedy algorithm to find an optimal integral solution in \( O(np+m) \) time.
\end{theorem}

The proof relies on a combinatorial argument on the structure of tight constraints that crucially uses the assumption that \( \Delta = 1 \) and the property (1) of the objective function. Note that the result of Theorem 3.3 implies in particular that whenever the linear program (3) is feasible then there is also an integer solution – a feasible ranking. This can be also argued for the general (LU) variant of the problem and its corresponding LP relaxation. However, extending Theorem 3.3 to this case seems more challenging and is left as an open problem.

When trying to design algorithms for larger \( \Delta \), the difficulty is that the constrained ranking feasibility problem remains \textbf{NP}-hard (in fact, even hard to approximate when feasibility is guaranteed) for \( \Delta \geq 3 \); see Theorem 3.5. Together, these results imply that unless we restrict to feasible instances of the constrained ranking problem, it is impossible to obtain any reasonable approximation algorithm for this problem. In order to bypass this barrier, we focus on the (U) variant of the problem and present an \textit{algorithmically verifiable} condition for feasibility and argue that it is natural in the context of information retrieval.

For each \( 1 \leq k \leq n \), we consider the set

\[
S_k := \{ l \in [p] : U_{(k-1)p+1} \leq U_{k\ell} \}
\]

of all properties whose constraints increase by at least 1 when going from the \((k-1)\)st to the \(k\)th position. We observe that the following \textit{abundance of items} condition is sufficient for
feasibility:

\[ \forall k \text{ there are at least } n \text{ items } i \text{ s.t. } T_i \subseteq S_k. \] \hspace{1cm} (4)

Intuitively, this says that there should be always at least a few ways to extend a feasible ranking of \((k - 1)\) items to a ranking of \(k\) items. Simple examples show that this condition can be necessary for certain constraints \(\{U_{k\ell}\}\). In practice, this assumption is almost never a problem – the available items \(m\) (e.g., webpages) far outnumber the size of the ranking \(n\) (e.g., number of results displayed in the first page) and the number of properties \(p\) (i.e., there are only so many “types” of webpages).

We show that assuming condition (4), there is a linear-time algorithm that achieves an \((\Delta + 2)\)-approximation, while only slightly violating the upper-bound constraints. This result does not need assumption (1), rather only that the \(W_{ij}\)’s are non-negative. This result is near-optimal; we provide an \(\Omega\left(\frac{\Delta}{\log \Delta}\right)\) hardness of approximation result (see Theorem 3.5 and the full version of the paper [13] for more details).

▶ Theorem 3.4 \((\Delta + 2)\)-approximation algorithm. For the constrained ranking maximization problem \((U)\), under the assumption (4), there is an algorithm that in linear time outputs a ranking \(x\) with value at least \(\frac{1}{\Delta + 2}\) times the optimal one, such that \(x\) satisfies the upper-bound constraints with at most a twice multiplicative violation, i.e.,

\[ \sum_{i \in P_{\ell}} \sum_{j=1}^k x_{ij} \leq 2U_{k\ell}, \text{ for all } \ell \in [p] \text{ and } k \in [n]. \]

One can construct artificial instances of the ranking problem, where the output of the algorithm indeed violates upper-bound constraints with a 2-multiplicative factor. However, these violations are caused by the presence of high-utility items with a large number of properties. Such items are unlikely to appear in real-life instances and thus we expect the practical performance of the algorithm to be better than the worst-case bound given in Theorem 3.4 suggests. Lastly we summarize our hardness results for the constrained ranking problem.

▶ Theorem 3.5 (Hardness Results – Informal). The following variants of the constrained ranking feasibility \((U)\) and constrained ranking maximization \((U)\) problem are \(\text{NP}\)-hard.

1. Deciding feasibility for the case of \(\Delta \geq 3\).
2. Under the feasibility condition (4), approximating the optimal value of a ranking within a factor \(O\left(\frac{\Delta}{\log \Delta}\right)\), for any \(\Delta \geq 3\).
3. Deciding feasibility when only the number of items \(m\), number of positions \(n\), and upper-bounds \(u\) are given as input; the properties are fixed for every \(m\).
4. For every constant \(c\), deciding between whether there exists a feasible solution or every solution violates some constraint by a factor of \(c\).

Organization of the rest of the paper

In Section 4 we discuss other related work. Section 5 contains an overview of the proofs of our main results. For complete proofs, we refer the reader to the full version of the paper [13]. In Section 6 we provide a discussion of possible directions for future work and open problems.
4 Other related work

Information retrieval, which focuses on selecting and ranking subsets of data, has a rich history in computer science, and is a well-established subfield in and of itself; see, e.g., the foundational work by [39]. The probability ranking principle (PRP) forms the foundation of information retrieval research [32, 38]; in our context it states that a system’s ranking should order items by decreasing value. Our problem formulation and solutions are in line with this – subject to satisfying the diversity constraints.

A related problem is diverse data summarization in which a subset of items with varied properties must be selected from a large set [35, 9], or similarly, voting with diversity constraints in which a subset of items of people with varied properties or attributes must be selected via a voting procedure [34, 10]. However, the formulation of these problem is considerably different as there is no need to produce a ranking of the selected items, and hence the analogous notion of constraints is more relaxed. Extending work on fairness in classification problems [45], the fair ranking problem has also been studied as an (unconstrained) multi-objective optimization problem, and various fairness metrics of a ranking have been proposed [43].

Combining the learning of values along with the ranking of items has also been studied [37, 40]; in each round an algorithm chooses an ordered list of \( k \) documents as a function of the estimated values \( W_{ij} \) and can receive a click on one of them. These clicks are used to update the estimate of the \( W_{ij} \)'s, and bounds on the regret (i.e., learning rate) can be given using a bandit framework. In this problem, while there are different types of items that can affect the click probabilities, there are no constraints on how they should be displayed.

Recent work has shown that, in many settings, there are impossibility results that prevent us from attaining both property and item fairness [30]. Indeed, our work focuses on ensuring property fairness (i.e., no property is overrepresented), however this comes at an expense of item fairness (i.e., depending on which properties an item has, it may have much higher / lower probability of being displayed than another item with the same value). In our motivating application we deal with the ranking of documents or webpages, and hence are satisfied with this trade-off. However, further consideration may be required if, e.g., we wish to rank people as this would give individuals different likelihoods of being near the top of the list based on their properties rather than solely on their value.

5 Proof overviews

Overview of the proof of Theorem 3.1. We first observe that the constrained ranking maximization problem has a simple geometric interpretation. Every item \( i \in [m] \) can be assigned a property vector \( t_i \in \{0, 1\}^p \) whose \( \ell \)-th entry is 1 if item \( i \) has property \( \ell \) and 0 otherwise. We can then think of the constrained ranking maximization problem as finding a sequence of \( n \) distinct items \( i_1, i_2, \ldots, i_n \) such that \( L_k \leq \sum_{j=1}^{k} t_{i_j} \leq U_k \) for all \( k \in [n] \), where \( U_k \) is the vector whose \( \ell \)-th entry is \( U_{\ell k} \). In other words, we require that the partial sums of the vectors corresponding to the top \( k \) items in the ranking stay within the region \([L_{k1}, U_{k1}] \times [L_{k2}, U_{k2}] \times \cdots \times [L_{kn}, U_{kn}]\) defined by the fairness constraints.

Let \( Q := \{ t_i : i \in [m] \} \) be the set of all the different property vectors \( t_i \) that appear for items \( i \in [m] \), and let us denote its elements by \( v_1, v_2, \ldots, v_q \). A simple but important observation is that whenever two items \( i_1, i_2 \in [m] \) (with say \( i_1 < i_2 \)) have the same property vector: \( t_{i_1} = t_{i_2} \), then in every optimal solution either \( i_1 \) will be ranked above \( i_2 \), only \( i_1 \) is ranked, or neither is used. This follows from the assumption that the weight matrix is monotone in \( i \) and \( j \) and satisfies the property as stated in (1).
Let us now define the following sub-problem that asks for the property vectors of a feasible solution: Given a tuple \((s_1, s_2, \ldots, s_q) \in \mathbb{N}^q\) such that \(k = s_1 + s_2 + \cdots + s_q \leq n\), what is the optimal way to obtain a feasible ranking on \(k\) items such that \(s_j\) of them have property vector equal to \(v_j\) for all \(j = 1, 2, \ldots, q\)? Given a solution to this sub-problem, using the observation above, it is easy to determine which items should be used for a given property vector, and in what order. Further, one can easily solve such a sub-problem given the solutions to smaller sub-problems (with a smaller sum of \(s_j\))s, resulting in a dynamic programming algorithm with \(O(n^3)\) states and, hence, roughly the same running time.

**Overview of the proof of Theorem 3.2.** The main idea is to reduce ranking maximization to the minimum cost flow problem and then observe several structural properties of the resulting instance which allow one to solve it efficiently (in \(O(n^2m)\) time).

Given an instance of the constrained ranking maximization problem \((U)\), we construct a weighted flow network \(G = (V, E)\) such that every feasible ranking corresponds to a feasible flow of value \(n\) in \(G\). Roughly, for every item \(i\) and every property \(\ell\) a chain of \(n\) vertices is constructed so that placing item \(i\) (such that \(i \in P_\ell\)) at position \(k\) corresponds to sending one unit of flow through the chain corresponding to item \(i\) up to its \(k\)th vertex and then switching to the chain corresponding to property \(\ell\). Edge weights in these gadgets (chains) are chosen in such a way that the cost of sending a unit through this path is \(-W_{i,k}\). The capacities in chains corresponding to properties implement upper-bound constraints. The lower-bound constraints can be also enforced by putting appropriate weights on edges of these chains.

The instance of the minimum cost flow problem we construct has \(O(nm)\) vertices and \(O(nmn)\) edges and is acyclic, which allows to replace the application of the Bellman-Ford algorithm in the first phase of the Successive Shortest Path algorithm by a linear-time procedure. This then easily leads to an implementation in \(O(n^2m \log m)\) time.

**Overview of the proof of Theorem 3.3.** Unlike the \(\Delta = 0\) case where the LP-relaxation (3) has no non-integral vertex (it is the assignment polytope), even when \(p = 1\), fractional vertices can arise (see the full version of the paper [13]). Theorem 3.3 implies that for \(\Delta = 1\), although the feasible region of (3) is not integral in all directions, it is along the directions of interest. In the proof we first reduce the problem to the case when \(m = n\) (i.e., when one has to rank all of the items) and \(w\) has the strict form of property (1) (i.e., when the inequalities in assumption (1) are strict). Our strategy then is to prove that for every fractional feasible solution \(x \in \Omega_{m,m}\) there is a direction \(y \in \mathbb{R}^{m \times m}\) such that the solution \(x' := x + \varepsilon y\) is still feasible (for some \(\varepsilon > 0\)) and its weight is larger than the weight of \(x\). This implies that every optimal solution is necessarily integral.

Combinatorially, the directions we consider correspond to 4-cycles in the underlying complete bipartite graph, such that the weight of the matching can be improved by swapping edges along the cycle. The argument that shows the existence of such a cycle makes use of the special structure of the constraints in this family of instances.

To illustrate the approach, suppose that there exist two items \(i_1 < i_2\) that have the same property \(\ell \in [p]\), and for some ranking positions \(j_1 < j_2\) we have

\[ x_{i_1,j_2} > 0 \quad \text{and} \quad x_{i_2,j_1} > 0. \]  

(5)

Following the strategy outlined above, consider \(x' = x + \varepsilon y\) with \(y \in \mathbb{R}^{m \times m}\) to be zero everywhere except \(y_{i_1,j_1} = y_{i_2,j_2} = 1\) and \(y_{i_1,j_2} = y_{i_2,j_1} = -1\). We would like to prove that the weight of \(x'\) is larger than the weight of \(x\) and that \(x'\) is feasible for some (possibly small)
The reason why we gain by moving in the direction of $y$ follows from property (1). Feasibility in turn follows because $y$ is orthogonal to every constraint defining the feasible region. Indeed, the only constraints involving items $i_1, i_2$ are those corresponding to the property $\ell$. Further, every such constraint is of the form $\langle 1_{R_k}, x \rangle \leq U_{k\ell}$ where $1_{R_k}$ is the indicator vector of a rectangle $R_k := P_k \times [k]$. Such a rectangle contains either all non-zero entries of $y$, two non-zero entries (with opposite signs), or none. In any of these cases, $\langle 1_{R_k}, y \rangle = 0$.

Using a reasoning as above, one can show that no configuration of the form (5) can appear in any optimal solution for $i_1, i_2$ that share a property $\ell$. This implies that the support of every optimal solution has a certain structure when restricted to items that have any given property $\ell \in [p]$; this structure allows us to find an improvement direction in case the solution is not integral. To prove integrality we show that for every fractional solution $x \in \mathbb{R}^{m \times m}$ there exists a fractional entry $x_{ij} \in (0, 1)$ that can be slightly increased without violating the fairness constraints. Moreover since the $i$-th row and the $j$-th column must contain at least one more fractional entry each (since the row- and column-sums are 1), we can construct (as above) a direction $y$, along which the weight can be increased. The choice of the corresponding entries that should be altered requires some care, as otherwise we might end up violating fairness constraints.

The second part of Theorem 3.3 is an algorithm for solving the constrained ranking maximization problem for $\Delta = 1$ in optimal (in the input size) running time of $O(np + m)$. We show that a natural greedy algorithm can be used. More precisely, one iteratively fills in part of our algorithm is a greedy procedure that finds a large weight solution to a slightly relaxed problem in which not all positions in the ranking have to be occupied. It processes pairs $(i, j) \in [m] \times [n]$ in non-increasing order of weights $W_{ij}$ and puts item $i$ in position $j$ whenever this does not lead to a constraint violation.

To analyze the approximation guarantee of this algorithm let us first inspect the combinatorial structure of the feasible set. In total there are $p \cdot n$ fairness constraints in the problem and additionally $m + n$ “matching” constraints, saying that no “column” or “row” can have more than a single one in the solution matrix $x \in \{0, 1\}^{m \times n}$. However, after relaxing the problem to the one where not all ranking positions have to be filled, one can observe that the feasible set is just an intersection of $p + 2$ matroids on the common ground set $[m] \times [n]$. Indeed, two of them correspond to the matching constraints, and are partition matroids. The remaining $p$ matroids correspond to properties: for every property $\ell$ there is a chain of subsets $S_1 \subseteq S_2 \subseteq \cdots \subseteq S_n$ of $[m] \times [n]$ such that

$$\mathcal{I}_\ell = \{ S \subseteq [m] \times [n] : |S \cap S_k| \leq U_{k\ell} \text{ for all } k = 1, 2, \ldots, n \}$$

is the set of independent sets in this (laminar) matroid. In the work [27] it is shown that the greedy algorithm run on an intersection of $K$ matroids yields $K$-approximation, hence $(p + 2)$-approximation of our algorithm follows.

---

1 By $\langle \cdot, \cdot \rangle$ we denote the inner product between two matrices, i.e., if $x, y \in \mathbb{R}^{m \times n}$ then $\langle x, y \rangle := \sum_{j=1}^m \sum_{i=1}^n x_{ij} y_{ij}$. 

Overview of the proof of Theorem 3.4. Let $\Delta > 1$ be arbitrary. The most important part of our algorithm is a greedy procedure that finds a large weight solution to a slightly relaxed problem in which not all positions in the ranking have to be occupied. It processes pairs $(i, j) \in [m] \times [n]$ in non-increasing order of weights $W_{ij}$ and puts item $i$ in position $j$ whenever this does not lead to constraint violation.

To analyze the approximation guarantee of this algorithm let us first inspect the combinatorial structure of the feasible set. In total there are $p \cdot n$ fairness constraints in the problem and additionally $m + n$ “matching” constraints, saying that no “column” or “row” can have more than a single one in the solution matrix $x \in \{0, 1\}^{m \times n}$. However, after relaxing the problem to the one where not all ranking positions have to be filled, one can observe that the feasible set is just an intersection of $p + 2$ matroids on the common ground set $[m] \times [n]$. Indeed, two of them correspond to the matching constraints, and are partition matroids. The remaining $p$ matroids correspond to properties: for every property $\ell$ there is a chain of subsets $S_1 \subseteq S_2 \subseteq \cdots \subseteq S_n$ of $[m] \times [n]$ such that

$$\mathcal{I}_\ell = \{ S \subseteq [m] \times [n] : |S \cap S_k| \leq U_{k\ell} \text{ for all } k = 1, 2, \ldots, n \}$$

is the set of independent sets in this (laminar) matroid. In the work [27] it is shown that the greedy algorithm run on an intersection of $K$ matroids yields $K$-approximation, hence $(p + 2)$-approximation of our algorithm follows.

---

By $\langle \cdot, \cdot \rangle$ we denote the inner product between two matrices, i.e., if $x, y \in \mathbb{R}^{m \times n}$ then $\langle x, y \rangle := \sum_{j=1}^m \sum_{i=1}^n x_{ij} y_{ij}$. 

To obtain a better – \((\Delta + 2)\)-approximation bound, a more careful analysis is required. The proof is based on the fact that, roughly, if a new element is added to a feasible solution \(S\), then at most \(\Delta + 2\) elements need to be removed from \(S\) to make it again feasible. Thus adding greedily one element can cost us absence of \(\Delta + 2\) other elements of weight at most the one we have added. This idea can be formalized and used to prove the \((\Delta + 2)\)-approximation of the greedy algorithm. This is akin to the framework of \(K\)-extendible systems by [33] in which this greedy procedure can be alternatively analyzed. Finally, we observe that since the problem solved was a relaxation of the original ranking maximization problem, the approximation ratio we obtain with respect to the original problem is still \((\Delta + 2)\).

It remains to complete the ranking by filling in any gaps that may have been left by the above procedure. This can be achieved in a greedy manner that only increases the value of the solution, and violates the constraints by at most a multiplicative factor of 2.

**Overview of the proof of Theorem 3.5.** Our hardness results are based on a general observation that one can encode various types of packing constraints using instances of the constrained ranking maximization (U) and feasibility (U) problem. The first result (part 1. in Theorem 3.5) – \(\text{NP}\)-hardness of the feasibility problem (for \(\Delta \geq 3\)) is established by a reduction from the hypergraph matching problem. Given an instance of the hypergraph matching problem one can think of its hyperedges as items and its vertices as properties. Degree constraints on vertices can then be encoded by upper-bound constraints on the number of items that have a certain property in the ranking. The inapproximability result (part 2. in Theorem 3.5) is also established by a reduction from the hypergraph matching problem, however in this case one needs to be more careful as the reduction is required to output instances that are feasible.

Our next hardness result (part 3. in Theorem 3.5) illustrates that the difficulty of the constrained ranking optimization problem (U) could be entirely due to the upper-bound numbers \(U_{k\ell}\). In particular, even when the part of the input corresponding to which item has which property is fixed, and only depends on \(m\) (and, hence, can be pre-processed as in [22]), the problem remains hard. This is proven via a reduction from the independent set problem. The properties consists of all pairs of items \(\{i_1, i_2\}\) for \(i_1, i_2 \in [m]\). Given any graph \(G = (V, E)\) on \(m\) vertices, we can set up a constrained ranking problem whose solutions are independent sets in \(G\) of a certain size. Since every edge \(e = \{i_1, i_2\} \in E\) is a property, we can set a constraint that allows at most one item (vertex) from this property (edge) in the ranking.

Finally, part 4. in Theorem 3.5 states that it is not only hard to decide feasibility but even to find a solution that does not violate any constraint by more than a constant multiplicative factor \(c \in \mathbb{N}\). The obstacle in proving such a hardness result is that, typically, even if a given instance is infeasible, it is easy to find a solution that violates many constraints by a small amount. To overcome this problem we employ an inapproximability result for the maximum independent set problem by [25] and an idea by [16]. Our reduction (roughly) puts a constraint on every \((c + 1)\)-clique in the input graph \(G = (V, E)\), so that at most one vertex (item) is picked from it. Then a solution that does not violate any constraint by a multiplicative factor more than \(c\) corresponds to a set of vertices \(S\) such that the induced subgraph \(G[S]\) has no \(c\)-clique. Such a property allows us to prove (using elementary bounds on Ramsey numbers) that \(G\) has a large independent set. Hence, given an algorithm that is able to find a feasible ranking with no more than a \(c\)-factor violation of the constraints, we can approximate the maximum size of an independent set in a graph \(G = (V, E)\) up to a factor of roughly \(|V|^{1 - 1/c}\); which is hard by [25].
6 Discussion and future work

In this paper, motivated by controlling and alleviating algorithmic bias in information retrieval, we initiate the study of the complexity of a natural constrained optimization problem concerning rankings. Our results indicate that the constrained ranking maximization problem, which is a generalization of the classic bipartite matching problem, shows fine-grained complexity. Both the structure of the constraints and the numbers appearing in upper-bounds play a role in determining its complexity. Moreover, this problem generalizes several hypergraph matching/packing problems. Our algorithmic results bypass the obstacles implicit in the past theory work by leveraging on the structural properties of the constraints and common objective functions from information retrieval. More generally, our results not only contribute to the growing set of algorithms to counter algorithmic bias for fundamental problems [19, 4, 44, 9, 11, 8, 29, 15], the structural insights obtained may find use in other algorithmic settings related to the rather broad scope of ranking problems.

Our work also suggests some open problems and directions. The first question concerns the $\Delta = 1$ case and its (LU) variant; Theorem 3.2 implies that it can be solved in $\tilde{O}(n^2m)$ time, can this be improved to nearly-linear time, as we do for the (U) variant (Theorem 3.3)? Another question is the complexity of the constrained ranking maximization problem (in all different variants) when $\Delta = 2$ – is it in P? The various constants appearing in our approximation algorithms are unlikely to be optimal and improving them remains important. In particular, our approximation algorithm for the case of large $\Delta$ in Theorem 3.4 may incur a 2-multiplicative violation of constraints. This could be significant when dealing with instances where the upper bound constraints are rather large (i.e., $U_{k\ell} \gtrsim \frac{k}{2}$) in which case, such a violation effectively erases all the constraints. It is an interesting open problem to understand whether this 2-violation can be avoided, either by providing a different algorithm or by making different assumptions on the instance.

In this work we consider linear objective functions for the the ranking optimization problem, i.e., the objective is an independent sum of profits for individual item placements. While this model might be appropriate in certain settings, there may be cases where one would prefer to measure the quality of a ranking as a whole, and in particular the utility of placing a given item at the $k$th position should also depend on what items were placed above it [46]. Thus defining and studying a suitable variant of the problem for a class of objectives on rankings that satisfy some version of the diminishing returns principle (submodularity), is of practical interest.

A related question that deserves independent exploration is to study the complexity of sampling a constrained ranking from the probability distribution induced by the objective (rather than outputting the ranking that maximizes its value, output a ranking with probability proportional to its value). Finally, extending our results to the online setting seems like an important technical challenge which is also likely to have practical consequences.
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