Estimating Building Age from Google Street View Images Using Deep Learning
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Abstract
Building databases are a fundamental component of urban analysis. However such databases usually lack detailed attributes such as building age. With a large volume of building images being accessible online via API (such as Google Street View), as well as the fast development of image processing techniques such as deep learning, it becomes feasible to extract information from images to enrich building databases. This paper proposes a novel method to estimate building age based on the convolutional neural network for image features extraction and support vector machine for construction year regression. The contributions of this paper are two-fold: First, to our knowledge, this is the first attempt for estimating building age from images by using deep learning techniques. It provides new insight for planners to apply image processing and deep learning techniques for building database enrichment. Second, an image-base building age estimation framework is proposed which doesn’t require information on building height, floor area, construction materials and therefore makes the analysis process simpler and more efficient.
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1 Introduction

Building databases have been widely used for urban planning. New construction and renovation works require comprehensive building databases for analysis and decision-making. However, the application of such databases has been hampered by data integrity and accuracy issues [14].

Many image databases are available online. For example, Google Street View, which updates an online street image database periodically, provides advanced APIs for accessing building images by the location. Google street view based applications have been implemented in urban planning, such as estimating the demographic makeup of the cities [6], studying the relationships between city appearance and the health of its residents [5]. Another example is Google search, when appropriate keywords are provided, hundreds of relevant images will show in the results. Several public image classification databases are created from this data source, such as ImageNet [3] and CIFAR-10 [9].

Image processing using deep learning methods has shown great performance in many applications, such as image classification [10] and object segmentation [2]. Several popular deep learning methods have been developed for image analysis. Convolutional neural network (CNN) is the state-of-art method for feature extraction [10]. Support vector machine (SVM) has shown remarkable performance in regression problems, especially for high dimensional data [4]. Despite the rapid development of image processing techniques, building age estimation from images has not been studied in the research community. Existing methods such as [1] require additional building attributes (e.g. building height, floor area, etc.) for decision-making. Collecting these attributes is time-consuming and usually ends up with incomplete information. This paper proposes a novel method based on deep learning approach for direct building age estimation, using the CNN for image feature extraction and SVM for building age estimation.

The contributions of this research are two-fold:

- this is the first attempt for estimating building age from Google Street View images by using deep learning techniques. It provides new insight for planners to apply image processing and deep learning techniques for building database construction.
- the proposed image-based building age estimation framework is independent of building information, such as height, floor area, construction materials; therefore, it makes the analysis process simpler and more efficient.

2 Related work

2.1 Building age estimation

While building age is an important parameter in building specifications, the data is not always available or complete. Little research has been done for the building age estimation. [1] proposed an estimation method which adopts random forest regression and infers the building construction age from other attributes, such as ceiling height, footprint area, shape complexity and so on. However the accuracy of this method largely depends on the completeness of these attributes. This limitation motivates us to seek alternative solutions for overcoming the native incompleteness of existing database attributes. So looking for the available dataset is critical for our research and open data is ideal for this purpose. Several large Internet companies such as Google, Facebook, Instagram provide free APIs to access their image sources, in particular, Google Street View API provides house images based on a given location and hence it meets our requirement.
2.2 Image regression

This research treats the building age estimation as a regression problem. Image regression, which builds a regression model based on extracted image features, has shown the state-of-art performance in many tasks.

The general procedure of image regression contains two steps. The first step is to retrieve features from images, and the second step is to construct a regression model using the extracted features as inputs. The CNN [15, 11] is adopted in this research. Since the training of a CNN requires large training datasets and computing resources, many pre-trained models have been made publicly available. For example, the place365 dataset [16], trained by 8 million images, is used for scene recognition. Pre-trained CNN models are provided including AlexNet [10], ResNet18, ResNet50 [7], DenseNet161 [8], which are high performance CNN structures. As for the regression model, the support vector regression (SVR) can capture main features that characterize the algorithm (maximal margin). It is particularly suitable for high dimensional regression problems with a limited number of training samples.

3 Methodology

Our approach includes three major steps: data collection, feature extraction, and building age regression. First, the house images of each address are obtained from Google Street View API. Second, image features are extracted using a pre-trained CNN. At last, a SVR model is built by taking image feature vectors as inputs and building age as outputs.

3.1 Google Street View images download

Using the Google Street View Image API, we directly submit a list of addresses, for example, “172 Bouverie St, Carlton VIC 3053”, and then store the retrieved house images locally. This process avoids the potential accuracy problems introduced by geocoding procedure and successfully obtains all the house images except invalid street addresses. As the images are shot from streets, they usually contain the target house in the mid as well as parts of adjacent buildings on two ends. We tune the API parameters to obtain the exact region of the target house. The parameters include heading, pitch (the horizontal and vertical rotation of the camera respectively) and fov (field of view, controlling the width of the street view images). Based on our experiments, setting heading as 180, pitch as 0, and fov as 50 degrees yields the best image results. In particular, the fov should be assigned appropriately because a wide view will introduce neighbour buildings and a narrow view will only capture partials of the target building. Each retrieved building image is in 600x400 pixels, which is the largest size that Google Street View API provides.

3.2 Feature extraction by Convolutional Neural Network

In this paper, we choose the largest scene recognition database and three pre-trained CNN models including AlexNet, ResNet and DenseNet for image feature extraction, as shown in Figure 1. These models are different in network structures. AlexNet won the 2012 Imagenet competition. Compared with modern network structures, AlexNet is simple and consists of 5 convolutional layers, maxpooling layers, drop-out layers and three fully-connected layers. It is specially designed for classification with 1000 categories. ResNet won the 2015 ImageNet and COCO competitions, and it allows for effectively training deeper neural networks. DenseNet, proposed in 2016, is based on the hypothesis that convolutional networks can be substantially...
3.3 Support Vector Regression

The support vector regression (SVR) [4] is advanced in high dimensionality space because SVR optimization doesn’t depend on the dimensionality of the input space, and provides different kernel functions for the decision function. This research chose Scikit-learn library [13] to build the SVR model by taking image vectors as inputs and building age (construction year) as outputs. 80% of data are used to train the regression model and the best fit SVR model is decided according to the training data. Then we perform regression on test data based on the trained model.

4 Experiment results

4.1 Dataset

As shown in Figure 2, the North and West Metropolitan Region (NWMR) is chosen as the case study area, which is the most populous and diverse region extending from the Melbourne CBD to the outer northern and western suburbs in Victoria, Australia. It has 2981 square kilometres, 14 local government areas and around one third (33.1%) of the population of Victoria (2011 Census). The building attributes for NWMR are extracted from Valuer-General Victoria valuation dataset which contains the location, street address, zoning type, construction year, building material and valuation prices for both land and property across the entire Victoria. We assume that the building images from Google Street View for different zoning types may vary significantly and weigh down the model performance, hence...
Figure 2 Case study area: North and West Metropolitan Region (NWMR), Victoria, Australia

Table 1 Accuracy of each CNN structure

<table>
<thead>
<tr>
<th>CNN structure</th>
<th>AlexNet</th>
<th>ResNet18</th>
<th>ResNet50</th>
<th>DenseNet161</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAE</td>
<td>10.749</td>
<td>10.996</td>
<td>10.722</td>
<td>10.689</td>
</tr>
<tr>
<td>RMSE</td>
<td>12.210</td>
<td>12.423</td>
<td>12.154</td>
<td>12.121</td>
</tr>
</tbody>
</table>

the dataset is further narrowed down to Residential 1 Zone (R1Z) which contains 520,694 (69.5%) buildings in NWMR. It also should be noted that among these R1Z buildings, 21,830 (4.19%) of them miss construction year (i.e., building age) information. The key motivation of this work is to estimate the missing values.

4.2 Accuracy

For regression models, two evaluation metrics are widely used for performance evaluation: mean absolute error (MAE) and root mean squared error (RMSE), both indicate the error of prediction results. MAE is the average over the test sample of the absolute differences between the prediction and the actual observation where all individual differences have equal weights. RMSE is the square root of the average of squared differences between the prediction and the actual observation. Since the errors are squared before they are averaged, RMSE is more useful particularly when large errors are undesirable.

Table 1 summarises the estimation performance of different CNN structures. DenseNet161 shows the best performance among them, and it confirms that deeper CNN structure tends to yield more accurate results[8]. Figure 3 shows the distribution of errors. Around 15% samples have less than 5 years error. Most samples, about 25%, have about 10 years error.

4.3 Findings

The changing of building fashions allows inspectors to roughly determine when buildings are constructed, based on their appearances, materials, components and styles. Inspired by this idea, we explore the feasibility of teaching a machine to estimate the building age by reading housing images and learning the styles. We list house samples in the same age range in Figure 4 and find some interesting patterns. Clearly, it can be observed that more recently constructed buildings tend to have newer facades, and houses are getting more complex both
in horizontal and vertical space. Duplex houses also prevail in recent decades. Exterior wall materials have also changed over time. Before 2000, newly built houses had wood or brick exteriors; while after that, new houses start to use vinyl siding. These features are hidden in images and could be learned and extracted by the CNN models and then passed to our SVR model for the regression analysis.

5 Conclusions and future work

In this study, a novel approach for direct estimation of building age from Google Street View images is proposed, implemented and tested. The algorithm consists of three major steps: Google Street View images download, image features extraction and building age estimation. Results for the North and West Metropolitan Region of Victoria show that building age estimation can be accurately predicted with deeper convolutional neural networks.
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