Pairing heaps: the forward variant
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Abstract
The pairing heap is a classical heap data structure introduced in 1986 by Fredman, Sedgewick, Sleator, and Tarjan. It is remarkable both for its simplicity and for its excellent performance in practice. The “magic” of pairing heaps lies in the restructuring that happens after the deletion of the smallest item. The resulting collection of trees is consolidated in two rounds: a left-to-right pairing round, followed by a right-to-left accumulation round. Fredman et al. showed, via an elegant correspondence to splay trees, that in a pairing heap of size \( n \) all heap operations take \( O(\log n) \) amortized time. They also proposed an arguably more natural variant, where both pairing and accumulation are performed in a combined left-to-right round (called the forward variant of pairing heaps). The analogy to splaying breaks down in this case, and the analysis of the forward variant was left open.

In this paper we show that inserting an item and deleting the minimum in a forward-variant pairing heap both take amortized time \( O(\log n \cdot 4^{\sqrt{\log n}}) \). This is the first improvement over the \( O(\sqrt{n}) \) bound showed by Fredman et al. three decades ago. Our analysis relies on a new potential function that tracks parent-child rank-differences in the heap.
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1 Introduction
A heap is an abstract data structure that stores a set of keys, supporting the usual operations of creating an empty heap, inserting a key, finding and deleting the smallest key, decreasing a key, and merging (“melding”) two heaps. Heaps are ubiquitous in computer science, used,
for instance, in Dijkstra’s shortest path algorithm and in the Jarník-Prim minimum spanning tree algorithm (see e.g., [5]). Heaps are typically implemented as trees (binary or multiary), where each node stores a key, and no key may be smaller than its parent-key.

The pairing heap, introduced by Fredman, Sedgewick, Sleator, and Tarjan [9], is a popular heap implementation that supports all operations in $O(\log n)$ amortized time. It is intended to be a simpler, *self-adjusting* alternative to the Fibonacci heap [10], and has been observed to have excellent performance in practice [27, 23, 20, 22]. Despite significant research, the exact complexity of pairing heap operations is still not fully understood [9, 8, 14, 24, 6, 17, 18].

**Self-adjusting data structures.** Many of the fundamental heap- and tree-data structures in the literature are designed with a certain “good structure” in mind, which guarantees their efficiency. Binary search trees, for instance, need to be (more or less) balanced in order to support operations in $O(\log n)$ time. In the case of heaps, a reasonable goal is to keep node-degrees low, as it is costly to delete a node with many children. Maintaining a tree structure in such a favorable state at all times requires considerable book-keeping. Indeed, data structures of this flavor (AVL-trees [1], red-black trees [2, 11], Binomial heaps [29], Fibonacci heaps [10], etc.) store structural parameters in the nodes of the tree, and enforce strict rules on how the tree may evolve.

By contrast, pairing heaps and other *self-adjusting* data structures store no additional information besides the keys and the pointers that represent the tree itself. Instead, they perform local re-adjustments after each operation, seemingly ignoring global structure. Due to their simplicity and low memory footprint, self-adjusting data structures are appealing in practice. Moreover, self-adjustment allows data structures to adapt to various usage patterns. This has led, in the case of search trees, to a rich theory of instance-specific bounds (see e.g., [26, 15]). The price to pay for the simplicity and power of self-adjusting data structures is the complexity of their analysis. With no rigid structure, self-adjusting data structures are typically analysed via potential functions that measure, informally speaking, how far the data structure is from an ideal state.

The standard analysis of pairing heaps [9] borrows the potential function developed for splay trees by Sleator and Tarjan [26]. This technique is not directly applicable to other variants of pairing heaps. There is a large design space of self-adjusting heaps similar to pairing heaps, yet, we currently lack the tools to analyse their behavior (apart from isolated cases). We find it a worthy task to develop tools to remedy this situation.

**Description of pairing heaps.** A pairing heap is built as a single tree with nodes of arbitrary degree. Each node is identified with a key, with the usual min-heap condition: every (non-root) key is larger than its parent key.

The heap operations are implemented using the unit-cost *linking* primitive: given two nodes $x$ and $y$ (with their respective subtrees), $\text{link}(x, y)$ compares $x$ and $y$ and lets the greater of the two become the leftmost child of the smaller.

The *delete-min* operation works as follows. We first delete (and return) the root $r$ of the heap (i.e., the minimum), whose children are $x_1, \ldots, x_k$. We then perform a left-to-right pairing round, calling $\text{link}(x_{2i-1}, x_{2i})$ for all $i = 1, \ldots, \lceil k/2 \rceil$. The resulting roots are denoted $y_1, \ldots, y_{\lceil k/2 \rceil}$. (Observe that if $k$ is odd, the last root is not linked.) Finally, we perform a right-to-left accumulate round, calling $\text{link}(p_i, y_{i-1})$ for all $i = \lceil k/2 \rceil, \ldots, 2$, where $p_i$ is the minimum among $y_i, \ldots, y_{\lceil k/2 \rceil}$. We illustrate this process in Figure 1.

The other operations are straightforward. In *decrease-key*, we cut out the node whose key is decreased (together with its subtree) and link it with the root. In *insert*, we link the new node with the root. In *meld*, we link the two roots.
Fredman et al. [9] showed that the amortized time of all operations is $O(\log n)$. They also conjectured that, similarly to Fibonacci heaps, the amortized time of decrease-key is in fact constant. This conjecture was disproved by Fredman [8], who showed that in certain sequences, decrease-key requires $\Omega(\log \log n)$ time. In fact, the result of Fredman holds for a more general family of heap algorithms. Iacono and Özkan [17, 16] gave a similar lower bound for a different generalization of pairing heaps. Assuming $O(\log n)$ time for decrease-key, Iacono [14] showed that insert takes constant amortized time. Pettie [24] proved that both decrease-key and insert take $O(4\sqrt{\log \log n})$ time. Improving these trade-offs remains a challenging open problem.

### Pairing heap variants.

We refer to the pairing heap data structure described above as the standard pairing heap. Fredman et al. [9] also proposed a number of variants that differ in the way the heap is consolidated during a delete-min operation.

We describe first the forward variant, which is the main subject of this paper (in the original pairing heap paper this is called the front-to-back variant). The pairing round in the forward variant is identical to the standard variant, resulting in roots $y_1, \ldots, y_t$, where $t = \lceil k/2 \rceil$, and $k$ is the number of children of the deleted root. In the forward variant, however, we perform the second round also from left to right: for all $i = 1, \ldots, t - 1$, we call $\text{link}(p_i, y_{i+1})$, where $p_i$ is the minimum among $y_1, \ldots, y_i$. Occasionally we refer to $p_i$ as the current left-to-right minimum. See Figure 1 for an illustration. What may seem like a minor change causes the data structure to behave differently. Currently, the forward variant appears to be much more difficult to analyse than the standard variant.

The implementation of the forward variant is arguably simpler. The two passes can be performed together in a single pass, using only the standard leftmost child and right sibling pointers. In fact, it is possible to implement the two rounds in one pass also in the standard variant. To achieve this, we need to perform both the pairing and accumulation rounds from right to left. As shown by Fredman et al. [9], this can be done with a slightly more complicated link structure, and the original analysis goes through essentially unchanged. Regardless of the low-level details, it remains the case that of the two most natural pairing heap variants one is significantly better understood than the other.

Yet another variant described by Fredman et al. [8] is the multipass pairing heap. Here, instead of an accumulation round, repeated pairing rounds are executed, until a single root remains. For multipass pairing heaps, the bound of $O(\log n \cdot \log \log n / \log \log \log n)$ was shown [9] on the cost of a delete-min.\footnote{Both results are rather subtle, for instance, it is not clear whether decrease-key remains costly in an implementation where we cut an affected node only if its decreased key is smaller than that of its parent.}

Fredman et al. [9] also describe what we could call the arbitrary pairing and linking variant. Here, before performing the initial pairing round, the roots may be arbitrarily reordered. After the pairing round, arbitrary pairs of roots (not necessarily neighbors) are linked, until there is a single root left. For this general case (that subsumes all previous variants) Fredman et al. [9] show a tight\footnote{A recently claimed improvement by Pettie [25] would reduce this to an almost, but not quite, logarithmic bound. The result of Pettie has, in some sense, inspired our results.} $\Theta(\sqrt{n})$ amortized bound for delete-min. Even in the special case of the forward variant, the $O(\sqrt{n})$ upper bound has never been improved.

Our main result is the following.

\footnote{It is not clear how efficient this strategy is if we only allow link operations between neighboring siblings.}
Theorem 1. In the forward variant of pairing heaps, the amortized costs of \texttt{delete-min} and \texttt{insert} are $O(\log n \cdot 4\sqrt[4]{\log n})$, where $n$ is the number of items in the heap when the operation is performed.

The result holds for sequences of \texttt{insert} and \texttt{delete-min} operations arbitrarily intermixed, starting from an empty heap. Note that an \texttt{insert} operation performs a single \texttt{link}, its worst-case cost is therefore constant.

The quantity in the running time is asymptotically smaller than $n^\varepsilon$, for all $\varepsilon > 0$. We remark that the $4\sqrt[4]{\log n}$ term grows much faster than the $\log n$ term, as for arbitrary constants $c,d > 1$ it holds that $c^{\sqrt[4]{\log n}} = \omega(\log^d n)$.

Besides the concrete result (heaps with proven logarithmic cost are known, after all), the contribution of our paper is in the development of a new, fairly general potential function, that may have further applications.

There has been significant further work in designing heap data structures, with the goal of finding a simpler alternative to Fibonacci heaps, matching, or almost matching their theoretical guarantees (e.g., [27, 19, 7, 12, 13, 4]). These heaps are typically more complicated than pairing heaps. Moreover, they are not self-adjusting, i.e., they store extra information at the nodes, are thus out of the scope of this paper.

Splaying and sorting. There is a standard representation of multi-way rooted trees as binary trees ([21, §2.3.2], [9]), by renaming the \texttt{leftmost child} and \texttt{right sibling} pointers as \texttt{left child} and \texttt{right child}. (See Figure 1.) In this binary tree representation, the restructuring performed when we delete the minimum from a pairing heap closely resembles the restructuring performed by an access to an item in a splay tree. The correspondence is sufficiently close that the proof of logarithmic access cost in splay trees [26] also goes through for the pairing heap. (We note that this correspondence is far from trivial: one has to relabel some nodes and swap their left and right children in the analysis to make it work; we refer to the original pairing heap paper [9] for details.)

In case of the forward variant, the analogy with splay trees breaks down, with no apparent way to fix it. The reason is that the accumulation round of the forward variant may reverse the ordering of large groups of consecutive neighbors. In splay-view, this has the effect of turning long portions of the search path upside-down, something known to be notoriously hard to analyse, see [28, 3].

There is a close link between heaps and sorting. The ancestor-descendant relationship in a heap captures everything we know about the order of the keys at a certain time. A sequence of \texttt{delete-mins} in a pairing heap (or in any other heap, for that matter), can be seen as transitioning from the current partial order towards the total order, i.e., sorting. (More precisely, we have here a special kind of selection-sort, in which only candidate minima are ever compared. It would then be natural for the potential function to capture some measure of “sortedness” of the heap, for example, the entropy of the partial order or some other quantity related to the number of linear extensions. In general, as observed by Pettie [24], this is far from being the case for the splay potential.

The potential function in the classical analysis of splay trees is equal to the sum of the logarithms of subtree-sizes of all nodes in the tree. A subtree in the splay-view corresponds, in the heap-view, to the set of subtrees of a node and all of its right siblings (Figure 1). It is far from intuitive why such a quantity would be useful in analysing pairing heaps. In particular, this potential function does not distinguish between left and right children in the splay-view, even though, in the heap-view, they play different roles: one is a provably larger key, and the other is (so far) incomparable. It may seem that, implicitly, the splay
potential assumes that the left-to-right ordering of siblings (in heap-view) is, to some extent, correlated with the sorted order. We argue that such an assumption is reasonable for the standard variant of pairing heaps, but not for the forward variant (since the accumulation round of the forward variant frequently reverses blocks of consecutive siblings).

As a simple example, consider either the standard or the forward variant, and look at a group of consecutive siblings \(x_1, x_2, \ldots, x_k, y\) (arbitrarily shuffled), of which \(y\) is the smallest. Suppose, for simplicity, that these nodes interact with each other only in pairing rounds, i.e., the minimum of the accumulation round always comes from “outside the group”, and does not change within the group. Assume also that, in each pairing round following a deletion of the parent of the group, \(y\) gains one node from the group as its new leftmost child.

If \(x_i\) and \(x_j\) both become children of \(y\), and \(x_i\) is to the left of \(x_j\), then \(x_i\) became the child of \(y\) in a later round than \(x_j\), having “survived” more rounds (winning the links it took part in) at the same level as \(y\). This fact is an indication that \(x_i\) may be smaller than \(x_j\).
When $y$ is eventually deleted, the standard variant will preserve the order of its children, whereas the forward variant will reverse it (assuming again, that there is no minimum-change within the group during the accumulation round).

There are limits to this intuition, and it is easy to construct examples that break it. Nonetheless, this interpretation suggests that we analyse the forward variant by somehow directly using the order-information, instead of trying to infer it from the tree structure. This motivates our potential function in §2.

The intuition described earlier also hints at why the standard variant of pairing heaps may in fact be faster than the forward variant. If the left-to-right ordering of siblings is indeed the increasing order, then a right-to-left accumulate round is vastly more efficient than a left-to-right round. (The former immediately achieves the sorted order, whereas the latter merely finds the minimum.) On the other hand, in this case, the left-to-right round also reverses the order of siblings, making it optimal for the subsequent round. This intuition is consistent with our experiments that show the forward-variant to be somewhat slower than the standard variant. However, the possibility that the forward-variant also has logarithmic cost has not been ruled out.

It remains an interesting open question to determine the exact complexity of the forward variant, and to characterize the types of instances on which it may outperform the standard variant. We also leave open the question whether decrease-key may take $o(\log n)$ time in this variant, noting that the lower bound of Fredman [8] applies to this case, whereas the upper bound of Pettie [24] does not.

More importantly, one can hope that new techniques for the analysis of pairing heaps will find their way to the analysis of splay trees and other dynamic search tree algorithms. Splaying and its variants pose some of the most intriguing and central open questions of the field, such as the dynamic optimality conjecture [26, 15].

### 2 Analysis of the forward variant of pairing heaps

Before proving our main result, as a warm-up, we look at the arbitrary pairing and linking variant of pairing heaps. First we introduce some terminology.

We define the rank of a node $x$ as the number of nodes in the heap with a smaller key, e.g., the rank of the root is 0. (For simplicity, we assume that the keys are unique.) We denote the rank of $x$ by $r(x)$. The rank-difference $rd(x)$ of a node $x$ is defined as $rd(x) = r(x) - r(p(x))$, where $p(x)$ is the parent node of $x$. It is clear that $rd(x)$ is positive for all non-root nodes $x$. For the root $r$, we define $rd(r) = 0$.

#### 2.1 Arbitrary pairing and linking

We show that starting with an arbitrary initial heap of size $n$, the cost of $n$ `delete-mins` using arbitrary pairing and linking is $O(n\sqrt{n})$. This was already known, as a corollary of Fredman et al.’s result in the original pairing heap paper [9]. Our proof is different (and arguably simpler), and is intended to illustrate the use of rank-differences in the analysis.

Consider a heap of size $n$. Let $\Phi$ denote the sum of rank-differences over all nodes of the heap. Observe that the ranks take all values $0, \ldots, n - 1$, and the rank-difference of a node is not more than its rank. It follows that $0 \leq \Phi \leq n(n - 1)/2$.

---

7 Experiments also suggest that multipass is somewhat slower than the standard variant [27].

8 Contrary to many other ranks in the data structures literature, we use the word in its “original” meaning.
For the purpose of the analysis, we slightly change the implementation of delete-min. Rather than deleting the root first, we first do the pairing and accumulation rounds on the children of the root, until the root has only one child. Only then, we actually delete the root. This modified algorithm is equivalent to the original.

In this implementation, all link operations take place between children of the root. Consider a link between nodes $x$ and $y$, whose rank-differences are $a$ and $b$, respectively. Suppose $x < y$, and consequently $a < b$. After the operation, $y$ becomes the leftmost child of $x$. The new rank-difference of $y$ is $b - a$. Observe that the rank-differences of nodes other than $y$ remain unchanged, therefore the potential $\Phi$ decreases by $a$.

**Theorem 2.** The cost of $n$ delete-min operations from an arbitrary initial heap of size $n$, using arbitrary pairing and linking, is $O(n \sqrt{n})$.

**Proof.** Consider a delete-min in which the root has $k$ children. In the pairing round we perform $\lceil k/2 \rceil$ link operations. By the earlier observation, the potential $\Phi$ goes down by $a_1 + \cdots + a_{\lceil k/2 \rceil}$, where $a_i$ is the rank-difference of the “winner” (i.e., smaller node) in the $i$-th link. The values $a_i$ are distinct (since all respective nodes have different ranks, and the same parent), and $a_i > 0$ for all $i$. Thus, the entire pairing round reduces $\Phi$ by at least $1 + 2 + \cdots + \lceil k/2 \rceil \geq (k^2 - 1)/8 \geq (k - 1)^2/8$. The remaining operations can only further decrease the potential.

Let $k_i$ be the number of children of the root before the $i$-th delete-min operation. (This is also our estimate for the cost of the operation.) The total reduction in potential due to this operation is at least $\sum_{i=1}^{n} (k_i - 1)^2/8$. On the other hand, the total reduction in potential over all $n$ operations is not more than $n^2/2$. It follows that $\sum_{i} (k_i - 1)^2 \leq 4n^2$. Under this condition, setting $k_1 = \cdots = k_n = 2\sqrt{n} + 1$ maximizes the total real cost $\sum_i k_i$. \hfill \blacktriangleleft

In its current form, the potential function is not well suited for analysing operations other than delete-min; a single insert, for example, may increase $\Phi$ by a linear term. We sketch a new analysis for sequences of insert and delete-min operations that foretells the technique used in §2.2.

Define the potential of a node $x$, denoted by $\phi(x)$, to be $rd(x)$, if $rd(x) \leq \sqrt{n} - 1$, and $\sqrt{n} - 1 + rd(x)/\sqrt{n}$ otherwise. Call nodes of the first kind light, and nodes of the second kind heavy. The potential function $\Phi$ is now defined as the sum of $\phi(x)$ over all nodes $x$. Observe that for a heap of size $n$, the total potential is $\Phi < 2n\sqrt{n}$.

Consider the pairing round in a delete-min operation. Since there are less than $\sqrt{n}$ light nodes among the children of the root, all but $\sqrt{n}$ of the link operations are between heavy nodes. It is easy to verify that a link between two heavy nodes reduces the potential by at least 1. The amortized $O(\sqrt{n})$ cost of delete-min follows.

Next we bound the amortized cost of an insert operation, considering the increase in potential that it may cause.

First, we have to add the potential of the newly inserted key, which is at most $2\sqrt{n}$. (In case the newly inserted key is the new minimum, it does not contribute to the potential.)

The second, more subtle effect of insert is that it may cause a change in the rank-differences of other nodes. A given node $y$ is affected by a newly inserted node $x$ if the rank of $x$ falls between the rank of $y$ and that of its parent $p(y)$. If the affected node $y$ is a light node (before the insert), then its rank $r(y)$ (before the insert) can be larger than $r(x)$ by at most $\sqrt{n} - 2$ (otherwise, the rank-difference of $y$ would have been too large). There can be at most $\sqrt{n} - 1$ such nodes, and the potential of each may go up by 1. Otherwise, if $y$ is a heavy node, then $\phi(y)$ may go up only by 1/$\sqrt{n}$. Overall, the potential $\Phi$ increases by at most $2\sqrt{n}$. The amortized $O(\sqrt{n})$ cost of insert follows.
The reader may observe that we ignored the change in potential due to the change in the value of \( n \). We can deal with this technicality by keeping \( n \) unchanged, as long as it does not get too far away from the true number of elements. When that happens, \( n \) can be updated by a standard doubling-halving strategy, without affecting the claimed amortized costs. We discuss this issue in more detail in the context of our main result.

## 2.2 The main result

> **Theorem 1.** In the forward variant of pairing heaps, the amortized costs of `delete-min` and `insert` are \( O(\log n \cdot 4V^{\log q}) \), where \( n \) is the number of items in the heap when the operation is performed.

To prove Theorem 1, we replace the simple potential function used in §2.1 by one with a more fine-grained scaling. Again, first we present the tools necessary to analyse the heap in a *sorting mode*, i.e., we compute the cost of \( n \) `delete-min` operations on an arbitrary initial heap of size \( n \), then we make the necessary changes to analyse both `insert` and `delete-min`.

In the following, for the purpose of analysis, we assume that \( n \) is an upper bound on the number of nodes in the heap, not greater than four times the true value. (Except for the beginning, when the heap is empty, and we set \( n \) to a small constant value, say \( n = 4 \).) At the end, we describe how we update \( n \), if, after a certain number of operations, the true value reaches \( n \), or falls far below \( n \).

Let \( q = q(n) \) be the *scaling factor* for \( n \), an integer that we optimize later; assume for now that \( 1 < q < n \). The *category* of a (non-root) node \( x \), denoted \( c(x) \) is defined as \( c(x) = \lfloor \log_q rd(x) \rfloor \). Observe that \( c = c(x) \) is the unique integer for which \( q^c \leq rd(x) < q^{c+1} \).

For all nodes \( x \) we have \( 0 \leq c(x) < t \), where \( t = t(n) = \lfloor \log_q (n-1) \rfloor + 1 \), and \( t \geq 2 \).

For all non-root nodes \( x \), we define the *node potential* of \( x \) as

\[
\phi(x) = \frac{rd(x) - q^c}{q^c - q^{c-1}} + c \cdot q, \quad \text{where} \quad c = c(x).
\]

For the root \( r \), we let \( \phi(r) = 0 \). The total node potential is \( \Phi_N = \sum \phi(x) \), where the sum ranges over all nodes \( x \). Some observations about the node potential are in order.

> **Lemma 3.** With the previous definitions, we have:

(i) If \( rd(y) = rd(x) + 1 \), and \( rd(x) \geq 1 \), then \( \phi(y) = \phi(x) + 1/(q^c - q^{c-1}) \), where \( c = c(x) \).

(ii) For every node \( x \), it holds that \( 0 \leq \phi(x) \leq t \cdot q \), and therefore \( \Phi_N \leq n \cdot t \cdot q \).

(iii) If two nodes of the same category are linked, then \( \Phi_N \) decreases by at least 1.

**Proof.**

(i) Suppose \( c(y) = c(x) = c \). Then, \( \phi(y) - \phi(x) = (rd(y) - rd(x))/(q^c - q^{c-1}) = 1/(q^c - q^{c-1}) \). Otherwise, suppose \( c(y) = c(x) + 1 \). Then, \( rd(y) = q^{c+1} \), and \( rd(x) = q^{c+1} - 1 \). Thus, \( \phi(y) - \phi(x) = (c+1) \cdot q -(q^{c+1} - 1 - q^c)/(q^c - q^{c-1}) - c \cdot q = 1/(q^c - q^{c-1}) \).

(ii) From (i) it follows that \( \phi(x) \) is maximal if \( rd(x) = n - 1 \). Then, \( c(x) = t - 1 \), and \( \phi(x) \leq (q^c - q^{c-1})/(q^{c-1} - q^{c-2}) + (t - 1) \cdot q = t \cdot q \).

(iii) Let us define the function \( f(\cdot) \) that maps \( rd(x) \) to \( \phi(x) \) for all \( x \). It is easy to verify that \( f(\cdot) \) is strictly increasing for \( rd(x) \geq 1 \).

Suppose that \( x < y \), and \( c(x) = c(y) = c \). Then, \( q^c \leq rd(x) < rd(y) < q^{c+1} \). Only the potential of \( y \) changes after the link operation, from \( f(rd(y)) \) to \( f(rd(y) - rd(x)) \).

We want to show \( f(rd(y)) - f(rd(y) - rd(x)) \geq 1 \). This quantity is minimized if \( rd(x) = q^c \). By (i), \( f(rd(y)) - q^c \leq f(rd(y)) - q^c/(q^c - q^{c-1}) \leq f(rd(y)) - 1 \). The result follows. \( \blacktriangleleft \)
Suppose that $x_1, \ldots, x_k$ are children of the same node in the heap, indexed in left-to-right order. A subset $\{x_i, x_{i+1}, \ldots, x_j\}$ of these nodes, for $1 \leq i < j \leq k$, is referred to as a contiguous group of siblings. Within the heap, we consider certain contiguous groups of siblings to be in a box; this is only for the purpose of the analysis, with no effect on the implementation.

We define a second kind of potential to capture the current state of the boxes. Throughout the lifetime of the heap we maintain a number of invariants about the boxes, as follows. 

(A) The size of a box (i.e., the number of nodes in a box) is of the form $2^b - 1$, for some $2 \leq b \leq t$.

(B) Boxes are pairwise disjoint.

(C) A box of size $2^b - 1$ can only contain nodes of category $b - 2$ or smaller.

The box potential, denoted $\Phi_B$ is a sum over all boxes of $(b - t - 1)/t$, where $2^b - 1$ is the size of the box. In particular, the largest possible box of size $2^t - 1$ contributes $-1/t$ to the box potential, and the smallest possible box of size 3 contributes $(1/t - 1)$. Observe that $-n < \Phi_B \leq 0$. At the beginning of the operations there are no boxes, therefore $\Phi_B = 0$.

The total potential $\Phi$ combines the node potential and the box potential, as $\Phi = \Phi_N + \Phi_B$.

We are ready to analyse the individual operations and their effect on the potential.

**Delete-min only.** Again, assume that the delete-min operation performs the pairing and accumulation rounds first, and deleting the root afterwards. We need to account for the change of node and box potential in all steps.

Consider an operation $\text{link}(x, y)$, and assume w.l.o.g. that $x < y$, and therefore $x$ becomes the parent of $y$. We say that the link is a good link if one of the following holds:

(1) before the link $x$ and $y$ were of the same category,

(2) the link occurs in the accumulation round, is not of type (1), and $y$ is the left-to-right minimum before the link (being replaced by $x$ in this role).

At a high level, our strategy is to show that for every $t \cdot 2^t$ link operations, one good link occurs. A good link of the type specified in case (1) decreases the node potential by at least 1. Therefore, by Lemma 3(ii), there are at most $n \cdot t \cdot q$ such links. (In our current setting no action increases the node potential.) A good link of the type specified in case (2) can occur at most $t - 1$ times during a delete-min. To see that there are no more than $t - 1$ type-(2) good links in a delete-min, observe that such an event necessarily leads to a decrease in category of the current left-to-right minimum, and the number of possible categories is $t$.

The link operations that we charge to a single good link may be scattered through multiple delete-min operations. The purpose of the boxes is to keep track of link operations that we have not yet accounted for.

Let $k$ denote the number of children of the deleted root, i.e., the real cost of the operation, up to a constant factor, and let us look in turn at the pairing round, accumulation round, and the deletion of the root.

**Pairing round.** Consider the links involving nodes from a box of size $2^b - 1$. If at least one of these is a good link of type (1), we simply remove the box. The result is an increase in box potential by $(t - b + 1)/t$ due to the deletion of the box, and a decrease in node potential by at least 1 due to the good link. This amounts to a decrease in total potential of $(b - 1)/t \geq 1/t$. Observe that if the box size before the operation is $2^2 - 1 = 3$ (i.e., minimal), then the link operation within the box is always a good link. This is because, by invariant (C), all nodes in the box are of category 0.
Suppose that we process a box of size $2^b - 1$ for $b > 2$, and no good link occurs within the box. Then, the box continues to exist around the winners of the link operations where both nodes were in the same box, i.e., the losers of the link operations, and possibly the nodes “on the margin” leave the box. Observe that the size of the box goes from $2^b - 1$ to $2^{b-1} - 1$. Due to the decrease of the box size, we have a decrease in box potential by $1/t$, and consequently a decrease by $1/t$ in total potential. (See Figure 2 for illustration.)

Now suppose we execute $T = 2^t - 1$ consecutive non-good link operations without encountering a box. Then, we form a box around the $2^t - 1$ winners of these links. Due to the newly created box of maximum size, the total potential decreases by $1/t$.

Consider a sequence of $T$ consecutive links. Then, either (i) one of the links is good, or (ii) we create a new box containing the $T$ winners, or (iii) we encounter an existing box. In the latter case, we process the box until its end. Thus, in all cases, for at most $2T - 1$ consecutive link operations, we achieve a saving in potential of at least $1/t$. This yields (for the entire pairing round) a decrease in potential of at least

$$\left\lfloor \frac{k}{2} \right\rfloor \cdot \frac{1}{t} \geq \frac{k}{4 \cdot t \cdot 2^t} - \frac{2}{t}.$$

We need to argue that in the cases described above, the box invariants are maintained. Condition (A) clearly holds in every case. When we create a new box, we only use nodes that are not in a box, therefore condition (B) holds. We never add new nodes to an existing box, thus (B) continues to hold. We next discuss the validity of invariant (C), which is the crucial ingredient of the proof.

When a new box of size $2^t - 1$ is created, we claim that there cannot be any node of category $t - 1$ within the box. This is because, if any node in the box was of category $t - 1$, its “winning” of the linking would have happened against another node of category $t - 1$, a type-(1) good link that contradicts our condition for creating the box.

Similarly, when shrinking an existing box from size $2^b - 1$ to $2^{b-1} - 1$, if invariant (C) was true before the operation (i.e., there were only nodes of category $0, \ldots, b - 2$ in the box), then the nodes in the box after the operation can only be of category $0, \ldots, b - 3$. A node of category $b - 2$ could only have “won” against another node of category $b - 2$, a type-(1) good link that contradicts our condition for maintaining the box. This establishes the invariants.

**Accumulation round.** By Lemma 3(i), the node potential can only further decrease. We need to argue that the box-structure is not destroyed by this round.

Recall that we start with the leftmost node (the current minimum), and keep linking against the nodes from left to right. As long as there is no type-(2) good link, the nodes that we encounter left-to-right become the children of the current minimum in right-to-left order. The box invariants are clearly not affected by this reversal of order, the box, together with its parent node simply moves further down the tree. (Categories of nodes in the box can only decrease.)
If there is a change in the minimum, i.e., a type-(2) event, while we are processing the nodes in a box, then we delete the box. By deleting the box, we may increase the box potential by $1 - 1/t < 1$. This is the only kind of potential-change we need to consider in this round, yielding an increase in total potential of at most $t - 1$ (since there are at most $t - 1$ type-(2) events).

Deleting the root. The actual deletion of the root leaves the node potential unchanged, since at that time the root has only one child, its successor, which has rank-difference 1, and consequently, node potential 0. The box potential is unaffected, since the root cannot be in a box.

To summarize, if the actual cost of delete-min is $k$, then, collecting the terms from the different rounds, the decrease in potential is at least $k/(4t \cdot 2^t) - 2/t - (t - 1) \geq k/(4t \cdot 2^t) - t$.

Denoting the actual costs of the $n$ delete-min operations by $k_1, \ldots, k_n$, for the total potential decrease $\Delta \Phi$ we have:

$$\Delta \Phi \geq \left( \frac{1}{4t \cdot 2^t} \sum_{i=1}^{n} k_i \right) - n \cdot t.$$

From Lemma 3(i) it follows that $\Phi \leq n \cdot t \cdot q$, for an arbitrary heap. For the empty heap, we have $\Phi = 0$. Thus, $\Delta \Phi \leq n \cdot t \cdot q$. It follows that the total cost is $\sum_{i=1}^{n} k_i \leq (n \cdot t \cdot q + n \cdot t) \cdot (4t \cdot 2^t)$.

Let us now choose the scaling factor used in the analysis. Recall that $t = \lceil \log_q (n - 1) \rceil$. Fixing $t = \lfloor \sqrt{\log n} \rfloor$, we have $q = O(n^{1/\sqrt{\log n}}) = O(2^{\sqrt{\log n}})$. Thus, we obtain that the amortized cost of delete-min is $O(\log n \cdot 4^{\sqrt{\log n}})$.

Insert and Delete-min. Next, we consider sequences of insert and delete-min operations, arbitrarily intermixed. The amortised cost of an operation is defined as the true cost plus the increase in potential due to the operation.

The analysis of delete-min is the same as before, yielding a decrease in total potential due to a delete-min of at least $k/(4t \cdot 2^t) - t$, where $k$ is the actual cost of the operation.

The true cost of insert is $O(1)$, but we also need to consider the increase in potential. The box potential is not affected by insert, as we do not create any new boxes and neither the root, nor the newly inserted node are in a box.

When a key $x$ is inserted, its first contribution is its own node potential $\phi(x)$, in case it becomes the child of the root. (If $x$ is smaller than the root, then, after the linking, both $x$ and the old root have node potential zero.) By Lemma 3(ii), the resulting increase in the node potential is at most $t \cdot q$.

As in §2.1, we need to deal with the fact that an insert operation may change the ranks of existing nodes, possibly increasing their rank-difference. We could proceed with an argument similar to the one in §2.1, estimating the change in potential for nodes in each category. The argument gets complicated, however, because the increase in rank-difference may also cause an increase in category, invalidating the box invariants. \footnote{We observe that our problem of maintaining the ranks under insertions is reminiscent of the well-studied ordered list maintenance problem, for which efficient (although quite involved) solutions exist. Luckily, we can get away with a simpler solution.}

To avoid the issue of updating ranks during an insert operation, we redefine rank to take into account not just the items currently in the heap, but also the items that will be inserted into the heap in the future. (Since we use ranks only in the analysis, we can assume that future operations are known to us.) In this way, an insert operation has no effect on
ranks, rank-differences, or categories of existing items, since the rank of the newly inserted item has already been taken into consideration. Therefore, there is no further change in potential that we need to consider.

There remains the issue, that we cannot afford to look too far into the future, as we want the value $n$ to be, at all times, close to the current size of the heap. Therefore, we split the operations into epochs, and keep the value of $n$ fixed throughout an epoch. If the heap is empty, e.g., in the beginning, we let $n = 4$.

An epoch ends when the true size of the heap increases to $n$ (after an insert), or decreases to $[n/4]$ (after a delete-min), or if, within the epoch, $n$ distinct keys have already been encountered (including those that were in the heap at the beginning of the epoch). In all three cases, we reset $n$ to be twice the true size of the heap, remove all boxes, and start a new epoch. (We stress that epochs and boxes are used only in the analysis, with no effect on the actual operation of the data structure.) As mentioned, the ranks of the items are computed with respect to all items encountered during an epoch, they are therefore, fixed within the epoch. Clearly, all ranks and rank-differences are still upper bounded by $n$.

We make four observations, all of which are easy to verify based on the preceding discussion: (1) The true size of the heap is between $[n/4]$ and $n$. (2) Within a finished epoch there must have been at least $[n/4]$ operations. (3) The increase in node potential due to the resetting of $n$ is not more than $n \cdot t \cdot q$. (4) Since the boxes are disjoint, there are less than $n$ boxes that we are removing, increasing the total potential by at most $n$.

We distribute the increase in potential of at most $n \cdot t \cdot q + n$ among the $[n/4]$ operations in the finished epoch, obtaining that the increase in potential during an insert is at most $5 \cdot t \cdot q + 4$, and the increase in potential during a delete-min is at most $t - k/(4t^2) + 4 \cdot t \cdot q + 4$. Scaling the potential by $t \cdot 2^t$, we obtain that the amortized cost of both insert and delete-min is $O(t^2 \cdot q \cdot 2^t)$.

Again, choosing $t = \lfloor \sqrt{\log n} \rfloor$, we obtain $q = O(n^{1/\sqrt{\log n}}) = O(2^{\sqrt{\log n}})$, and the amortized costs of $O(\log n \cdot 4^{\sqrt{\log n}})$ follow.

**Meld.** A meld operation is similar to an insert, in that only one node changes its rank-difference, and thereby its node potential (the root with the larger key). Furthermore, meld also leaves the box potential unaffected, so its analysis goes through similarly to the analysis of insert, yielding the same amortized cost for meld as for insert and delete-min. Observe, however, that if we also include meld operations in a sequence of operations, then the value $n$ that appears in the cost no longer denotes just the size of the affected heap, it is instead, the number of items in all heaps that we are currently working with.

**Other variants.** The presented analysis is fairly general. It is not difficult to adapt it to the standard and multipass variants of pairing heaps, yielding similar upper bounds. For the standard variant the analysis is essentially the same as for the forward variant. For multipass, the analysis becomes simpler, since boxes need to be maintained only during individual delete-min operations. However, for these variants, stronger upper bounds are already known, as discussed in §1.

Recall that during a link operation, the larger of the two items is linked as the leftmost child of the smaller. The reader may observe that the different behaviors of the standard and forward variants depend on this particular way of implementing link. If we were to link by making the larger item the rightmost child of the smaller, then the situation would reverse, with the forward variant being easy, and the standard variant hard to analyse.
We may modify the implementation of link, such as to link arbitrarily as the leftmost or rightmost child (i.e., deciding independently for every link operation whether to link at the left or at the right). Our analysis also extends to this more general class of pairing heap algorithms (that use the modified link implementation) with minimal changes. The only difficulty that arises in the new setting is that during the accumulation round, an existing box may split into two, one part going to the left, the other to the right side of the current minimum. To account for this loss, we need to start with a larger initial box (4t instead of 2t). The resulting bounds are still of the form \(2^{O(\sqrt{\log n})}\).

Improving (significantly) the bounds presented in the paper and extending the analysis to other operations should be possible but will likely require new ideas.

---
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