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Abstract
Given a graph with colors on its vertices, a path is called a rainbow vertex path if all its internal vertices have distinct colors. We say that the graph is rainbow vertex-connected if there is a rainbow vertex path between every pair of its vertices. We study the problem of deciding whether the vertices of a given graph can be colored with at most \( k \) colors so that the graph becomes rainbow vertex-connected. Although edge-colorings have been studied extensively under similar constraints, there are significantly fewer results on the vertex variant that we consider. In particular, its complexity on structured graph classes was explicitly posed as an open question.

We show that the problem remains \( \mathsf{NP} \)-complete even on bipartite apex graphs and on split graphs. The former can be seen as a first step in the direction of studying the complexity of rainbow coloring on sparse graphs, an open problem which has attracted attention but limited progress. We also give hardness of approximation results for both bipartite and split graphs. To complement the negative results, we show that bipartite permutation graphs, interval graphs, and block graphs can be rainbow vertex-connected optimally in polynomial time.

1 Introduction

Graph coloring and graph connectivity are two of the most famous topics in graph algorithms. Many different types of colorings and connectivity measures have been considered throughout time. The concept of rainbow coloring brings these two extensively studied topics together, and it was first defined a decade ago by Chartrand et al. [8] using edge-colorings. Let \( G \) be a connected, edge-colored graph. A rainbow path in \( G \) is a path all of whose edges are colored...
with distinct colors, and \(G\) is \textit{rainbow-connected} if there is a rainbow path between every pair of its vertices. The resulting computational problem \textsc{Rainbow Coloring} (RC) takes as input a connected (uncolored) graph \(G\) and an integer \(k\), and the task is to decide whether the edges of \(G\) can be colored with at most \(k\) colors so that \(G\) is rainbow-connected. This problem has various applications in telecommunications, data transfer, and encryption [25, 4, 11] and has been studied rather thoroughly from both graph-theoretic and complexity-theoretic viewpoints (see related work below and the surveys [19, 25]).

The intense interest in \textsc{Rainbow Coloring} led Krivelevich and Yuster [18] to define a natural variant on vertex-colored graphs. Here, a path in a vertex-colored graph \(H\) is a \textit{rainbow vertex path} if all its internal vertices have distinct colors. We say that \(H\) is \textit{rainbow vertex-connected} if there is a rainbow vertex path between every pair of its vertices. Similarly to the edge variant, \textsc{Rainbow Vertex Coloring} (RVC) is the decision problem in which we are given a connected (uncolored) graph \(H\) and an integer \(k\), and the task is to decide whether the vertices of \(H\) can be colored with at most \(k\) colors such that \(H\) is rainbow vertex-connected. The \textit{rainbow vertex connection number} of \(G\), denoted by \(\text{rvc}(G)\), is the minimum \(k\) such that \(G\) has a rainbow vertex coloring with \(k\) colors. RVC is \textsf{NP}-complete for every \(k \geq 2\) [10, 9], and remains \textsf{NP}-complete for \(k = 3\) for bipartite graphs [23]. In addition, it is \textsf{NP}-hard to approximate \(\text{rvc}(G)\) within a factor of \(2 - \varepsilon\) unless \(\textsf{P} \neq \textsf{NP}\), for any \(\varepsilon > 0\) [13]. It is also known that RVC is linear-time solvable on planar graphs for every fixed \(k\) [19]. Finally, assuming the Exponential Time Hypothesis, there is no algorithm for solving RVC in time \(2^{o(n^{3/2})}\) for any \(k \geq 2\) [19].

A stronger variant of rainbow vertex-colorings was introduced by Li et al. [24]. A vertex-colored graph \(H\) is \textit{strongly rainbow vertex-connected} if between every pair of vertices of \(H\), there is a shortest path that is also a rainbow vertex path. The \textsc{Strong Rainbow Vertex Coloring} (SRVC) problem takes as input a connected (uncolored) graph \(H\) and an integer \(k\), and the task is to decide whether the vertices of \(H\) can be colored such that \(H\) is strongly rainbow vertex-connected. This definition is the vertex variant of the \textsc{Strong Rainbow Coloring} problem, which was also broadly studied (see related work below and the surveys [19, 25]). The \textit{strong rainbow vertex connection number} of \(G\), denoted by \(\text{srvc}(G)\), is the minimum \(k\) such that \(G\) has a strong rainbow vertex coloring with \(k\) colors. SRVC is \textsf{NP}-complete for every \(k \geq 2\) [12] and linear-time solvable on planar graphs for every fixed \(k\) [19]. In addition, it is \textsf{NP}-hard to approximate \(\text{srvc}(G)\) within a factor of \(n^{1/2-\varepsilon}\) unless \(\textsf{P} \neq \textsf{NP}\), for any \(\varepsilon > 0\) [13].

While RC has been widely studied in more than 300 published papers, we are unaware of any further complexity results on RVC and SRVC than those mentioned previously. In particular, the complexity of RVC and SRVC on structured graph classes is mostly open. This led Lauri [19, Open problem 6.6] to explicitly ask the following:

\textit{For what restricted graph classes do RVC and SRVC remain \textsf{NP}-complete?}

\textbf{Our Results.} In this paper, we make significant progress towards addressing this open problem. In particular, we study bipartite graphs and chordal graphs, and some of their subclasses, and give hardness results and polynomial-time algorithms for RVC and SRVC. Our main result is a hardness result for bipartite apex graphs:

\textbf{Theorem 1.} Let \(G\) be a bipartite apex graph of diameter 4. It is \textsf{NP}-complete to decide both whether \(\text{rvc}(G) \leq 4\) and whether \(\text{srvc}(G) \leq 4\). Moreover, it is \textsf{NP}-hard to approximate \(\text{rvc}(G)\) and \(\text{srvc}(G)\) within a factor of \(5/4 - \varepsilon\), for every \(\varepsilon > 0\).
This result is particularly interesting since no hardness result was known on a sparse graph class (like apex graphs) for any of the variants of rainbow coloring. Moreover, this result can be considered tight in conjunction with the known result that RVC and SRVC are linear-time solvable on planar graphs for every fixed number of colors $k$ [19]. Finally, we observe (like Li et al. [23]) that $rvc(G)$ and $srvc(G)$ can be computed in linear time if $G$ is a bipartite graph of diameter 3, providing further evidence that this result is tight.

For general bipartite graphs and for split graphs (a well-known subclass of chordal graphs), we exhibit stronger hardness results:

**Theorem 2.** Let $G$ be a bipartite graph of diameter 4. It is NP-complete to decide both whether $rvc(G) \leq k$ and whether $srvc(G) \leq k$, for every $k \geq 3$. Moreover, it is NP-hard to approximate both $rvc(G)$ and $srvc(G)$ within a factor of $n^{1/3-\epsilon}$, for every $\epsilon > 0$.

We remark that, previously, it was only known that deciding whether $rvc(G) \leq 3$ for bipartite graphs $G$ is NP-complete by the result of [23]. Our construction, however, is conceptually simpler, gives hardness for every $k \geq 3$, and is easily extended to the strong variant. Moreover, for RVC on general graphs, this result implies a considerable improvement over the previous result of Eiben et al. [13] which only excluded a polynomial-time approximation with a factor of less than 2 assuming $P \neq NP$.

**Theorem 3.** Let $G$ be a split graph of diameter 3. It is NP-complete to decide both whether $rvc(G) \leq k$ and whether $srvc(G) \leq k$, for every $k \geq 2$. Moreover, it is NP-hard to approximate both $rvc(G)$ and $srvc(G)$ within a factor of $n^{1/3-\epsilon}$, for every $\epsilon > 0$.

To the best of our knowledge, our results for split graphs give the first non-trivial graph class besides diameter-two graphs for which the complexity of the edge and the vertex variant differ (see e.g., [19, Table 4.2] but note that it contains a typo erroneously claiming that RVC can be solved in polynomial-time for split graphs). In particular, RC can be solved in polynomial time on split graphs when $k \geq 4$ [5, 7]. Moreover, we observe that $rvc(G)$ and $srvc(G)$ can be computed in linear time if $G$ is a graph of diameter 2, providing evidence that this result is tight.

To contrast our hardness results, we show that both problems can be solved in polynomial time on several other subclasses of bipartite graphs and chordal graphs.

**Theorem 4.** If $G$ is a bipartite permutation graph, a block graph, or a unit interval graph, then $rvc(G)$ and $srvc(G)$ can be computed in linear time. If $G$ is an interval graph, then $rvc(G)$ can be computed in linear time.

Combined, these results paint a much clearer picture of the complexity landscape of RVC and SRVC than was possible previously.

**Related Work.** We briefly survey the known work for the edge variants of rainbow coloring; we refer to [19, 25] for more detailed surveys. RC is NP-complete for every $k \geq 2$ [4, 2, 22], even on chordal graphs [5]. On split graphs, RC is NP-complete when $k \in \{2, 3\}$, but solvable in polynomial time otherwise [5, 7]. It is also solvable in polynomial time on threshold graphs [5]. On bridgeless chordal graphs, there is a linear-time $3/2$-approximation algorithm for RC, however the problem cannot be approximated with a factor less than 5/4 on this graph class, unless $P = NP$ [6]. Some lower bounds on algorithms for solving RC are given by Kowalik et al. [17] and Agrawal [1] under the Exponential Time Hypothesis.

For the strong edge variant, an edge-colored graph is said to be strongly rainbow-connected if there is a rainbow shortest path between every pair of its vertices. The problem of deciding whether the edges of a given graph $G$ can be colored in $k$ colors to make $G$ strongly rainbow-connected is referred to as SRC. For $k = 2$, it is not difficult to verify that RC is equivalent...
to SRC. Not surprisingly, SRC is also NP-complete for \( k \geq 2 \) [2]. In contrast to RC, SRC remains hard on split graphs for every \( k \geq 2 \) [19, Theorem 4.1]. Moreover, on \( n \)-vertex split graphs, it is NP-hard to approximate SRC within a factor of \( n^{1/2-\varepsilon} \) for any \( \varepsilon > 0 \), while RC admits an additive-1 approximation [5]. The former statement also holds for \( n \)-vertex bipartite graphs instead of split graphs [2]. For block graphs, computing SRC can be done in linear time [16], while RC on block graphs is conjectured to be hard (see [19, Conjecture 6.3] or [16]). In general, it appears that despite the interest, there are fewer complexity-theoretic results on SRC. In fact, the same is true when considering combinatorial results (see [25] for a broader discussion).

## 2 Preliminaries

In this paper, we work on undirected simple graphs. Such a graph is denoted by \( G = (V, E) \), where \( V \) is the vertex set of \( G \), and \( E \) is the edge set. We let \( n \) denote the number of vertices of \( G \). For a vertex \( x \in V \), \( N(x) \) is the set of its neighbors, and \( \deg(x) = |N(x)| \) is its degree. For a \( S \subseteq V \), the subgraph of \( G \) induced by \( S \) is denoted by \( G[S] \). A cut vertex of \( G \) is a vertex whose removal increases the number of connected components of \( G \).

Given a path \( P = x_1, x_2, \ldots, x_p \) in \( G \), the vertices from \( x_2 \) to \( x_{p-1} \) are called the internal vertices of \( P \). The distance between two vertices \( u \) and \( v \) in \( G \), denoted by \( \dist(u, v) \), is the length of a shortest path between \( u \) and \( v \). The diameter of \( G \), denoted by \( \text{diam}(G) \), is the maximum distance between any pair of vertices of \( G \).

A \( k \)-coloring of \( G \) is a function \( c : V \to \{1, 2, \ldots, k\} \). (From now on, we will denote a set of consecutive integers from 1 to \( k \) as \([k]\).) A coloring is simply a \( k \)-coloring for some \( k \leq n \). A coloring \( c \) is proper if \( c(u) \neq c(v) \) for every edge \( uv \in E \). The chromatic number of \( G \), denoted by \( \chi(G) \), is the smallest \( k \) such that \( G \) has a proper \( k \)-coloring. A \( d \)-distance coloring of \( G \) is a coloring \( c \) of \( G \) such that \( c(u) \neq c(v) \) whenever \( \dist(u, v) \leq d \). The minimum number of colors needed for a \( d \)-distance coloring of \( G \) is known as the \( d \)-distance chromatic number of \( G \), and it is denoted by \( \chi_d(G) \). Note that \( \chi_d(G) \) is equivalent to \( \chi(G^d) \), i.e., the chromatic number of the \( d \)-th power of \( G \).

Since, in this paper, we will only be working on the vertex variant of the rainbow coloring and rainbow connectivity, we might sometimes omit the word “vertex” when there is no confusion. The parameter \( \text{srvc}(G) \) was defined by Li et al. [24], and they also verified that \( \text{diam}(G) - 1 \leq \text{rvc}(G) \leq \text{srvc}(G) \leq n - 2 \). The following upper bound was mentioned in [19] (see the same reference for further discussion and examples).

**Proposition 5** ([19]). Let \( G \) be a connected graph with \( \text{diam}(G) = d \geq 3 \). Then

\[
\text{d} - 1 \leq \text{rvc}(G) \leq \text{srvc}(G) \leq \chi_{d-2}(G).
\]

**Proof.** There are at least two vertices in \( G \) connected by a shortest path of length \( d \). Clearly, every coloring must use at least \( d - 1 \) colors to rainbow-connect this pair. On the other hand, between every pair of vertices \( u \) and \( v \), there is a path of length at most \( d \), meaning that it contains at most \( d - 1 \) internal vertices. As every \((d - 2)\)-distance coloring colors these internal vertices distinctly, the statement follows.

A dominating set of \( G \) is a set \( D \subseteq V \) such that every vertex in \( V \setminus D \) is adjacent to at least one vertex in \( D \). If \( G[D] \) is connected, then \( D \) is a connected dominating set. The minimum size of a connected dominating set in \( G \), denoted by \( \gamma_c(G) \), is known as the connected domination number of \( G \). This parameter provides an upper bound on the rainbow
vertex connection number of a connected graph, since $G$ becomes rainbow vertex-connected by simply coloring all vertices of the connected dominating set distinctly, and the remaining vertices with any of the already used colors. This observation can be derived from [18].

\[ \text{Proposition 6} ([18]). \text{ If } G \text{ is a connected graph, then } \text{rvc}(G) \leq \gamma_c(G). \]

### 2.1 Graph classes

As we will be studying the mentioned problems on some graph classes, let us give a brief definition of these classes here. More definitions and properties will be added as needed when we handle these graphs. A detailed background on these graph classes can be found, for example, in the book by Brandstädt, Le, and Spinrad [3].

A graph is an apex graph if it contains a vertex (called an apex) whose removal results in a planar graph. A graph is chordal if all of its induced simple cycles are of length 3. Some well-known subclasses of chordal graphs are interval graphs, split graphs, and block graphs. A graph is an interval graph if it is chordal and it contains no triple of non-adjacent vertices, such that there is a path between every two of them that does not contain a neighbor of the third. A graph is a split graph if its vertex set can be partitioned into an independent set and a clique. A graph is a block graph if every biconnected component (block) of $G$ is a complete graph.

Let $\sigma$ be a permutation of the integers between 1 and $n$. We can make a graph $G_\sigma$ on vertex set $[n]$ in the following way. Vertices $i$ and $j$ are adjacent in $G_\sigma$ if and only if they appear in $\sigma$ in the opposite order of their natural order. A graph on $n$ vertices is a permutation graph if it is isomorphic to $G_\sigma$ for some permutation $\sigma$ of the integers between 1 and $n$. A graph is a bipartite permutation graph if it is both a bipartite graph and a permutation graph.

### 2.2 Hypergraph coloring

For our hardness reductions we will use a well-known NP-complete problem called Hypergraph Coloring. A hypergraph $H = (N, E)$ with vertex set $N$ and hyperedge set $E$ is a generalization of a graph, in which edges can contain more than two vertices. Thus $E$ consists of subsets of $N$ of arbitrary size. The definition of a (vertex) coloring of a hypergraph is exactly that same as that of a graph. In a colored hypergraph, an edge is called monochromatic if all of its vertices received the same color. A proper coloring of a hypergraph generalizes a proper coloring of a graph in a natural way: we require that no hyperedge is monochromatic. To avoid trivial cases, we can assume from now on that every hyperedge contains at least two vertices. Thus a proper coloring must always use at least two colors.

The Hypergraph Coloring problem takes as input a hypergraph $H$ and an integer $k$ and asks whether there is a proper coloring of $H$ with at most $k$ colors. The problem is well-known to be NP-complete for every $k \geq 2$ [26]. The Graph Coloring problem takes as input an undirected graph $G$ and asks to determine the smallest $k$ such that $G$ has a proper $k$-coloring. This problem is NP-hard to approximate within a factor of $n^{1-\varepsilon}$ for any $\varepsilon > 0$, where $n$ is the number of vertices [30]. Finally, the Planar 3-Coloring problem takes as input a planar graph $G$ and asks whether $G$ has a proper 3-coloring. This problem is NP-complete [14].
3 Bipartite graphs and their subclasses

In this section, we show that RVC and SRVC are hard on bipartite graphs for \( k \geq 3 \). We complement these results by showing that both problems can be solved in linear time on bipartite permutation graphs. We first observe that computing \( \text{rvc}(G) \) or \( \text{srvc}(G) \) is easy on bipartite graphs of diameter 3. The same observation was made by Li et al. [23].

▶ Proposition 7 ([23]). If \( G \) is a bipartite graph with \( \text{diam}(G) = 3 \), then \( \text{rvc}(G) = \text{srvc}(G) = 2 \). Moreover, such a coloring can be found in linear time.

Proof. The statement follows from Proposition 5 and the fact that every bipartite graph has a proper 2-coloring that can be found in linear time. □

It turns out that if \( \text{diam}(G) \geq 4 \), then \( \text{rvc}(G) \) and \( \text{srvc}(G) \) of a bipartite graph \( G \) become much harder to compute, as claimed in Theorem 2. We prove the following general construction.

▶ Lemma 8. Let \( H \) be a hypergraph on \( n \) vertices. Then in polynomial time we can construct a bipartite graph \( G \) of diameter 4 and with \( O(n^3) \) vertices such that for any \( k \in [n] \), \( H \) has a proper \( k \)-coloring if and only if \( G \) has a \((k+1)\)-coloring under which \( G \) is (strongly) rainbow vertex-connected. Moreover, if \( H \) is a planar graph, then \( G \) is an apex graph.

Proof. Let \( H = (N, E) \) be an arbitrary hypergraph and let \( n = |N| \). We construct a bipartite graph \( G = (\{a\} \cup N' \cup I', E) \) where \( N' = N_1' \cup \cdots \cup N_{n+1}' \), \( I' = I_1' \cup \cdots \cup I_{n+1}' \), \( N_i' := \{v_i \mid v \in N\} \), \( I_i' := \{x_{i}^e \mid e \in E\} \) and \( E := \{av_i \mid v \in N, i \in [n+1]\} \cup \{v_i x_{i}^e \mid v \in N, e \in E, i \in [n+1], v \in e\} \). Let \( V = \{a\} \cup N' \cup I' \). A bipartition of \( G \) is given by \((\{a\} \cup I', N')\). Observe that \( \text{diam}(G) = 4 \) and that \( G \) has \( O(n^3) \) vertices. Moreover, if \( H \) is a planar graph, then \( G \) consists of vertex \( a \) plus \( n + 1 \) copies of the graph obtained from \( H \) by subdividing each edge of \( H \), and thus \( G \) is an apex graph. For an illustration of the construction, see Figure 1.
Consider any proper $k$-coloring $h : N \to [k]$ of $H$, i.e., no hyperedge of $H$ is monochromatic under $h$. We construct a coloring $c : V \to [k+1]$ in the following way. First, for every $v \in N$, we give the vertices $v_1, v_2, \ldots, v_n$ of $G$ the same color as $v$, i.e., $c(v_i) = h(v)$ for all $v \in N$ and $i \in [n+1]$. We give vertex $a$ the color $k+1$, i.e., $c(a) = k+1$. The vertices in $I$ all receive the same color, which is any arbitrary color in $[k+1]$. Now we prove that $G$ is strongly rainbow vertex-connected under $c$ by showing that there is a rainbow vertex shortest path between every pair of vertices. The only non-trivial case is when both vertices of the pair are in $I$. Consider two distinct vertices $x_i, x_j \in I$ (it is possible that $e = f$ or $i = j$ but not both). Since $e$ and $f$ are not monochromatic under $h$, we can pick two distinct vertices $u \in e$ and $v \in f$ such that $h(u) \neq h(v)$. It is clear that the path $x_i u x_i v x_j$ is a shortest path between $x_i$ and $x_j$ and that it is a rainbow vertex path. Hence, $G$ is strongly rainbow vertex-connected under $c$.

Conversely, let $c$ be a $(k+1)$-coloring of $G$ under which $G$ is (strongly) rainbow vertex-connected. For each $i \in [n+1]$, define $h_i$ to be the vertex coloring of $H$ such that $h_i(v) = c(v_i)$ for all $v \in N$. Let $M_i$ be the set of vertices $v \in N$ such that $h_i(v) \neq c(a)$. Let $h_i'(v) = h_i(v)$ if $v \in M_i$ and $h_i'(v) = 1$ otherwise. We claim that there exists an $i \in [n+1]$ such that $h_i'$ is a proper $k$-coloring of $H$. For the sake of contradiction, suppose that $h_i'$ is not a proper $k$-coloring of $H$ for every $i \in [n+1]$. For each $i \in [n+1]$, let $e_i \in E$ be a monochromatic edge under $h_i'$. Suppose that, for some $i \in [n+1]$, all vertices in $e_i$ are colored $c(a)$ under $c$. Then any path from $x_i$ to $x_j$ for some $j \neq i$ uses two vertices having color $c(a)$ under $c$. Hence, $c$ would not be a rainbow vertex coloring, a contradiction. Therefore, for each $i \in [n+1]$, there is a vertex $v_i \in e_i$ for which $c(v_i) \neq c(a)$. Suppose now that for every $i \in [n+1]$, all vertices in $e_i$ are colored either $c(v_i)$ or $c(a)$ under $c$. If $c(v_i) = c(v_j)$ for $i \neq j$, then any path from $x_i$ to $x_j$ uses either two vertices having color $c(a)$ or two vertices having color $c(v_i) = c(v_j)$ under $c$. This would contradict the assumption that $G$ is rainbow vertex-connected under $c$. Hence, $c(v_i) \neq c(v_j)$ for all distinct $i, j \in [n+1]$. This implies that $c$ uses at least $n + 2$ colors, a contradiction to the assumptions that $c$ is a $(k+1)$-coloring of $G$ and that $k \in [n]$. Therefore, for some $i \in [n+1]$, there is a vertex $v_i' \in e_i$ for which $c(v_i') \neq c(a)$ and $c(v_i') \neq c(v_i)$. The latter implies that $e_i$ is not monochromatic under $h_i'$, a contradiction. The claim follows, and thus $H$ has a proper $k$-coloring.

Proof of Theorem 2. For membership in $\text{NP}$, a certificate that $\text{rvc}(G) \leq k$ ($\text{srvc}(G) \leq k$) consists of a $k$-coloring and a list of (shortest) paths, one for every pair of non-adjacent vertices, that are rainbow vertex connected. For $\text{NP}$-hardness, we observe that the transformation of Lemma 8 implies a straightforward reduction from \textsc{Hypergraph Coloring}. Since \textsc{Hypergraph Coloring} is $\text{NP}$-complete for each $k \geq 2$, this proves the first part of the theorem.

For the second part of the theorem, we consider an instance of \textsc{Graph Coloring} that consists of a graph on $\ell$ vertices and apply Lemma 8. Note that the total number of vertices in $G$ is $n = O(\ell^3)$. From the hardness of approximation of \textsc{Graph Coloring}, we know that for all $\varepsilon > 0$, it is $\text{NP}$-hard to distinguish between the case when $H$ is properly colorable with $\ell^\varepsilon$ colors and the case when $H$ is not properly colorable with fewer than $\ell^{1-\varepsilon}$ colors [30]. By Lemma 8, this implies that it is $\text{NP}$-hard to distinguish between the case when $G$ is (strong) rainbow vertex colorable with $\ell^\varepsilon + 1 \leq n^\varepsilon + 1$ colors and the case when $G$ is not (strong) rainbow vertex colorable with fewer than $\ell^{1-\varepsilon} + 1 = \Omega(n^{1/3-\varepsilon})$ colors. The second statement of the theorem follows.

We then proceed to give a proof of Theorem 1. This result can be considered as a first step to understand rainbow coloring on sparse graphs classes.
Proof of Theorem 1. The proof follows along the same lines as the proof of the first part of Theorem 2. Instead of Hypergraph Coloring, however, we reduce from PLANAR 3-COLORING, the problem of deciding whether a planar graph has a proper 3-coloring. This problem is NP-complete. The statement follows from Lemma 8, because the graph resulting from the construction is a bipartite apex graph of diameter 4.

For the hardness of approximation, we recall that any planar graph has a proper 4-coloring, and thus the graph $G$ constructed in Lemma 8 has a 5-coloring under which $G$ is rainbow vertex-connected. Hence, Lemma 8 combined with the NP-hardness of PLANAR 3-COLORING makes it NP-hard to decide whether $G$ has a 5-coloring or a 4-coloring under which $G$ is rainbow vertex-connected. □

We now complement the above hardness results with a positive result in the case when a bipartite graph is also a permutation graph, as claimed in Theorem 4. Bipartite permutation graphs have a desirable property, related to breadth-first search (BFS), that we will use heavily in our next result. Let us first define a chain graph. A bipartite graph is a chain graph if the vertices of the two independent sets $A$ and $B$ can be ordered as $\{a_1, a_2, \ldots, a_k\}$ and $\{b_1, b_2, \ldots, b_k\}$, such that $N(a_1) \subseteq N(a_2) \subseteq \cdots \subseteq N(A_k)$, equivalently, $N(b_1) \subseteq N(b_2) \subseteq \cdots \subseteq N(b_k)$.

In every bipartite permutation graph $G$ it is possible to find a vertex $v$ such that the levels $L_0, L_1, L_2, \ldots$ of the tree resulting from a BFS starting from $v$ have the following properties. For all $i$, $L_0 = \{v\}$, $L_i$ is an independent set and $G[L_i \cup L_{i+1}]$ is a chain graph. Moreover, for each level $i$, there exists a special vertex $a_i \in L_i$ such that $L_{i+1} \subseteq N(a_i)$. The vertex $v$ can be picked as the first vertex of a strong ordering. It has been shown by Spinrad et al. [27] that a bipartite graph is a permutation graph if and only if it has a strong ordering, and such an ordering can be computed in linear time. The properties of the BFS tree above are well-known and easy to deduce from a strong ordering [29].

▶ Theorem 9. If $G$ is a bipartite permutation graph, then \( \text{rvc}(G) = \text{srvc}(G) = \text{diam}(G) - 1 \), and the corresponding (strong) rainbow vertex coloring can be found in time that is linear in the size of $G$.

Proof. Let $G = (V, E)$ be a bipartite permutation graph. Let $v$ be a first vertex in a strong ordering for $G$. We start by doing a BFS on $G$ with $v$ as the root. Let $k$ be the number of levels in the BFS tree in addition to level 0. Hence, $L_i$ is the set of vertices in level $i$ of the BFS tree, $0 \leq i \leq k$, with $L_0 = \{v\}$. Since dist$(v, y) = k$ for every $y \in L_k$, we conclude that diam$(G) \geq k$. Furthermore, if dist$(x, y) > k - 1$ for some $x \in L_i$ and some $y \in L_k$, then we can conclude that dist$(x, y) = k + 1$, where $x, v, a_1, a_2, \ldots, a_{k-1}, y$ is a shortest path between $x$ and $y$. In this case, diam$(G) = k + 1$. We distinguish between these two cases:

Case 1. diam$(G) = k$.

We construct a strong rainbow vertex coloring $c : V \to [k - 1]$ for $G$ in the following way. If $x \in L_i$, we define $c(x) = i$, for $1 \leq i \leq k - 1$. We define $c(v) = k - 1$, and we give arbitrary colors between 1 and $k - 1$ to the vertices of $L_k$. To see that $G$ is indeed rainbow-connected under $c$, consider any pair $x, y \in V$. If $xy \in E$ or if they are in the same level of the BFS tree, there is nothing to prove, since dist$(x, y) \leq 2$. Otherwise, we have exactly the following cases:

1. $x = v$ and $y \in L_j$: Then the path $v, a_1, \ldots, a_{j-1}, y$ is shortest and it is rainbow.
2. $x \in L_1$ and $y \in L_k$: In this case, dist$(x, y) = k - 1$. Otherwise, since each $L_i$ is an independent set, we would have dist$(x, y) \geq k + 1$, which contradicts our assumption that
diam(G) = k. Since dist(x, y) = k − 1, every shortest path between x and y is rainbow, as every vertex of such a shortest path has to be in a distinct level of the BFS tree.

3. x ∈ L_i and y ∈ L_j with 2 ≤ j ≤ k − 1: If dist(x, y) = j − 1, then again by the same argument used above, every shortest path between x and y is rainbow. If dist(x, y) > j − 1, then dist(x, y) = j + 1, and the shortest path x, v, a_1, ..., a_{j−1}, y has distinct colors on all its internal vertices. (Note that y might have the same color as v if j = k − 1, but this is fine since y is the end of the path.)

4. x ∈ L_i and y ∈ L_j with 2 ≤ i < j ≤ k: If dist(x, y) = j − i, then every shortest path is rainbow. If dist(x, y) > j − i, then the path x, a_{i−1}, a_i, ..., a_{j−1}, y is rainbow and has length j − i + 1, and it is therefore shortest.

Case 2. diam(G) = k + 1.

We construct a strong rainbow vertex coloring c : V \to [k] for G in the following way. If x ∈ L_i, we define c(x) = i, for 1 ≤ i ≤ k − 1. We define c(v) = k, and we give arbitrary colors between 1 and k to the vertices of L_k. To see that G is indeed rainbow-connected under c, consider any pair x, y ∈ V. Again, if xy ∈ E or if they are in the same level of the BFS, there is nothing to prove, since dist(x, y) ≤ 2. Otherwise, there is only one remaining case:

= x ∈ L_i and y ∈ L_j, with 0 ≤ i < j ≤ k: If dist(x, y) = j − i then every shortest path between x and y is rainbow. Otherwise, the path x, a_{i−1}, a_i, ..., a_{j−1}, y is rainbow and has length j − i + 2, therefore being shortest.

In both cases, c is a strong rainbow vertex coloring for G with diam(G) − 1 colors. By Proposition 5 we can conclude that \text{rvc}(G) = \text{srvc}(G) = diam(G) − 1.

4 Chordal graphs and their subclasses

In this section, we investigate the complexity of RVC and SRVC on chordal graphs and some subclasses of chordal graphs. We start by proving that both problems are NP-complete when the input graph is a split graph, implying that they are also NP-complete on chordal graphs. On the positive side, we show that RVC is polynomial-time solvable on interval graphs, and both RVC and SRVC are polynomial-time solvable on block graphs and on unit interval graphs.

We start by observing that computing rvc(G) or srvc(G) is easy on graphs of diameter 2.

\textbf{Proposition 10 ([18])}. If G is a graph with diam(G) = 2, then rvc(G) = srvc(G) = 1. Moreover, such a coloring can be found in linear time.

\textbf{Proof}. Color each vertex of G with the same color. Since each shortest path between two vertices contains at most one internal vertex, G is strongly rainbow vertex-connected under this coloring.

If G is a split graph of diam(G) = 3 (note that split graphs have diameter at most 3), then rvc(G) and srvc(G) become much harder to compute, as claimed in Theorem 3. We prove the following general construction, which closely mimics the construction of Lemma 8.

\textbf{Lemma 11}. Let H be a hypergraph on n vertices. Then in polynomial time we can construct a split graph G of diameter 3 and with O(n^3) vertices such that for any k ∈ [n], H has a proper k-coloring if and only if G has a k-coloring under which G is (strongly) rainbow vertex-connected.
Proof. Let $H = (N, E)$ be an arbitrary hypergraph and let $n = |N|$. We construct a split graph $G = (N' \cup I', E)$ where $N' = N_1' \cup \cdots \cup N_{n+1}'$, $I' = I_1' \cup \cdots \cup I_{n+1}'$, $N_i' := \{ v_i \mid v \in N \}$, $I_i' := \{ x_{i,j} \mid e \in E \}$ and $E := \{ u,v_j \mid u,v \in N, i,j \in [n+1] \} \cup \{ v_i x_{i,j} \mid v \in N, e \in E, i \in [n+1], v \in e \}$. Let $V = N' \cup I'$. The constructed graph $G$ is a split graph since $G[I']$ is an independent set and $G[N']$ is a clique. Observe that $diam(G) = 3$ and that $G$ has $O(n^3)$ vertices. The construction is illustrated in Figure 1: note that since $G[N']$ is a clique, all possible edges now appear between the vertices inside the rectangle with rounded corners.

Consider any proper $k$-coloring $h : N \rightarrow [k]$ of $H$, i.e., no hyperedge of $H$ is monochromatic under $h$. We construct a coloring $c : V \rightarrow [k]$ in the following way. First, for every $v \in N$, we give the vertices $v_1, v_2, \ldots, v_n$ of $G$ the same color as $v$, i.e., $c(v_i) = h(v)$ for all $v \in N$ and $i \in [n+1]$. The vertices in $I$ all receive the same color, which is any arbitrary color in $[k]$. Now, we prove that $G$ is strongly rainbow vertex-connected under $c$ by showing that there is a rainbow vertex shortest path between every pair of vertices. The only non-trivial case is when both vertices of the pair are in $I$. Consider two distinct vertices $x_{i,j}, x_{j,i} \in I$ (it is possible that $e = f$ or $i = j$ but not both). Since $e$ and $f$ are not monochromatic under $h$, we can pick two distinct vertices $e \in e$ and $v \in f$ such that $h(e) \neq h(v)$. It is clear that the path $x_{i,j} uvx_{j,i}$ is a shortest path between $x_{i,j}$ and $x_{j,i}$ and that it is rainbow vertex path.

Conversely, let $c$ be a $k$-coloring of $G$ under which $G$ is (strongly) rainbow vertex-connected. For each $i \in [n+1]$, define $h_i$ to be the vertex coloring of $H$ such that $h_i(v) = c(v_i)$ for all $v \in N$. We claim that there exists an $i \in [n+1]$ such that $h_i$ is a proper $k$-coloring of $H$. For the sake of contradiction, suppose that $h_i$ is not a proper $k$-coloring of $H$ for every $i \in [n+1]$. For each $i \in [n+1]$, let $e_i \in E$ be a monochromatic edge under $h_i$. Let $v_i$ be an arbitrary vertex in $e_i$. Suppose now that for every $i \in [n+1]$, all vertices in $e_i$ are colored $c(v_i)$ under $c$. If $c(v_i) = c(v_j)$ for $i \neq j$, then any path from $x_{i,j}^e$ to $x_{j,i}^e$ uses two vertices having color $c(v_i) = c(v_j)$ under $c$. This would contradict the assumption that $G$ is rainbow vertex-connected under $c$. Hence, $c(v_i) \neq c(v_j)$ for all distinct $i,j \in [n+1]$. This implies that $c$ uses at least $n+1$ colors, a contradiction to the assumptions that $c$ is a $k$-coloring of $G$ and $k \in [n]$. Therefore, for some $i \in [n+1]$, there is a vertex $v_i' \in e_i$ for which $c(v_i') \neq c(a)$ and $c(v_i') \neq c(v_i)$. The latter implies that $e_i$ is not monochromatic under $h_i$, a contradiction. The claim follows, and thus $H$ has a proper $H$-coloring.

Proof of Theorem 3. The proof follows in exactly the same way as Theorem 2, except that we apply Lemma 11 instead of Lemma 8.

We now move on to the positive results. As a consequence of the following theorems, we complete the proof of Theorem 4.

Theorem 12. Let $G$ be a block graph, and let $\ell$ be the number of cut vertices in $G$. Then $\text{rvc}(G) = \text{srvc}(G) = \ell$. The corresponding (strong) rainbow vertex coloring can be found in time that is linear in the size of $G$.

Proof. Let $G = (V, E)$ be a block graph and $\{a_1, a_2, \ldots, a_\ell\}$ be the set of cut vertices of $G$. We construct a strong rainbow vertex coloring $c : V \rightarrow [\ell]$ for $G$ by defining $c(a_i) = i$ for $i \in [\ell]$ and giving the other vertices arbitrary colors between 1 and $\ell$. An important property of block graphs is that there is a unique shortest path between every pair of vertices. Moreover, each internal vertex of such a path is a cut vertex. Since all the cut vertices received distinct colors, these shortest paths are all rainbow. The proof follows by observing that $\text{rvc}(G) \geq \text{srvc}(G) \geq \ell$ as well.

\section*{Rainbow Vertex Coloring Bipartite Graphs and Chordal Graphs}
For our next result, we need to mention that every interval graph has a representation called an interval model. Let $\mathcal{I}$ be a set of $n$ intervals of the real line. Then we can define a graph $G_\mathcal{I}$ with a vertex for each interval, such that two vertices are adjacent if and only if their corresponding intervals overlap. A graph $G$ is an interval graph if and only if $G$ is isomorphic to $G_\mathcal{I}$ for some set $\mathcal{I}$ of intervals. In this case $\mathcal{I}$ is called an interval model of $G$.

\begin{theorem}
If $G$ is an interval graph, then $rvc(G) = \text{diam}(G) - 1$, and the corresponding rainbow vertex coloring can be found in time that is linear in the size of $G$.
\end{theorem}

\begin{proof}
Let $G = (V,E)$ be an interval graph and $\mathcal{I}$ be an interval model for $G$. The interval corresponding to vertex $v$ is denoted by $I_v$. For each interval $I \in \mathcal{I}$, we let $r(I)$ be its right endpoint and $\ell(I)$ its left endpoint. Let $I_u \in \mathcal{I}$ be such that $r(I_u) \leq r(I)$ for all $I \in \mathcal{I}$. Let $I_v \in \mathcal{I}$ be such that $\ell(I_v) \geq \ell(I)$ for all $I \in \mathcal{I}$. Let $P = u, x_1, x_2, \ldots, x_k, v$ be a shortest path between $u$ and $v$ in $G$. Observe that $P$ is a connected dominating set. Furthermore, since $P$ is a shortest path, $k \leq \text{diam}(G) - 1$. By the way we defined $u$ and $v$, we have that $N(u) \subseteq N(x_1)$ and $N(v) \subseteq N(x_k)$. This implies that the set $\{x_1, x_2, \ldots, x_k\}$ is also a connected dominating set. By Proposition 6, $G$ has a rainbow vertex coloring $c : V \to [k]$ with $c(x_i) = i$, and we can give all the other vertices arbitrary colors.
\end{proof}

An interval graph is a unit interval graph if it has an interval model in which every interval has the same length (or no interval properly contains another interval). Unit interval graphs have the same BFS tree structure as that of bipartite permutation graphs, with the single difference that every level of the BFS tree is a clique instead of an independent set [15].

\begin{theorem}
If $G$ is a unit interval graph, then $rvc(G) = \text{rvc}(G) = \text{diam}(G) - 1$, and the corresponding (strong) rainbow vertex coloring can be found in time that is linear in the size of $G$.
\end{theorem}

\begin{proof}
Let $G = (V,E)$ be a unit interval graph. Let $v$ be the vertex corresponding to a first interval in an ordering of the intervals in the unit interval model of $G$ by their right endpoints. Do a BFS on $G$ with $v$ as the root. Let $L_i$ be the set of vertices in level $i$ of the BFS tree, $0 \leq i \leq k$, with $L_0 = \{v\}$. Recall that, for $0 \leq i \leq k - 1$, there exists a special vertex $a_i \in L_i$ such that $L_{i+1} \subseteq N(a_i)$.

Consider a vertex $u \in L_k$. A shortest path between $v$ and $u$ has $k - 1$ internal vertices, which implies that $\text{diam}(G) \geq k$. To construct a strong rainbow coloring $c : V \to [k - 1]$, we assign, for $1 \leq i \leq k - 1$, $c(x) = i$ if $x \in L_i$ and we give arbitrary colors to the vertices of $L_k$.

To see that $G$ is strongly rainbow vertex-connected under $c$, consider $x, y \in V$. If both $x$ and $y$ are in the same level of the BFS tree, then they are adjacent. So let us consider the case when $x \in L_i$ and $y \in L_j$, with $1 \leq i < j \leq k$. If there is a shortest path between $x$ and $y$ each of whose vertices is in a distinct level of the BFS tree, then this path is rainbow. If this is not the case, we consider the path $x, a_i, a_{i+1}, \ldots, a_{j-1}, y$. In this case, this path is a shortest path between $x$ and $y$, and its internal vertices have distinct colors, since only $x$ and $a_i$ belong to the same level of the BFS. This proves that $c$ is indeed a strong rainbow coloring for $G$ with $\text{diam}(G) - 1$ colors.
\end{proof}

\section{Concluding remarks and related problems}

It should be mentioned that other variants of rainbow problems have been studied as well. When a coloring of the edges or the vertices of a graph is already given as input, we can ask whether the graph is rainbow-connected or rainbow vertex-connected. Both of these problems are known to be NP-complete even on highly restricted graphs, like interval graphs.
series-parallel graphs, and $k$-regular graphs for every $k \geq 3$ [21, 20, 28]. However, we stress that these problems are strictly different from RC and RVC. That is, complexity results on one problem are not transferable to the other.

Finally, we end our paper with the following open question.\footnote{The statement is claimed in [19, Proposition 5.2] but its proof contains an error. Essentially, only an upper bound of \( \text{diam}(G) + 1 \) is known by Proposition 6.} A \textit{diametral path} of a graph $G$ is a shortest path whose length is equal to $\text{diam}(G)$. A graph is a \textit{diametral path} if every connected induced subgraph has a dominating diametral path.

\textbf{Conjecture 15.} Let $G$ be a diametral path graph. Then $\text{rvc}(G) = \text{diam}(G) - 1$.
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