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Abstract
This paper presents NUMASK, a skip list data structure specifically designed to exploit the characteristics of Non-Uniform Memory Access (NUMA) architectures to improve performance. NUMASK deploys an architecture around a concurrent skip list so that all metadata accesses (e.g., traversals of the skip list index levels) read and write memory blocks allocated in the NUMA zone where the thread is executing. To the best of our knowledge, NUMASK is the first NUMA-aware skip list design that goes beyond merely limiting the performance penalties introduced by NUMA, and leverages the NUMA architecture to outperform state-of-the-art concurrent high-performance implementations. We tested NUMASK on a four-socket server. Its performance scales for both read-intensive and write-intensive workloads (tested up to 160 threads). In write-intensive workload, NUMASK shows speedups over competitors in the range of 2x to 16x.
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1 Introduction

Data structures are one of the most fundamental building blocks in modern software. The creation of performance-optimized data structures is a high-value task, both because of intellectual contributions related to algorithms’ design and correctness proofs, and because
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of the impact that even a single data structure can have on the performance of enterprise-level applications. For example, the use of a high-performance non-blocking skip list is the fundamental innovation in the MemSQL database [29].

Current and (likely) future generations of enterprise-level computing infrastructures deploy on a hardware design known as Non-Uniform Memory Access (or NUMA) [22, 24], which specifies that memory access latency varies depending on the distance between the processor performing the memory access and the memory chip currently holding the memory location. With NUMA, the memory hierarchy is more complex than before; if a system possesses multiple discrete CPU chips (i.e., physical processors installed on different CPU sockets), each will have faster access to a locally-attached coherent memory and slower (but still cache-coherent) access to the memories attached to other chips. This is mainly because the bandwidth of the hardware channel that connects these multiple chips is limited and its performance is generally poor. As a consequence of these considerations, we can claim that NUMA prefers locality; therefore, applications or systems should be (re)designed with this guideline in mind. Such a claim has been confirmed by a number of recent works [27, 4, 6, 10].

The performance penalty of NUMA architectures has been quantified by many recent efforts [4, 26, 3, 16]. A recurring, although conservative, guideline in those studies is to avoid (if possible) scheduling cooperative threads on different processors. Although this guideline is valid in some applications where there is a clear separation in data access pattern among application threads, it might not be easy to apply in other applications where data is maintained as a set of connected items in a linked data structure. For example, searching for an item usually forces a thread to traverse multiple elements of the data structure in order to reach the target item. Because of this, each operation might produce large traffic on the NUMA interconnection; this traffic is the main reason for degraded performance [9].

Caching will not completely solve the problem either, because concurrent updates mandate refreshing cached locations. From our experience, as we show later in the experimental results in Section 7, the presence of even a few percentage of update operations results in a significant performance drop on NUMA. We conclude that data structures not designed for NUMA do not perform well on modern enterprise-level architectures when concurrent updates mandate refreshing cached locations.

In this paper we present NUMASK, a novel concurrent skip list data structure [20] tailored to a NUMA organization. Unlike existing NUMA-aware solutions for data structures (e.g., [6] see Section 2 for details), our design does not limit parallelism to cope with NUMA; rather, it leverages NUMA characteristics to improve performance. What makes our proposal unique is that its advantages hold even for high update rates and contention. We adhered to the following considerations throughout the development of NUMASK:

(a) local memory accesses (i.e. memory close to the executing thread’s processor) are favored;
(b) traffic across NUMA zones, often produced by synchronization primitives, is avoided.

In a nutshell, our design produces redundant metadata to be placed on different NUMA zones (which meets requirement (a)) and avoids the need of synchronizing this metadata across NUMA zones (which satisfies requirement (b)). The final design is a data structure that never limits concurrency and at the same time primarily accesses NUMA local memory (in our evaluation study, > 80% of memory accesses are local).

The simple observation that motivated our work is that in a skip list, the actual data resides in the lowest level of the skip list, and the other levels form an index layer whose task is only to accelerate execution of operations. In NUMASK, we exploit this fact in two ways:

- We define independent index layers (one per NUMA zone) for the skip list. Each operation traverses the index layer that is local to the thread that executes it. This way, operations do not need to traverse the interconnection between NUMA zones during the index layer
traversal. Importantly, we do not keep these index layers consistent with each other; we allow them to be different. In fact, having different index layers in different NUMA zones does not affect correctness because the actual data (which resides in the lowest level of the skip list) is still synchronized.

We isolate updates on the index layers in separate (per-NUMA) helper threads instead of performing those updates in the critical path of the insert/remove operations. Although this isolation may delay the synchronization of the index layers, the (probabilistic) logarithmic complexity of the skip list operations can be eventually maintained even with lazy index layer updates [18].

Former designs [8, 12] proposed the isolation of index layer updates in helper threads, but none of them defined per-NUMA index layers. That is why in those proposals, the NUMA overhead is still significant due to traversing a single index layer. NUMASK inherits the idea of applying replication to data structure in order to improve its performance in NUMA architectures, as done by [6], but NUMASK targets only metadata and updates such metadata lazily.

We implement NUMASK in C++ and integrate into Sychrobench [17], a comprehensive suite of data structures implemented in the same optimized software infrastructure. The implementation of NUMASK has been enriched with specific optimizations, such as an efficient NUMA memory allocator, developed on top of libnuma [1], to avoid bottleneck. We compare the performance of NUMASK with three state-of-the-art concurrent skip lists: Fraser [15], No Hotspot [8], and Rotating Skip List [12]. Performance shows up to 16x speed up for write workloads and improvements up to 40% in read-intensive workloads. In summary, NUMASK hits an important performance goal: in low-contention workloads, NUMASK adds no overhead to the high-performance concurrent data structures; and in high-contention workloads, NUMASK outperforms all other competitors and keeps scaling (we tested up to 160 threads) while other competitors stop earlier (at 64 threads in our experiments).

NUMASK is part of the core release of Synchrobench [17] available at https://github.com/gramoli/synchrobench.

2 Related Work

Many concurrent variants of the original sequential skip list [28] data structure have been proposed in the last decade. Some of them are blocking [6, 21, 19, 20], and others are non-blocking [14, 15, 8, 12]. Among the non-blocking designs, which often demonstrate improved performance over blocking designs [17], Fraser [15] proposed the use of a CAS primitive to create a non-blocking skip list. Crain et al. [8] proposed a contention friendly skip list, called No Hotspot, which serves as the foundation of our NUMASK design. The main innovation in No Hotspot is that it isolates bookkeeping operations (e.g., updating index levels) in a helper thread. The rotating skip list was proposed by Dick et al. [12] to further improve No Hotspot’s poor locality of references in order to reduce cache misses. However, none of the above designs is optimized for NUMA architectures and thus they all generate significant NUMA interconnect traffic.

Recent uses of skip lists include ordered maps, priority queues, heaps, and database indexes (e.g., [29]). The NUMASK design can be applied to these data structures, improving their performance through data and index layer separation when deployed in NUMA architectures. The impact of NUMA organization on the performance of software components (e.g. data structures and thread synchronization) is an important topic. Interestingly, the last decade saw the proposal of many NUMA-aware building blocks to improve application performance.
Examples include NUMA-aware lock implementations [11, 5], thread placement policy [23], and smart data arrays [27]. Although helpful, the applicability of these components in linked data structures is limited due to the memory organization required by data structures in order to implement their operations while preserving the asymptotic complexity.

Few specialized NUMA-aware techniques for data structures have been proposed [6, 4]. The most relevant to NUMASK is the method proposed by Calciu et al. [6], wherein data structures can be made NUMA aware. Using a technique called NR (Node Replication), replicas are created across NUMA zones. However, replica synchronization across zones forces significant NUMA interconnect traffic. In fact, since synchronous updates of the whole data structure (including the searching layer) are assumed, the authors needed a shared synchronization log to save and replay update operations on each replica of the data structure. Moreover, a read operation would wait for the replay of pending updates in order to guarantee its linearization. On the bright side, this approach is a general technique that applies to different data structure designs, whereas NUMASK can exploit specific optimizations because its goal is to provide a high-performance NUMA-aware skip list. In fact, NUMASK relaxes the need of synchronizing different index layer instances; thus, it does not suffer from the above overheads which impede scalability.

Brown et al. [4] proposed a simple design, effective in small-scale deployments, that maintains the entire index layer in a single NUMA zone. This solution’s pitfall is its limited parallelism. For operations to access NUMA-local memory addresses, either the application thread’s execution must be migrated to the processor attached to the desired NUMA zone, or the operation must be delegated to one or more serving threads in the target NUMA zone. This inherently limits parallelism to a single processor’s maximum computing capability. Our new design overcomes all the above limitations: all application and background threads operate primarily on NUMA-local memory and perform a negligible number of NUMA-remote accesses, eliminating the need for migration or delegation.

Orthogonal to our NUMASK approach, in [27, 25] partitioning techniques have been used for targeting the hardware organization of NUMA architectures to improve the performance of array representations [27] and in-memory transaction processing [25].

3 Terminology, NUMA & Linked Data Structures

In NUMA, each (multicore) CPU is physically connected to a partition of the whole memory available in the system, called a NUMA zone. A hardware interconnection exists between NUMA zones (the NUMA interconnection). The hardware provides applications (including the OS) with the abstraction of a single consistent global memory address space; therefore, threads can access the entire memory range in a manner that is oblivious to the NUMA zone in which each virtual address resides. However, this transparency comes with performance costs associated with having an interconnection between NUMA zones.

This interconnection has limited bandwidth, is slow to traverse, and saturates when many threads attempt to use it. Thus, if a thread executing on one CPU accesses a memory location stored in a NUMA zone physically connected with another CPU (called a remote NUMA zone hereafter), it incurs a latency that is significantly higher than the latency needed to access a memory location in the NUMA zone connected with the CPU where the thread executes (called local NUMA zone hereafter). In short, we use the term NUMA-local memory when the memory is in the local NUMA zone and the term NUMA-remote memory otherwise.

Linked data structures are particularly affected by the memory latency variation introduced by NUMA. This is because traversing the data structure through pointers can easily lead threads to access memory locations physically maintained in remote NUMA zones.
NUMA-aware memory allocation (e.g., libnuma [1], which is supported by most Operating System distributions) cannot eliminate this problem because even if threads allocate memory in their local NUMA zone, they might still need to traverse many other nodes to accomplish their operation, and these nodes might be added by threads running on remote NUMA zones.

4 NUMASK: A Concurrent Skip List Designed for NUMA

In this section we illustrate the design of NUMASK. In order to retain decades of high performance skip list results, NUMASK deploys a modular design that re-uses the fundamental operations of an existing concurrent skip-list and wraps these operations around a NUMA-aware architecture. The result is a data structure whose performance improves upon the selected concurrent skip list implementation when deployed on NUMA architectures. Another benefit of our modular design is that the correctness of the resulting NUMA-aware skip list is easy to prove since the wrapping architecture does not modify the core operations of the selected concurrent skip list implementation, which is assumed to be correct.

In the rest of the paper we will use the term base skip list to indicate an implementation of a skip list that is wrapped (and improved) by the NUMASK architecture. The base skip list is a concurrent skip list whose API are insert, remove, and contains operations, with their default signatures [20]. The only requirement we add to this concurrent skip list is that bookkeeping operations (e.g., updating the searching layers and physical removal of logically deleted nodes) are decoupled from the critical path of the data structure operations (i.e., insert/remove/contains) and executed lazily by a helper thread. It is worth noting that the features we require in the base skip list have been successfully deployed in many existing data structure implementations [18, 7, 12] and do not diminish the applicability of our proposal.

In this paper we use Crain et al.’s No Hotspot skip list [8] as the base skip list because it defines a helper thread responsible for updating the skip list, and it is one of the state-of-the-art concurrent skip list implementations (as studied in [17]). For completeness, it is worth mentioning that No Hotspot, and thus our NUMASK skip list implementation, is lock-free.

All skip list implementations share one key observation that motivates our design: elements in the data structure, representing the abstract state of the skip list, are reached through an index layer. This index layer is composed of metadata that does not belong to the abstract state of the data structure, and which is used to improve performance by minimizing the number of traversed nodes. Leveraging the above observation, we can split the memory space used by a skip list into a data layer, which stores the abstract state of the data structure, and an index layer, which includes the metadata exploited to reach the data layer. Figure 1a illustrates this separation.
Managing the data layer and index layer independently is the crucial intuition behind the NUMASK design, for it exploits the different consistency requirements they have to improve performance in NUMA architectures. None of the existing designs of NUMA-aware data structures, when applied to skip lists (e.g., [6]), accounts for such separation.

In a nutshell, in order to improve performance in NUMA architectures, the primary design choice of NUMASK is to create as many index layers as the number of NUMA zones in the system. These index layers are not updated immediately after successful insert/remove operations. Instead, they will be updated independently to avoid (unnecessary) synchronization and traffic on the NUMA interconnection. The ultimate goal of having NUMA-local index layers is to let operations on the data structure only access NUMA-local memory before reaching the data layer. Once there, the (probabilistic) logarithmic complexity of the skip list allows for the traversal of only few nodes in the data layer before finalizing the operation. We empirically demonstrate that traversing these few nodes (possibly NUMA-remote) does not have a significant impact on performance. NUMASK accomplishes the above goal by deploying the following design around a base skip list.

4.1 Per-NUMA zone index layers

In skip lists, most of the traversed nodes exist in the index layer; therefore, creating as many index layers as the number of NUMA zones allows application threads to perform mostly NUMA-local accesses. Given that the base skip list defers updates to the index layer to a helper thread, having multiple independent indexing layers entails the need of deploying the same amount of helper threads (one per NUMA zone) responsible for their management. Consequently, helper threads will also access NUMA-local memory.

4.2 Per-NUMA zone intermediate layers

Decisions on how to update the index layer usually depend upon the current composition of the data layer. That is why the aforementioned per-NUMA zone helper threads, responsible for updating each instance of the index layers, would have to traverse the data layer nodes in order to decide whether to apply certain modifications (e.g., increasing or lowering a level of a certain node in the data layer) or to leave the index layer instance unaltered. Since the traversed data layer nodes are not necessarily NUMA-local, this can produce excessive NUMA-remote accesses and generate significant traffic on the NUMA interconnection, which is the main source of performance degradation in NUMA.

Because in NUMASK we aim at eliminating any NUMA-remote accesses while updating the index layer instances, we create a NUMA-local view of the data layer, which we name the intermediate layer. Creating multiple intermediate layers, one per index layer instance, allows helper threads to fully operate on NUMA-local memory. Logically, the intermediate layer is placed in between the index layer and the data layer. With respect to the index layer, the intermediate layer has the same goal as the base skip list data layer, meaning it serves as a knowledge base for the helper thread(s) to update the index layer instance(s).

The peculiarity of the intermediate layer is that it need not be an exact replica of the data layer (e.g., it is enough to be eventually synchronized with the data layer). In fact, any inaccuracy in an index layer instance, which could happen due to a temporarily out-dated intermediate layer, affects only the skip list performance and not its correctness. This is the same rationale that led previous skip list designs [8, 12, 17] to lazily update the index layer. Relaxed constraints on the intermediate layer composition enable its NUMA distribution.
Figure 2 NUMASK deployed on a server with four sockets and four NUMA zones. The four instances of the index and intermediate layer are independent, and the data layer is scattered across available memory. The abstract state of the data structure contains the following keys: \{0;2;5;7;9\}.

In Figure 1b we show a simple example of NUMASK. Here the abstract state of the skip list is the same as Figure 1a; however, the intermediate layer has not been updated with the element with key 7. This is a plausible case in our design, meaning that the \textit{insert}(7) operation result has not yet been propagated to the intermediate layer. We can easily see that the index layer remains the same as the skip list in Figure 1a. The modifications made by \textit{insert}(7) will eventually be propagated to the intermediate layer using a technique (shown below) that does not increase the duration of the actual data structure operation.

4.3 Propagation of Data Layer Modifications.

The intermediate layer instances need to be periodically updated to reflect the content of the data layer. A naïve way to do this follows: at the end of each update operation (i.e., insert/delete), necessary information is stored in an intermediary data structure (e.g., a queue), and each per-NUMA helper thread later loads this information and updates its local intermediate layer. However, this naïve approach leads to one major drawback: it requires synchronization and memory allocation overhead on the data structure's critical path.

To remove this overhead from the application threads, NUMASK assigns a new helper thread the task of updating the intermediate layer instances. This thread operates at predefined intervals and iterates over the data layer. Every time it finds a node that has been modified (i.e., inserted or logically removed), it propagates this modification to all instances.

It is worth noting that this new helper thread does generate traffic on the NUMA-interconnection. However, the impact of this traffic on the data structure performance is minimal given that it does not operate frequently. Also, thanks to our optimizations in the index layers, the number of NUMA-remote accesses is already low (<15% in our experiments). Thus, the NUMA-interconnection is expected not to be saturated; therefore, this helper thread will not cause significant delay.

4.4 Example of NUMASK deployment

In Figure 2 we deployed NUMASK on a server with 4 processor sockets and 4 NUMA zones. In the example, the abstract state of the skip list is \{0;2;5;7;9\}. By looking at the data layer we assume that the elements 0 and 2 have been inserted by an application thread executing...
on CPU1, element 5 by a thread on CPU3, and so on. Each NUMA zone has its own intermediate and index layer instance. The composition of the different intermediate layer instances is different because the data layer modifications are not propagated at the same time to all intermediate later instances. For example, in the figure the element 6 has been removed, but the intermediate layer of NUMA zone 3 still has not applied this modification. Also, in the figure the four index layer instances differ from each other since helper threads work independently and do not proceed synchronously.

4.5 Design Trade-offs

The design of NUMASK presents different trade-offs with respect to the space and time needed to handle its index and intermediate layers, including tuning the configuration associated with the deployed helper threads. These trade-offs are briefly discussed below.

NUMASK introduces space overhead due to the presence of multiple instances of both index layer and intermediate layer. This overhead is proportional to the number of NUMA zones in the system; however it does not increase with the number of application threads. Moreover, as we will detail later, the synchronization overhead to maintain (i.e., traverse and update) this extra space is limited. Finally, it is important to note that, in cases where space utilization is crucial, some optimization can be added to NUMASK to control such utilization. For example, a probabilistic policy can be added to the data layer propagation process. This policy might aim at selecting only some operation made by application threads, rather than all, to be propagated to the different intermediate layer instances.

Another trade off involves the helper threads frequency of operation. Tuning the backoff time after each iteration of the helper threads might affect the overall performance of NUMASK. One viable solution towards a configuration that is effective in multiple scenarios is to use an adaptive technique, similar to the one adopted in [18], in which the application workload is monitored and backoff time is adjusted accordingly.

5 NUMASK: Protocol Details

In this section we show the algorithmic details of NUMASK. The pseudo-code describing NUMASK is reported in Algorithms 2 and 3. To clarify the presentation, we abstract a base skip list in Algorithm 1. By leveraging this abstraction, we can avoid listing the details of core operations on the skip list (i.e., traversal, modification to data and index layer, logical and physical removal of elements) and focus on our NUMA-aware modifications. Algorithms 2 and 3 include calls to procedures defined in Algorithm 1. All the low-level details of our implementation are public and available in Synchrobench.

Algorithm 1 abstracts the base skip list as two procedures: Base-Operation and Base-Helper. Base-Operation is the handler for the three different types of data structure operations, namely insert, remove, and contains. Each of these operations is split into Base-Traversal and Base-DoOperation sub-procedures. The former traverses the index layer and returns a pointer to some data layer node where the operation should act. The latter works entirely on the data layer and applies the invoked operation (e.g., if the operation is an insert, the node is physically inserted in the data layer). Base-Helper periodically calls Base-UpdateIndex for updating the skip list index layer and performing physical removals.

As mentioned before, in our experiments we selected No Hotspot as the underlying base skip list implementation. The details of how No Hotspot implements Base-Traversal, Base-DoOperation, and Base-UpdateIndex can be found in [8].
Algorithm 1 Abstract Base Skip List.
1: Global Variable: indexSen  
   \(\triangleright\) indexSen = sentinel node of index layer
2: procedure Base-Operation(Type t, Element el)  
   \(\triangleright\) t = Insert/Remove/Contains
3: Node n = Base-Traversal(indexSen,el.key);  
   \(\triangleright\) n is the node with the closest key value less than or equal to the desired node
4: boolean res = Base-DoOperation(t,el,n);
5: return res;
6: end procedure

7: procedure Base-Helper(Node s)
8:  while true do
9:   Base-UpdateIndex(s);  
   \(\triangleright\) This procedure updates the index layer starting from the sentinel node s
10:  end while
11: end procedure

5.1 NUMASK: Data Structure Operations

NUMASK’s Insert, Remove, and Contains operations (Algorithm 2) can be summarized in the following steps: i) each operation traverses the local index layer instance until it retrieves a pointer to a node in the local intermediate layer; ii) this intermediate layer node is used as an indirection to reach a pointer to a data layer node; iii) this pointer is then used to perform the actual operation on the data layer. Importantly, the operations terminate right after updating the data layer, since all further updates in both intermediate and index layers are delegated to the helper threads (as detailed in the next two subsections).

The details of Algorithm 2 are as follows. In typical skip lists, index layer traversal starts from a known sentinel node. In NUMASK, each NUMA zone has its own index layer instance and therefore its own sentinel node as well (Algorithm 2:2). When a NUMASK traversal is invoked (Algorithm 2:18), the local thread starts from the sentinel node of the local NUMA zone. From this point, all memory accesses of NUMASK_Traversal will be NUMA-local. The traversal operates similar to that of the base skip list: it moves to a node on its right in the same level (using the next field) as long as its key is less than or equal to the target key (say \(k\)), and it moves to the next lower index level (using the down field) otherwise. If there is no lower index level to traverse, the traversal exits by returning the pointer to the node in the intermediate layer. Each node in the intermediate layer has a (down) pointer to its respective data layer node, from which Base-DoOperation can begin.

Base-DoOperation operates similar to the base skip list: The data layer is traversed from the pointer reached by the intermediate layer node until either a node with a greater key is found or the list ends. After that, the operation completes based on its type. If it is a contains operation, it checks whether the node’s key matches \(k\) or not. The insert and remove operations use Compare-And-Swap for non-blocking updates (details of how No Hotspot, and thus NUMASK, accomplishes that can be found in [8]).

An important task assigned to NUMASK_DoOperation is to update the node’s status field upon a successful write operation. Setting this field to 1 (respectively 2) indicates to helper threads that the node is newly inserted (respectively removed), and this insertion (respectively removal) is not yet propagated to the intermediate and index layers. To simplify the pseudo-code, we exclude this assignment of the status field, replacing it with a comment in Algorithm 2:23.
Algorithm 2 NUMASK: Skip List Operations.

1: Global Variable:
2: Node indexSents[MaxNumaZones] ▷ Array of index layer sentinel nodes, one per NUMA zone
3: Node interSents[MaxNumaZones] ▷ Array of intermediate layer sentinel nodes, one per NUMA zone
4: Node dataSent ▷ data layer sentinel node
5: Queue update-queues[MaxNumaZones] ▷ Queue utilized for updating the MaxNumaZones intermediate layers
6: Node: a struct with fields
7: next ▷ Pointer to next node in the list
8: down ▷ Pointer to the node in the level below
9: status ▷ Up to date = 0, recently added = 1, recently removed = 2
10: level ▷ The height of the tallest tower in the index layer
11: deleted ▷ Indicates if node is logically deleted

12: procedure NUMASK_Operation(Type t, Element el)
13: Node intermediate_node = NUMASK_Traversal(getCurrentNUMAZone(), el.key);
14: Node data_node = intermediate_node.down;
15: boolean result = NUMASK_DoOperation(t, el, data_node);
16: return result;
17: end procedure

18: procedure NUMASK_Traversal(int zone, Key k) ▷ This procedure traverses the index layer associated with the local NUMA zone and returns a node in the intermediate layer
19: Node n = Base-Traversal(indexSents[zone], k);
20: return n
21: end procedure

22: procedure NUMASK_DoOperation(Type t, Element el, Node n)
23: boolean result = Base-DoOperation(t, el, n); ▷ If successful, DoOperation sets the altered node’s status
24: return result;
25: end procedure

5.2 Data-Layer-Helper

In NUMASK, we create a single Data-Layer-Helper thread that periodically traverses the data layer in order to accomplish two objectives: i) it is responsible for feeding the different intermediate layer instances with the results of successful update operations on the data layer, and ii) it attempts to physically remove any logically-deleted nodes of the data layer.

In order to accomplish i), the NUMASK design provides each intermediate layer instance with a single-producer/single-consumer queue (Algorithm 2: 5). As a consequence of this decision, there are as many queues as NUMA zones in NUMASK. The producer for all the queues is the same: the Data-Layer-Helper thread; while each queue has a different consumer: the Per-NUMA-Helper thread running in the queue’s NUMA zone (detailed in the next subsection). We implemented these queues similar to the Vyukov SPSC queue [30].

The above queues are used to synchronize the data layer with intermediate layers as follows: when the Data-Layer-Helper thread traverses the data layer, each node’s status field is checked to see if it is nonzero (which means it was recently inserted/removed); if so, it is added to the queue of each NUMA zone (Algorithm 3: 6) and its status field is reset to zero (to indicate that it is now up to date).
Algorithm 3 NUMASK: Updating Metadata.

1: procedure DATA-LAYER-HELPER  \(\triangleright\) This procedure propagates recently altered nodes to intermediate layers
2:    while true do
3:        Node curr = dataSent.next;
4:        while curr != NULL do
5:            if curr.status != 0 then
6:                Add-Job-To-Queues(curr);
7:                curr.status = 0;
8:            else
9:                if curr.level == 0 && curr.deleted then \(\triangleright\) If curr is logically deleted and there is no tower above it in any index layer
10:                   remove(curr);
11:            end if
12:        end if
13:        curr = curr.next;
14:    end while
15:  end procedure

16: procedure Per-NUMA-HELPER(int local_zone)
17:    while true do
18:        Update-Intermediate-Layer(local_zone);
19:        Base-UpdateIndex(interSents[local_zone]); \(\triangleright\) UpdateIndex is assumed to update the level field of nodes in the data and intermediate layer, when needed
20:    end while
21:  end procedure

22: procedure Add-Job-To-Queues(Node node)
23:    for i = 0 to MaxNumaZones do
24:        update-queues[i].push(node);
25:    end for
26:  end procedure

27: procedure Update-Intermediate-Layer(int z) \(\triangleright\) This function updates the intermediate layer of zone z.
28:    Node sentinel = indexSents[z];
29:    while update-queues[z] is not empty do
30:        Node updatedNode = update-queue[z].pop();
31:        Node intermediate_node = NUMASK_Traversal(sentinel, updatedNode.key);
32:        if updatedNode.status == 1 then
33:            Node local-node = NUMA_alloc(updatedNode); \(\triangleright\) NUMA-aware memory allocator
34:            NUMASK_Operation(INSERT, local-node, intermediate_node);
35:        else
36:            NUMASK_Operation(REMOVE, updatedNode, intermediate_node);
37:        end if
38:    end while
39:  end procedure
In order to accomplish ii), the algorithm checks each node to see if it is logically deleted. If so, then it becomes a candidate to be physically removed. As in No Hotspot (as well as other concurrent skip lists), unlinking a node from the data layer can be done only if no tower above it is present in the index layer. However, since NUMASK deploys multiple index layer instances, the condition for physically removing one node is that no tower above it is present in any index layer instance. Verifying this condition is simple: each node in the data layer has a field named level. If the traversed node’s level equals zero and it is logically deleted (Algorithm 3: 9), then the Data-Layer-Helper will proceed with its physical removal. In the next subsection we discuss how to update this level field.

By offloading the above two operations to a dedicated thread, the critical path of the application (NUMASK_Operation) is minimized. Note that populating the queues, which is required to update the intermediate layers (and therefore the index layers), entails an additional memory allocation overhead. This memory allocation could have been a dominant cost in the operation’s critical path if we did not offload it to a separate helper thread.

A positive side effect of our dedicated Data-Layer-Helper thread is that while the thread traverses the data layer, it reloads the cache of the processor on which it is executing, which increases cache hits for application threads that access the data layer. We exploit this idea further by rotating iterations of the Data-Layer-Helper thread between different NUMA zones. This way, caches in different NUMA zones (especially the L3 caches) are evenly refreshed. This process of refreshing caches is particularly effective when the data structure is not large; otherwise the number of elements evicted from cache might be large.

5.3 Per-NUMA-Helper

The role of Per-NUMA-Helper is to keep the index and intermediate layer of one NUMA zone updated. Consequently, NUMASK deploys one Per-NUMA-Helper thread per NUMA zone. Each iteration of the Per-NUMA-Helper thread performs two steps. First, it updates the local intermediate layer using the information contained in the queue of its NUMA zone (Algorithm 3:28). Second, it applies any needed modification to the local index layer.

The Update-Intermediate-Layer procedure (Algorithm 3:28) is responsible for achieving the first step. In this procedure, the Per-NUMA-Helper thread fetches jobs from the queue in the local NUMA zone and applies them to the local intermediate layer. To do that, Per-NUMA-Helper calls NUMASK-Traversal to reach the interested location of the local intermediate layer in logarithmic time. After that, the intermediate layer instance is updated by simply calling NUMASK-Operation using the intermediate node pointer returned by NUMASK-Traversal.

A critical low-level operation that happens during the Update-Intermediate-Layer procedure is the memory allocation of new nodes to be added to the local intermediate layer (Algorithm 3:34). It is required for all memory allocations by each Per-NUMA-Helper thread to be NUMA-local. Otherwise subsequent invocations of NUMASK-Traversal are not guaranteed to access entirely NUMA-local memory. In this regard, we tested multiple thread-local [2, 13] and NUMA-aware [1] allocators, but their overhead slowed performance. To deal with this problem, we developed a simple NUMA-aware memory allocator to serve memory allocation requests from Per-NUMA-Helper (see Section 6 for more details).

Once the local intermediate layer is updated, the procedure Base-UpdateIndex is called to update the index layer. In our implementation, inspired by No Hotspot, this procedure handles the raising and lowering of towers based on the composition of the intermediate layer, and it also handles removing any logically deleted nodes. First, the helper thread iterates over the intermediate layer, physically removing any nodes marked for deletion without any towers above (similar to what is done to the data layer nodes in Data-Layer-Helper). After that and if necessary, towers are raised or lowered to maintain the logarithmic complexity.
of the index layer traversals. When a tower is entirely removed in an index layer instance, the Per-NUMA-Helper thread accesses the linked node to the data layer and decrements its level field. Although changing the status field in such cases entails a NUMA-remote access, it is not a frequent operation, and thus it has a negligible impact on performance.

5.4 Correctness Arguments

One of the advantages of NUMASK’s design is its ability to reuse already-implemented basic operations to manipulate the data (and not metadata) of the data structure. None of our modifications needs to address how to insert or remove a node in the skip list data layer. Even the basic skip list traversal need not be modified.

Such a design makes it possible to integrate the NUMASK approach into other skip list implementations without affecting the overall correctness. This is noticeable by looking at how in Algorithms 2 and 3 we invoke procedures from Algorithm 1. In summary, if the base skip list is correct, then NUMASK will preserve such correctness.

6 NUMASK Optimization

Custom NUMA-aware Memory Allocator. NUMASK requires a mechanism to allocate memory in a thread’s local NUMA zone. Without this, the proposed architecture would not be beneficial, as application and helper threads would frequently access NUMA-remote memory. Existing NUMA-aware memory allocators (e.g., libnuma) repeatedly interact with the operating system in order to retrieve NUMA-local memory. These interactions introduce a noticeable latency. After trying other memory allocators (e.g., [2, 13]), we decided to address our problem by developing a custom linear allocator to support the NUMASK design. To the best of our knowledge, this is the fastest design for memory allocation that fits our software architecture; it is simple yet effective.

Our NUMA allocator is used to serve allocation requests produced by Per-NUMA-Helper, therefore we deploy as many instances of our allocator as the number of Per-NUMA-Helper threads. Importantly, each of these allocator instances serves only one Per-NUMA-Helper thread; therefore, each allocator instance can be sequential (not concurrent).

A linear (or monotonic) allocator consists of a fixed-size memory buffer allocated upon initialization and an internal offset to the beginning of the buffer’s free space. Allocation requests increment the buffer offset by the size of the request and return the old value; thus requests are served in constant time without overhead, making the allocator fast.

Our allocator consists of a basic linear allocator plus three additions to fit our needs. The first addition is to allow the allocator to allocate new buffers (linear allocators usually do not reallocate memory). The second addition is to allocate the buffer in a specific NUMA zone, so that all the returned memory addresses reside in the same NUMA zone. With that, intermediate and index layers are formed of NUMA-local memory.

The final addition to our allocator deals with request alignment. Since the allocator is only used to create index and intermediate nodes, and their sizes are less than and greater than a half cache line, respectively, the requests are automatically aligned to either a half or whole cache line. The allocator keeps track of the previous request’s alignment internally and aligns the current request based on the previous alignment and the size of the current request. This internal bookkeeping allows the allocator to fit two index nodes in a cache line, which in turn results in faster index traversal, for two nodes in the same cache line will likely be near each other in the index layer, thus reducing necessary memory accesses.
Figure 3 details how the allocator aligns requests in different scenarios. The example begins in Figure 3a; the previous two requests resulted in a whole cache-line alignment and a half cache-line alignment. Depending on the next request, the allocator could result in two separate layouts. If the next request is an index node (size less than half a cache-line), the allocator can squeeze it in the half cache-line free space. Figure 3b shows the result in this case. However, if an intermediate node is the next memory allocation, the allocator will move the offset to the beginning of the next cache-line to keep the intermediate node from spilling over two cache lines. Figure 3c depicts this. Note that the free space skipped over in Figure 3c will not be used.

Avoiding Synchronization When Updating Intermediate Layer. In Section 5.3, we discussed how each Per-NUMA-Helper thread updates the local intermediate layer. In the pseudo-code we do that by invoking `NUMASK-Operation`, which uses synchronization primitives, since it is the same function used by application threads to operate on the data layer. This task can be changed to let Per-NUMA-Helper modify the intermediate layer without any atomic operations as follows. In order to make updates on an intermediate layer instance synchronization-free, we need to disallow `NUMASK_Operation` from using the intermediate layer to access the data layer (see Algorithm 2:14). To do so, in our implementation we store the pointer to the data layer directly in the index nodes so that application threads never need to access the intermediate layer.

7 Evaluation

We implemented NUMASK in C++, and integrated it into Synchrobench [17], a benchmark suite for concurrent data structures. In addition to providing a common software architecture to configure and test different data structure implementations, Synchrobench already implements many state-of-the-art high performance solutions that we used to compare against NUMASK. Specifically, we selected three concurrent skip list implementations: No Hotspot [8], Fraser [15], and Rotating skip list [12]. We also included a sequential skip list implementation [17]. As specified earlier in the paper, NUMASK has been built using No Hotspot as a base skip list implementation for two reasons: it is among the fastest concurrent skip lists of which we are aware, and it alleviates contention by deferring index layer updates.

Our testbed consists of a server with 4 Intel Xeon Platinum 8160 processors (2.1GHz, 24/48 cores/threads per CPU). The machine provides 192 hardware threads. There are 4 sockets hosting the 4 processors, via 4 NUMA zones (one per socket), and 768 GB of memory. In our experiments we ran up to 160 application threads (the actual number of executing threads is higher because of the helper threads used by each competitor) to leave enough resources to the operating system to execute without creating bottlenecks. In our experiments we distribute application threads evenly across NUMA zones.

The workloads we use to test competitors perform insert/remove/contains operations. Note that in order to keep the size of the data structure consistent, during removal the application attempts to pick elements that have previously been inserted successfully. Each
test has a warm-up phase where the skip list is populated and the index is built. This phase is also used to fill out L1/L2/L3 caches. After that, the application runs for 10 seconds while collecting statistics. In the experiments we use a range of key elements that is twice the data structure size; and all elements have integer keys. All results are averages of five test runs.

Before showing the throughput of all competitors, we report two plots that summarize the advantages of NUMASK over the base skip list, which is No Hotspot in our case. Figure 4 demonstrates the speedup of NUMASK over No Hotspot by varying the initial size of the data structure, in the range 64 to 1M elements. To improve clarity, a line is drawn to show when speedup equals 1. We test different percentages of update operations and we record the value for the best performance among all thread ranges. Although for clarity we cannot include the number of threads corresponding to each data point in the plot, it is worth noting that, in our evaluation settings, NUMASK is most effective when the number of threads exceeds 64, as it will be clear analyzing Figure 6. As a result, for all data points in Figure 4, the number of application threads is always in the range of 64 to 160.

NUMASK’s speedup grows significantly when the data structure size decreases. This is mostly due to its capability of exploiting NUMA-local accesses and leveraging cache locality. In fact, with sizes less than 10k elements, most of the data structure will likely fit in processors’ caches, but the presence of updates forces frequent cache refreshing. This refreshing requires loading memory locations from main memory. In No Hotspot, this is likely to be in a remote NUMA zone given that the machine has 4 NUMA zones. However, NUMASK was designed to keep most of the needed memory locations in the local NUMA zone. This is also confirmed by the result using 0% updates; here the speed up is significantly less than in write-intensive workloads because both competitors can benefit from cache locality. Considering 50% updates and 128 elements NUMASK is 11x faster than No Hotspot; and at 100K elements NUMASK is 27% faster. Interestingly, the plots in Figures 6g-6i, meaning when the data structure size is set at 100k, show how NUMASK’s performance does not degrade with respect to competitors. In these cases, the most dominant cost for all is poor cache locality, which brings down performance.

Figure 5 shows the key reason for the performance improvement of NUMASK: its NUMA-local accesses. To collect statistics, we monitored memory accesses performed by application threads and contrasted the application thread’s local NUMA zone with the NUMA zone in which the memory location resides. Here the initial size of the data structure is 100K, and we configured the system to run with 4 and 128 application threads. No Hotspot hovers around 25%, which is the immediate consequence of having uniform distribution of data structure accesses and 4 NUMA zones; NUMASK is around 90% because of its NUMA-aware
Figure 5 NUMA-local accesses in NUMASK and No Hotspot using \{4,128\} application threads.

Figure 6 Throughput of NUMASK against other skip list implementations varying data structure size and the percentage of update operations. Throughput is in Millions operations per second.
design. An observation that is not shown in the plots is that the percentage of NUMA-local accesses for the Per-NUMA-Helper threads is consistently slightly lower than 100% (recall that each Per-NUMA-Helper can occasionally access some NUMA-remote location as detailed in Section 5.3).

Figure 6 shows the throughput of NUMASK against the Fraser, Rotating, and No Hotspot skip lists by varying the number of application threads, data structure size, and percentage of update operations. Throughput is measured in millions of operations successfully completed per second. A specially relevant case is the one where the data structure is 1K elements. In the read-intensive scenario, all competitors scale well except for Fraser, with NUMASK demonstrating the highest performance. With 50% and 80% of updates, all competitors stop scaling beyond 64 threads while NUMASK continues scaling, hitting the remarkable performance of 300 million operations per second with 50% updates. In this configuration, at 160 threads NUMASK outperforms rotating skiplist and No Hotspot by 2x.

Reducing the data structure size improves the gap between NUMASK and the other competitors. This is reasonable since our NUMA design avoids synchronization across NUMA zones, which would generate many NUMA-remote accesses.

At 100k element size, the gaps among competitors is reduced. Still, NUMASK is the fastest at 50% updates and 160 threads by gaining 10% over Rotating and 27% over No Hotspot. As mentioned before and confirmed by the analysis of the cache hits/misses, the dominant cost here is repeatedly loading new elements into the cache. This cost obfuscates the effort in improving performance made by NUMASK’s design. No Hotspot’s performance evaluation also discusses similar findings with large data structure sizes.

8 Conclusion

In this paper we presented NUMASK, a high-performance concurrent skip list that uses a combination of distributed design and eventual synchronization to improve performance in NUMA architectures. Our evaluation study shows unquestionably high throughput and remarkable speedups: up to 16x in write-intensive workloads and in the presence of contention.
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