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Abstract
A shared channel, also called multiple-access channel, is one of the fundamental communication models. Autonomous entities communicate over a shared medium, and one of the main challenges is how to efficiently resolve collisions occurring when more than one entity attempts to access the channel at the same time. In this work we explore the impact of asynchrony, knowledge (or linear estimate) of the number of contenders, and acknowledgments, on both latency and channel utilization for the Contention resolution problem with non-adaptive deterministic algorithms.
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1 Introduction
The formal model that is taken as the basis for theoretical studies is defined as follows, cf. the surveys by Gallager [9] and Chlebus [4] and the recent works [5, 7, 8]. A set of \( k \) stations, also called nodes, are connected to the same transmission medium (called a shared channel) and can communicate by transmitting and receiving messages on the shared channel in synchronous rounds. The stations have distinct ids in the range \( [N] = \{0, 1, \ldots, N - 1\} \). A contention resolution algorithm is a distributed algorithm that schedules the transmissions for each of the \( k \) stations possessing a packet, guaranteeing that every station eventually transmits individually (i.e., without interfering with other stations) on the channel.

All the literature on this problem (with the exception of recent papers [3, 7, 8]) either assumed the (simplified) static situation in which the \( k \) stations are all activated at the very beginning (and therefore start simultaneously their transmitting schedules) [1, 11, 12, 13] or that the activation times are restricted to statistical or adversarial-queuing models [2, 6, 10]. In the dynamic scenario, considered in this paper, Bender et al. [3] gave a very efficient randomized adaptive algorithm with collision detection. In contrast, our work deals with deterministic non-adaptive algorithms, i.e., protocols that are not using any channel feedback.

Inspired by the inherently decentralized nature of the multiple access model, and adopting the model from [8] developed in the context of randomized solutions, in this paper we focus on a more general dynamic scenario, in which the stations with packets could get awake (i.e., start their local executions) in arbitrary times, i.e., the sequence of activation times, also called a wake-up schedule, is totally determined by a worst-case adversary. This scenario,
also called asynchronous, reflects the more realistic situation in which the stations are geographically far apart or totally independent (from themselves and/or from the scheduler which injects packets to the underlying communication protocol), and consequently each activation time is locally determined and cannot be known or predicted.

Although the communication is in synchronous rounds, we assume no global clock and no system-based synchronization: each station starts its local clock in the round when it wakes up, without knowing anything about the round numbers of other stations’ clock. In the static model there is no distinction between the model with a global clock and that without it. Indeed, one can assume that a global clock is always available in the latter: all stations start simultaneously and therefore their clocks, will always tick the same rounds. In this sense, the dynamic model considered in this work is more general and challenging than the static one.

We measure the efficiency of a station in terms of its latency, i.e., the number of rounds necessary for the station to transmit its packet successfully, measured since its activation time. The complexity of an algorithm, called an algorithm latency (or simply a latency if it is understood from the context) is defined as the maximum latency over all awaken stations. A channel utilization, sometimes called a throughput, is defined as the worst-case ratio between the contention size $k$ (which corresponds to the absolute minimum number of rounds needed for all the awaken stations to transmit successfully to the channel) and the algorithm latency.

\section{Our contribution}

Our first result shows that if the number of contenders $k$ (or a linear upper bound of it) is known and the stations switch-off after the acknowledgment of their successful transmissions, the channel admits efficient solutions: there exists a deterministic non-adaptive distributed algorithm working in $O(k \log k \log N)$ time. This is close to the known lower bound $\Omega(k \log(N/k))$. In terms of channel utilization, the algorithm achieves throughput $\Omega(1/(\log k \log N))$, which is close to the upper bound $O(1/\log(N/k))$.

In a nutshell, we first generate a randomized schedule that succeeds with very high probability and then we use the probabilistic method to show that a schedule allowing every station to transmit must exist. Since we know $k$, the schedule for any station can be organized in such a way that we start with a probability of transmission $O(1/k)$ and double it every $O(k \log N)$ rounds until the station transmits with constant probability. For any fixed station $v$, the rounds $t$ at which $v$ has a good (constant) probability of successfully transmission are those with the sum of all transmission probabilities at $t$ being a constant. The main challenge is to show that there are sufficiently many rounds with such a favorable property, in order to get a sufficiently high probability of short latency allowing derandomization.

In the same settings but when $k$ is unknown, we show an $\Omega(k^2/\log k)$ lower bound, which points out that the ignorance of contention $k$ makes the channel nearly quadratically less efficient, even if the stations could switch-off after acknowledgments. In very broad terms, the proof is organized as follows. We start by defining a randomly generated wake-up pattern for the $k$ stations. Then we prove that in such a (worst-case) random pattern no station is able to successfully transmit after $\Omega(k^2/\log k)$ rounds with a high probability. The probabilistic method is finally used to show that such a wake-up pattern exists.

In our final result we nearly match the above mentioned complexity (for unknown $k$) by presenting an upper bound of $O(k^2 \log N)$, which is achieved even if acknowledgments are not provided. In terms of channel utilization, the algorithm achieves throughput $\Omega(1/(k \log N))$, which is close to the upper bound $O((\log k)/k)$. The high level approach follows the lines of the first result. Here the additional challenge is the ignorance of parameter $k$, which
complicates the design of the random schedule. In particular, in this case the transmission probabilities cannot depend on the unknown $k$. Thus, we let them start from a constant value and decrease (contrary to what we did when $k$ was known). One of the main issues is the right choice of the decrease factor. On one hand it should be relatively fast in order to guarantee the sought latency. On the other hand, it cannot be too fast since avoiding collisions becomes harder in absence of switch-off’s (due to no acknowledgements). We found out that starting from a constant probability and decreasing it every $O((\ln N)/j)$ rounds from $1/\sqrt{j}$ to $1/\sqrt{j+1}$ for $j = 4, 5, 6, \ldots$, allows us to balance both challenges.

Surprisingly, our results imply that the knowledge of the contention size has an exponential impact on the deterministic utilization of an asynchronous channel, while it is known that for synchronized channels this feature does not influence asymptotically the channel utilization. The second implication concerns the impact of acknowledgments – our results exponentially improve deterministic channel utilization if (some estimate of) $k$ is known, unlike the case of randomized algorithms where the corresponding improvement is only polynomial.
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