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Abstract
In situ visualization, i.e., visualizing simulation data as it is generated, is an emerging processing
paradigm in response to trends in the area of high-performance computing. This paradigm holds
great promise in its ability to access increased spatio-temporal resolution and leverage extensive
computational power. However, the paradigm is also widely viewed as limiting when it comes to
exploration-oriented use cases and further will require visualization systems to become more and
more complicated and constrained. Additionally, there are many open research topics with in
situ visualization. The Dagstuhl seminar 18271 “In Situ Visualization for Computational Science”
brought together researchers and practitioners from three communities (computational science,
high-performance computing, and scientific visualization) to share interesting findings, to identify
lines of open research, and to determine a medium-term research agenda that addresses the most
pressing problems. This report summarizes the outcomes and findings of the seminar.
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1 Executive Summary
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The workshop identified ten challenges for in situ processing that require significant research.
These challenges were identified by spending the first day of the workshop with participants
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2 18271 – In Situ Visualization for Computational Science

giving short presentations on their experiences with in situ processing, with a special focus on
unsolved problems. The participant perspectives were then organized into the ten research
challenges. Over the following days, sub-groups discussed each of the ten challenges and then
presented the key points of their discussions to the group and received feedback. Shortly
after the workshop, the leaders of each sub-group wrote summaries for its associated research
challenge; these summaries are the basis of this report.

The ten challenges identified by our participants were:
Data quality and reduction, i.e., reducing data in situ and then exploring it post hoc, which
is likely the form that will enable exploration of large data sets on future supercomputers.
Workflow specification, i.e., how to specify the composition of different tools and applica-
tions to facilitate the in situ discovery process.
Workflow execution, i.e., how to efficiently execute specified workflows, including workflows
that are very complex.
Exascale systems, which will have billion-way concurrency and disks that are slow relative
to their ability to generate data.
Algorithmic challenges, i.e., algorithms will need to integrate into in situ ecosystems and
still perform efficiently.
Use cases beyond exploratory analysis, i.e., ensembles for uncertainty quantification and
decision optimization, computational steering, incorporation of other data sources, etc.
Exascale data, i.e., the data produced by simulations on exascale machines will, in many
cases, be fundamentally different than that of previous machines.
Cost models, which can be used to predict performance before executing an algorithm
and thus be used to optimize performance overall.
The convergence of HPC and Big Data for visualization and analysis, i.e., how can
developments in one field, such as machine learning for Big Data, be used to accelerate
techniques in the other?
Software complexity, heterogeneity, and user-facing issues, i.e., the challenges that prevent
user adoption of in situ techniques because in situ software is complex, computational
resources are complex, etc.

From group discussion, two other important topics emerged that do not directly lead to open
research questions, but rather are concerned with effective organization of the often highly
interdisciplinary research into in situ techniques. To address these, two panels were held
to facilitate effective discussion. Finally, the workshop featured technical presentations by
participants on recent results related to in situ visualization.
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3 Overview of Talks

3.1 A Simple (?) Computational Monitoring Workflow
Andrew Bauer (Kitware – Clifton Park, US, andy.bauer@kitware.com)

License Creative Commons BY 3.0 Unported license
© Andrew Bauer

The complexities of in situ processing can be daunting initially for both users and developers.
In this presentation we demonstrate that much of the complexity of using ParaView for
computational monitoring can be hidden from the user such that the user experience is very
similar to using ParaView in a post hoc fashion. This is done by using the tools for remote
connections that many scientists that work on HPC-sized problems will likely be familiar
with. This remote connection mechanism available through the ParaView GUI launches both
the ParaView Catalyst linked simulation and ParaView’s pvserver executable and lets them
know how to communicate with each other. Additionally, the tools automatically connect
the ParaView GUI to pvserver for a fully connected in situ system.

3.2 The In Situ Terminology Project
Hank Childs (University of Oregon – Eugene, US, hank@uoregon.edu)

License Creative Commons BY 3.0 Unported license
© Hank Childs

The term “in situ processing” has evolved over the last decade to mean both a specific
strategy for processing data and an umbrella term for a processing paradigm. The resulting
confusion makes it difficult for visualization and analysis scientists to communicate with each
other and with their stakeholders. To address this problem, a group of approximately fifty
experts convened with the goal of standardizing terminology. This presentation summarizes
their findings and proposes a new terminology for describing in situ systems. An important
finding from this group was that in situ systems can be described via multiple, distinct axes:
integration type, proximity, access, division of execution, operation controls, and output type.
This paper discusses these axes, evaluates existing systems within the axes, and explores
how currently used terms relate to the axes.

3.3 Reduced Representation Tradeoffs, Dynamic Prediction and
Adjustment

Steffen Frey (Universität Stuttgart, DE, steffen.frey@visus.uni-stuttgart.de)

License Creative Commons BY 3.0 Unported license
© Steffen Frey

Reduced representations for in situ visualization often exhibit tradeoffs between different
quantities of interest, including data size, generation time, quality/accuracy, etc. These
tradeoffs are steered via parameters, and can be adjusted dynamically during the execution
to account for the variability in the data and the simulation process. The basis for informed
adjustments are prediction models that estimate the impact of parameters on quantities of
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interest. In the talk, first Volumetric Depth Images (a reduced representation for volume
data) and the involved tradeoffs are presented. Second, different approaches for online
prediction and balancing from related visualization scenarios are outlined, and finally open
research questions to bring these two parts together for in situ visualized are discussed.

3.4 Ascent: A Fly-Weight In Situ Visualization Framework
Matthew Larsen (Lawrence Livermore National Laboratory, US, larsen30@llnl.gov)

License Creative Commons BY 3.0 Unported license
© Matthew Larsen

A key trend in contemporary HPC hardware development is an increasing spread between
compute performance on the one hand and I/O bandwidth and available system memory on
the other. In this setting, classical post hoc analysis quickly become infeasible. With respect
to these constraints, in situ strategies, which process data as it is being generated – thereby
avoiding the I/O constraints – are widely regarded a necessity. However, in situ visualization
presents a multitude of challenges and questions, including efficient execution on a variety
of HPC infrastructures; dealing with unconventional data structures, particularly higher
order elements; and making state of the art in situ methods readily accessible. To this end,
Ascent is an in situ scientific visualization infrastructure for HPC physics simulation codes
being developed as part of the US Department of Engergy’s Exascale Computing Project
(ECP). The infrastructure is designed for leading-edge supercomputers, and has support
for both distributed- memory and shared-memory parallelism. It can take advantage of
computing power on both conventional CPU architectures and on many-core architectures
(e.g., NVIDIA GPUs or the Intel Xeon Phi). In addition to scientific visualization, Ascent
also serves as vehicle to deploy custom analysis. We are interested in ideas related to using
Ascent as a gateway to couple our HPC simulation codes to the large ecosystem of data
science of tools. In support of this goal, we have demonstrated using Ascent for two powerful
use cases that leverage data science capabilities on simulation data: 1) We used Ascent to
couple data in situ from a simulation code to Python-based machine learning algorithms 2)
We used Ascent to provide in situ access to simulation data for general consumption in a
Python-based Jupyter Notebook There are many software engineering and data modeling
challenges related to bridging HPC simulations and data science capabilities. From these
successful demonstrations, we feel Ascent infrastructure’s is uniquely prepared to help connect
these worlds.

3.5 Performance Modeling of In Situ Rendering
Matthew Larsen (Lawrence Livermore National Laboratory, US, larsen30@llnl.gov)

License Creative Commons BY 3.0 Unported license
© Matthew Larsen

With the push to exascale, in situ visualization and analysis will continue to play an important
role in high performance computing. Tightly coupling in situ visualization with simulations
constrains resources for both, and these constraints force a complex balance of trade-offs. A
performance model that provides an a priori answer for the cost of using an in situ approach
for a given task would assist in managing the trade-offs between simulation and visualization
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resources. In this work, we present new statistical performance models, based on algorithmic
complexity, that accurately predict the run-time cost of a set of representative rendering
algorithms, an essential in situ visualization task. To train and validate the models, we
conduct a performance study of an MPI+X rendering infrastructure used in situ with three
HPC simulation applications. We then explore feasibility issues using the model for selected
in situ rendering questions.

3.6 Using VTK-m
Kenneth Moreland (Sandia National Labs – Albuquerque, US, kmorel@sandia.gov)

License Creative Commons BY 3.0 Unported license
© Kenneth Moreland

One of the most critical challenges for high-performance computing (HPC) scientific visualiz-
ation is execution on massively threaded processors. Of the many fundamental changes we
are seeing in HPC systems, one of the most profound is a reliance on new processor types
optimized for execution bandwidth over latency hiding. Our current production scientific
visualization software is not designed for these new types of architectures. To address this
issue, the VTK-m framework serves as a container for algorithms, provides flexible data
representation, and simplifies the design of visualization algorithms on new and future
computer architecture.

3.7 Slycat VideoSwarm
Kenneth Moreland (Sandia National Labs – Albuquerque, US, kmorel@sandia.gov)

License Creative Commons BY 3.0 Unported license
© Kenneth Moreland

Slycat is a web-based system for analysis of large, high-dimensional data such as that
produced by High Performance Computing (HPC) platforms. The Slycat server integrates
data ingestion, scalable analysis, data management, and visualization with commodity web
clients using a multi-tiered hierarchy of data and model storage. In this talk we discuss a
project, VideoSwarm in which images created in situ during an ensemble run of simulations
was used to identify common and diverging parameters being studied.

3.8 Fast Fourier Transform in Solving Partial Differential Equations
Benson Muite (University of Tartu, EE, benson.muite@ut.ee)

License Creative Commons BY 3.0 Unported license
© Benson Muite

The Fast Fourier Transform (FFT) is an algorithm used in the solution of many partial differ-
ential equations, primarily as a linear system solver. When the objective is the investigation
of the properties of the partial differential equations, visualization is extremely important.
In situ visualization helps avoid the io bottleneck. In situ frameworks make it easy to use
supercomputers for scientific investigation of the properties of partial differential equations.
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In cases where the FFT is not scalable, other methods for solving linear systems of
equations can be used. Most of these methods require a sparse matrix vector multiply.
Benchmarks such as HPCG and Graph 500 are highly correlated because the primary
kernel “is a sparse matrix vector multiply”. A question of interest is what are the primary
kernels/patterns of interest for in situ visualization which will become more important on
next generation supercomputers.

3.9 Design of In Situ Framework for Time-Varying Data
Kenji Ono (Kyushu University, JP, keno@cc.kyushu-u.ac.jp)

License Creative Commons BY 3.0 Unported license
© Kenji Ono

This talk gives an in situ framework designed to provide flexible data processing and
visualization for time-varying data on an HPC system. The data staging approach used in
the proposed framework utilizes the capabilities of the OpAS (Open Address Space) library,
which enables asynchronous access, from outside processes, to any exposed memory region in
the simulation side. A concept of temporal buffer is used to store the time-varying simulation
results to execute interactive data processing and visualization. These features are expected
to facilitate the decoupling of the simulation running time from the data processing and
visualization execution time, and consequently to improve the flexibility for the in situ
processing and visualization. As examples of this framework, we discuss a usage, ability, and
code integration briefly using a CFD application for wind prediction on terrain.

3.10 Optimizing Scientist Time
Through In Situ Visualization and Analysis

John Patchett (Los Alamos National Laboratory, US, patchett@lanl.gov)

License Creative Commons BY 3.0 Unported license
© John Patchett

Main reference John Patchett, James P. Ahrens: “Optimizing Scientist Time through In Situ Visualization and
Analysis”, IEEE Computer Graphics and Applications, Vol. 38(1), pp. 119–127, 2018.

URL http://dx.doi.org/10.1109/MCG.2018.011461533

Simulation scientist time should be considered when designing simulation runs. The decision
to produce artifacts, in particular what kind of artifacts, representing the simulation has
implications on the time a scientist must spend to understand the simulation state. This
talk relates observations of four techniques used by a simulation scientist during a set of
simulations runs to study asteroid generated tsunami: lossless compression, resampling to
image data, feature extraction using simple threshold operation, and maintaining a small
amount of provenance as metadata. All of these have the potential of saving the scientist
time while doing analysis at the expense of a small amount of computational time.
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3.11 EC’s Strategy towards Exascale
Dirk Pleiter (Jülich Supercomputing Centre, DE d.pleiter@fz-juelich.de)

License Creative Commons BY 3.0 Unported license
© Dirk Pleiter

The European Commission is currently implementing its plans for realising 2 European
pre-exascale and later 2 exascale systems. In this talk we give an overview about the general
strategy to grow a European HPC ecosystem and provide details about a Joint Undertaking,
which will execute the procurement of the (pre-)exascale systems. Finanly, we summarise
opportunities for promoting research and innovation on in situ challenges in this context.

3.12 Visualization Services in the ADIOS Framework
David Pugmire (Oak Ridge National Laboratory, US, pugmire@ornl.gov)

License Creative Commons BY 3.0 Unported license
© David Pugmire

In situ paradigms allow for the analysis and visualization of unprecedented amounts of
spatio-temporal data from simulations running on supercomputers. A variety of in situ
methods are possible, including tightly coupled, loosely coupled, and hybrid methods. We
use these paradigms, and analysis and visualization operations using a Service Oriented
Approach to provide analysis and monitoring of a running simulation for a plasma fusion
simulation.

3.13 Melissa: Large Scale In Transit Sensitivity Analysis
Bruno Raffin (INRIA – Grenoble, FR, bruno.raffin@inria.fr)

License Creative Commons BY 3.0 Unported license
© Bruno Raffin

Global sensitivity analysis is an important step for analyzing and validating numerical
simulations. One classical approach consists in computing statistics on the outputs from
well-chosen multiple simulation runs. Simulation results are stored to disk and statistics are
computed postmortem. Even if supercomputers enable to run large studies, scientists are
constrained to run low resolution simulations with a limited number of probes to keep the
amount of intermediate storage manageable. In this talk we propose a file avoiding, adaptive,
fault tolerant and elastic framework that enables high resolution global sensitivity analysis at
large scale. Our approach combines iterative statistics and in transit processing to compute
Sobol’ indices without any intermediate storage. Statistics are updated on-the-fly as soon as
the in transit parallel server receives results from one of the running simulations. For one
experiment, we computed the Sobol’ indices on 10M hexahedra and 100 timesteps, running
8000 parallel simulations executed in 1h27 on up to 28672 cores, avoiding 48TB of storage.
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3.14 Challenges for the visualization and analysis
of high-resolution simulation data

Niklas Röber (DKRZ Hamburg, DE, roeber@dkrz.de)

License Creative Commons BY 3.0 Unported license
© Niklas Röber

With growing data sizes and simulation complexity, the processes of visualization and analysis
become technically more difficult, but at the same time also more important. This particularly
holds for weather and climate simulations that already produce tera- and petabytes of data for
high-resolution simulation runs. This presentation shows examples of large data visualizations,
devises workflows to handle massive amounts of data, as well as discusses the benefits and
drawbacks for an in-situ visualization of the simulation data.

3.15 Toward Tuned to Terrific:
Parallel Particle Advection, I/O Optimization, and Deep Learning

Robert Sisneros (University of Illinois at Urbana Champaign, US sisneros@illinois.edu)
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Parallel particle advection refers to a class of particularly challenging data analysis and
visualization algorithms. This is due to load balancing sensitivities, strong data dependencies,
and computational requirements. For this reason, it also represents a particularly challenging
prospect for in situ visualization. In this talk I will first outline efforts in understanding the
effect of the tuneable parameters of particle advection algorithms on performance. I will
then follow up with recent work in the application of deep learning to identifying optimal
I/O configurations for simulations running at scale. To conclude I will show how the latter
may be directly applied to further understand parallel particle advection algorithms.

3.16 Supporting the Virtual Red Sea Project
Madhusudhanan Srinivasan (King Abdullah University of Science and Technology – Thuwal,
SA, madhu.srinivasan@kaust.edu.sa)
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The Virtual Red Sea project at King Abdullah University of Science and Technology (KAUST)
aims to build an integrated data-driven modeling system to study and predict the circulation
and the climate of the Red Sea. The scientific goal is to understand atmospheric and
oceanic circulations and dynamics, atmosphere-ocean-biology interactions, transport and
dispersion phenomena, and better reconstruction and forecasting. The Visualization Core
Lab at KAUST supports this effort by researching and building in situ tools for analysis,
verification, diagnosis, risk assessment and decision support. In this talk, we present our tools
and workflows to support visualization and analysis of high-fidelity coupled atmospheric,
oceanographic and ecological simulations over the Red Sea in Saudi Arabia.
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3.17 ECP ALPINE Algorithm Overview
Gunther H. Weber (Lawrence Berkeley National Laboratory, US, ghweber@lbl.gov)
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The Exascale Computing Project (ECP) ALPINE project develops algorithms for visualization
and analysis that will be critical for ECP applications as the dominant analysis paradigm
shifts from post hoc (post processing) to in situ (processing data in a code as it is generated).
In this talk I provide an overview over the algorithms currently developed in the project: (1)
topological analysis; (2) feature-centric analysis; (3) adaptive sampling; and (4) Lagrangian
analysis.

4 Working Groups

4.1 Data Quality and Reduction
Peer-Timo Bremer (Lawrence Livermore National Laboratory, US, bremer5@lnll.gov)
Han-Wei Shen (Ohio State University – Columbus, US, shen.94@osu.edu)
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Contributors: R. Westermann, T. Carrard, I. Hotz, C. Hansen, D. Pugmire, K. Heitmann,
H. Yu, M. Hadwiger, J. Krüger, H.-W. Shen , S. Frey, C. Garth, V. Pascucci

Background and Motivation. A fundamental problem for large-scale computational exper-
iments is that is infeasible to store all data generated during a run. The traditional solution
is to subset data in time for permanent storage. This has worked well in most applications.
However, as simulations become larger the ratio between what is computed and what can
be saved keeps increasing and especially for the bleeding edge simulations there now is a
significant risk in losing crucial information. For example, it is often no longer possible to
reliably track features [1] through time.

Research Questions and Challenges. Consequently, new techniques of data reduction are
needed which leads to new research questions and challenges:

First, there is a large gamut of different reduction approaches with different characteristics.
While there are many ways of classifying these, one convenient axis is to consider the
trade-off between generality and specificity. On one end of the spectrum are traditional
data compression techniques that aim to preserve as much information of the original
“signal” as possible given a hard limit on the acceptable data volume. These techniques
are considered general as they by and large do not restrict and/or favor any particular
downstream post-processing. A slightly more specific variant would be to compress and
preserve only some of the data fields (i.e. only some primary variables) or to allocate
more space to data considered more sensitive. Generically, the more specific a technique
becomes, meaning the more a priori information one has about what is considered
important, the more aggressively one is able to reduce the data. For example, knowing
only a certain data range is important or even what particular post-processing will be
used will allow more data to be discarded without impacting the results. At the other
extreme of highly specific techniques are feature extraction approaches which directly
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target (a) specific research question(s). In the limit, a scientist might only be interested
in a single characteristic, i.e. global average temperature. Note that this specificity
axes also loosely corresponds to the move from what is considered data compression, i.e.
wavelets, to what is considered data analysis, i.e. feature extraction though there are
may intermediate approaches that may not easily fit into either category.
The second challenge is how to determine – ideally a priory – what amount of data
reduction is acceptable and how to guarantee that this constraint is observed. Clearly, this
question is highly application specific and it may not be possible to decide a priori which
information might be necessary to produce new scientific insight. Furthermore, there
exist a second trade-off between techniques aimed to answer specific scientific questions
defined in advanced vs. the ability to explore data post-hoc to gain new insights and find
the unexpected. This is especially challenging at the largest scales since there the need for
data reduction is greatest, yet the chance of observing previously unknown phenomena
is also greatest and thus the risk of missing a breakthrough by an overly prescriptive
reduction scheme is high.
Third, there exists a wide variety of “basis functions” in which one may express information.
These range from compression basis, i.e. wavelets, to statistical quantities, to trained
models, or abstract feature descriptions. Each will have their own advantages and
disadvantages in terms of ease of use, information density, computational costs, etc.
Another generic challenge is to analyze temporal information since in virtually all cases
this corresponds to simultaneously analyzing multiple timesteps concurrently. Generally,
this is not possible in an in situ setting, as we rarely have enough memory available to
maintain two let alone more time steps in the system. Therefore, time dependent analysis
will virtually always start from reduced data and face the challenge that one must predict
what might be interesting in the next step, i.e. whether a certain small scale undulation
is noise to be ignored or the birth of a feature that will grow.
Finally, any data reduction will have to come with error bounds, verification, and
guarantees on error propagation to be trusted by the scientists. It will be especially
crucial to integrate with the necessary uncertainty quantification as well as to consider
the effects of data reduction on downstream processing, i.e. statistics or machine learning.

Conclusion. In all these cases, the challenge is that there exist a vast number of use cases
all with different constraints and characteristics and many of the crucial questions, i.e. what
information must be preserved, are either not known at all or cannot be easily computed
on-the-fly. Furthermore, many large scale codes actually support an entire community of
scientist who would like to exploit the data to answer questions unrelated or even orthogonal
to those of the team actually running the simulation. In these cases, a direction of inquiry
may not even be known when one has to make the decision to permanently delete some
information. In general, the data reduction must support the entire range of scientific
endeavors from open ended exploration to checking explicit hypotheses. Yet both conditions
may apply for different data consumers leading to opposing constraints.

Progress in any of these challenges could greatly increase the value of any particular
simulation and significantly reduce the number of repeats of the same (or similar) simulations
to recover and/or explore previously unknown phenomena or ones not sufficiently captured
on earlier attempts.

The existing body of work on in situ data reduction and compression is prevalently
tailored to specific application use cases. It would be desirable to identify generic techniques
that can support a large variety of use cases.
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4.2 Workflow Specification
Tom Peterka (Argonne National Laboratory, US, tpeterka@mcs.anl.gov)
Madhusudhanan Srinivasan (KAUST – Thuwal, SA, madhu.srinivasan@kaust.edu.sa)

License Creative Commons BY 3.0 Unported license
© Tom Peterka and Madhusudhanan Srinivasan

Contributors: M. Parashar, P.-T. Bremer, K. Heitmann, M. Larsen, J. Patchett, T. Peterka,
M. Srinivasan, N. Röber, S. Frey, B. Raffin

Background & Motivation. The problem of workflow specification is to specify the in situ
discovery process as a composition of different tools and applications (tasks): What are the
inputs and outputs of each task? When and where should a task execute? What resources
are needed by each task?

The style of the specification (procedural, declarative), level of detail required (detailed, ab-
stract), degree of problem domain specificity (domain-specific, generic), and the modification
of the individual tasks (level of intrusion) are aspects of all of the above questions.

Workflow specification is closely tied to workflow execution because the specification also
implies the functions needed to be carried out by the workflow runtime engine to execute the
workflow. Here, we focus on the specification from the end-user’s and developer’s perspective:
how humans describe the workflow to the runtime and instrument (modify) tasks to operate
within the workflow.

Challenges. An in situ workflow specification must address several factors. Some are
common to other workflows such as distributed-area ones, but other factors are particularly
relevant when tasks are combined in situ in an HPC system. The challenges that are
particular to in situ workflows are as follows:

Dynamic, data dependent behavior
Space, time, resource, and priority constraints
Contingencies for unexpected behavior such as faults or resource unavailability
Balance between generic and domain-specific abstractions
Minimizing the level of intrusion when modifying tasks from standalone to in situ mode

Some post hoc distributed-area workflow systems such as Fireworks [1] and Galaxy [2] are
limited to a specific domain such as material science or biology. Others such as Pegasus [3] are
generic. For in situ workflows, systems such as ADIOS [4] are derived from storage systems,
while SENSEI [5] is derived from visualization. Decaf [6] and FlowVR [7] are dataflow layers
for workflows whose data model is generic and not tied to storage or visualization, with the
workflow graph being statically described in a Python script. Swift [8], in comparison, is a
programming language that derives a workflow graph implicitly from the data dependencies
in the program. COSS [9] is a contractual system primarily for storage models, however a
similar idea may be applied to declarative workflow definitions in the future. Data-driven
in-situ [10] and wide-area [11] workflow services have also been built using the DataSpaces [12]
framework.
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Research Questions. The following research questions require further study:
1. Defining dynamic, data dependent, or system dependent behavior. How do we specify

how the workflow should adapt when conditions change? Examples of workflow changes
range from the amount of resources allocated to existing tasks to topological changes in
the workflow graph when tasks begin and end. Sources of workflow changes are twofold:
application/data behaviors may warrant a workflow change (e.g., a feature appears), or
system behaviors may force a change (e.g., a compute node becomes unresponsive).

2. Defining data behaviors that drive workflow dynamics. How are features, patterns, or
statistics of the data described, and how are the resultant workflow actions described?

3. Specifying space, time, resource, and priority constraints. In situ workflows are constrained
by having to share resources among more than one task. This means that space and
time constraints on resources need to specified in some way. Moreover, it is unlikely that
all constraints can be satisfied, meaning that constraints need to be prioritized. Such
priorities also need to be defined in the workflow specification.

4. Contingencies for unexpected behavior such as faults or resource unavailability. Even after
data and system behaviors have been defined, constrained, and prioritized, execution may
not proceed as planned. Resources may become temporarily unavailable, fail altogether,
or results may be corrupted. Contingency plans may need to be specified ahead of time
(as part of workflow specification) if faults should be handled in custom ways.

5. Balance between generic and domain-specific abstractions. The level of abstraction at
which all of the above definitions are specified is an open question. Some workflow
systems are limited to a specific domain while others are quite generic. However, no
systems define all of the above behaviors, and going forward, the appropriate level of
abstraction remains to be studied. Multiple levels of abstraction (domain-specific data
behaviors, system-specific machine behaviors, generic constraints and priorities) have not
been studied to the best of our knowledge.

6. Balance between declarative and procedural workflow specification. As in single applica-
tions, traditionally procedural methods have been used in the past, defining workflows in
terms of tasks and their connections. Going forward, more concise declarative methods
may be appropriate and easier to use, with the workflow system converting the user’s
declarations into workflow procedures. One example is the specification of data con-
tracts defining input and output data models, from which the system builds a workflow
automatically (similar to SQL database language).

Conclusion. A concise and easy to use workflow specification interface has many advantages.
The first is workflow execution. Because of its close relationship with the runtime execution
engine, a well-defined, concise method of description facilitates efficient execution. Conversely,
poorly designed abstractions can lead to unreliable implementations. User productivity
is another benefit. We postulate that end users (i.e., application scientists) can make
better use of their own time as well as their resources when a workflow automates in situ
tasks. However, this hypothesis only holds when the workflow specification is intuitive,
easy to use, and affords a clear mapping between the scientist’s mental model of the
workflow and its formal description. The third gain comes from reuse of the workflow. A
formal workflow specification enables replication of computational experiments, facilitating
verification, validation, and scientific reproducibility. Moreover, similar workflows can be
defined by editing the specification of an existing workflow rather than starting over. The
fourth asset is collaboration and communication. The workflow specification can be shared
among researchers and used for training the next generation of data and domain scientists.
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4.3 Workflow Execution
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Background and Motivation. The fundamental challenge for workflow execution is to be
able to execute a workflow specification. This challenge involves deriving the set of tasks to
execute, scheduling those tasks including the hardware resources the tasks will use, managing
invocation and execution of the software that carries out the tasks, and handling error
conditions from small to large. This problem spans multiple granularities. A coarse example
could involve scheduling distinct binaries that exchange data via the file system or a network
connection. A finer example could involve coordinating modules within a single binary.

This topic is challenging for many reasons. One challenge is that the workflow specifications
may be quite complex. For example, they may include hierarchical graphs, graphs that evolve
dynamically over time, or event-driven workflows. Workflow specifications also must consider
a rich set of use cases, including multiple types of programs, data exchanges, etc., and it can
be quite difficult to support all of these use cases. A second challenge involves scheduling
workflow tasks onto resources. This is due to several reasons. For one, the available resources
are often variable, which complicates workflow scheduling with dynamic allocation. It is not
always the case that new resources can be allocated when needed, and so workflow execution
needs to be capable of dealing with a lag in obtaining new resources. Additionally, the
resources needed may be variable. It is important that workflows can be elastic in their
usage of the resources, i.e., adapt resource usage across tasks dynamically to speed up the
overall workflow. Finally, the penalty for allocating sub-optimally can be quite large. If one
task is given insufficient resources, then it can become a bottleneck for the entire workflow,
leading to significant delays. A third challenge focuses around portability. Supercomputers
increasingly have heterogeneous hardware, and workflow execution may need to schedule
different types of hardware, and be composed of software that can run on different types of
hardware. Execution environments differ as well, ranging from the high-level paradigm (e.g.,
task-based) to programming environment (MPI, OpenMP, etc). Workflow execution must be
flexible with respect to this issue. A final type of portability involves data models, ranging
from linking between distinct physics codes (i.e., remapping in a volume preserving way) to
the ability to map from the data model of one program to another.

Most of the community successes have come as smaller contributions to a specific domain.
The scientific visualization tools ParaView, VisIt, and EnSight all employ client-server models.
With these tools, the visualization algorithms execute in parallel on the server and then
transfer the resulting geometric primitives to a client for interactive rendering. To do this,
they needed aspects of a workflow, including co-allocation of resources and data exchange.
Through their in situ interfaces, these tools also can do computational steering. An example
of this comes with the Uintah code, which has interfaced with LibSim and allows LibSim
to set parameters that affect Uintah’s execution. ADIOS [1] approached this by interfacing
with simulation codes through the I/O layer. When simulation codes attempt to write
through the ADIOS API calls, data is sometimes transferred to distinct resources where
additional analysis can occur. ADIOS also supports running distinct binaries on the same
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resources as the simulation. Damaris, a middleware for efficient I/O on HPC simulations,
also can facilitate visualization, again in a variety of configurations. Henson has focused
on workflows within the same binary. Their main abstractions are position-independent
executables and co-routines. Through these abstractions, Henson allows arbitrary analysis
code to run alongside a simulation. Decaf is a dataflow system for the parallel communication
of coupled tasks in an HPC workflow. It can be used to forward data from distinct processes,
as well as redistributing data. It also can be used within a program to form a task-based
computing environment. Decaf has been demonstrated in situ in several settings on HPC
systems. Other notable examples of workflow systems include Fireworks [2] and Galaxy [3],
which are limited to a specific domain such as material science or biology, Melissa, for the
analysis of ensembles, and Pegasus, which is generic. Workflows also can be specified as
programming languages, such as Swift, which creates workflow graphs from data dependencies
in a program.

Research Questions. There are multiple open research questions in workflow execution:
1. A primary question deals with finding the right strategies that balance flexibility and

efficiency. A related question involve finding the right abstractions. In particular, the tasks
that the workflow manages should likely be neither too coarse (not enough opportunity to
optimize) or too fine (too much to manage). Hierarchical graphs may allow for the best
of both worlds. On the efficiency side, it is important to understand how to dynamically
(elastically) adapt resource usage on the fly. On the flexibility side, reliability and effective
fault tolerance are still open questions.

2. One question revolves around data interfaces. While it is often possible to link the data
format from one program to another, an interface that captures the data formats of
many programs is much harder. One approach is to create an interface that describes a
data model, and have each program convert their internal structures to the data model.
Another approach is to focus on passing arrays, and then separately pass a scheme that
conveys the meaning of each array.

3. Finally, excellent research in workflows is happening outside the visualization community.
In some cases, the questions above are about understanding the unique requirements for
visualization and analysis and adapting existing solutions to deal with these requirements.

Conclusion. Workflows can help in multiple ways. One outcome is improved resource
utilization. This may occur via adapting execution to make sure all resources are used
or via fault tolerance and ensuring work that has already occurred is not lost. Another
possible benefit for resource utilization is that the modularization provided by workflows can
enable algorithms to run on the hardware where they are most effective. Another outcome
is optimizing people effort. Workflows can spare end users from having to master nuances
of HPC systems (by encoding these nuances in the workflow execution) and can also spare
development time via reduced complexity (although there is an overhead to incorporate a
workflow in the first place).
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Background and Motivation The exascale system represents many paradigm shifts that
absolutely necessitate the shift to in situ analysis and visualization. Already well established
by the visualization community, and backed up by many applications scientists [1], is the
need of in situ visualization as a response to the growing gap between compute rate and disk
storage bandwidth. We expect other relevant fundamental changes to HPC processing at the
exascale. HPC workload is shifting from a traditional solver PDE workload to a mixture
of multiple physics, analytics, visualization, learning, and other complex processing units.
For in situ visualization to be viable in this complex software ecosystem, we must better
understand exascale system requirements for in situ applications; we must map application
needs to system and analysis features, and we must identify gaps in current HPC systems
for a set of in situ workloads viable for the exascale.

Challenges. HPC design and its use are a shifting target. HPC design, both known and
unknown, present both interesting challenges and opportunities. It is generally observed that
the throughput of floating-point operations is increasing at a much higher speed compared to
I/O bandwidth, such that their ratio seems to increase exponentially (see Fig. 1, left panel).
That is, I/O to an external storage system becomes ever more challenging. Newly presented
to the community is the observation that maintaining a high aggregate memory bandwidth
became challenging, too, resulting in a decline of the ratio of throughput of floating-point
operations and memory bandwidth (see Fig. 1, right panel). This may be in part to a
(possibly temporary) trend in using fewer nodes per computer (thus indirectly reducing
the total number of memory buses). Regardless, it is worthwhile to closely monitor this
trend as its behavior may drastically affect the consequential research of in situ visualization.
For example, perhaps integrating visualization too tightly with simulation may divide an
already constrained bandwidth. One option to mitigate the memory bandwidth challenge is
to use new high-bandwidth memory technologies like HBM, which are currently, for example,
used for high-end GPUs. For cost reasons this may, however, result in a degradation of the
available memory capacity.
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Figure 1 At left is a plot of the FLOPS to disk I/O bandwidth for the last three generations of
computers at ORNL, NERSC and SNL/LANL respectively. At right is the ratio of the memory
bandwidth to disk I/O bandwidth for the same computers.

A possible strategy for mitigating the capacity problem is the integration of persistent
memory, which appears to be a common theme for exascale systems in a variety of forms. One
such well documented application for persistent memory is the concept of burst buffers [2],
which provides storage areas typically based on non-volatile memory (NVRAM) like NAND
Flash as a staging area for slower external storage. Such buffers may provide an opportunity
to intercept simulation data at a lower cost than that of a disk-based storage system. Another
opportunity includes the integration of NVRAM into the compute nodes, where it could either
be attached to the processors as a storage device or as memory. Although the non-volatile
aspect of NVRAM may be secondary to high density (and thus high storage capacity) and
low storage power for the base applications [3], the introduction of such memory may open
up many opportunities such as the injection of in transit visualization capabilities while
memory is staged.

As the scale of supercomputers increase, the feasibility of building dedicated visualization
clusters decreases [4]. However the possibility of providing heterogeneous nodes in new
supercomputers specialized for analysis and visualization processing still remains. Such
dedicated nodes integrated into the rest of the supercomputer fabric enables much in situ
processing, particularly of the in transit variety. As the complexities of simulations advance
and in situ visualization is incorporated into the workflow, understanding the performance
behavior of visualization algorithms becomes more critical. Currently, the performance
behavior of in situ systems is not well understood, and in fact the number of potential in situ
approaches and implementations are too vast to effectively study. Although research in new
in situ approaches should continue to remain a priority, we need to downselect the potential
space of probable in situ possibilities to the most probable (and effectively implemented)
solutions to really measure performance. We also recognize that exascale and post-exascale
machine definitions are not set. This gives the visualization community an opportunity
to provide input to decision makers on what features should be provided by upcoming
systems. Such recommendations can only be given if the performance of (the aforementioned
downselected) in situ visualization capabilities are well understood.

Successes. There has been some introductory work on performance modeling of visualization
algorithms, but much more remains to be done. Tools like Ascent [5] and SENSEI [6] provide
small sample applications that can be used for targeted studies of performance. For a
formalized study, we first need an ontology of in situ techniques to guide the experiments
performed. The In Situ Terminology Project [7] provides a classification system that
breaks down current in situ visualization techniques. See Section 4.8 on cost models for
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more information. We endeavor to make in situ visualization capabilities an integral part
of the design of an overall exascale system. Generally, co-design is used to ensure that
future generations of supercomputers are well-suited to the applications to be run on them.
Although visualization needs have previously been poorly represented, the model of co-
design with science applications is an established model we can apply to our needs. As
in situ visualization becomes more critical for scientific computation, we expect to be in
better position to be included in co-design efforts. Co-design has become an established
methodology towards exascale computing (see, e.g., [8]). In a co-design process, application
and system software developers make their needs and requirements available to system
architects. On this basis these will be able to identify the most efficient solutions and perform
trade-off decisions. On the other hand, system architects and system technology experts
should provide application and system software developers with expertise on both limitations
of the underlying architecture and technologies as well as opportunities, which could be
exploited. One example where co-design could be beneficial is the aforementioned NVRAM
integration. Know-how on key performance characteristics, realisable memory capacities
and possible access interfaces will empower developers of in situ visualisation software about
design solutions, which could allow to efficiently exploit this NVRAM. Defining the needs of
workflows involving in situ visualisation components will allow system architects to choose
between different NVRAM solutions as well as APIs for accessing this memory.

Research Questions. To be successful in a co-design for future computing platforms, it
is important to express needs and desires at an appropriate level with metrics that are
meaningful to vendors. For example, in the context of co-design it is a poor idea to express
a requirement in the form of a need for a burst buffer because doing so is unnecessarily
prescriptive to a particular technology when another technology may satisfy the needs as
well or better. Instead, the focus should be on defining needs and requirements, e.g. in
terms of needing N amount of memory capacity with M amount of bandwidth for a duration
of T time. Research might also identify potentially new elements, such as containers, that
expand the capabilities of in situ visualization and ease the integration of such components.
The current state of the art in visualization is quite poor at predicting the system needs of
our own systems in isolation let alone understanding how they perform in a larger in situ
workflow or when mapped to differentsystem components.

Our first task in understanding visualization performance better is to come up with an
ontology of classes of general in situ processing. The In Situ Terminology Project has already
identified 6 separate (but interdependent) axes of in situ features with each axis containing
many potential values, and for the most part the terminology does not detail the actual
analysis and visualization algorithms to be run. This expansive space is likely too vast to
densely measure, so a certain amount of downselecting is important to identify the classes of
in situ visualization most likely to be employed in practice. That is not to say that research
of possible in situ solutions should similarly be constrained, and such unconstrained research
may in turn adjust the priorities considered for supercomputer co-design. However, when
building cost models this downselection is important to make the problem tractable.

There are numerous expected features of exascale computing that will prove challenging.
As ever, the next generations of supercomputers will feature more parallelism: potentially
many thousands of nodes and an aggregate of billions of computing threads. In situ
visualization exacerbates the challenge by requiring the visualization to run on more computing
threads than strictly necessary. This is because even large visualizations are traditionally run
at smaller scales than the simulation (rule of thumb dictates 5-10% the size). Consequently,
visualization run in situ either needs to take a leap in the scalability of the software or employ
in situ techniques that separates visualization processing to smaller computing groups.
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New memory structures, types, and hierarchies are also expected to provide numerous
challenges and opportunities. As NVRAM continues to become more cost effective, their use
in supercomputers will likely expand. Using NVRAM in SSD form for storage components
like burst buffers remains a potential use case, but NVRAM may be considered in different
ways as well. For example, their high data density and ability to retain data at low power
make them attractive as a potential component of the addressable memory system, which
could allow them to double as a communication mechanism between workflow components
(such as simulation and visualization).

Also of note about the memory system is the observation that, although in situ research
has primarily focused on the growing gap between throughput of floating-point operations
and storage bandwidth, a similar trend can be seen between execution rate and the RAM
memory bandwidth. As we use in situ visualization to move analysis closer to simulation, we
may be exacerbating problems with limited memory bandwidth in favor of relieving storage
bandwidth. It is an open question of how much, if at all, an in situ visualization affects the
available memory bandwidth to other workflow functions and, if so, how the work may be
divided across different memory busses.

Conclusion. Addressing these issues will enable better support of in situ visualization
on exascale supercomputers and beyond. A better understanding of the behavior of our
own visualization systems will allow us to both steer future HPC design to better enable
and, conversely, adjust in situ visualization R&D to better perform on available platforms.
Ultimately, such research and co-design will lead to more effective application of in situ
visualization.
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Background and Motivation. The utility of in situ visualization and analysis for state-
of-the-art problems fundamentally hinges on the ability to respond to both the size and
nature of simulation data. In place methods will need to efficiently utilize similar levels of
concurrency as the mechanism for generation of the data (i.e. simulation), whereas in transit
methods will need to dedicate enough computational power to process the transferred data.
Further, algorithms must be able to operate on disparate data representations (e.g. higher
order elements) in a memory efficient manner, and for in place methods particularly, must
respect the sharing of resources.

Challenges. Designing and engineering in situ visualization and analysis algorithms for
extremely concurrent architectures, where the need for such analysis is most pressing, is
challenging on a variety of levels.

Algorithms need to integrate into a complex ecosystem formed by the combination of
simulation codes and heterogeneous architectures. This integration requires sharing of data
between the simulation and the algorithms. The implications of this include working with
foreign data structures and partitioning schemes, operating within memory requirements, and
handling the complexity of data locality inherent in increasingly deeper memory hierarchies.
These complexities will make it difficult for algorithms to perform efficiently.

The coupled nature of in situ processing also enforces specific access patterns that may
be unsuitable in an analysis algorithm; using memory to store needed data is typically not
possible. For the typical case of e.g. sequential-in-time coupling, commonly used algorithms
like feature tracking appear difficult or even impossible to realize. Moreover, in complex
analyses, several algorithms may require entirely different data layouts to function with
acceptable efficiency.

In many applications, analysis workloads can be more diverse than the primary (i.e.
simulation) workload, yet have to be adapted to the environment provided by the simulation.
It is unclear how algorithm design can account for such heterogeneous runtime environments
effectively.
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Most fundamentally, looking ahead to future architectures, where the need for in situ
analysis will be most pressing, algorithms with strongly sublinear scaling and/or global access
patterns (e.g. topological analysis that is global in nature) may not even be feasible to use
due to prohibitive cost of communication.

While some paradigms such as in transit processing can alleviate some of these problems,
the fundamental problem of designing scalable algorithms of a strongly adaptive nature
remains. As a consequence, some forms of analysis that are in widespread use today may not
even be feasible for future problems.

Consider for example the case of particle tracing to produce streamlines or pathlines for
the visualization of vector fields, e.g. in the study of turbulence. The generally imbalanced
nature of the computation that results from the data itself induces strong limits on scalability
in straightforward algorithms [1]. While load-balancing through data redistribution can
address this issue [2], this may be very costly in practice. Another example includes the
class of topological analysis algorithms for feature detection used in combustion, or halo
identification in cosmology. These algorithms are used to compute connected components in
the simplest case, up to full computation of the Morse-Smale complex [3], and essentially
require global exchange of information for correctness. These types of methods appear to
be difficult if current trends continue. In both cases, it would appear possible to address
these issues through e.g. reduced-concurrency in transit processing or careful data reduction
strategies.

Taking a broader view, exploratory analysis, which in addition to the above requirements
must provide results in seconds, can in general can be made to fit these criteria.

Successes. It is difficult to define a general criterion for declaring a general visualization
technique or specific algorithm applicable to in situ. One measure of success in this regard is
precedent for the use of such an algorithm to address a science question at scale. (Other,
much more difficult to satisfy criteria could rely on theoretical algorithm analysis or empirical
performance models that predict acceptable properties.)

Considering this criterion, there are several noteworthy successes with adapting visual-
ization techniques to in situ scenarios at scale. For example, volume rendering (and other
ray casting-based and rasterization-based rendering techniques) has been successfully scaled
to millions of cores in an in situ scenario. The communication patterns underlying render-
ing algorithms are well understood, local, and can flexibly accommodate data layouts in
many cases [4]. The same holds true for isosurface extraction and strongly localized feature
extraction techniques [5].

Furthermore, in some instances it is possible to decompose a particular analysis scenario
into a component that is conceivably easily adapted to an in situ mode that produces an
intermediate representation plus a post hoc component that facilitates analysis; for example,
using a Lagrangian basis to represent vector fields [6].

Research Questions. Based on the above observation, we identify the following general
research questions that are central to engineering and designing algorithm for an in situ
ecosystem:
1. How can in situ ecosystems be characterized sufficiently to inform algorithm design?

Which parameters (such as concurrency, memory requirements, heterogeneity), modalities
(e.g. data type, data locality, partitioning and layout schemes, communication layout,
in transit facilities, memory hierarchy), and available resources (compute, memory, I/O
bandwidth) are important in this context?
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2. Are there specific resources (e.g. half-precision hardware operations) or data types
(e.g. higher-order elements) that future in situ analysis algorithms can leverage to
substantial benefit? I.e. how can an analysis algorithm be optimally accommodated by
the environment?

3. How can requirements regarding the above parameters, modalities, and resources be for-
mulated in a general enough manner that it is possible to understand how to accommodate
them in an existing ecosystem?

4. How can algorithms be designed to optimally leverage different aspects of an in situ
system (in situ, in transit, post hoc)? What are general strategies to this effect?

5. Which alternative formulations of typical visualization algorithms are better suited for
future in situ ecosystems? (For example, convolution-type algorithms are expected to
work well on exascale systems – can these replace particle-tracing flow visualization?)

6. Can compression or data reduction (e.g. distribution-based descriptions) be used to
increase the scalability and efficiency of in situ analysis algorithms? In the case of lossy
representation, how can the trade-offs with respect to accuracy be quantified.

7. How do the above considerations change if in situ interactive exploration (mandating
short response times) is considered, e.g. for computational steering applications?

8. Looking beyond classical use cases for field data, how can analysis other data types (such
as e.g. streaming data) be incorporated into this characterization?

We note that Question 6 strongly interacts with the research questions raised in Topic 1:
Data Quality and Compression.

Conclusion. Addressing these questions will ensure that future computational science
pipelines can make use of a rich toolbox of appropriate analysis methodologies. Failure to
achieve this stands to strongly limit the potential for insight into the complex underlying
scientific problems.

Furthermore, a general understanding of the principles underlying these considerations
would substantially ease the adaptation of techniques to new in situ scenarios as well as
enable the development of new analysis strategies, thus increasing the productivity and
robustness of computational science workflows.
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Background and Motivation. The focus of in situ analysis has largely been exploratory
analysis of the output of a single large-scale simulation. However, we see other use cases that
will benefit from or even be critically enabled by in situ technology. We identified several
such use cases, including
1. support for ensembles, e.g., for uncertainty quantification and decision optimization;
2. computational steering;
3. incorporation of other data sources, e.g., for data assimilation, data fusion, and model

calibration; and
4. analysis of other data associated with the application such as algorithm convergence and

machine performance.
These important topics have only received minimal attention so far.

Successes. Melissa and Sandia’s Slycat have done in situ processing of ensemble runs for
uncertainty quantification. Melissa is a framework to manage simulation runs of ensembles [1].
At present, the largest experiment treated by Melissa comprised an ensemble of 80.000 parallel
simulations; it avoided 288 TB of storage. Techniques from one-shot optimization, may help
determine what parameters to explore next in ensemble runs [2].

LBNL CAMERA’s Xi-CAM [3] targets distributed workflows for visualization and analysis
with a focus on experimental data as an additional data source, e.g., from the Advanced
Light Source at LBNL or the Advanced Photon Source at ANL.

Performance analysis tools such as Vampir and Scalasca have handled execution traces
(performance data) in an in situ manner for large scale simulation runs. Plasma fusion
simulations have visualized performance data of run time, memory usage and other hardware
usage, as well as data reductions to provide situational awareness of in situ performance
analysis. Such additional data sources, especially for the input and assimilation of experi-
mental data, may require new mathematical methods and guarantees. Existing research on
data assimilation techniques, such as using Kalman filters [4], currently provide solutions
using traditional post-hoc and file-based approaches. Adapting these techniques to an in-situ
context remains a challenge

Coupling the Uintah Framework [5] with the VisIt toolkit allows scientists to perform par-
allel in situ visualization of runtime performance data and other ephemeral data. The coupling
also provides the concept of a “simulation dashboard” which allows in situ computational
steering and visual debugging.
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Research Questions. In addition to common in situ challenges like scaling and platform
heterogenity, these use cases add questions with regard to the complexity of performing
multiple use cases simultaneously, the added data wrangling of multiple use cases, the number
of runs (ensemble use cases), the increased temporal constraints (coordination of ensembles,
interactivity for human-in-the-loop steering, decision making time bounds), the added data
movement (additional data sources), as well as the increased contention for the same resources
among those multiple use cases. Specifically, the we need to find answers to the following
questions
1. How can we understand the constraints inside of which a solution must operate?
2. What mathematical guarantees can we put on the resulting analyses? This will critically

hinge on successful collaborations between mathematicians and in situ specialists.
3. How can we bound its time and space complexities? This includes measures and models

for how much complexity an in situ analysis adds to the overall process.
4. How can we develop workflows and abstractions that allow users to handle multiple

simultaneous goals? This covers the aspects of both the technical integration of multiple
simultaneous workflows as well as the user interface implications regarding the control of
such a complex system.

5. How can we scale support for ensembles of 1 billion representatives and beyond and
enable an analysis of the resulting high-dimensional data space?

6. How can we develop robust multi-scale and multi-physics models that are suitable for
reliable, reproducible science? Among other aspects, this requires effective data integration
techniques, which may or may not be transferred from existing approaches designed for
classical post hoc workflows.
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Background and Motivation. Approaching the exascale will profoundly change the way
we handle data within integrated, in situ systems. Specific problems arise with respect to
data models for both input and output data, such as increased resolution and/or the creation
of large-scale ensembles, the inclusion of (streaming) experimental data, and the reliable
execution of computational experiments.

First, driven by energy constraints, data movement will become a key bottleneck. Ad-
dressing this problem will require the development of shared data models that can be used
for both simulation and visualization/analysis alike. This is problematic in the sense that
today’s formats are typically optimized for either the former or the latter.

Second, scientists will use next generation machines in different ways. Increasing spatio-
temporal resolution will make future simulation results inherently multi-scale. Yet, the
resolution of output displays is bounded by human perceptual limits. Beyond increased
resolution, it is possible to use the system to generate large-scale ensembles by running
hundreds or thousands of smaller-scale models in parallel. The effective summarization of
ensembles including uncertainty quantification is yet unsolved.

Third, handling data from large-scale experiments will spawn additional requirements.
This data might be streamed in real-time, e.g., from high-energy physics experiments thus
requiring real-time processing.

Finally, we anticipate that effectively executing computational experiments in the exascale
regime will require a constant monitoring of system status and performance data in order to
cope with aspects of fault tolerance and optimal resource usage.

While all these problems do have an in situ perspective, we are aware that several aspects
are not genuinely driven by the in situ paradigm; in fact, topics like ensemble visualization
and uncertainty quantification have been worked on outside the context of large-scale data
visualization for years.

Successes. To date, several efforts target the exchange of data between simulation codes
and visualization exchange. From a conceptual point of view, theses efforts have in common
that they try to provide a generic data model or an interface for the transformation from
one model into another one. Conduit [1], ADIOS [2], and SENSEI [3] broadly fall into the
first category, while the latter comprises, e.g., LibSim [4] and Catalyst [5].

A specific approach to address the need for common data structures are block-structured
Adaptive Mesh Refinement (AMR) data [6]. AMR uses a hierarchy of axis-aligned rectilinear
grids, which are interchangeably called either boxes, patches, or subgrids. These form the
building blocks that represent the domain. These grids are ordered in a hierarchy of levels
having increasing resolution, where data in finer levels replaces those in coarser levels. In turn,
this can enable multi-resolution simulations such as mixed atomistic-continuum simulation of
materials and multiscale cosmology simulations. Initial work on AMR visualization focused
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on converting AMR data to suitable conventional representations and then visualizing these,
e.g., [7]. While these first attempts converted the data into an unstructured mesh, later
work focused on maintaining the AMR structure for direct and indirect volume rendering
[8, 9, 10] with a focus on defining smooth interpolation schemes, extracting isosurfaces
without discontinuities at hierarchy level boundaries. and efficient parallel implementations.

With respect to workflow systems, current implementations like Pegasus and Flux take a
higher-level view of the data and provide a graph-based representation of the operations to
be performed. These systems manage the dependencies, execution and resilience of executing
the sequence of specified operations.

Research Questions. The aforementioned challenges directly translate into the following
set of research questions.

1. With regard to data models, we need to analyze and understand what data models
are available and which access patterns they facilitate. A profound understanding of
predominant access patterns will help us develop new data models and implementations.
Eventually, these should substitute existing models wherever feasible in order to increase
data re-use and minimize energy-intensive data copies and/or data movement.

2. Effectively reducing data will require a way to transfer the successes of feature-based
visualization from the post hoc world into an in situ setting. When dealing with multi-
scale data, we need to research representations that allow for a fluid exploration of data
at different scales.

3. Analogously, there are many open questions regarding good abstractions and/or sum-
marizations of ensemble data. One can ask in how far good ensemble abstractions help
optimize the setup of follow-up computational experiments, e.g., by providing information
on parts of the parameters space that need to be sampled more densely?

4. The execution of large-scale computational experiments begs the question how much of
the process can actually be described in a (semi-)formal fashion. Such a description could
be used in order to reduce the burden on users; they would only describe what they need,
leaving the questions of how, where, and when to a runtime system. The question then is
how such descriptions should look like?

We note that most of these questions are not specific to the exascale regime. Yet, while
pre-exascale setups will still allow some leeway, e.g., in terms of the level of integration, the
arrival of exascale machines will put in situ techniques to their ultimate test.
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4.8 Cost Models
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Background and Motivation. Cost models play a role for several topics fundamental to
both simulations as well as in situ frameworks, including data reduction and quality, workflows,
and algorithms. For many domains, the ability to estimate costs is even prerequisite to
the approval or initiation of efforts. Creating a cost model, through performance modeling
or alternative methods, facilitates the efficient implementation and application of in situ
frameworks in that it serves to place bounds on the uncertainty introduced by performing in
situ analysis and visualization. The simulations for which we deploy in situ data analysis and
visualization approaches commonly have associated cost models, i.e. we expect application
developers to understand the resource requirements of their applications. However, extending
a particular cost model to incorporate even the deployment of a specific in situ method is
likely to present significant challenges. That is, an in situ method presents many potential
impacts to a simulation: increased run time, additional memory requirements, higher power
consumption, etc.
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Challenges. The typical challenges associated with creating a cost model for any application
apply here as well. While we may readily describe a cost model’s parameter space the process
of sampling and benchmarking this is onerous. This is compounded by the existence of
multiple relevant hardware configurations and the fact that in many cases architectural
factors may have non-linear effects, which are hard to quantify, or be entirely provisional.
These issues are magnified for in situ approaches as a cost model parameter space must
incorporate hardware considerations as well as two independent, diverse applications (the
visualization/analysis method to be run in situ and the simulation itself). The problem is
further exacerbated in that an in situ framework may be composed of multiple algorithms,
and visualization algorithms exhibit a strong data dependency.

Successes. As stated above, cost models are common across many domains. Here, we focus
on recent in situ visualization work. Larsen et al. employ a half analytical, half empirical
approach to model performance of raycast volume rendering [1]. The authors leverage a
priori knowledge of acceleration structures and fixed costs (e.g. shading) and use stratified
sampling to adequately cover parameter space. That work also models performance across
hardware configurations, mainly CPU vs. GPU performance.

There is also work in workstation-specific performance modeling leveraging both online
learning and offline models [2], as well as a general study toward understanding all factors,
including cost models, contributing to an overall simulation campaign [3]. Damaris, a
middleware with in situ capabilities proposes methods to fit in situ algorithms within time [4]
or performance [5] constraints. Finally, we believe the body of work dedicated to dynamic
load balancing over clusters may help determine where to start both in terms of successes as
well as current inadequacies for our problem. For instance, we may leverage the concepts of
work stealing schemes that utilize simple cost models to determine the bases upon which
transfer of work takes place. Conversely, many assumptions in such work are likely insufficient
for our purposes such as work items being constant-time or elements being constant-order
(transition from low to higher order elements may profoundly impact in situ algorithms).

Research Questions. The following general research questions are those we have identified
as critical in progressing toward future incorporation of robust cost models for in situ data
analysis and visualization.

1. What are goals for cost models? What are the rules of thumb for selection vs. granularity
vs. resolution?

2. What is the required accuracy of cost models? Is there a precedent for requiring very
accurate models and in particular how important are the upper and lower bounds when
using cost models?

3. How should a cost model interact with an in situ taxonomy, specifically that put forth
in the in situ terminology project? Should cost models be constrained to the taxonomy
and/or should the taxonomy be simplified to help ensure this?

4. What is the full set of parameters across hardware, simulation, in situ routine, data
movement, load imbalance, data dependencies, etc. that we should consider? What are
ways in which we may reduce this set?

5. What are the useful abstractions for applications vs. analysis and should we consider
multiple cost models in the event of differing sets of abstractions?

6. What role do “substitute” models play? Are reduced-order models appropriate or are
there benefits of a multi-resolution approach?

7. Methodology: what is the best way to conduct this research program? Specifically, do
the benefits of a ground-up effort outweigh associated development costs and how does
this change given the capabilities of existing tools?
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8. What is the role of “learning” (in a broad sense) of models? In the case of machine
learning, should we target community sourcing of the generation and curation of training
data?

9. What are the additional difficulties inherent to scalable algorithms on parallel architectures
and are there non-empirical methods for collecting knowledge?

10. How do we validate cost models?

At a high level, in situ cost models contribute to a scientist’s ability to plan full science
campaigns. Predicting how much in situ analysis will impact the sim code, e.g. during
on-node co-processing, allows for balancing requirements, prioritizing results, or dialing in
appropriate timeliness or accuracy. At the operational level, prediction capabilities help
ensure that an in situ method will run within a pre-determined resource envelope.
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Background and Motivation. Due to the fact that this topic is based on two rapidly
evolving fields, an appropriate definition and scoping are still in development [1]. Big Data
as a domain has developed its own solutions for machine architectures, software frameworks,
and also specific methodologies for data processing, e.g., the map/reduce model or stream
processing, descriptive statistics and predictive statistics such as machine learning (ML)
algorithms and in particular the subset of ML, deep learning (DL). We believe that it is too
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narrow to only list popular Big Data frameworks such as Spark, Hadoop, and Flink, and to
compare them to MPI or PGAS languages used in high performance computing. Instead,
identifying a set of candidate use cases and applications to experiment with different aspects
of a future convergence will enable better evaluation of the potential and limitations of each
approach. A key problem is to understand how Big Data processing approaches can be
used for in situ visualization and vice versa, i.e. explore whether in situ solutions can find
relevant applications in a Big Data context. Big Data is associated with machine learning, in
particular neural networks. ML techniques have been successful for addressing a number of
classification/optimization problems. How these techniques could be used efficiently in an in
situ context still needs to be explored, with an important question being the identification of
the data that needs to be extracted to enable learning. Many machine learning approaches
can take a long time to be trained, usually with offline data. Thus, other optimization
techniques should also be considered to enable real time in situ processing by coupling fast
algorithms with fast implementations.

Another area of interest is co-design for in situ big data analysis. In cases of key interest
(such as in transit analysis of telecommunication network data [2]), dedicated hardware
is often used, and experiences from the in situ case can be used to aid this co design.
Many high performance computing centers, under user requests, now need to provision
frameworks such as Spark, Hadoop, and Flink on high performance computing hardware.
In Situ processing can leverage this trend to experiment and integrate Big Data solutions
in workflows. At present, in situ visualization has primarily focused on visualizing results
of continuum mechanics simulations. Links to other communities with different types of
streaming data that cannot be stored to disk may help in the development of new techniques
and workflows [1, 2].

The diversity, size, and complexity of data in HPC is growing. In situ processing needs
to consider not only data produced by large scale applications, but also data provided
online by other scientific instruments or to combine observation data stored on disk (data
assimilation) [1]. This type of workflow may require the combination of different tools from
HPC and Big Data, making for a very heterogeneous software stack. Modular supercomputers
may be a good place for initial experimentation with workflows that have in transit processing
since the deployed software stacks on each modular component are under the control of
one center. Big Data frameworks are not designed to run efficiently on current large high
performance computing architectures, limiting their usability at scale for in situ analytics.
Ease of use has typically been prioritized over efficiency. They do however inspire adaptation of
HPC frameworks to allow for both ease of use and efficiency [3]. ML and more particularly DL
are black box solutions. Given enough high quality data for learning, they can automatically
produce good solutions without requiring the hand development of a complex model. However,
the computed surrogate model is often difficult to understand and the guarantees on its
qualities are limited. In many cases this may not be acceptable. ML may be used in an in
situ workflow, for instance for feature tracking, but also for designing and optimizing in situ
workflows. Such a task is often difficult, with very limited tools to assist the developer, often
left to rely only on his experience and expertise.

Many big data workflows have been ported to HPC hardware and are available for users, in
particular on medium and small scale high performance computing platforms. In the context
of scientific computing today, they are primarily used for post-hoc analysis. Efforts are
made to improve Big Data framework performance on supercomputers [3]. High performance
computers are more reliable than traditional Big Data platforms, thus softening the need
for strong fault tolerance protocols that often limit Big Data frameworks performance and
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scalability. Data parallel and functional programming techniques underlying the map/reduce
model are also used in some modern visualization frameworks like VTM-m. The map/reduce
model has also been experimented with in the in situ context [4]. Success has been reported
in using ML for optimizing HPC platforms, for instance in job scheduling [5].

Research Questions. Against this backdrop, we see the following immediate questions.
1. How can one use ML for in situ data reduction?
2. How can ML techniques help users to formulate and/or optimize in situ workflows?
3. How can in situ visualization be used to monitor and analyze deep learning algorithms [6]?
4. What guarantees can be provided on ML techniques when used in safety critical situations?
5. How can Big Data frameworks and their relatively easy to master programming environ-

nements, in particular for stream processing, support or complement in situ processing
frameworks?

6. More generally how can the knowledge that can be extracted through machine learning /
big data techniques help improve in situ analytics, visualization, and – eventually – HPC
at large?

Leveraging the additional tools and methodologies of Big Data for in situ processing may
eventually enable researchers to do better science faster. The push to use these tools may
very likely come from application scientists. But how they will be integrated and used in
situ is still unclear.
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Background and Motivation. The group identified three core problems crosscutting soft-
ware complexity, heterogeneity and user-facing issues: in situ software is complex and hard
to use; users are reluctant to adopt new technologies and in particular in situ; and increasing
heterogeneity in computational resources, software tools, and use scenarios exacerbates the
problem.

Challenges. In situ software is complex and hard to use. Coupling in situ software entails
coupling two or more codes together, both of which are likely complex software applications
in their own rights. This coupling is more complex than simply making a library call, because
of the consumer-side factors: the in situ method must be correctly configured to produce the
desired results and it may itself be a complex, parallel application. In all but the simplest of
cases, the data models of the simulation code and in situ method will not be identical. This
necessitates a potentially complex data model transformation.

Additional challenges arise from the complexity of the underlying computational platforms.
These challenges are present for all computational endeavors, not just in situ methods. There
is an increasing complexity and depth to memory hierarchies, and increasing number of
cores per processor. With this added complexity arise challenges in determining the optimal
configuration and placement of processing components in an in situ pipeline: some methods
and configurations are best run truly in situ, where data does not move, while in other
configurations, moving data to a different node may produce a lower time to solution. This
set of challenges is compounded when considering portability: a given configuration that
may perform well on one HPC platform is unlikely to be the best for a different platform.

Another challenge area is the fact that many users may be unwilling, or reluctant, to
adopt and use in situ methods/infrastructure. They are concerned about uncertainties
around software lifespan and support, the software complexity, coupled with uncertainty
about whether the software will solve their problem, whether it computes correct results,
and its reliability and potential adverse impact on their high-concurrency, long-running
simulation. Users are unwilling to invest time and energy into adopting a new technology
unless there are clear benefits to them, and they have a well-founded belief that the new
technology they adopt will be around in the future for them.

Successes. A Eurographics 2016 State-of-the-Art report STAR report [1] provides a com-
prehensive discourse of in situ R&D that goes back over 20 years. Notably, there are a
number of established APIs that target the coupling of simulation and in situ visualization
codes [2, 3, 4, 5, 6, 7]. One of the long-standing weaknesses of in situ approaches is the
idea they produce results, i.e., images, that reflect a given combination of visualization and
rendering parameters, and the collection of output is then not amenable to exploratory
analysis. CINEMA[8] is an approach where in situ visualization tools create a “CINEMA
image database”, such that the images may span some range of visualization and/or rendering
parameters, and then a post-hoc viewer permits a user to interact with and browse the
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collection of pre-computed images. Other work in this space includes generating topological
summaries for higher-level, feature-based analysis and exploration [9].

Reasons why users might be more motivated to engage with the in situ community is
if such engagement provides more value to their project. One example is that it may save
them user time in examining results and performing planning for future runs [10]. Another
may be that it enables them to see and study new science hidden in their data, features
that had previously gone undiscovered due to limitations of the I/O bottleneck [11], or
to perform complex simulation/analysis couplings where the analysis methods consist of
combinations of lower-resolution surrogate model codes and advanced geometric/topological
analysis methods [12]. Helping users to become better aware of the technologies and how
they might be used is an important part of the landscape, as well.

Research Questions. From a resource standpoint, an open and ongoing challenge is coping
with increasing heterogeneity of both software infrastructure and the underlying computa-
tional platforms. On the one hand, users can benefit from a growing collection of tools that
provide new, advanced analytics methods. On the other hand, finding ways to effectively
leverage them within familiar toolchains (integration) and on evolving computational plat-
forms is a challenge. Users are also concerned with the reliability of these methods, in terms
of correctness of results, along with the robustness of their execution.

A longer-term research question concerns how to minimize the intrusion into the simulation
code of the interface code necessary to couple the data producer and consumer. While there
are efforts that aim at providing portability across numerous in situ backends, the fact that
even minimal instrumentation code is required in the simulation impedes adoption. It has been
suggested that finding ways to eliminate the need for any explicit instrumentation code would
represent a significant step forward in this regard. Yet, whether this is feasible in production
codes remains an open question, chiefly because both data producers (simulations) and
consumers (in situ analysis/visualization) are highly complex, massively parallel applications.

A difficult problem is determining the optimal ratio of simulation to analysis resources,
since they are performing different types of computations, along with taking into account the
cost of data movement between ranks. Helping users to determine optimal configurations
of concurrency and placement of these computational components is an open research
question, and entails interactions with researchers in other, related fields, such as operating
systems/runtime.

Scientists are faced with an increasingly complex problem: computational platforms grow
more powerful, but the I/O fabric grows in capacity much more slowly, which results in a
debilitating imbalance between their ability to compute data and their ability to store it
for analysis. One result of this imbalance is the loss of science, where important features
in data are not discovered. The primary benefit of in situ methods in computational
science is the ability to perform better science, and to do so more productively. Better
science results from having access to full spatio-temporal resolution data for the purpose
of knowledge discovery. Productivity increases when there is faster turnaround between
hypothesis formation, experiment, and analysis of results. Reducing complexity, including
lowering barriers to use, will result in increased user demand and adoption.
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5 Panel Discussions

In addition to identifying ten research topics, workshop attendees agreed upon the importance
of establishing a pipeline to bring fundamental, theoretical in situ research into a production
environment (i.e., sustainable, user-friendly, robust, high-quality software tools that are
actively used by science and engineering application teams). Attendees also noted, however,
that many pervasive, cross-cutting issues impede community progress in establishing an in situ
research-to-production pipeline. These issues are due, in large-part, to the interdisciplinary
nature of the pipeline. Specifically, each individual researcher within an interdisciplinary team
has a different set of priorities or “definitions of success” that shapes the focus of their work.
Individual priorities are defined by many factors, including research community, personal
interests, funding sources, and/or performance measures at their institution (academia,
industry, research laboratory). In order to build a successful in situ research-to-production
pipeline, interdisciplinary team members need to resolve or “bridge” these very different
priorities, some of which are outside of the team’s direct control. Workshop attendees
identified a number of bridging issues and classified them into three categories: 1) Software
Engineering and Deployment, 2) Funding, and 3) Teaming and Pipeline. The first issue was
discussed in the first panel, and the latter two were discussed in the second panel.

5.1 Panel Discussion on “Software Engineering & Deployment”
Panelists

Andrew Bauer (Kitware – Clifton Park, US, andy.bauer@kitware.com)
Jens Krüger (Universität Duisburg-Essen, jens.krueger@uni-due.de)
Matthew Larsen (Lawrence Livermore National Laboratory, larsen30@llnl.gov)
Kenneth Moreland (Sandia National Laboratories – Albuquerque, kmorel@sandia.gov)

Summary of Discussion

Background & Motivation. Software is the means by which theoretical and methodological
techniques are made practical and useful to a user community. Depending on a researcher’s
priorities, their target user-community can vary dramatically. For example, an academic
researcher can have a target user-community of a) application scientists/engineers or b)
their students. Each of these user communities places different requirements on the quality,
maturity, and support model of the resulting software product. In the first scenario, robust,
user-friendly, production-quality software is often required for adoption. In the second
scenario, the maturity required of the software product is typically significantly lower (e.g.,
the software is a learning tool, that the students are meant to build off of in their studies).

Software can be made accessible to users via a number of mechanisms: commercial,
open-source, and via direct hand-off (but with no formal licensing/use agreements). Once
software is deployed, user-support model requirements will vary by user-type.

Software also serves as a means for a researcher to establish an identity (analogous to
publications).

Challenges. Many of the software challenges highlighted by the workshop attendees are
not necessarily unique to the in situ research-to-development pipeline, but are exacerbated
by the interdisciplinary nature of the work. Challenges are often due to discrepancies in
priorities (and resulting expectations) between an in situ tools researcher and their target
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user-community. These discrepancies can be minor (e.g., missing a feature that might be easily
be added), to significant (researcher has a prototype implementation with a minimal user-
support model, whereas the user-community may want a production-ready tool). However,
challenges can also be due to language barriers between tool and user communities (e.g.,
unclarified assumptions, use of terms that mean different things to the two communities,
jargon).

The following examples illustrate common discrepancies in priorities between in situ tools
developers and their target user communities:

Requirements. Scientists and engineers often prefer specialized tools, tailored to their
application, over general tools. This is due, in large part, to their ease of use. In an in
situ workflow, these preferences become strict requirements due to the increase in overall
code-complexity and the implications of a tool’s downstream dependencies. Technical
user community concerns include stability of application programming interfaces (API),
code and/or compile-time bloat, and code reliability. In situ tool developers, on the other
hand, prefer to create general purpose tools, which promote sustainable code management
and simplify (from the point of view of the tool developer) the process of supporting
multiple target user-communities.
Advertising and Adoption. Communication barriers can arise between user and tool
communities in several ways that inhibit advertising. For example, different communities
use of similar terms to mean different things. Jargon and acronyms can also serve as a
barrier to adoption. Communication issues can be further exacerbated when competing
tools exist that provide overlapping functionality. Not only can this cause friction
and competition within a particular tool community, it can make it difficult for user
communities to discern which of the competing tools to use. Aspects that may further
inhibit adoption include, e.g., concerns over which tool will have greater longevity, lack
of clarity regarding tradeoffs between the tools, and uncertainty about downstream
dependencies.
Accessibility. Researchers have different mechanisms to make their tools available to their
target user-community. Commercial tools come at a financial cost to users, which provides
a higher barrier-to-entry. For tool developers a primary benefit of commercialization is the
financial means to fund code development and user-support. In contrast, releasing an open
source tool imposes a lower barrier-to-entry for users. However, tool developers relinquish
some control of ownership/identity. Furthermore, open source release of a code does not
provide a direct funding mechanism for further development and user-support. We note
that some scientists and engineering user communities have accessibility requirements on
tools used within their workflows (e.g., must be open source).

Potential solutions. In spite of the numerous challenges, workshop attendees identified
several suggestions for the path forward. Several of these focus on addressing concerns raised
by the user community regarding in situ tool APIs, their stability, and their intrusion into
user application code. The first suggestion is longer-term, nebulous, and strategic: think
radically “outside the box” to facilitate “application unawareness.” An analogy was made
to cell phone chargers. Every time a cell phone company changes the form factor of its
charging plug, it is disruptive to their user community. Recently, innovative wireless phone
charging equipment has provided a revolutionary solution to this problem. Is there a similar
revolutionary technology that can address the “tower of Babel” API complexity issue?
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Other suggestions to address API concerns are nearer-term, specific, and more tactical in
nature:

Identify the lowest common denominator that is general, but still allows for specialization
for specific applications (e.g., something analogous to the POSIX file system for post-hoc
analysis use case).
Engage external tools communities, for example, those developing containers (e.g., Docker,
Kubernetes) and package managers (e.g., SPACK, LMOD).

Many of the advertising and adoption concerns raised were due to communication concerns.
Potential solutions for these issues were raised but are discussed in greater detail in the
Teaming and Pipeline subsection.

5.2 Panel Discussion on “Programmatic & Funding Issues /
Interdisciplinary / Pipeline”

Panelists

Peer-Timo Bremer (Lawrence Livermore NationalLaboratory, bremer5@llnl.gov)
Charles D. Hansen (University of Utah, hansen@cs.utah.edu)
Ingrid Hotz (Linköping University, ingrid.hotz@liu.se)
Bruno Raffin (INRIA – Grenoble, bruno.raffin@inria.fr)
Alejandro Ribes Cortes (EDF – Paris, alejandro.ribes@edf.fr)
Han-Wei Shen (Ohio State University – Columbus, shen.94@osu.edu)

Summary Discussion on Programmatic & Funding Issues

Background and Motivation. In a research-to-development pipeline, funding for the various
stages of software development is often provided by multiple different funding agencies, each
with very different “success criteria.” For example, many of the funding sources that promote
in situ tools research are focused on theory and may relegate software development activities
to prototypes only. However, user communities often require mature and reliable software,
and their associated funding sources typically do not support software development and user
support. Commercialization and collaborations with large corporations are other means of
funding an in situ research-to-production pipeline.

Challenges. One of the predominant challenges identified by attendees is the dearth of
sustained funding sources for software development, testing, and deployment activities aimed
at bringing fundamental research tools into a production-quality state. As noted above,
there are distinct funding agencies that support both the in situ tools and user communities.
However, each of these funding agencies’ success criteria are narrowly focused within their
respective communities. Those funding sources aimed at bridging communities are few, and
often transient in nature (limited duration). Those that provide more sustained funding are
focused on very narrow user communities (e.g., DOE/NNSA/ASC funding).

Workshop attendees also noted some disconnects between funding program manager
priorities and the priorities of in situ tools researchers. Some funding agencies have moved
away from a focused emphasis on in situ processing, and are now looking to invest in
newer research trends, such as machine learning and big data. This is in large part due
to the hype and public appeal surrounding these trends in industry. However, this also
highlights a potential communication disconnect between the in situ tools community and
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funding agency program managers on the importance of continued investment in an in situ
research-to-production pipeline.

While commercialization and collaboration with industry are another source of funding,
many workshop participants noted that non-disclosure agreement (NDA) requirements are
often in direct conflict with fundamental tools researcher goals of publishing their research.

Lastly, some in situ tools researchers noted difficulty in gaining access to high performance
computing resources on HPC systems for user support build and test development operations
efforts.

Potential Solutions. We begin this section by highlighting some early success stories in
addressing funding issues:

HPC resource allocation. In the United States, HPC resource allocation may be easier
than it appears at some HPC facilities. Many in situ tools researchers do not pursue
resource allocation because acquisition processes appear to be targeted solely at application
developers. Although not well-advertised, there are compute cycles available to the tools
communities and tools researchers have been successful in acquiring compute cycles by
directly contacting facilities support staff to better understand request protocol options.
Institution-specific success stories.

KAUST University has a support model for software development and deployment.
Research faculty can work with software developers who are paid by the University to
mature research tools into production capabilities.
EDF was highlighted as a company who funds work that spans the in situ research-to-
production pipeline.

Recent changes to funding agency reporting criteria. Some academic and fundamental
research funding agencies have made changes to their reporting/success criteria. Specific-
ally, the agencies are beginning to ask about data artifacts and software sustainability
plans. While additional funding is not being provided to support these activities, this is
an important first step in that direction.

In addition to early successes, suggestions for path forward highlight the need for increased
alignment between in situ pipeline researchers and potential funding sources:

Academic and/or government funding agencies. Academic researchers do not always
have a clear understanding of a funding agency’s program manager roles and responsibil-
ities (which may differ significantly across agencies). Researchers could benefit from an
understanding of funding agency terminology (e.g., technology readiness level (TRL) [1]
to describe software maturity in a standardized way). A deeper, understanding of a
funding agency’s own success criteria and requirements would enable researchers to help
shape a program manager’s research focus, as well as to help program managers advocate
for additional funding for their programs.
Industry collaborations. As we establish a research-to-production pipeline, it is clear
that the community has not yet identified which universal, baseline services industry
partners should develop and maintain. For example, BLAS was highlighted as a former
fundamental research activity that HPC industry providers now maintain across HPC
system procurements. What is the analogous BLAS for the in situ tools community? How
should the in situ tools community identify this division of labor with industry partners?

References
1 Technology Readiness Level, https://en.wikipedia.org/wiki/Technology_readiness_level

(Accessed Sept. 16, 2018).
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Summary Discussion on Teaming and Staffing Pipeline

Background and Motivation. The establishment of an in situ research-to-production
pipeline is interdisciplinary, involving three different research communities (application
scientists and engineers, high-performance computing experts, and visualization scientists)
across academia, industry, and research laboratories. Universities are the staffing pipeline
source, providing the next generation of researchers who will be joining these three com-
munities.

Challenges. This subsection summarizes attraction, retention, and teaming challenges that
negatively impact the establishment of an in situ research-to-production pipeline.

Staffing Pipeline. While science-based research activities draw some students, the
competition from industry is strong. This is due to salary potential in industry, and
the hype of data science and machine learning, which compete directly with the in situ
tools community. Consequently, students at universities are showing more interest in
curriculum that prepares them for industry careers in data science, diminishing the in situ
staffing pipeline. These challenges are exacerbated by losses in funding for universities,
making it difficult, if not impossible, for professors and their students to collaborate on
interdisciplinary research projects with laboratories and industry partners. The influx of
data science and machine learning career options (and their associated salaries), pose a
retention challenge as well, which particularly impacts research laboratory staffing.
Teaming. Many teaming challenges have been alluded to already throughout this report
because communication and trust are central to effective interdisciplinary work. Specific-
ally, when a team does not effectively communicate, this exacerbates any technical and
logistical issues. From a communication perspective, a number of issues impede effective
collaboration. For example, different research communities may use similar terminology,
but mean different things. Furthermore, the use of technical jargon and/or acronyms can
cause additional confusion. Different communication styles and different priorities, can
lead to misunderstandings that undermine trust, further hampering collaboration.

Potential Solutions. Workshop attendees identified suggestions, which mostly comprise
teams learning and employing best practices in communication and psychology.

Staffing Pipeline. suggestions on staffing pipeline center around understanding what
motivates people to draw and maintain a healthy pool of interdisciplinary team members.
These include:

Ensure internship mentors are educated in best practices
∗ Understand that the experience of the internship is equally as important as the

output from an attraction/retention perspective.
∗ Meet regularly with both mentees and their professors.
∗ Provide students with leadership opportunities.
∗ Labs, industry, and funding agencies need to financially support recurring internships

to establish long-standing relationships with potential employees.
Communicate with funding agencies the importance of sustained funding for in situ
for University partners to maintain a healthy staffing pipeline (see 5.2).
Work with human resource staffing partners at Universities and Laboratories to make
salaries as competitive as possible with industry.
Formalize recruiting “sales pitch”: why should students want to pursue a career
pursuing in situ pipeline work? Some of this may be technical, but other recruiting
factors could be a draw: e.g., impact, team, work-life balance, etc.
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Figure out how to capitalize on data science and machine learning to draw students
towards science and/or mission-impact application domains, which overlaps with thrust
from Section 4.9.

Teaming. Interdisciplinary are likely to be diverse along several axes, including technical
field, institutional, and social/communication style. Suggestions for teaming centered
around embracing diversity and inclusion best practices to build and sustain effective
teams:

Communicate clearly and without jargon.
Avoid assumptions: understand your own as well as your team members’.
Understand your team member’s priorities and success criteria.
Find win-win situations: identify and agree upon mutually agreeable successful out-
comes. Do this early in the teaming process and revisit on regular intervals.
Education and tools:
∗ Provide team leads education on coaching.
∗ Educate all team members on social styles (e.g., DISCS, Myers-Briggs) and commu-

nication (e.g., convergent vs divergent thinking).
∗ Embrace associated tools chains.
Choose teams wisely: avoid working with people who do not abide by communication
and teaming best practices.
Communicate about norms. This includes what data is private and what is public.
Mailing lists, social media and some cloud services may be unwelcoming environments
for some potential team members.
Understand and manage the costs (time, financial investment, education) of collabora-
tion.
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from four distinct research areas (with some researchers having results in up to three such
areas, but none in all four):
1. the area of adaptive analysis of algorithms;
2. the study of parameterized complexity of NP-hard problems;
3. the area focused on compressed data structures; and
4. the area concerned with the study of compressed indices.

Goals

The intuition behind gathering people from such diverse communities was that while all of
these subareas of algorithms and data structures focus on “going beyond the worst-case”
for classes of structurally restricted inputs, there has been a limited amount of interactions
between them, and some results have been “discovered” twice. Therefore, the main goal of
the seminar was to share knowledge and make joint progress through dedicated survey talks
and plenty of time for discussions and work on open problems.

Structure

The seminar consisted of
1. a first session of personal introductions, each participant presenting his expertise and

themes of interests in two slides;
2. a small series of technical talks, some organized a long time in advance, and some

improvised “on demand”; and
3. a larger series of presentation of open problems, with ample time left for the participants

to gather and work on such open problems.

Conclusion

Most participants concurred that they learned a lot from the seminar, and acquired new
contacts to foster further collaborations. In particular, interactions between the adaptive
analysis of algorithms and the study of the parameterized complexity of NP-hard problems
seemed relevant to the recent development of conditional lower bounds for problems classically
solved in polynomial time, an approach referred to as “Fine Grained Analysis” or “FPT in P”.

Generally, it appears that the seminar struck a good balance between scheduled sessions
for survey talks and presentation of open problems as well as free time for discussion and
interaction. During the free time, many smaller groups got together for work on open
problems or for informal presentations of more specialist topics with a smaller audience. We
think that this setup, along with the longer than usual round of introductions on the first
day, was very successful at bringing together the different research areas.
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3 Overview of Talks

3.1 An Introduction to the Adaptive Analysis of Algorithms
Jérémy Barbay (University of Chile – Santiago de Chile, CL)
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Traditionally, algorithmic theory measures the complexity of a problem or algorithm in
terms of the worst-case behavior over all inputs of a given size. However, in certain cases an
improved algorithm can be obtained by considering a finer partition of the input space by
a difficulty measure, sometimes down to the instance itself. This finer partition is defined
through a difficulty measure, which groups the instances both by their size and by their
difficulty, in order to refine the worst case analysis for both upper and lower bounds on the
complexity of the instance.

This approach has been the subject of extensive work, on one hand on problems which can
be solved in polynomial time, and on the other hand on NP-hard problems, which solutions
are checkable in polynomial time but for which no polynomial time algorithm has been found
so far. Example of such results include, for polynomial time problems, Searching in a sorted
array [11, 30, 10, 31], computing the Intersection [6, 5, 4, 16, 19, 18] of sorted arrays,
Merging [16, 18] sorted arrays, Sorting permutations [21, 29, 7, 3, 25, 26, 27, 17, 13] and
multisets [28, 9], computing Maxima Sets [15, 22, 1, 8] and Convex Hulls [12, 24, 15, 14,
20, 2, 23, 1, 8].
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3.2 A Little About “FPT-in-P”
Till Fluschnik (TU Berlin, DE)

License Creative Commons BY 3.0 Unported license
© Till Fluschnik

We give a brief introduction into the world of FPT-in-P. First, we discuss how the concepts
running-time lower bounds, fixed-parameter tractability, and kernelization (lower bounds)
translate from the world of NP-hard problems into the world of polynomial-time solvable
problems. Herein, we give some examples known from the lecture for the successful application
of the former two concepts, or, more precisely, of polynomial-linear fixed-parameter algorithms
(PL-FPT) and polynomial-size linear-time kernelizations. We then study the polynomial-time
solvable Negative Weight Triangle problem. The problem does not admit a truly subcubic
algorithm unless the APSP-conjecture breaks, and hence, we elaborate easy-to-get polynomial-
linear fixed-parameter algorithms regarding the graph parameters maximum degree and
degeneracy of the graph. Along the graph parameter hierarchy we discuss on the possibilities
of other parameterizations for polynomial-linear fixed-parameter algorithms. Lastly, we
discuss the Graph Diameter problem. This problem, assuming the Strong Exponential Time
Hypothesis (SETH), does not admit a truly subquadratic algorithm. We discuss Graph
Diameter when parameterized by the vertex cover number–from both upper and lower
bounds.
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3.3 Gems in Kernelization
Bart Jansen (TU Eindhoven, NL)
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When solving a hard computational problem, the running time can often be reduced by using
a preprocessing step that throws away irrelevant parts of the data which are guaranteed not
to affect the final answer. Until recently, there was no good explanation for the effectiveness
of preprocessing. This changed when the notion of kernelization was developed within the
field of parameterized complexity. It has been called ”the lost continent of polynomial time”,
since the exploration of the formal model of preprocessing captured by kernelization has led
to a surprisingly rich set of techniques that can reduce the size of NP-hard problem inputs in
polynomial time, without changing the answer. Using a user-defined complexity-parameter,
one can also give theoretical guarantees on the amount of data reduction that is achieved.
This talk gives an introduction to kernelization by showcasing some of the gems of the area:
elegant preprocessing schemes built on nontrivial mathematical insights. The presented gems
deal with Edge Clique Cover, Vertex Cover, and Graph Coloring.

3.4 Tutorial: Introduction to Parameterized Algorithms
Bart Jansen (TU Eindhoven, NL)
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This tutorial introduces the main concepts in fixed-parameter tractability. It treats both the
positive toolkit (techniques for algorithms) and the negative toolkit (techniques for hardness
proofs). Examples from the positive toolkit include bounded-depth search trees, kernelization,
color coding, and treewidth-based dynamic programming. When it comes to hardness proofs
it covers W[1]-hardness and some kernelization lower bounds.

3.5 Adaptive Algorithms (a personal view)
Ian Munro (University of Waterloo, CA)
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Joint work of Ian Munro, Sebastian Wild

We say an adaptive algorithm is one that does well in the worst case but much better on
specific classes of inputs. The one pass “Huffman codes” of Knuth et al. and of Vitter, from
the 1970’s and 80’s are examples of this. They modify the code for characters “on the fly”,
making it shorter for frequently occurring terms as their relative frequency increases. Indeed,
one can view Lempel-Ziv compression schemes as a similar example. Another frequently
studied problem under an adaptive model has been sorting sequences which contain some
ordered runs. The work of Wood et al., also from the ‘80’s provide well-known examples. A
more recent example of such a technique is Timsort, due to Tim Peters in 2002. This talk
focuses primarily on this and recent improvements due to the author and Wild (ESA 2018).
The problem is to stably sort a file that contains a substantial amount of already sorted runs.
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The main model of computation is a PC running Linux, though theorems are also proven.
The stability constraint essentially restricts one to merging consecutive segments of the input.
Timsort works by keeping a stack of (references to) segments (from left to right). Depending
on their relative lengths, one either merges an adjacent pair of such segments among the 4
(or so) most recently processed, or pushes a new run onto the stack. Clearly the stack is of
height at most lg n. While it was originally claimed that the method took time O(n lg n) in
the worst case, it took close to a decade for a real (and complex) proof of this statement.

We give a couple of other algorithms, both based on near optimal binary search trees
(with elements only at the leaves), both based on the work of Mehlhorn from the ‘70’s. The
first has the general approach of looking at the middle of the file and determining the closest
sorted run. One makes the split between the left and right subtrees of the root of a near
optimal binary search tree either before or after this run. Then we can simply recurse on both
sides of the root and create a tree with the runs at the leaves. For sorting, we recurse to the
left, merging whenever possible the leftmost pair of adjacent runs (either original or created),
then sort the right subtree in the same way, before doing a final merge. (The second method
is similar though it avoids the “cache unfriendly” jumping about.) The methods are shown to
involve a number of moves and comparisons that are essentially n times the “entropy” of the
original run lengths, which matches the lower bound (at least for comparisons). Experiments
show the methods perform better than others for the problem.

3.6 Introduction to Fine-grained Complexity
Ramamohan Paturi (University of California – San Diego, US)
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This talk is a brief introduction to fine-grained complexity. The talk delineates the ingredi-
ents of the fine-grained complexity theory including the notion of fine-grained reductions,
complexity conjectures, ETH and SETH and presents a sample of reductions among problems.

3.7 String Attractors
Nicola Prezza (University of Pisa, IT)
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In the field of lossless text compression, it is known that high-order entropy is a weak model
when the input contains long repetitions. Motivated by this fact, decades of research have
generated myriads of so-called dictionary compressors: algorithms able to reduce the text’s
size by exploiting its repetitiveness (Lempel-Ziv 77 and the run-length Burrows-Wheeler
transform are probably the most successful and known tools of this kind). In this (still at
its outset) work, described in a preliminary series of papers [1, 2, 3], we introduce a new
combinatorial object unifying dictionary compression techniques under a single theory. Our
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core result is that dictionary compressors are different approximations to the same, elegant,
combinatorial problem: to find a small set of positions capturing all distinct text’s substrings.
We call such a set a string attractor. String attractors raise a number of very interesting
algorithmic and combinatorial questions. In this talk we give the answer to some of these
questions and present a (partial) list of exciting open problems to encourage further research
on this new promising topic.

To start with, we show reductions between dictionary compressors and string attractors.
This gives us the approximation ratios of dictionary compressors with respect to the smallest
string attractor and allows us to solve several open problems related to the asymptotic
relations between the output sizes of different dictionary compressors. We then show that
k-attractor problem – that is, deciding whether a text has a size-t set of positions capturing all
substrings of length at most k – is NP-complete for k ≥ 3. We provide several approximation
techniques for the smallest k-attractor, show that the problem belongs to the APX class for
constant k, and give strong inapproximability results.

From the algorithmic side, we first show that string attractors provide a universal
framework for compressed computation: we can design compressed data structures based on
string attractors that are universal in the sense that, as implied by our reductions, can be
built on top of any dictionary compressor. In particular, we give an optimal random-access
data structure [1] and a universal compressed self-index [3]. We also provide an elegant
characterization of string attractors based on suffix trees [2]. This characterization leads to
very efficient algorithms for a range of problems: we show how to check the validity and
minimality of a k-attractor in near-optimal time and how to quickly compute exact and
approximate solutions. For example, we prove that a minimum 3-attractor can be found in
optimal linear time on small (yet super-constant) alphabets, and a 2.45-approximation can
be computed in linear time on general alphabets.

Our preliminary work leaves plenty of exciting open problems. We still do not know
whether a constant approximation to the smallest k-attractor can be computed in polynomial
time for general k, or what is the best approximation rate computable in polynomial time
for the 3-attractor problem (in [1] we give a lower bound of 11809/11808 and an upper
bound of 1.95). Moreover, we have not yet been able to assign the 2-attractor problem
its complexity class (although we suspect it to be in P). Perhaps the most interesting
information-theoretic question is the relation between the smallest attractor’s size γ∗ and
the Kolmogorov complexity of the string: can we represent the string within O(γ∗) space?
can we design better compressors based on string attractors? Finally, it would be interesting
to extend the concept of string attractor to infinite strings and to more complex objects such
as multi-dimensional grids and graphs.
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3.8 Introduction to Generating Functions
Mireille Regnier (Ecole Polytechnique – Palaiseau, FR)
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This talk presented a short introduction to «Analytic combinatorics» with a focus on the
algebraic methods. The principle is to translate automatically a recursive definition of a
combinatorial data structure into a functional equation satisfied by the so-called generating
functions. In his seminal talk at ICALP, Ph. Flajolet compared the method to a train
organisation, but a comparison with a Lego construction was made as well.

A few examples are given. Besides the classical word or binary tree enumeration, the
prefix normal words example arose from the open problem introduced by Z. Lipták during
the Dagstuhl seminar.

4 Working groups

4.1 BIRT – Binary IRTs for Genome String Compression
Stefan Böttcher (Universität Paderborn, DE)
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The Burrows-Wheeler Transform (BWT) is one of the preferred data structures to store
and search huge amounts of string data – as it is e.g. the case for genome data. However,
genome data can become so huge that the space consumed by a BWT of that data becomes
a bottleneck for efficient in-memory search of the BWT. A possible way out could be to find
a highly compressed representation of such a BWT that can be constructed and searched in
smaller memory.

The genome data sets that we want to compress consist of a huge amount of very long
strings consisting of just the 4 letters ‘A’,‘C’,‘G’, and ’T’ plus a small amount of escape
characters ‘$’. We expect to have a high repetition rate of long string patterns in our genome
data. Therefore, we also expect to have extremely long runs in the BWT of this genome data.
As a consequence, the number of runs is significantly smaller than the length of the BWT.
That is why it is desirable to design a compressed encoding of a genome data BWT that
has a size in the order of the number of runs, instead of a BWT that has a size in the order
of the BWT. This problem description has been given by Travis Gagie [1]. Furthermore, if
it is possible to encode a BWT in a compressed data structure that has a size in the order
of the number of runs, such a compressed BWT is likely to fit into the main memory – in
comparison to the complete genome data set which exceeds main memory space.

Inspired by this problem description, we have developed BIRT (=Binary Indexed Revers-
ible Transformation) an approach of how to reduce the BWT size. Our starting point is a
sequence of given strings of the alphabet {A,C,G,T,$}. The key compression idea of BIRT
consists of a number of lossless mapping steps, where each mapping step transforms one
representation of the given string sequence into an equivalent representation of the same
string sequence, finally yielding a compressed data structure.
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First, BIRT transforms a set of given strings of the alphabet {A,C,G,T,$} into a set of
strings of the alphabet {A,C,G,T} plus an extra index for the string delimiters (i.e., the
$-symbols) – assuming that there is just a small number of string delimiters in comparison
to the total length of the strings.

Second, BIRT transforms strings of the smaller alphabet {A,C,G,T} into binary strings
of the alphabet {0,1}. For example, a sub-string CATG can be encoded as 01 00 11 10.

Third, BIRT transforms these binary strings into an IRT [2] [3], a variant of the BWT.
Thereby, the IRT of these binary strings is also a binary string only. Furthermore, BIRT
uses an external index to store the positions of the $-symbols in the IRT, or the end of the
encoded strings respectively. In comparison to a direct encoding of an ACGT-string into a
BWT, this binary encoding induces the following challenges. It does not only lead to a binary
IRT being twice as long as the previously given ACGT-IRT which doubles the number of LF
mapping steps needed for decoding. It also requires an additional technique to distinguish
the valid rotations in the IRT from the non-valid rotations.

Fourth, BIRT includes such an additional technique that distinguishes the valid rotations
in the IRT from the non-valid rotations. For example, it guarantees that a rotation ... 01 00
11 10... can only be interpreted as ...CATG..., and avoids an interpretation of a rotation ... 0
10 01 11 0 ... as ...GCT... .

Fifth, BIRT maps the binary IRT representation to a run length encoding plus a shorter
binary IRT representation, encoding just one bit per run.

Sixth, as the shorter binary IRT representation only alternates 0-runs and 1-runs, it has
no essential information and can be deleted without loss of information. To simplify the
remaining mapping and encoding, BIRT assumes that the first run of the shorter binary
IRT representation always is a 0-run – which has the length 0 if the shorter binary IRT
representation starts with a 1-bit.

As a consequence of BIRT’s six mapping steps, the encoding of a sequence of extremely
long genome strings can be reduced to storing two data structures: an index for the positions
of string delimiters $, and the run-length encoding of the binary IRT representation. Both
data structures should be very small in comparison to the given genome data, as we expect
to have few word delimiters ($) in comparison to letters (A,C,G,T) and as we expect to have
very long runs. For the given reasons, we expect that BIRT’s compression approach provides
a huge possible compression ratio for genome data. We are currently implementing the BIRT
compression approach and plan to evaluate it thereafter.
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4.2 Conditional Lower Bounds for Adaptive (Analysis of) Algorithms
Jérémy Barbay (University of Chile – Santiago de Chile, CL)
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The Adaptive (analysis of) Algorithms traditionally deals with problems for which solid lower
bounds are known on the computational complexity (e.g. sorting), if only because, given the
freedom given by the choice of the parameters of the analysis, it is important to be able to
show that one algorithm “optimally” takes advantage of the parameter.

Yet, recently the Computational Complexity of problems (such as Orthogonal Vectors,
Frechet Distance, Edit Distance which do not have such “solid” lower bounds so far) was
given some conditional lower bound by reducing some NP-hard problems to exponentially
long instances of such problems; and one has been able to show “adaptive” results on such
problems (again, Orthogonal Vectors, Frechet Distance, various types of Edit Distance) by
adding parameters to the analysis of dynamic programs resolving them.

This yields the following open questions:
1. Can one refine the conditional lower bound on the complexity of Insert Swap Edit Distance

(IS) to the worst case for n and k fixed, where k is one parameter which can make instances
easier?

2. Can one refine the conditional lower bound on the complexity of Delete Insert Replace
Edit Distance (DIR) to the worst case for n and k fixed, where k is one parameter which
can make instances easier?

3. Can one refine the conditional lower bound on the complexity of Delete Insert Edit
Distance (DI) to the worst case for n and k fixed, where k is one parameter which can
make instances easier?

4. Can one refine the conditional lower bound on the complexity of Delete Replace Edit
Distance (DR) to the worst case for n and k fixed, where k is one parameter which can
make instances easier?

5. Can one refine the conditional lower bound on the complexity of Discrete Frechet Distance
to the worst case for n and k fixed, where k is one parameter which can make instances
easier?

6. Can one refine the conditional lower bound on the complexity of Frechet Distance to the
worst case for n and k fixed, where k is one parameter which can make instances easier?

7. Can one refine the conditional lower bound on the complexity of Orthogonal Vectors to
the worst case for n and k fixed, where k is one parameter which can make instances
easier?

The discussion yielded various references, in particular one with a conditional lower
bound on the computational complexity of deciding whether a set of vectors contains two
orthogonal vectors, which is parameterized by the sum of the hamming weights of the vectors
(in addition to usual parameters such as the number of vectors and the dimension).
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Until recently, there were some problems (e.g. Edit Distances, Discrete Frechet
Distance, etc.) whose computational complexity was known to be polynomial (e.g. within
O(n2)), but for which no matching lower bound was known (e.g. the best known lower
bound was Ω(n), arguing that any exact algorithm must read the whole input). In 2004,
Ryan Williams [16, 17] proved the first conditional lower bound for such a problem, by
reducing Satisfiability to deciding if a set contains two Orthogonal Vectors on an
exponentially long instance. Since then, similar results have been proven for the computation
of the Discrete Frechet Distance [7], of various Edit Distances between strings [2], of
the Longest Common Subsequence [1] etc. On the other hand, recently Barbay and Pérez-
Lantero proved some new parameterized results on the computation of the Insert Swap
Edit Distance [5, 6] between strings, and Barbay proved some preliminary results pointing
to similar parametrization for the computation of the Discrete Frechet Distance [3]
between sequences of points, and of various other Edit Distances between strings [4].
This combination of results suggests the possibility of adding parameters to the analysis of
the computational complexities of such problems as Orthogonal Vectors, Discrete
Frechet Distance, Edit Distance, Longest Common Subsequence, which are all
within O(n2), but for which matching conditional lower bounds have been shown only recently,
and to measure the practicality of each such parametrization, for each problem.
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One of many problems used to illustrate the technique of Kernelisation in the area of
Parameterized Complexity is Clique Partition, where given a graph G = (V,E) one aims to
partition G into a minimum number of cliques.

Given that a single clique is eminently compressible, one technique to compress a graph
of user relationships (Webgraph, facebook graph, etc.) used by Navarro and Hernandez is
to find an approximation of clique partition and compress the cliques independently. Not
only did this lead to an efficient compression, the relatedness to cliques of the compression
scheme allowed to support clique related operators (i.e. network for friends of a user).

This yields the following open questions:
What other similar problems (Clique edit, Clique add, Clique Remove, etc.) can lead to
good compression of practical graphs?
Can polynomial parameterized algorithm be used in practice to partition optimally
practical graphs?

We observed that the FPT complexities for problems on graphs are not promising: Cluster
Edit has FPT complexity O(3kf(n)), and Clique Partition has FPT complexity O(22k

f(n)).
It is not clear if the benefits of an optimal partition/solution outweighs the costs compared
to heuristics. It might be interesting to study FPT for partition editing in larger classes
of subgraphs than Cliques (e.g. bicliques), but it is unlikely to have applications to graph
compression, and a key observation might be that FPT approaches with a potential for graph
compression should take advantage of specifics of the graphs considered (e.g. power laws,
graphs with bounded expansion).

On the other hand, there is a hierarchy of properties on graphs already considerd in the
context of FPT: bounded expansion, H-minor-free, planar graphs, graphs of bounded tree
width, outerplanar graphs, forests, stars, forests and linear forests. The notion of ’graphs of
bounded expansion’ may be relevant to rigorously model social networks, and how algorithms
can exploit the structure of social networks to provably work faster.

4.5 Adaptive Algorithms for Optimal Alphabetic Codes
Johannes Fischer (TU Dortmund, DE) and Jérémy Barbay (University of Chile – Santiago
de Chile, CL)
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The well-known Garsia-Wachs-algorithm [1] for computing the optimal alphabetic code for
a given distribution on n letters takes O(n logn) time. We asked whether it is possible to
identify ’structure’ in the input that would lead to a faster running time, ideally O(n).
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4.6 Open problems on prefix normal words
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A binary word is called prefix normal if no substring has more 1s than the prefix of the
same length. For example, 1101010110 is prefix normal but 1100110110 is not, because the
substring 1101 has too many 1s. These words are the sequences of the first differences of the
function F (w, k) = max{d(u) | u is a substring of w of length k}, where d(u) denotes the
number of 1s in the binary word u. For example, for the word w = 1100110110, we get:

k 0 1 2 3 4 5 6 7 8 9 10
F (w, k) 0 1 2 2 3 4 4 4 5 6 6

The sequence of the first differences is w′ = 1101100110 =: PNF(w). We call this
(necessarily binary) word the prefix normal form of w. It is prefix normal by construction,
and it is the only prefix normal word in the equivalence class of w w.r.t. the equivalence
w ≡ v iff F (w, ·) = F (v, ·).

Prefix normal words are motivated by Binary Jumbled Pattern Matching (BJPM): Given
a binary string T and a query (x, y), does T contain a substring with x zeros and y ones?
BJPM can be solved by a linear scan of T in time O(n). For the indexing variant (IBJPM),
define f(w, k) as the minimum number of 1s in a substring of w of length k. Then the answer
to query (x, y) is YES if and only if f(T, x+ y) ≤ y ≤ F (T, x+ y). Thus the problem can
be solved by storing F (w, ·) and f(w, ·) in O(n) space; this is a linear size index, with O(1)
query time. The current fastest computation of these functions F and f is given by Chan
and Lewenstein, in O(n1.89) time [4].

1. Expected critical prefix length of a random prefix normal word of length n.
Let the critical prefix of a binary word be defined as the sum of the lengths of the first run
of 1s (possibly empty) plus the first run of 0s, and cr(w) be the length of w’s critical prefix.
E.g. cr(1110001010) = 6, cr(0001100101) = 3, cr(1110000000) = 10, cr(1n) = cr(0n) = n.
Conjecture: The expected critical prefix length of a prefix normal word of length n is
O(logn) [2].
We can prove that Exp(cr(w)) < 3 if taken over all words of length n (for infinite words
w, it is exactly 3). We can also prove that Exp(PNF(w)) = O(logn), taken over all
binary words of length n. The paper [5] contains a table with numbers of prefix normal
words for n = 32 and each combination of s, t, for s = 1, ..., 7 and 1 ≤ t ≤ n.

2. Equivalence class sizes. Some equivalence classes are singletons (e.g. 1n, 0n, 1001, . . .;
this implies that the word is a palindrome, since F (w, ·) = F (wrev, ·) always), some
are much larger. The OEIS sequence number A238110 [6] lists the size of the largest
equivalence class for n up to 50. This question is the same as asking how many distinct
words can have the same function F .
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3. Enumeration of prefix normal words. Let pnw(n) denote the number of prefix
normal words of length n. It is easy to see that pnw grows exponentially. No closed form
is known for pnw(n); OEIS sequence number A194850 [6] lists pnw(n) up to n = 50. We
have generating functions for some (few) subsets, but not for pnw(n). Asymptotic bounds
exist, which seem to imply pnw(n) = 2n−Θ(log2 n) [3].
The question can be rephrased as: How many different functions F can exist, where a
necessary and sufficient condition for a 0-1 step function F to be the F (w, ·) of some
word w is that for all i < j, F (i+ j) ≤ F (i) + F (j).

4. Testing. The best algorithm to decide whether a string w is prefix normal is: Compute
PNF(w); w is prefix normal iff PNF(w) = w. The fastest algorithm for doing this is given
in [4]. However, it is not clear that recognition is as hard as computing the F -function.

5. Which prefix normal forms w.r.t. 1 can be combined with which prefix normal
forms w.r.t. 0? Define F0(w, ·) and PNF0(w) analogously to above, but w.r.t. 0 instead
of 1. (For constructing PNF0(w), we put a 0 when F0 increases, and a 1 otherwise.)
Then the two prefix normal forms of w encode the index for BJPM. These can be used to
answer BJPM queries as follows:

(x, y) is a YES-query⇔ rank1(PNF0(w), x+ y) ≤ y ≤ rank1(PNF1(w), x+ y).

Prefix normal words w.r.t. 0 are defined analogously to prefix normal words w.r.t. 1.
Given w, a prefix normal word w.r.t. 1, and w′, a prefix normal word w.r.t. 0, we call w
and w′ compatible if there exists a binary word v s.t. w = PNF1(v) and w′ = PNF0(v).
The open problem is: Which prefix normal words w.r.t. 1 are compatible with which
prefix normal words w.r.t. 0?

6. How big are the Parikh-equivalence classes? Another equivalence relation is given
by: w Parikh-equivalent to v iff PNF1(w) = PNF1(v) and PNF0(w) = PNF0(v). Note
that this holds iff the Parikh sets of w and v are the same, where the Parikh set of a
string is the set of Parikh vectors of its substrings. How big are these equivalence classes?
That is, how many different strings can have the same Parikh set?
Similar results about the multiset (not set) of Parikh vectors of substrings can be found
in [1].

4.6.1 Progress during workshop

During the workshop, we showed that Exp(cr(w)) = o(n), where w is a randomly chosen
prefix normal word of length n, in particular that Exp(cr(w)) = O(

√
n logn) (Rajeev Raman,

Travis Gagie, Pat Nicholson).
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The topic of this seminar is in the general context of machine learning [10] which concerns the
study and development of algorithms that learn from empirical data how to make accurate
predictions about yet unseen data without being explicitly programmed. Multi-class and
multi-label learning are classical problems in machine learning. The outputs here stem from
a finite set of categories (classes), and the aim is to classify each input into one (multi-class)
or multiple (multi-label) out of several possible target classes. Classical applications of
multi-class and multi-label learning include handwritten optical character recognition [8],
part-of-speech tagging [11], and text categorization [7]. However, with the advent of the big
data era, learning problems can involve even millions of classes. As examples let us consider
the following problems:

Person recognition in Facebook images (there are billions of Facebook users; given an
image, we might want to predict the subset of users present in the image for such
applications like security, surveillance, social network analysis, etc.).
Predicting Wikipedia tags for new Wikipedia articles or webpages (Wikipedia has almost
2 million tags now).
Recommending Amazon items where each of the 100 million items on Amazon is a
separate label.
Search on Google/Bing where each of the 100 million queries is a separate label.
Language modelling – predicting the next word in a sentence from the millions of words
available.

The problems of this type are often referred to as extreme classification. They have posed new
computational and statistical challenges and opened a new line of research within machine
learning.

The main goal of extreme classification is to design learning and prediction algorithms,
characterized by strong statistical guarantees, that exhibit sublinear time and space complexity
in the number of classes. Unfortunately, the theoretical results obtained so far are still not
satisfactory and very limited. Moreover, the problems at this scale often suffer from unreliable
learning information, e.g., there is no chance to identify all positive labels and assign them
precisely to training examples. The majority of labels is used very rarely, which leads to
the problem of the long-tail distribution. In practical applications, learning algorithms
run in rapidly changing environments. Hence, during testing/prediction phase new labels
might appear that have not been present in the training set [4, 2]. This is the so-called
zero-shot learning problem. Furthermore, typical performance measures used to assess the
prediction quality of learning algorithms, such as 0/1 or Hamming loss, do not fit well to the
nature of extreme classification problems. Therefore, other measures are often used such as
precision@k [9] or the F-measure [6]. However, none of the above is appropriate to measure
predictive performance in the long-tail problems or in the zero-shot setting. Hence, the goal
is to design measures, which promote a high coverage of sparse labels [5].
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The seminar aimed at bringing together researchers interested in extreme classification to
encourage discussion on the above mentioned problems, identify the most important ones
and promising research directions, foster collaboration and improve upon the state-of-the-
art algorithms. The meeting in this regard was very successful as participants from both
academia and industry as well as researchers from both core machine learning and applied
areas such as recommender systems, computer vision, computational advertising, information
retrieval and natural language processing, were given the opportunity to see similar problems
from different angles.

The seminar consisted of invited talks, working groups, presentation of their results, and
many informal discussions. The talks concerned among others such topics as: common applic-
ations of extreme classification, potential applications in bioinformatics and biotechnology,
neural networks for extreme classification, learning theory for problems with a large number
of labels, approaches for dealing with tail labels, learning and prediction algorithms, extreme
classification challenges in natural language processing, multi-task learning with large number
of tasks, pitfalls of multi-class classification, recommendation systems and their connection
to extreme classification, counterfactual learning and zero-shot learning. The short abstracts
of these talks can be found below in this report. The four working groups focused on the
following problems: loss functions and types of predictions in multi-label classification, deep
networks for extreme classification, zero-shot learning and long tail labels, and generalization
bounds and log-time-and-space algorithms. Short summaries of the results obtained by the
working groups can also be found below.

During the seminar, we also discussed different definitions of extreme classification. The
basic one determines extreme classification as a multi-class or multi-label problem with a very
large number of labels. The labels are rather typical identifiers without any explicit meaning.
However, there usually exists some additional information about similarities between the
labels (or this information can be extracted or learned from data). From this point of view,
we can treat extreme classification as a learning problem with a weak structure over the
labels. This is in difference to structured output prediction [1], where we assume much
stronger knowledge about the structure. The most general definition, however, says that
extreme classification concerns all problems with an extreme number of choices.

The talks, working groups, and discussions have helped to gain a better understanding of
existing algorithms, theoretical challenges, and practical problems not yet solved. We believe
that the seminar has initiated many new collaborations and strengthen the existing ones
that will soon deliver new results for the extreme classification problems.
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3 Overview of Talks

3.1 Discovering Tail-labels Through Robustness in Extreme
Classification

Rohit Babbar (Aalto University, FI)
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The goal in extreme multi-label classification is to learn a classifier which can assign a small
subset of relevant labels to an instance from an extremely large set of target labels. Datasets
in extreme classification exhibit a long tail of labels which have a small number of positive
training instances. The tail-labels exhibit a substantial change in their feature distribution
within the training set and also from the training set to those encountered during prediction.

We, therefore, pose the learning task in extreme classification as learning in the presence
of adversarial perturbations. By drawing connections to robust optimization, we show that
this motivates the well-known l1-regularized SVM from an adversarial robustness perspective.
For distributed training, the proposed method relies on one-vs-rest paradigm similar to
DiSMEC [1], and resulting method leads to much better performance than state-of-the-art
methods on publicly available datasets consisting of up to 670,000 labels.
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3.2 Insights on representational similarity in neural networks with
canonical correlation

Samy Bengio (Google Inc. – Mountain View, US)
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Comparing different neural network representations and determining how representations
evolve over time remain challenging open questions in our understanding of the function of
neural networks. Comparing representations in neural networks is fundamentally difficult
as the structure of representations varies greatly, even across groups of networks trained on
identical tasks, and over the course of training. In this work, we present a new projection
weighted CCA (Canonical Correlation Analysis) as a tool for understanding neural networks,
building off of SVCCA [1], a recently proposed method. We first improve the core method,
showing how to differentiate between signal and noise, and then apply this technique to
compare across a group of convolutional networks (CNNs), demonstrating that networks
which generalize converge to more similar representations than networks which memorize,
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that wider networks converge to more similar solutions than narrow networks, and that
trained networks with identical topology but different learning rates converge to distinct
clusters with diverse representations. We also investigate the representational dynamics of
recurrent neural networks (RNNs), across both training and sequential timesteps, finding that
RNNs converge in a bottom-up pattern over the course of training and that the hidden state
is highly variable over the course of a sequence, even when accounting for linear transforms.
Together, these results provide new insights into the function of CNNs and RNNs, and
demonstrate the utility of using CCA to understand representations.

References
1 Maithra Raghu, Justin Gilmer, Jason Yosinski, and Jascha Sohl-Dickstein. Svcca: Singular

vector canonical correlation analysis for deep learning dynamics and interpretability. In
Advances in Neural Information Processing Systems, 2017.

3.3 Extreme classification: applications and generalizations
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In this talk we shortly reviewed potential applications of extreme classification. We started
with well-known applications that are usually referred to in research articles, such as tagging
of Wikipedia articles [3] or predicting queries for which a given add will be clicked [2]. We
then made a link to two types of dyadic problems [1] where predictions are made for pairs
of objects. In the first type only ids of objects are known (e.g., collaborative filtering via
matrix factorization), while in the second type also the feature descriptions of objects are
given (e.g. link prediction, learning to rank, zero-shot learning). We showed that extreme
classification is in-between these two types of dyadic prediction.

To be more precise, consider two types of objects coming from two different domains
X and Y. Assume that each object, either x ∈ X or y ∈ Y, is identified by its id and/or
described by a set of features. We are interested in determining the relation between a pair
of objects (x, y). This relation could be a label (similar or not), an ordinal value (like stars),
or real value (strength of the relation). Some of the objects are seen during training, while
the others are not. In such setting, we can define four different learning scenarios: A, B, C
and D. Scenario A corresponds to collaborative filtering in which all objects, xs and ys, are
known. It is enough to use their ids to perform matrix factorization to obtain the final model.
Alternatively, one can also try to use side information available for the objects. Scenarios
B and C correspond to (extreme) multi-class or multi-label classification or multivariate
regression where one type of objects is completely known during training and plays the role of
labels or output variables. The features of the labels or the output variables can also be used
to improve the final models. The most challenging scenario is D as the objects of interest
have not been seen during training. It corresponds to zero-shot learning in classification, the
cold-start problem in recommendation systems, and learning similarity functions in general.
This generalized view shows that extreme classification is in fact strictly related to dyadic
prediction. A similar observation is also behind the popular Star Space model [4].

This link to dyadic prediction shows new potential applications of extreme classification
in a wide spectrum of problems with a large set of possible choices such as product recom-
mendation, smart email replies, suggestion of related queries or assignment of experts to
queries posted on Q&A platforms.
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3.4 Extreme Classification Challenge – Seed Sorting
Matthias Enders (NPZ Innovation GmbH, DE)
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Plant seeds are by far the most important source of human nutrition. All over the world
large quantities are harvested and processed every year. Only covering five important crops
(Barley, Maize, Rapeseed, Wheat, Rice) 7.4x1016 seeds where harvested in 2016. A major
step in processing these seeds is cleaning. This is accomplished using the combination of
some physical methods (sieving, blowing out lightweight objects, ...) and novel optical seed
sorters, which imaging single seeds and sort them according to size, shape and color. This
sorting and cleaning is of major importance, as some objects (e.g. see Ergotism / Claviceps
purpurea) are hazardous and can contaminate large quantities after milling. On the other
hand, the state-of-the-art setup of cleaning machinery has a rough false positive rate of about
0.01. Thus, at least 1% of all harvested seeds are sorted out mistakenly, summing up to
more than 27 million tons per year for the five crops given above. Improving sorting systems
thus may contribute to meet the necessary increase in food production required to cope with
the growing world population. Extreme classification could be employed to tackle a range of
challenges like the enormous number of species (classes) which could potentially be found in
a seed lot, the bias in the numbers of objects (crop vs. weed) both in the training set, as
well as later in the classification or the huge amount of variance within on class versus the
small amount of variance between some classes. Furthermore, image acquisition technologies
evolve further providing multiple, heterogeneous (multi-modal) data sources which could be
combined with traditional imaging.
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3.5 Extreme classification challenges in natural language processing
Edouard Grave (Facebook – Menlo Park, US)
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In this talk, we give a brief (and incomplete) overview of extreme classification problems which
arise in the field of natural language processing. First, we discuss the problem of statistical
language modeling, which has applications in machine translation, speech recognition and
summarization. The goal of language modeling is to learn a probability distribution over
sequences of words. This problem is usually framed as learning the conditional probability of
word at position t, given the history of all words appearing up to time t-1. Nowadays, this
conditional probability is usually estimated using neural networks, which implies computing
a softmax over the full vocabulary. Many datasets contain hundreds of thousands of words
in their vocabulary, and computing the softmax can be seen as an extreme classification
problem. Different approaches have been proposed to speed up this computation bottleneck,
such as negative sampling, hierarchical classifiers, or vocabulary selection. A second challenge
for language models are out-of-vocabulary words, such as new named entities or unseen
inflected forms of words for morphologically rich languages. We discuss potential solutions
for this problem, such as: using character level information, copy mechanisms (e.g. in
machine translation) or few shot learning with cache models. Finally, in the last part of
the presentation, we briefly discuss extreme classification challenges in other applications
of natural language processing, such as entity linking, learning word representation or text
classification.

3.6 Combinatorial and Structural Results for gamma-Psi-dimensions
Yann Guermeur (LORIA & INRIA Nancy, FR)

License Creative Commons BY 3.0 Unported license
© Yann Guermeur

Joint work of Yann Guermeur
Main reference Yann Guermeur: “Combinatorial and Structural Results for gamma-Psi-dimensions”, CoRR,

Vol. abs/1809.07310, 2018.
URL http://arxiv.org/abs/1809.07310

One of the main open problems of the theory of margin multi-category pattern classification
is the characterization of the way the confidence interval of a guaranteed risk should vary
as a function of the three basic parameters which are the sample size m, the number C of
categories and the scale parameter gamma. This is especially the case when working under
minimal learnability hypotheses. In that context, the derivation of a bound is based on
the handling of capacity measures belonging to three main families: Rademacher/Gaussian
complexities, metric entropies and scale-sensitive combinatorial dimensions. The scale-
sensitive combinatorial dimensions dedicated to the classifiers of interest are the gamma-Psi-
dimensions. This talk introduces the combinatorial and structural results needed to involve
them in the derivation of guaranteed risks. Such a bound is then established, under minimal
hypotheses regarding the classifier. Its dependence on m, C and gamma is characterized.
The special case of multi-class support vector machines is used to illustrate the capacity of
the gamma-Psi-dimensions to take into account the specificities of a classifier.
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3.7 Loss in Translation: Learning Bilingual Word Mapping with a
Retrieval Criterion

Armand Joulin (Facebook – Menlo Park, US)
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Continuous word representations learned separately on distinct languages can be aligned so
that their words become comparable in a common space. Existing works typically solve a
least-square regression problem to learn a rotation aligning a small bilingual lexicon, and
use a retrieval criterion for inference. In this talk, we propose an unified formulation that
directly optimizes a retrieval criterion in an end-to-end fashion. Our experiments on standard
benchmarks show that our approach outperforms the state of the art on word translation,
with the biggest improvements observed for distant language pairs such as English-Chinese.

3.8 Multi-task Learning with A Very Large Number of Tasks
Christoph H. Lampert (IST Austria – Klosterneuburg, AT)
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We study a multi-task learning setting in which a learning system is given a very large
number of supervised learning tasks and needs to solve all of them. A typical example is a
personalization task, where individual predictors should be constructed for many users. In
contrast to previous work, which required that annotated training data must be available for
all tasks, we consider a new setting, in which for some tasks, potentially most of them, only
unlabeled training data is provided. Consequently, to solve all tasks, information must be
transferred between tasks with labels and tasks without labels. Focusing on an instance-based
transfer method we analyze two variants of this setting: when the set of labeled tasks is fixed,
and when it can be actively selected by the learner. We state and prove a generalization
bound that covers both scenarios and derive from it an algorithm for making the choice of
labeled tasks (in the active case) and for transferring information between the tasks in a
principled way.
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3.9 Contextual Memory Trees
John Langford (Microsoft Research – Redmond, US)
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We design and study a Contextual Memory Tree (CMT), a learning memory controller that
inserts new memories into an experience store of unbounded size. It is designed to efficiently
query for memories from that store, supporting logarithmic time insertion and retrieval
operations. Hence CMT can be integrated into existing statistical learning algorithms as an
augmented memory unit without substantially increasing training and inference computation.
We demonstrate the efficacy of CMT by augmenting existing multi-class and multi-label
classification algorithms with CMT and observe statistical improvement. We also test CMT
learning on several image-captioning tasks to demonstrate that it performs computationally
better than a simple nearest neighbors memory system while benefitting from reward learning.

3.10 Statistical models of genotype-phenotype associations
Christoph Lippert (Max-Delbrück-Centrum – Berlin, DE)
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Mingfu Zhu, Wen-Yun Yang, Chris Chang, Tim Lu, Charlie W.H. Lee, Barry Hicks, Smriti
Ramakrishnan, Haibao Tang, Chao Xie, Jason Piper, Suzanne Brewerton, Yaron Turpaz, Amalio
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Technological advances in clinical measurement devices based on sequencing, imaging, and
wearables promise to accurately diagnose diseases in their earliest stages when they can be
readily treated. Machine learning is central to this vision of personalized medicine, where
each individual is monitored based on their medical history, as well as their own genetic
and environmental disease risk. While today, medicine is still centered around treating
symptoms rather than personalized treatment of disease mechanisms, current prospective
cohort studies such as the UK Biobank and the German NaKo that pair deep phenotyping,
genetics and detailed longitudinal recordings of occurrence and progression of disease in large
numbers of individuals will serve as reference populations to assess and predict disease risk
and progression of an individual in a data-driven way. With these large cohorts comprising
multi-modal structured data types coming online, the need for Machine Learning methods for
extracting, quantifying, and integrating high-dimensional disease phenotypes from multiple
data sources is mounting. Accurate statistical models that take into account confounding,
data biases and multiple testing are essential to determine robust associations and derive
precise risk models for diseases in the presence of environment, lifestyle, medication, and
molecular measurements that ultimately will serve as an empirical footing for personalized
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predictive medicine. While high-throughput methods have been simplifying the process of
screening enormously large cohorts for genomic variation and imaging phenotypes, the ability
to obtain accurate quantitative phenotypic information is becoming the next bottleneck
to closing the genotype-phenotype gap. In my talk I will present a proof-of-concept study,
where we applied whole-genome sequencing, detailed phenotyping, and statistical modeling
to predict a wide range of phenotypes, including height, weight, BMI, age, and 3D facial
images [1].

References
1 Lippert, C., et al. Identification of individuals by trait prediction using whole-genome

sequencing data. Proceedings of the National Academy of Sciences 114.38 (2017): 10166-
10171.

3.11 Gravity: Efficient Training on Very Large Corpora via Gramian
Estimation

Nicolas Mayoraz (Google Research – Mountain View, US)
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Joint work of Walid Krichene, Nicolas Mayoraz, Steffen Rendle, Li Zhang, Xinyang Yi, Lichan Hong, Ed Chi,
John R. Anderson

Main reference Walid Krichene, Nicolas Mayoraz, Steffen Rendle, Li Zhang, Xinyang Yi, Lichan Hong, Ed H. Chi,
John R. Anderson: “Efficient Training on Very Large Corpora via Gramian Estimation”, CoRR,
Vol. abs/1807.07187, 2018.

URL http://arxiv.org/abs/1807.07187

We study the problem of learning similarity functions over very large corpora using neural
network embedding models. These models are typically trained using SGD with sampling of
random observed and unobserved pairs, with a number of samples that grows quadratically
with the corpus size, making it expensive to scale to very large corpora. We propose new
efficient methods to train these models without having to sample unobserved pairs. Inspired
by matrix factorization, our approach relies on adding a global quadratic penalty to all
pairs of examples and expressing this term as the matrix-inner-product of two generalized
Gramians. We show that the gradient of this term can be efficiently computed by maintaining
estimates of the Gramians, and develop variance reduction schemes to improve the quality of
the estimates. We conduct large-scale experiments that show a significant improvement in
training time and generalization quality compared to traditional sampling methods.
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3.12 Extremely Fast Extreme Classification
Alexandru Niculescu-Mizil (NEC Laboratories America, Inc. – Princeton, US)
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Joint work of Alexandru Niculescu-Mizil, Ehsan Abbasnejad
Main reference Alexandru Niculescu-Mizil, Ehsan Abbasnejad: “Label Filters for Large Scale Multilabel

Classification”, in Proc. of the 20th International Conference on Artificial Intelligence and
Statistics, AISTATS 2017, 20-22 April 2017, Fort Lauderdale, FL, USA, Proceedings of Machine
Learning Research, Vol. 54, pp. 1448–1457, PMLR, 2017.

URL http://proceedings.mlr.press/v54/niculescu-mizil17a.html

With the advent of big data, the number of extreme classification problems, as well as
the number of labels per problem, is bound to dramatically increase. One consequence of
the explosion in the number of labels is a significant increase in the test-time (production
time) computational burden. Most approaches to multiclass and multilabel classification,
such as the very popular one-vs-all scheme or the Crammer-Singer multiclass SVM, have to
systematically evaluate the match between each label and the test instance in order to make
a prediction, leading to a test-time complexity linear in the number of labels.

As the number of labels grows the systematic evaluation of all labels becomes prohibitive
for applications where the constraints on computational resources and response time are very
stringent in production. Examples of such applications are interactive tag recommendation
or real-time bidding where a real-time response is required in production; high volume
streaming problems such as ad placement where a large volume of data has to be processed
in production; or applications where classifiers must be deployed on restricted hardware
such as laptops, smartphones or satellites. In all these types of applications, reducing the
computational burden in production while maintaining top performance is critical.

In my talk at Dagstuhl I will give a quick overview of existing techniques for reducing
the test-time computational burden of multilabel classifiers and I will discuss remaining
challenges in this direction.

3.13 Structural Assumptions for Extreme Classification
Pradeep Ravikumar (Carnegie Mellon University – Pittsburgh, US)

License Creative Commons BY 3.0 Unported license
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Joint work of Ian En-Hsu Yen, Xiangru Huang, Kai Zhong, Inderjit S. Dhillon, Wei Dai, Eric P. Xing, Satyen
Kale, Felix X. Yu, Daniel Holtmann-Rice, Sanjiv Kumar

Extreme classification problems, either multiclass or multilabel, have such a large number of
classes, that even training or prediction costs that are linear in the number of classes become
intractable. State-of-the-art methods aim to reduce this complexity by imposing structural
constraints among the labels, or the classifier itself, either implicitly or explicitly. One class
of methods exploit correlations among the labels, such as low-rank matrix structure, or a
balanced tree structure over the set of labels. A related class of methods aim to compress
the space of labels, that in turn imposes implicit constraints on the set of labels. Lastly,
some methods impose either primal or dual sparsity on the classifier estimation problem.

We briefly discuss these varied assumptions that have been proposed in the literature,
and pose the open question of which assumptions might be most natural in practical extreme
classification settings. A related question is understanding the dependence of statistical
complexity, specifically the generalization properties of extreme classification methods, on
such structural assumptions.
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3.14 Fixing biases in extreme classification
Adith Swaminathan (Microsoft Research – Redmond, US)
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Main reference Thorsten Joachims and Adith Swaminathan and Maarten de Rijk: “Deep Learning with Logged

Bandit Feedback, in International Conference on Learning Representations, ICLR, 2018
URL https://openreview.net/forum?id=SJaP_-xAb

Datasets for extreme multi-class classification and extreme multi-label learning often have
severe biases – for instance, manually annotated data-points may have several relevant labels
missing – that preclude standard supervised machine learning methods. Propensity-scored
loss functions address this bias [1], but training high capacity models (e.g. deep neural
networks) with these losses often suffers from propensity over-fitting [2]. Self-normalized
estimators remain resistant to such over-fitting but it was not clear how they can be optimized
over massive datasets in a scalable way. In recent work [3], we develop a trick to optimize
self-normalized estimators using stochastic gradient descent and show how deep neural
networks can be trained to fit propensity-scored loss functions reliably.
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Processing Systems Volume 2, NIPS’15, pages 3231–3239, Cambridge, MA, USA. MIT
Press.

3 Joachims, T., Swaminathan, A., and de Rijke, M. (2018). Deep learning with logged bandit
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3.15 Is zero-shot learning possible without side information?
Willem Waegeman (Ghent University, BE)
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Joint work of Peter Rubbens, Bac Nguyen, Willem Waegeman

In the talk I discussed a novel challenge in extreme classification, about zero-shot learning
without side information. This setting was motivated by applications in species identification,
for which often a lot of species are not observed during the training phase. When no side
information is available, one can question whether zero-shot learning is still possible. In the
talk I proposed a first approach to tackle this challenging problem. The approach consisted of
(1) learning a metric that can be transferred to zero-shot classes (2) applying an unsupervised
peak detection algorithm to spot novel classes.

4 Working groups

4.1 Generalization bounds and log-time-and-space algorithms
Krzysztof Dembczyński (Poznan University of Technology, PL) and Yann Guermeur (LORIA
& INRIA Nancy, FR)

License Creative Commons BY 3.0 Unported license
© Krzysztof Dembczyński and Yann Guermeur

During this working group we discussed the existing results concerning the generalization
bounds for multi-class classification with a very large number of categories. We mainly
referred to the recent results [2, 1] which suggest square-root or even logarithmic dependence
between the error and the number of classes. These results, however, concern only the 0/1
loss. In case of multi-label classification a multitude of loss functions is used and there are
still no concrete theoretical results concerning these measures. As the result of the working
group we emphasized the need of research in this direction.

We also discussed the possibility of involving the space and time complexity into the
confidence interval of a guaranteed risk. We even derived the first extreme classification
bound that bounds the 0/1 error by the logarithm of the number of classes for any algorithm
with logarithmic space and time complexity in the number of classes. Unfortunately, this
bound is completely uninformative as it is always greater or equal to 1. Nevertheless, its
goal is to show this interesting new research direction in learning theory.

References
1 Y. Guermeur. Combinatorial and Structural Results for gamma-Psi-dimensions. ArXiv
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2 Y. Lei, U. Dogan, D.-X. Zhou, and M. Kloft. Data-dependent Generalization Bounds for

Multi-class Classification. ArXiv e-prints, June 2017.
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4.2 Loss functions and types of predictions in multi-label classification
Eyke Hüllermeier (Universität Paderborn, DE)
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The discussion in this working group centered around the extension of loss functions from
standard classification to multi-label classification to extreme multi-label classification
(XMLC). While the step from standard multi-class classification to multi-label classific-
ation is characterized by a significant increase of the number of reasonable loss functions
that can be used, the step from multi-label classification to XMLC is more concerned with
the question of which loss functions are still meaningful in settings with an extremely large
label space.

To structure the discussion in a systematic way, a distinction was made between the type
of ground truth that can be assumed and the type of prediction produced by a learning
algorithm; these two do not necessarily coincide. Examples for assumptions on the ground
truth include subsets and graded subsets (in the latter, the relevance of a label is a matter
of degree). In this regard, there was also an interesting discussion about factual versus
counterfactual ground truth. Indeed, there are many applications in which the existence of
a (unique) ground truth is not obvious, or in which the “truth” is not independent of the
prediction itself (as an example, the case of recommender systems was discussed). As for
the predictions, there is an even larger spectrum of possibilities, including subsets, graded
subsets, rankings, stratified rankings, scored rankings, etc. The case of rankings appears to
be of specific importance in XMLC. All these predictions can be generalized further. For
example, rankings could be partial instead of total orders. Moreover, predictions can be
equipped with information about the uncertainty of the learner.

In principle, a loss function could be defined for each combination of ground truth and
type of prediction. As for the reasonableness of such combinations, there was an agreement
that this strongly depends on the purpose of a prediction and the type of application. A
longer discuss centered around the idea of abstention, also known under the notion of “eject
option” in standard classification. Abstention seems to be useful and highly relevant in
XMLC, even if it did not attract much attention so far. It even appears to be more interesting
in XMLC than in standard classification, because in XMLC it can be partial (i.e., the learner
may abstain on some but not all labels). Obviously, allowing for (partial) abstention again
calls for a proper adaptation of loss functions. Finally, there was a discussion of the case
where the label space is equipped with a structure, i.e., where labels are not simply identical
or different from each other; for example, it might be possible to define a natural measure of
similarity between labels, or an order relation like in ordinal classification. Needless to say,
loss functions should take such a structure in account. Again, in spite of the importance and
practical relevance, there is only little work on this issue so far.
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4.3 Deep eXtreme Classification
Marius Kloft (TU Kaiserslautern, DE)
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In the working group Deep eXtreme Classification we have considered the central question:
How can we learn good representations for XC using deep learning methodologies?

We found that typically the label matrix (# instances x # label classes) is very sparse, so
when applying deep learning we have a misfit of a high number of parameters to learn, yet a
sparse target. This raises the question of developing models that explore the given structure
of the target efficiently and effectively.

Furthermore, already for shallow models, XC induces a substantial computational burden.
Some authors address this by using extensive CPU parallelization (cf. Dismec). On the
hand, vanilla (non-XC) deep learning requires substantial computational (GPU) resources.
Combining XC with deep learning raises the problem of developing efficient architectures
and computational infrastructures to train deep XC models.

The workgroup participants agreed that potentially deep XC may offer further boosts in
accuracy, but further breakthroughs into that direction might be necessary to get it working.

4.4 Zero-Shot Learning and Long-Tail Labels
Alexandru Niculescu-Mizil (NEC Laboratories America, Inc. – Princeton, US)

License Creative Commons BY 3.0 Unported license
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In this working group we discussed the about few and zero-shot learning in the context of
extreme classification. Due to the extremely large number of labels, the majority of them are
bound to have very few training examples, and many might not even appear in the training
set. Thus dealing with tail labels and with new labels is one of the most important challenges
facing extreme classification.

In the working group we talked about whether it would be more appropriate to tread
head and tail labels differently, for example, by using different techniques that might be
more suitable for different conditions. We discussed the possibility of using “label features”
to enhance the accuracy and/or speed for tail labels, and about the necessity of using them
for zero-shot learning. Label features convey information about the labels themselves, rather
then individual examples. Such information may come in the form of label descriptions, label
taxonomies, properties associated with labels, etc. and it is prevalent in real applications.
Finally, we have remarked the unreasonable effectiveness of one vs. all classification.
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