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Abstract
This survey is an invitation to parameterized counting problems for readers with a background in parameterized algorithms and complexity. After an introduction to the peculiarities of counting complexity, we survey the parameterized approach to counting problems, with a focus on two topics of recent interest: Counting small patterns in large graphs, and counting perfect matchings and Hamiltonian cycles in well-structured graphs.

While this survey presupposes familiarity with parameterized algorithms and complexity, we aim at explaining all relevant notions from counting complexity in a self-contained way.
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1 Introduction

Many problems in computer science ask about the existence of solutions, such as satisfying assignments or graph structures with certain properties. However, in both practice and theory, it may be equally important to count solutions.

In network science, counting problems occur in the context of graph motifs [79], which are small patterns in graphs that occur unexpectedly often. For instance, social networks exhibit lower numbers of induced 3-vertex paths than one would expect in comparable random networks. This is a consequence of the triadic closure [56], the fact that two people with a common friend are likely to be friends themselves. Such phenomena cannot be observed by merely testing existence of patterns.

In statistical physics, thermodynamic properties of discrete systems are determined by partition functions [59]; such functions essentially count the admissible states of systems. As an example, the dimer model is a graph-based system that models how atoms can pair up to two-atom molecules [90, 65, 66]. In the 1960s, while attempting to find formulas for the partition function of the dimer model, physicists invented a polynomial-time algorithm for counting perfect matchings in planar graphs.
Counting can also help for problems that do not explicitly ask about numbers: Some of the best known algorithms for Hamiltonicity or coloring problems rely on intermediate counting problems [57, 8, 7].

1.1 Counting complexity

Most interesting counting problems are not known to admit polynomial-time algorithms. Sometimes, this can be explained through $\text{NP}$-hardness: For instance, counting the satisfying assignments of Boolean formulas is clearly $\text{NP}$-hard, since counting is certainly not easier than deciding existence. Such arguments however do not show hardness for counting problems that admit polynomial-time solvable decision versions, such as counting perfect matchings in graphs, even though these problems are presumed to be hard.

This called for a complexity theory that is specific to counting problems—such a theory was provided in 1979 by Valiant [93] in a seminal paper that introduced the complexity class $\#P$, which captures most natural counting problems. The problems in $\#P$ are the counting versions of problems in $\text{NP}$: Rather than deciding the existence of a witness on a given input, the task is to count the witnesses. Counting problems are $\#P$-hard if they admit polynomial-time Turing reductions from counting satisfying assignments of CNF formulas. As desired, this includes natural counting problems with easy decision versions, such as the problem of counting perfect matchings, as shown in Valiant’s paper [93]. The $\#P$-hardness proof for this problem required the introduction of several new reduction techniques, which we survey in Section 1.3, and showed that counting complexity amounts to more than just checking that $\text{NP}$-hardness reductions carry over to the counting setting.

Since the initial $\#P$-hardness results, the study of counting problems advanced to a rich sub-area of complexity theory. In particular, large territories of counting problems were classified successfully by means of dichotomy theorems that sort into polynomial-time solvable and $\#P$-hard problems [46, 16, 45, 21, 19]. For instance, a dichotomy theorem for the counting versions of constraint satisfaction problems was first shown a decade ago [17, 47], while the analogous result for the decision version was a long-standing open problem that was resolved only last year [18, 99]. The known dichotomy theorems for counting problems show that most interesting problems are indeed $\#P$-hard, with only few polynomial-time solvable exceptions, such as counting perfect matchings in planar graphs [90, 65, 66], counting spanning trees [67], and problems solved by holographic algorithms [94, 20].

Thus, even more so than for $\text{NP}$-hard decision problems, relaxations were needed to cope with $\#P$-hard counting problems. The most popular such coping technique is approximate counting, which allows outputs within a multiplicative error of the actual count [38, 24, 54, 55, 64]. Important $\#P$-hard counting problems admit randomized polynomial-time approximation schemes; these famously include counting perfect matchings in bipartite graphs [60]. (The same result for general graphs remains a major open problem in approximate counting.) Counting problems were also investigated through parameterized, exponential-time, and fine-grained complexity [48, 77, 40]. In this survey, we focus on these paradigms.

1.2 Parameterized counting complexity

The multivariate paradigm has proven to be very successful for decision and optimization problems [44, 49, 82, 36], and it also enables a deeper understanding of counting problems. One of the first results on parameterized counting actually lies in the three-fold intersection of parameterization, approximation, and counting: Arvind and Raman [6] showed in 2002 how to approximately count $H$-subgraph copies in a graph $G$ to within a multiplicative error of $1 \pm \epsilon$ in randomized time $f(k, \epsilon) \cdot n^{\text{tw}(H) + O(1)}$. This gives an FPT-algorithm for approximately counting $k$-paths, $k$-cycles, and $k$-matchings.
However, no FPT-algorithm is known for counting such subgraph patterns exactly, creating the need for a parameterized analogue of \#P: While the problem of counting \(k\)-cliques (even approximately) is \(W[1]\)-hard through its decision version, we cannot say the same about counting \(k\)-paths, \(k\)-cycles, or \(k\)-matchings, as the decision versions of these problems are FPT [4]. To deal with such issues, Flum and Grohe [48] and independently McCartin [77] introduced the class \#W[1], a natural parameterized version of \#P: In analogy to \(W[1]\), the canonical \#W[1]-hard problem is that of counting \(k\)-cliques in a graph, and a problem is \#W[1]-hard if it admits a parameterized Turing reduction from counting \(k\)-cliques.

Apart from introducing the class \#W[1], Flum and Grohe also proved an impressive parameterized reduction from counting \(k\)-cliques to counting \(k\)-cycles and \(k\)-paths, thus proving the \#W[1]-hardness of these problems and paving the way for a rich complexity theory of parameterized counting problems. Techniques in parameterized counting were later used to classify the complexity of general subgraph counting problems parameterized by pattern size [10, 27, 33, 78, 63, 61, 62, 15, 85, 86, 31], to obtain FPT-approximation results for \#P-hard problems [62, 63, 78, 1, 13], and to investigate classical \#P-hard problems like counting perfect matchings under structural parameters [28, 35, 32, 34].

As for decision and optimization problems, more precise running time bounds for parameterized counting problems can be obtained through the exponential-time hypothesis ETH [58]. This hypothesis also admits a counting version \#ETH, introduced by Dell et al. [40], which asserts that counting satisfying assignments to Boolean 3-CNF-formulas requires time \(2^{\Omega(n)}\). A sparsification lemma [40] and counting-specific reduction techniques [29] are known for \#ETH, enabling tight lower bounds for a variety of problems [14, 29]. Note that \#ETH may be a weaker assumption than ETH.

### 1.3 Techniques for counting problems

To gain some intuition for the algorithmic boundary of parameterized counting, let us examine the fates of some techniques for parameterized algorithms as we go from decision to counting:

- **Dynamic programming** often carries over to counting problems. For instance, in treewidth-based DPs, *join* nodes correspond very roughly to multiplication (more realistically, convolution [51]) and *forget* nodes correspond roughly to summation over the possible states of the vertex to be forgotten. Most importantly, Courcelle’s theorem admits analogous counting versions [5, 26, 74]. There also is an FPT-algorithm for counting the models of FOL formulas on structures of locally bounded treewidth [52].

- On the other hand, *win-win* approaches like *bidimensionality* [42, 50] fail for counting problems when the large-treewidth case “wins” via a guaranteed solution: As an example, knowing that \(k\)-paths exist due to the presence of a \(\sqrt{k} \times \sqrt{k}\) grid minor does a priori not facilitate counting. However, if the large-treewidth case guarantees the absence of the solutions sought for, then we only need to address the low-treewidth case: As mentioned above, treewidth-based DPs for decision problems often support the extension to counting.

- **Color coding** [4] fails, strictly speaking: While every \(k\)-set will be colorful under at least one coloring, there is otherwise no guarantee on the number of such colorings. In fact, it is known [2] that a perfectly balanced collection of colorings needs size \(\Omega(n^{k/2})\). There are however approximately balanced collections that enable approximate counting [1, 3].

- Most *kernelization* techniques preserve only the existence of solutions. However, under proper definitions of a counting kernel, some techniques like the sunflower kernel for bounded-cardinality \(k\)-hitting sets do carry over [91]. In Section 3.1, we will also see an application of protrusion replacement [12] that works for counting.
What we lose in algorithmic techniques when going into the counting world, we gain in new reduction techniques for proving hardness. In the following, we survey some reduction techniques for \#P- and \#W[1]-hardness that are unavailable for NP- and W[1]-hardness.

Cancellations in gadgets

Gadgets in NP- or W[1]-hardness proofs typically serve the purpose of testing local states: They can be extended by an internal solution iff their external state is admissible in a problem-specific sense. In counting problems with easy decision versions, gadgets with this property may not necessarily exist, as they might imply hardness of the decision version. We must actually use the power of counting: As first done by Valiant [93], we can design gadgets that do admit unwanted internal extensions for non-admissible external states, but such that the (weighted) contributions of unwanted internal extensions cancel out to zero.

As an example, let us consider a weighted version of counting perfect matchings: Given an edge-weighted graph \( G = (V, E, w) \), we define \( \text{PerfMatch}(G) = \sum_M \prod_{e \in M} w(e) \), where \( M \) ranges over the perfect matchings of \( G \). The following edge-weighted gadget \( \Gamma \) with special vertices \( X = \{x_1, \ldots, x_4\} \) acts as an “equality gadget” for \( \text{PerfMatch} \): For \( S = \emptyset \) and \( S = X \), we have \( \text{PerfMatch}(\Gamma - S) = 1 \), and we also have \( \text{PerfMatch}(\Gamma - S) = 0 \) for all other \( S \subseteq X \). (The gadget is from [34] and was found with a computer algebra system.)

Summarizing, if the gadget \( \Gamma \) is used in a larger construction, then effectively either all or none of \( X \) must be matched by edges outside of \( \Gamma \). Even though \( \Gamma \) does admit internal matchings in some of the other cases, the weighted number of such matchings cancels to zero.

Interpolation

In the counting world, Turing reductions become very powerful, as the results of oracle queries can be added, multiplied, subtracted—a luxury we do not have with Boolean values. This enables linear algebra on oracle outputs, in particular, polynomial interpolation [93, 92, 98, 29].

As an example of this prevalent technique, we show a classical reduction that computes \( \text{PerfMatch}(G) \) for an \( n \)-vertex graph \( G \) with edge-weights \( \pm 1 \) when given an oracle for counting perfect matchings in unweighted graphs.

Let \( x \) be an indeterminate and define a graph \( G_x \) by replacing each edge of weight \(-1\) in \( G \) by an edge of weight \( x \). Then \( p := \text{PerfMatch}(G_x) \) is a polynomial in \( x \) of degree at most \( \frac{n^2}{2} \) such that \( p(-1) = \text{PerfMatch}(G) \). If we knew the \( \frac{n^2}{2} + 1 \) values \( p(0), \ldots, p\left(\frac{n^2}{2}\right) \), we could recover all coefficients of \( p(G) \) via Lagrange interpolation and could thus evaluate \( p(-1) \). But the evaluation \( p(i) \) for \( 0 \leq i \leq \frac{n^2}{2} \) can be obtained as \( \text{PerfMatch}(G_i) \) for the graph \( G_i \) in which each edge of weight \( x \) is replaced by an edge of weight \( i \). Each such edge in turn can be simulated by a bundle of \( i \) parallel unweighted edges.

Overall, we can recover the value of \( \text{PerfMatch}(G) \) for the \( \pm 1 \)-weighted graph \( G \) by counting perfect matchings in the unweighted graphs \( G_0, \ldots, G_{n/2} \) via oracle calls and performing linear algebra on the oracle results to interpolate the polynomial \( p \).
Inclusion-exclusion

Also taking linear combinations of oracle outputs, the inclusion-exclusion principle is a very useful tool for parameterized hardness results [78, 39, 25, 33]. Given a universe \( \Omega \) and “bad” subsets \( A_1, \ldots, A_k \subseteq \Omega \), inclusion-exclusion allows us to count those elements of \( \Omega \) that avoid all bad subsets, provided that we know the sizes of intersections of bad subsets:

\[
\left| \Omega \setminus \bigcup_{i=1}^{k} A_i \right| = \sum_{S \subseteq \{1, \ldots, k\}} (-1)^{|S|} |A_S|
\]

with \( A_\emptyset := \Omega \) and \( A_S := \bigcap_{i \in S} A_i \) for \( \emptyset \subset S \subseteq [k] \). We can thus determine the left-hand side with \( 2^k \) oracle calls to numbers \(|A_S|\) for \( S \subseteq [k] \).

We use (1) for a parameterized reduction from the colorful subgraph isomorphism problem to the uncolored version [78, 33]. Let \( H \) and \( G \) be graphs such that \( G \) is (not necessarily properly) vertex-colored with colors from \( \{1, \ldots, k\} \) for \( k = |V(H)| \). A subgraph copy of \( H \) in \( G \) is colorful if it does not avoid any color. Thus, writing \( \Omega \) for the set of all \( H \)-copies in \( G \), and defining \( A_i \) for \( i \in [k] \) to be the set of \( H \)-copies that do avoid color \( i \), we can invoke (1) to obtain the number of colorful \( H \)-copies if we knew the cardinalities \(|A_S|\) for \( S \subseteq [k] \).

But \(|A_S|\) is just the number of \( H \)-copies avoiding all colors in \( S \). These are precisely the \( H \)-copies in the graph \( G_S \) obtained from \( G \) by removing all vertices with a color among \( S \) and ignoring colors. The numbers of \( H \)-copies in \( G_S \) can then be obtained by oracle calls to counting uncolored \( H \)-copies, and we only need \( 2^k \) such numbers to evaluate (1).

Somewhat peculiarly, this reduction goes the opposite way as in the decision problem: In the decision version of subgraph isomorphism, color-coding reduces from the uncolored to the colorful setting, while the reverse direction is generally not known. In the counting version however, we have just seen a reduction from the uncolored to the colorful setting. Furthermore, the converse reduction is generally false: Counting \( k \)-paths is \( \#W[1] \)-hard [48], whereas a simple FPT-algorithm counts colorful \( k \)-paths. See also an article by Meeks [78] for a nice overview of the relationship between colored and uncolored subgraph problems.

Organization of this survey

After this brief introduction, we apply the multivariate perspective on counting to two specific problems: In Section 2, we count small patterns in large graphs. Complementary to that, in Section 3, we then count large patterns like perfect matchings and Hamiltonian cycles in graphs excluding fixed minors or bounded treewidth.

2 Counting small patterns

Large networks can often be approached by counting small patterns [79, 73]. This naturally leads to parameterized pattern counting problems: Given as input a pattern graph \( H \) and a host graph \( G \), determine the number of occurrences of \( H \) in \( G \), parameterized by the size of \( H \). Such problems have been intensively studied in different communities; we survey some results in Section 2.1 and present recent developments in Section 2.2.

2.1 Results for individual pattern types

There are different ways of formalizing an occurrence of a pattern in a graph, and they can lead to stark differences in complexity. Below are some of the most common notions:
Let us write $\text{sub}(H, G)$ for the number of (not necessarily induced) subgraphs of $G$ that are isomorphic to $H$. Closely related is $\text{emb}(H, G)$, the number of embeddings from $H$ to $G$. An embedding from $H$ to $G$ is an injective function $f : V(H) \to V(G)$ such that $uv \in E(H)$ implies $f(u)f(v) \in E(G)$. We have $\text{emb}(H, G) = \text{aut}(H) \cdot \text{sub}(H, G)$, where $\text{aut}(H)$ is the number of automorphisms of $H$.

Depending on the application, we may also ask for the number $\text{ind}(H, G)$ of induced subgraphs isomorphic to $H$. Extending this, Jerrum and Meeks introduced a more general model [62, 61]: For a fixed property $\Phi$ of $k$-vertex graphs, we can ask to determine the number $\text{ind}(\Phi, G)$ of $k$-vertex subsets inducing a subgraph with property $\Phi$.

We could also ask for the number $\text{hom}(H, G)$ of homomorphisms from $H$ to $G$. These are essentially embeddings that need not be injective, that is, functions $f : V(H) \to V(G)$ such that $uv \in E(H)$ implies $f(u)f(v) \in E(G)$. Homomorphism counts appear in the setting of database queries [22], they are a fundamental notion in the theory of graph limits and graph algebras [73], and we will see in Section 2.2 that they enable a deeper understanding of subgraph and induced subgraph counting problems.

**Improved algorithms**

All of the above numbers can be computed in time $O(f(k) \cdot n^k)$ by brute force; we write $k = |V(H)|$ and $n = |V(G)|$ throughout. As even a moderate value of $k$ can be prohibitively large for large host graphs $G$, the possibility of improved algorithms was investigated:

- Fast matrix multiplication solves the above problems in time $f(k) \cdot n^{\omega k/3 + O(1)}$, where $\omega < 2.373$ is the exponent of matrix multiplication [81].
- For computing $\text{sub}(H, G)$ and thin patterns $H$, an additional improvement to $f(k) \cdot n^{0.46k+2\text{pw}(H)+O(1)}$ time is possible, where $\text{pw}(H)$ denotes the pathwidth of $H$ [9].
- Again for $\text{sub}(H, G)$, substantial improvements can be made when $H$ has bounded vertex-cover number $\text{vc}(H)$: As an example, if $H = K_{1,k}$ is a star with $k \geq 2$ rays, then $\text{sub}(H, G) = \sum_{v \in V(G)} \left(\begin{smallmatrix}d(v) \\ k\end{smallmatrix}\right)$, where $d(v)$ denotes the degree of $v$. This formula can be evaluated in linear time. More generally, if $H$ has a vertex-cover $C$, then we can iterate over all $n^{\text{vc}(C)}$ maps from $C$ into $G$ and determine, for each map, the number of ways to extend the image of $C$ to a full copy of $H$. This last step can be performed in polynomial time, enabling an overall running time of $f(k) \cdot n^{\text{vc}(H)+O(1)}$ [69, 97].
- We will show in Section 2.2 that $\text{sub}(H, G)$ can be computed in $f(k) \cdot n^{0.174d+O(1)}$ time when $H$ has $\ell$ edges; this is useful for counting matchings, paths, or cycles.

It is natural to ask how far such improvements can be pushed. For fixed graphs $H$, let us write $\text{sub}(H, \cdot)$, $\text{ind}(H, \cdot)$ and $\text{hom}(H, \cdot)$ for the graph parameters that map input graphs $G$ to the numbers $\text{sub}(H, G)$, $\text{ind}(H, G)$ and $\text{hom}(H, G)$. As it is interesting to quantify running time improvements even for algorithms that are not FPT, we define the complexity exponent of graph parameters like $\text{sub}(H, \cdot)$ to be the infimum over all $C \in \mathbb{R}$ such that $\text{sub}(H, G)$ can be evaluated in time $O(n^C)$ on input $G$ [30]. Note that the complexity exponent of $\text{sub}(H, \cdot)$, $\text{ind}(H, \cdot)$ and $\text{hom}(H, \cdot)$ for fixed $H$ is always bounded from above by $k$, but it may be well below $k$, say, for $\text{sub}(H, \cdot)$ where $H$ has low vertex-cover number.

---

1 A graph parameter $f$ is a function from graphs into $\mathbb{Q}$. Please note that graph parameters are not necessarily parameters in the sense of parameterized complexity—it is a bit awkward to talk about the “parameterized complexity of graph parameters”, but graph parameters are a well-established notion.
Hardness results

We want to understand the optimal complexity exponents of graph parameters that count small patterns. Parameterized complexity allows us to aggregate graph parameters into classes \( \mathcal{H} \) and prove statements on the asymptotic behaviour of the complexity exponents: Given a graph class \( \mathcal{H} \), we define the problem \( \text{sub}(\mathcal{H}, \cdot) \), where the task is to compute \( \text{sub}(H, G) \) on input a pattern graph \( H \in \mathcal{H} \) and an arbitrary host graph \( G \). An analogous definition gives the problems \( \text{ind}(\mathcal{H}, \cdot) \) and \( \text{hom}(\mathcal{H}, \cdot) \).

If a problem \( \text{sub}(\mathcal{H}, \cdot) \) is FPT or even polynomial-time solvable, then there is a fixed constant \( C \) that bounds all complexity exponents of \( \text{sub}(H, \cdot) \) for \( H \in \mathcal{H} \). If \( \text{sub}(\mathcal{H}, \cdot) \) is \#W[1]-hard, then we believe that no such constant exists. Furthermore, conditional lower bounds under \#ETH enable lower bounds on the asymptotic growth of complexity exponents. Indeed, such lower bounds are known for counting subgraphs, induced subgraphs, and homomorphisms for restricted pattern classes \( \mathcal{H} \) that are recursively enumerable.

- If \( \mathcal{H} \) is finite, then \( \text{ind}(\mathcal{H}, \cdot) \) is polynomial-time solvable, otherwise it is \#W[1]-hard [25]. Furthermore, if \( \mathcal{H} \) is infinite, then there is no \( f(k) \cdot n^{o(\log n)} \) time algorithm for \( \text{ind}(\mathcal{H}, \cdot) \) unless ETH fails. Note that this result holds for every fixed recursively enumerable class \( \mathcal{H} \); it shows that no pattern structure whatsoever can be exploited for counting induced subgraphs. Jerrum and Meeks generalized this result and proved that counting \( k \)-vertex subgraphs with fixed properties \( \Phi \) is \#W[1]-hard for certain well-behaved properties \( \Phi \) like connectedness or having even/odd number of edges [61, 62, 63].

- For counting not necessarily induced subgraphs, we have seen above that pattern structure can be exploited: If the maximum vertex-cover number of graphs in \( \mathcal{H} \) is finite, then \( \text{sub}(\mathcal{H}, \cdot) \) is polynomial-time solvable. Otherwise the problem is known to be \#W[1]-hard [33]. We will see in the next section that an \( f(k) \cdot n^{o(\log \text{vc}(H)/\text{tw}(H))} \) time algorithm would refute \#ETH, even for patterns from fixed classes \( \mathcal{H} \).

- For counting homomorphisms, we may even allow bounded-treewidth patterns: If the treewidth of \( \mathcal{H} \) is finite, then \( \text{hom}(\mathcal{H}, \cdot) \) is polynomial-time solvable; otherwise the problem is \#W[1]-hard [39]. As a consequence of Marx’s cornerstone “Can you beat treewidth” paper, \#ETH rules out an \( f(k) \cdot n^{o(\text{tw}(H))} \) time algorithm [76].

2.2 Graph motif parameters

Despite the similar appearance of the problems \( \text{ind}(\mathcal{H}, \cdot) \), \( \text{sub}(\mathcal{H}, \cdot) \), and \( \text{hom}(\mathcal{H}, \cdot) \), their dichotomy theorems were each proven about five years apart, by different people, using somewhat different techniques. Recently, it was shown that these problems can be studied in a uniform way: From the perspective of parameterized complexity, these problems become the same problem when “extended linearly”.

More formally, graph parameters like \( \text{sub}(H, \cdot) \) or \( \text{ind}(H, \cdot) \) for fixed \( H \) are special cases of so-called graph motif parameters, a notion introduced in [30] that adapts early works by Lovász [71, 73] to study counting small patterns from a parameterized perspective. Apart from \( \text{sub}(H, \cdot) \) and \( \text{ind}(H, \cdot) \), graph motif parameters include the graph parameters \( \text{ind}(\Phi, \cdot) \) that count induced \( k \)-vertex subgraphs with a fixed property \( \Phi \), and generally, every graph parameter that depends only on the numbers of constant-sized subgraphs.

Definition 1. A graph motif parameter is any graph parameter \( f \) that can be written as

\[
f(\cdot) = \sum_{F \in \mathcal{F}} \alpha_F \cdot \text{ind}(F, \cdot)
\]  

(2)
for a finite set of graphs $F$ and coefficients $\alpha_F$ for $F \in F$. In other words, $f$ is a (point-wise) linear combination of a finite set of functions $\text{ind}(F, \cdot)$ for fixed patterns $F$. Recall that the function $\text{ind}(F, \cdot)$ takes as input a graph $G$ and outputs $\text{ind}(F, G)$.

The graph motif parameter evaluation problem asks to evaluate $f(G)$ when given as input a graph $G$ and a representation of $f$ via $F = \{F_1, \ldots, F_t\}$ and coefficients $\alpha_1, \ldots, \alpha_t$. We parameterize the problem by the description length of $f$.

Note that the functions $\text{ind}(H, \cdot)$ for fixed $H$ are graph motif parameters themselves, but using linear combinations of such functions allows us to express much more counting functions as graph motif parameters. As an example, for any $H$, we have

$$\text{sub}(H, \cdot) = \sum_{F \text{ extends } H} \beta_F \cdot \text{ind}(F, \cdot),$$

where an unlabeled graph $F$ extends $H$ if $F$ is a supergraph of $H$ on $|V(H)|$ vertices, and the coefficient $\beta_F$ equals $\text{sub}(F, H)$. Since only finitely many graphs $F$ occur in (3), the graph parameter $\text{sub}(H, \cdot)$ for fixed $H$ is a graph motif parameter. Moreover, the graphs and coefficients can be computed in time depending only on $H$. It follows that the problem of computing $\text{sub}(H, G)$ on input $H$ and $G$, parameterized by $H$, admits a parameterized reduction to the graph motif evaluation problem.

Interestingly, (3) admits a converse form that expresses the number of induced subgraphs $\text{ind}(H, \cdot)$ as a finite linear combination of subgraph counts $\text{sub}(F, \cdot)$, see [73, (5.17)]. Thus, subgraph counts are finite linear combinations of induced subgraph counts, and vice versa. We could thus replace ind with sub in Definition 1 and still end up defining the same objects: Any graph motif parameter $f = \sum_{F \in F} \alpha_F \cdot \text{ind}(F, \cdot)$ can also be written as

$$f(\cdot) = \sum_{F \in F'} \beta_F \cdot \text{sub}(F, \cdot).$$

for a finite set of graphs $F'$ and coefficients $\beta_F$ for $F \in F'$ that can be computed from $F$ and the coefficients $\alpha_F$ for $F \in F$. We call (4) the sub-expansion of $f$ and (2) its ind-expansion.²

**Homomorphism counts count**

There are actually many equivalent ways of expanding graph motif parameters into finite linear combinations of basis functions, with explicit formulas for changing bases between such expansions [73, Chapter 5.2]. As it turns out, such basis changes enable a much better understanding of the complexity of graph motif parameters. In particular, expanding graph motif parameters into linear combinations of the previously neglected homomorphism counts will prove to be extremely useful for algorithmic purposes.

Let us have a more detailed look at the relation between embeddings³ and homomorphisms: We can easily express the number of homomorphisms $\text{hom}(H, \cdot)$ as a finite linear combination of embeddings $\text{emb}(F, \cdot)$. A graph $F$ is a quotient of $H$ if $F$ can be obtained from $H$ by repeated identifications of vertex pairs. These identifications can be performed all at once: If $\pi$ is a partition of $V(H)$, then the quotient $H/\pi$ is obtained from $H$ by identifying, for each

---

² We could have chosen to call the parameterized counting problem from Definition 1 the “evaluation problem for graph motif parameters in the ind-expansion” and could have defined an analogous version for the sub-expansion, but the fact that the sub-expansion and the ind-expansion can be transformed into each other algorithmically implies that these problems are FPT-interreducible.

³ Recall that an embedding is an injective homomorphism, and that $\text{emb}(H, \cdot) = \text{aut}(H) \cdot \text{sub}(H, \cdot)$. 
block $B$ of $\pi$, the vertices in $B$ to a single vertex. Quotients of graphs $H$ correspond to the images that $H$ can attain under homomorphisms, and we obtain

$$\text{hom}(H, \cdot) = \sum_{\pi} \text{emb}(H/\pi, \cdot),$$

(5)

where $\pi$ ranges over all partitions of $V(H)$. Different partitions can yield isomorphic quotients, and after collecting for isomorphic copies in (5) and rewriting $\text{emb} = \text{aut} \cdot \text{sub}$, we obtain a formula for the sub-expansion of $\text{hom}(H, \cdot)$.

More interestingly, as shown in [73, (5.18)], the formula (5) can be inverted\(^4\) to read

$$\text{emb}(H, \cdot) = \sum_{\pi} (-1)^{k-|\pi|} \prod_{B \in \pi} (|B| - 1)! \cdot \text{hom}(H/\pi, \cdot),$$

(6)

where we write $|\pi|$ for the number of blocks in $\pi$. The precise form of (6) and $\mu(\pi)$ will become important later on, but for now let us just use it to conclude that every graph motif parameter $f$ can be expressed as a linear combination of homomorphism counts

$$f(\cdot) = \sum_{F \in \mathcal{F}''} \gamma_F \cdot \text{hom}(F, \cdot)$$

(7)

for a finite set of graphs $\mathcal{F}''$ and coefficients $\gamma_F$ for $F \in \mathcal{F}''$. We call (7) the hom-expansion of $f$. This works because every graph motif parameter has a sub-expansion via (4), and because subgraph counts are rescaled embedding counts, which in turn are linear combinations of homomorphism counts by (6).

**Complexity monotonicity of the hom-expansion**

Lovász showed that homomorphism counts enjoy a wealth of mathematical properties that make them more well-behaved than subgraph or induced subgraph counts [73], and some of these properties translate almost directly into complexity-theoretic properties. Most importantly for us, the hom-expansion of graph motif parameters enjoys a monotonicity property with respect to complexity exponents: Any linear combination of homomorphism counts, as in (7), is unconditionally at least as hard to evaluate as its hardest terms.

\[\text{Theorem 2} \quad (\{30, 22\}). \text{ Let } f \text{ be a graph motif parameter with } f = \sum_{F \in \mathcal{F}} \alpha_F \cdot \text{hom}(F, \cdot) \text{ for a finite set of pairwise non-isomorphic graphs } F \text{ with } \alpha_F \neq 0 \text{ for all } F \in \mathcal{F} \text{. Then the complexity exponent of } f \text{ is exactly the maximum over all complexity exponents of the functions } \text{hom}(F, \cdot) \text{ for } F \in \mathcal{F}.\]

\[\text{Remark.} \] A result similar to Theorem 2 cannot be obtained for the sub-expansion or the ind-expansion. In these cases, we can “hide” cliques in easy linear combinations: For any $k \in \mathbb{N}$, summing over the induced subgraph counts from all $k$-vertex graphs $H$ gives $\sum_{H \in \mathcal{H}} \text{ind}(H, G) = \binom{|V(G)|}{k}$, which can be evaluated in linear time for any graph $G$, even though the left-hand side contains a $k$-clique. Theorem 2 rules this out for homomorphisms.

Via Theorem 2, we obtain a good grip on the complexity of a graph motif parameter $f$ if we manage to understand (i) what patterns $F$ occur in the hom-expansion of $f$, and (ii) how hard counting homomorphisms $\text{hom}(F, \cdot)$ is for these patterns. For the first item, we can use enumerative combinatorics to obtain formulas like (6). For the second item, we can use the known lower bounds under ETH for cliques [23] or patterns of large treewidth [76].

\[\text{4 This is done via Möbius inversion on the partition lattice, a generalization of the inclusion-exclusion principle, which can be viewed as Möbius inversion on the subset lattice [88].}\]
Understanding subgraph counting via homomorphisms

In the following, we use the two-step approach to give upper and lower bounds on the complexity of counting subgraphs $\text{sub}(H, \cdot)$ for fixed $H$. Let us start with an upper bound.

**Theorem 3 ([30]).** On input $H$ and $G$, the number $\text{sub}(H, G)$ can be determined in time $k^{O(k)} \cdot n^{0.174 \ell + O(1)}$ with $\ell = |E(H)|$.

**Proof.** Consider the formula (6) for transforming embedding counts into homomorphism counts. The right-hand side sums over all partitions $\pi$ of $V(H)$, of which there are at most $k^{O(k)}$, and requires homomorphism numbers from quotients $H/\pi \rightharpoonup G$. Any quotient $H/\pi$ has at most $\ell$ edges, and the treewidth of $\ell$-edge graphs $F$ is known to be at most $\tw(F) \leq 0.174 \ell + o(\ell)$ [87]. By a standard DP approach, we can determine $\text{hom}(H/\pi, G)$ in time $2^{O(k)} \cdot n^{0.174 \ell + O(1)}$ for every fixed $\pi$, and the overall running time bound follows. ◀

It is not much harder to prove hardness results for subgraph counting via Theorem 2:

**Theorem 4.** For any fixed recursively enumerable class $\mathcal{H}$, the problem $\text{sub}(\mathcal{H}, \cdot)$ cannot be solved in time $f(k) \cdot n^{(\log^\ell H/\log \log H)}$ for patterns $H \in \mathcal{H}$ unless ETH fails.

**Proof.** Consider $\text{sub}(H, \cdot)$ for $H \in \mathcal{H}$. If $H$ has vertex-cover number $b \in \mathbb{N}$, then $H$ contains a matching $M$ with $t = b/2$ edges. We show that for every $t$-edge graph $S$, the hom-expansion of $\text{sub}(H, \cdot)$ contains a supergraph of $S$ with non-zero coefficient. In particular, this holds for bounded-degree expanders $S$ of treewidth $\Omega(t)$. Supergraphs have only larger treewidth.

Every $t$-edge graph $S$ is some quotient of the $t$-matching $M$ in $H$. It follows that some supergraph of $S$ is a quotient of $H$. Using (6), we can see that every quotient $H/\pi$ appears with non-zero coefficient in the hom-expansion of $\text{sub}(H, \cdot)$ even after collecting for isomorphic graphs: While different partitions $\pi, \pi'$ may lead to isomorphic quotients, this requires $|\pi| = |\pi'|$. But since the sign of $\mu(\pi)$ in (6) depends only on $|\pi|$, the contributions of $\pi$ and $\pi'$ cannot cancel. ◀

The hom-expansion of graph motif parameters is a fascinating object of study on its own that connects various mathematical areas: After the results for subgraph counting, Theorem 2 was used by Roth [85] to classify the complexity of counting homomorphism variants such as locally injective homomorphisms. This was obtained by finding large-treewidth patterns in the relevant hom-expansions through matroid theory. Very recently, an almost exhaustive #W[1]-hardness proof for counting induced $k$-vertex subgraphs with a fixed monotone property $\Phi$ was given by Roth and Schmitt [86] by using topological properties of abstract simplicial complexes. In unpublished work by the author, connections to finite model theory and chromatic polynomials were also uncovered.

### 3 Counting large patterns in “simple” graphs

In this last and shorter part of the survey, we count large objects in graphs of simple structure: In Section 3.1, we attempt to count perfect matchings in graphs that exclude fixed minors, and in Section 3.2, we count Hamiltonian cycles in graphs of bounded pathwidth.

#### 3.1 Counting perfect matchings in minor-free graphs

Counting perfect matchings was the first problem shown to be #P-hard for interesting reasons, and it admits a beautiful polynomial-time algorithm on planar graphs, the Fisher-Kasteleyn-Temperley (FKT) method [90, 65, 66], which we already mentioned earlier. Other
than planar graphs, there are further tractable graph classes $C$: For instance, while planar graphs exclude both $K_{3,3}$ and $K_5$ as minors, it was shown that excluding either of these two minors is sufficient [70, 96, 89]. The FKT method was also extended to an FPT-algorithm with running time $4^\gamma n^O(1)$ for graphs that are embedded on a surface of genus $\gamma$ [53]: together with an FPT-algorithm for finding such embeddings [80], this shows that counting perfect matchings is FPT when parameterized by genus. Furthermore, dynamic programming with subset convolution yields an $O(2^{cw(G)} n)$ time algorithm when $G$ is given with an optimal tree-decomposition [95]. It is also possible to count perfect matchings in time $O(n^{cw(G)+1})$ on graphs of cliquewidth $cw(G)$ given with an optimal parse-tree, but unlike the previous results, this holds only for unweighted graphs [75].

The above list shows that, apart from cliquewidth, all tractability results for counting perfect matchings address graphs that exclude some fixed minor. In fact, the algorithms for $K_{3,3}$-free and $K_5$-free graphs make use of classical precursors to Robertson and Seymour’s graph structure theorem for $H$-minor free graphs [84]: By Wagner’s theorem [43], the $K_{3,3}$-free and $K_5$-free graphs admit tree-decompositions of adhesion 3 in which every torso is planar or has bounded size. Prior to proving the full graph structure theorem, Robertson and Seymour showed very similar decompositions for all graphs excluding minors $H$ that can be drawn in the plane with at most one crossing [83], such as $H = K_{3,3}$ and $H = K_5$. Such decompositions can be used algorithmically:

**Theorem 5 ([28, 89]).** For any fixed graph $H$ that can be drawn in the plane with at most one crossing, there is an $O(n^4)$ time algorithm for counting perfect matchings in $H$-minor free graphs $G$.

**Proof.** For single-crossing minors $H$, a tree-decomposition of $H$-free graphs $G$ into planar and bounded-treewidth torsos of adhesion 3 can be obtained in $O(f(H) \cdot n^4)$ time [41]. Given such a decomposition, the algorithm now uses a counting version of protrusion replacement [12]: When counting perfect matchings, any 3-boundaried graph $S$ can be simulated by an equivalent planar 3-boundaried graph $S'$ with edge-weights [94], and the graph $S'$ can be computed in FPT-time for planar and bounded-treewidth graphs $S$. Traversing the decomposition of $G$ bottom-up, we can successively replace torsos $S$ by planar replacement graphs $S'$ until all of $G$ is processed. ▶

How far can we push this result? In particular, is it possible to obtain polynomial-time algorithms for counting perfect matchings for any graph class that excludes some fixed graph $H$? More strongly, is the problem FPT when parameterized by the Hadwiger number, which is the maximum size of a clique minor in $G$? The answer to the second question is negative, as we can show $\#W[1]$-hardness on $k$-apex graphs. These are the graphs that become planar after deleting at most $k$ vertices; this upper-bounds their Hadwiger number by $k+5$.

**Theorem 6 ([35]).** Counting perfect matchings in $k$-apex graphs is $\#W[1]$-hard and an $f(k)n^{o(k/\log k)}$ time algorithm would refute $\text{ETH}$.

Thus, counting perfect matchings is also $\#W[1]$-hard when parameterized by the Hadwiger number. However, an XP-algorithm might still be possible, e.g., because there is a simple $O(n^{k+3})$ time algorithm for counting perfect matchings in $k$-apex graphs: Simply iterate over all $n^k$ possible choices for matching the $k$ apices to vertices in the planar base graph, delete the apices together with their matching partners, and count perfect matchings in the remaining planar graph via the FKT method.

To recapitulate, we know that counting perfect matchings is FPT parameterized by genus, in XP parameterized by apex number, and we have seen some techniques for dealing...
with clique-sums in Theorem 5. By the graph structure theorem [84], these are almost all the building blocks of \( H \)-minor free graphs, and thus an XP algorithm for counting perfect matchings on such graphs almost seems within reach.

Alas, we blocked out vortices: In general, \( H \)-minor free graphs allow for graphs of bounded pathwidth to be inserted at the faces of the bounded-genus parts; these structures are called vortices. It turns out that counting perfect matchings is \( \#P \)-hard even in planar graphs with one single vortex, and such graphs can be seen to exclude a constant-sized minor.

\[ \text{Theorem 7} \] (Unpublished work by the author with Mingji Xia). There is a fixed graph \( H \) such that counting perfect matchings is \( \#P \)-hard in graphs excluding \( H \).

Thus, polynomial-time algorithms cannot be obtained for each excluded minor \( H \), but it is still open to find out which fixed graphs \( H \) can be excluded for polynomial-time algorithms.

### 3.2 Counting Hamiltonian cycles in low-pathwidth graphs

To conclude, we briefly consider counting Hamiltonian cycles parameterized by pathwidth. The standard DP for this problem gives a running time of \( O^*(2^\sqrt{2}) \) for counting and decision, but celebrated improvements [37] enabled \( O^*((2 + \sqrt{2})^{\text{pw}}) \) time for the decision problem and for counting modulo 2, and \( O^*(6^\text{pw}) \) time for counting [11]. The bases \( 2 + \sqrt{2} \) and 6 are optimal under the strong exponential-time hypothesis SETH [37, 32].

Curiously, the concrete numbers \( 2 + \sqrt{2} \) and 6 can be explained through connection matrices. These are particularly nice objects in the intersection of linear algebra and combinatorics [72, 73]. Given a graph parameter \( f \) such as the number of Hamiltonian cycles, and \( k \in \mathbb{N} \), the \( k \)-th connection matrix of \( f \) is an infinite matrix \( C_{f,k} \), indexed by \( k \)-boundaried graphs, that describes the behavior of \( f \) under graph separations of size \( k \). The entry \( C_{f,k}(G,H) \) for \( k \)-boundaried graphs \( G,H \) is defined to be \( f(G \oplus H) \), where \( G \oplus H \) is the union of \( k \)-boundaried graphs \( G \) and \( H \) with matching vertices identified. Even though the matrices \( C_{f,k} \) are infinite-sized, they have finite rank for many interesting graph parameters \( f \), including all MSOL-definable \( f \) [68]. It can be shown furthermore that evaluating graph parameters \( f \) with finite-rank connection matrices is nonuniformly FPT when parameterized by treewidth [73]; this gives an alternative proof of Courcelle’s theorem.

Let us focus again on the connection matrix \( C_{HC,k} \) for the number of Hamiltonian cycles: Lovász [72] upper-bounded the rank of \( C_{HC,k} \) over \( \mathbb{Q} \) by \( k^{O(k)} \). This bound was recently improved to \( \Theta(6^k) \) up to polynomial factors, with a matching lower bound [32]. It was also known before that the rank of \( C_{HC,k} \) drops to \( \Theta((2 + \sqrt{2})^k) \) over the ring \( \mathbb{Z}_2 \) with a matching lower bound [37]. Note that the constants 6 and \( 2 + \sqrt{2} \) appearing in the rank of \( C_{HC,k} \) over \( \mathbb{Q} \) and \( \mathbb{Z}_2 \) are the running time bases for counting Hamiltonian cycles over these rings parameterized by pathwidth. This is a consequence of a more general statement:

\[ \text{Theorem 8} \] ([32]). Let \( \mathbb{R} \) be any of the rings \( \mathbb{Q} \) or \( \mathbb{Z}_p \) for prime \( p \). If the connection matrix \( C_{HC,k} \) of the number of Hamiltonian cycles has rank \( \Omega(c^k) \) over \( \mathbb{R} \), then an algorithm with running time \( O^*((c - \epsilon)^{\text{pw}}) \) for counting Hamiltonian cycles over \( \mathbb{R} \) refutes SETH.

While we do know that the rank of \( C_{HC,k} \) is \( \Omega(3.97^k) \) over \( \mathbb{Z}_p \) when \( p \neq 2 \), resulting in a corresponding complexity lower bound [32], algorithms faster than \( O^*(6^\text{pw}) \) are not known. It is also interesting to close this gap and to investigate to what extent the proof technique in Theorem 8 can be applied to study problems other than Hamiltonian cycles through their connection matrices.
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