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Abstract
Orthogonal drawings, i.e., embeddings of graphs into grids, are a classic topic in Graph Drawing. Often the goal is to find a drawing that minimizes the number of bends on the edges. A key ingredient for bend minimization algorithms is the existence of an orthogonal representation that allows to describe such drawings purely combinatorially by only listing the angles between the edges around each vertex and the directions of bends on the edges, but neglecting any kind of geometric information such as vertex coordinates or edge lengths.

Barth et al. [2] have established the existence of an analogous ortho-radial representation for ortho-radial drawings, which are embeddings into an ortho-radial grid, whose gridlines are concentric circles around the origin and straight-line spokes emanating from the origin but excluding the origin itself. While any orthogonal representation admits an orthogonal drawing, it is the circularity of the ortho-radial grid that makes the problem of characterizing valid ortho-radial representations all the more complex and interesting. Barth et al. prove such a characterization. However, the proof is existential and does not provide an efficient algorithm for testing whether a given ortho-radial representation is valid, let alone actually obtaining a drawing from an ortho-radial representation.

In this paper we give quadratic-time algorithms for both of these tasks. They are based on a suitably constrained left-first DFS in planar graphs and several new insights on ortho-radial representations. Our validity check requires quadratic time, and a naive application of it would yield a quartic algorithm for constructing a drawing from a valid ortho-radial representation. Using further structural insights we speed up the drawing algorithm to quadratic running time.
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1 Introduction

Grid drawings of graphs embed graphs into grids such that vertices map to grid points and edges map to internally disjoint curves on the grid lines that connect their endpoints. Orthogonal grids, whose grid lines are horizontal and vertical lines, are popular and widely used in graph drawing. Among others, orthogonal graph drawings are applied in VLSI design (e.g., [31, 6]), diagrams (e.g., [4, 19, 14, 33]), and network layouts (e.g., [27, 23]). They have
been extensively studied with respect to their construction and properties (e.g., [30, 7, 8, 26, 1]). Moreover, they have been generalized to arbitrary planar graphs with degree higher than four (e.g., [29, 18, 9]).

Ortho-radial drawings are a generalization of orthogonal drawings to grids that are formed by concentric circles and straight-line spokes from the center but excluding the center. Equivalently, they can be viewed as graphs drawn in an orthogonal fashion on the surface of a standing cylinder, see Figure 1, or a sphere without poles. Hence, they naturally bring orthogonal graph drawings to the third dimension.

Among other applications, ortho-radial drawings are used to visualize network maps; see Figure 2. Especially, for metro systems of metropolitan areas they are highly suitable. Their inherent structure emphasizes the city center, the metro lines that run in circles as well as the metro lines that lead to suburban areas. While the automatic creation of metro maps has been extensively studied for other layout styles (e.g., [22, 25, 32, 17]), this is a new and wide research field for ortho-radial drawings.

Adapting existing techniques and objectives from orthogonal graph drawings is a promising step to open up that field. One main objective in orthogonal graph drawing is to minimize the number of bends on the edges. The core of a large fraction of the algorithmic work on this problem is the orthogonal representation, introduced by Tamassia [28], which describes orthogonal drawings listing (i) the angles formed by consecutive edges around each vertex and (ii) the directions of bends along the edges. Such a representation is valid if (I) the angles around each vertex sum to $360^\circ$, and (II) the sum of the angles around each face with $k$ vertices is $(k - 2) \cdot 180^\circ$ for internal faces and $(k + 2) \cdot 180^\circ$ for the outer face. The necessity of the first condition is obvious and the necessity of the latter follows from the sum of inner/outer angles of any polygon with $k$ corners. It is thus clear that any orthogonal drawing yields a valid orthogonal representation, and Tamassia [28] showed that the converse holds true as well; for a valid orthogonal representation there exists a corresponding orthogonal drawing that realizes this representation. Moreover, the proof is constructive and allows the efficient construction of such a drawing, a process that is referred to as compaction.

Altogether this enables a three-step approach for computing orthogonal drawings, the so-called Topology-Shape-Metrics Framework, which works as follows. First, fix a topology, i.e., combinatorial embedding of the graph in the plane (possibly planarizing it if it is non-planar);
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Note that ortho-radial drawings exclude the center of the grid, which is slightly different to the concentric circles maps by Maxwell J. Roberts.
second, determine the shape of the drawing by constructing a valid orthogonal representation with few bends; and finally, compactify the orthogonal representation by assigning suitable vertex coordinates and edge lengths (metrics). As mentioned before, this reduces the problem of computing an orthogonal drawing of a planar graph with a fixed embedding to the purely combinatorial problem of finding a valid orthogonal representation, preferably with few bends. The task of actually creating a corresponding drawing in polynomial time is then taken over by the framework. It is this approach that is at the heart of a large body of literature on bend minimization algorithms for orthogonal drawings (e.g., [5, 15, 13, 16, 10, 11, 12]).

Very recently Barth et al. [2] proposed a generalization of orthogonal representations to ortho-radial drawings, called ortho-radial representations, with the goal of establishing an ortho-radial analogue of the TSM framework for ortho-radial drawings. They show that a natural generalization of the validity conditions (I) and (II) above is not sufficient, and introduce a third, less local condition that excludes so-called monotone cycles, which do not admit an ortho-radial drawing. They show that these three conditions together fully characterize ortho-radial drawings. Before that, characterizations for bend-free ortho-radial drawings were only known for paths, cycles and theta graphs [21]. Further, for the special case that each internal face is a rectangle, a characterization for cubic graphs was known [20].

With the result by Barth et al. finding an ortho-radial drawing for a planar graph with fixed-embedding reduces to the purely combinatorial problem of finding a valid ortho-radial representation. In particular, since bends can be seen as additionally introduced vertices subdividing edges, finding an ortho-radial drawing with minimum number of bends reduces to finding a valid ortho-radial representation with minimum number of such additionally introduced vertices. In this sense, the work by Barth et al. constitutes a major step towards computing ortho-radial drawings with minimum number of bends.

Yet, it is here where their work still contains a major gap. While the work of Barth et al. shows that valid ortho-radial representations fully characterize ortho-radial drawings, it is unclear if it can be checked efficiently whether a given ortho-radial representation is valid. Moreover, while their existential proof of a corresponding drawing is constructive, it needs to repeatedly test whether certain ortho-radial representations are valid.

Contribution and Outline. We develop such a test running in quadratic time, thus implementing the compaction step of the TSM framework with polynomial running time. While this does not yet directly allow us to compute ortho-radial drawings with few bends, our result paves the way for a purely combinatorial treatment of bend minimization in ortho-radial drawings, thus enabling the same type of tools that have proven highly successful in minimizing bends in orthogonal drawings.

At the core of our validity testing algorithm are several new insights into the structure of ortho-radial representations. The algorithm itself is a left-first DFS that uses suitable constraints to determine candidates for monotone cycles in such a way that if a given ortho-radial representation contains a monotone cycle, then one of the candidates is monotone. While it may be obvious to use a DFS for finding cycles in general, it is far from clear how such a search works for monotone cycles in ortho-radial representations. Plugging this test as a black box into the drawing algorithm of Barth et al. yields an $O(n^3)$-time algorithm for computing a drawing from a valid ortho-radial representation, where $n$ is the number of vertices. Using further structural insights on the augmentation process we improve the running time of this algorithm to $O(n^2)$. Hence, our result is not only of theoretical interest, but the algorithm can be actually deployed. We believe that the algorithm is a useful intermediate step for providing initial network layouts to map designers and layout algorithms such as force directed algorithms; see also Section 5.
In Section 2 we present preliminaries that are used throughout the paper. First we formally define ortho-radial representations and recall the most important results from [2]. Afterwards we show that for the purpose of validity checking and determining the existence of a monotone cycle, we can restrict ourselves to so-called normalized instances. In Section 3 we give a validity test for ortho-radial representations that runs in $O(n^2)$ time. Afterwards, in Section 4, we revisit the rectangulation procedure from [2] and show that using the techniques from Section 3 it can be implemented to run in $O(n^3)$ time, improving over a naive application which would yield running time $O(n^4)$. Together with [2] this enables a purely combinatorial treatment of ortho-radial drawings. We conclude with a summary and some open questions in Section 5.

## 2 Preliminaries

We first formally introduce ortho-radial drawings and ortho-radial representations. Afterwards we present two transformations that we use to simplify the discussion of symmetric cases.

### 2.1 Ortho-Radial Drawings and Representations

We use the same definitions and conventions on ortho-radial drawings as presented by Barth et al. [2]; for the convenience of the reader we briefly repeat them here. In particular, we only consider drawings and representations without bends on the edges. As argued in [2], this is not a restriction, since it is always possible to transform a drawing/representation with bends into one without bends by subdividing edges so that a vertex is placed at each bend.

We are given a planar 4-graph $G = (V, E)$ with $n$ vertices and fixed embedding, where a graph is a 4-graph if it has only vertices with degree at most four. We define that a path $P$ in $G$ is always simple, while a cycle $C$ may contain vertices multiple times but may not cross itself. All cycles are oriented clockwise, so that their interiors are locally to the right. A cycle is part of its interior and exterior. We denote the subpath of $P$ from $u$ to $v$ by $P[u, v]$ assuming that $u$ and $v$ are included. For any path $P = v_1, \ldots, v_k$ its reverse is $P = v_k, \ldots, v_1$. The concatenation of two paths $P_1$ and $P_2$ is written as $P_1 + P_2$. For a cycle $C$ in $G$ that contains any edge at most once, the subpath $C[e, e']$ between two edges $e$ and $e'$ on $C$ is the unique path on $C$ that starts with $e$ and ends with $e'$. If the start vertex $u$ of $e$ is contained in $C$ only once, we also write $C[u, e']$, because then $e$ is uniquely defined by $u$. Similarly, if the end vertex $v$ of $e'$ is contained in $C$ only once, we also write $C[e, v]$. We also use this notation to refer to subpaths of simple paths.

In an ortho-radial drawing $\Delta$ of $G$ each edge is directed and drawn either clockwise, counter-clockwise, towards the center or away from the center. Hence, using the metaphor of a cylinder, the edges point right, left, down or up, respectively. Moreover, horizontal edges point left or right, while vertical edges point up or down; see Figure 1.

We distinguish two types of simple cycles. If the center of the grid lies in the interior of a simple cycle, the cycle is essential and otherwise non-essential. Further, there is an unbounded face in $\Delta$ and a face that contains the center of the grid; we call the former the outer face and the latter the central face; in our drawings we mark the central face using a small “x”. All other faces are regular.

For two edges $uw$ and $vw$ incident to the same vertex $v$, we define the rotation $\text{rot}(uvw)$ as $1$ if there is a right turn at $v$, $0$ if $uvw$ is straight and $-1$ if there is a left turn at $v$. In the special case that $u = w$, we have $\text{rot}(uvw) = -2$.

The rotation of a path $P = v_1, \ldots, v_k$ is the sum of the rotations at its internal vertices, i.e., $\sum_{i=2}^{k-1} \text{rot}(v_{i-1}v_i, v_{i+1})$. Similarly, for a cycle $C = v_1, \ldots, v_k, v_1$, its rotation is the sum of the rotations at all its vertices (where we define $v_0 = v_k$ and $v_{k+1} = v_1$), i.e.,
rot(C) = \sum_{i=1}^{k} \text{rot}(v_{i-1}, v_i, v_{i+1}). We observe that rot(P) = \text{rot}(P[s, e]) + \text{rot}(P[e, t]) for any path P from s to t and any edge e on P. Further, we have rot(P) = - rot(P). For a face f we use rot(f) to denote the rotation of the facial cycle that bounds f (oriented such that f lies on the right side of the cycle).

As introduced by Barth et al. [2], an ortho-radial representation \( \Gamma \) of a 4-planar graph \( G \) fixes the central and outer face of \( G \) as well as a reference edge \( e^* \) on the outer face such that the outer face is locally to the left of \( e^* \). Following the convention established by Barth et al. [2] the reference edge always points right. Further, \( \Gamma \) specifies for each edge \( f \) of \( G \) a list \( H(f) \) that contains for each edge \( e \) of \( f \) the pair \( (e, a) \), where \( a \in \{90^\circ, 180^\circ, 270^\circ, 360^\circ\} \).

The interpretation of \( (e, a) \) is that the edge \( e \) is directed such that the interior of \( f \) locally lies to the right of \( e \) and \( a \) specifies the angle inside \( f \) from \( e \) to the following edge. The notion of rotations can be extended to these descriptions since we can compute the angle at a vertex \( v \) enclosed by edges \( uv \) and \( vu \) by summing the corresponding angles in the faces given by the \( a \)-values. For such a description to be an ortho-radial representation, two local conditions need to be satisfied:

1. The angle sum of all edges around each vertex given by the \( a \)-fields is \( 360^\circ \).
2. For each face \( f \), we have

\[
\text{rot}(f) = \begin{cases} 
4, & \text{if } f \text{ is a regular face} \\
0, & \text{if } f \text{ is the outer or the central face but not both} \\
-4, & \text{if } f \text{ is both the outer and the central face}.
\end{cases}
\]

These conditions ensure that angles are assigned correctly around vertices and inside faces, which implies that all properties of rotations mentioned above hold. An ortho-radial representation \( \Gamma \) of a graph \( G \) is drawable if there is a drawing \( \Delta \) of \( G \) embedded as specified by \( \Gamma \) such that the corresponding angles in \( \Delta \) and \( \Gamma \) are equal and the reference edge \( e^* \) points to the right. Unlike for orthogonal representations the two conditions do not guarantee that the ortho-radial representation is drawable. Therefore, Barth et al. [2] introduced a third condition, which is formulated in terms of labelings of essential cycles.

For a simple, essential cycle \( C \) in \( G \) and a path \( P \) from the target vertex \( s \) of the reference edge \( e^* \) to a vertex \( v \) on \( C \) the labeling \( \ell_C^P \) assigns to each edge \( e \) on \( C \) the label \( \ell_C^P(e) = \text{rot}(e^* + P + C[v, e]) \). In this paper we always assume that \( P \) is elementary, i.e., \( P \) intersects \( C \) only at its endpoints. For these paths the labeling is independent of the actual choice of \( P \), which was shown by Barth et al. [2]. We therefore drop the superscript \( P \) and write \( \ell_C(e) \) for the labeling of an edge \( e \) on an essential cycle \( C \). We call an essential cycle monotone if either all its labels are non-negative or all its labels are non-positive. A monotone cycle is a decreasing cycle if it has at least one strictly positive label, and it is an increasing cycle if \( C \) has at least one strictly negative label. An ortho-radial representation is valid if it contains neither decreasing nor increasing cycles. The validity of an ortho-radial representation ensures that on each essential cycle with at least one non-zero label there is at least one edge pointing up and one pointing down. The main theorem of Barth et al. [2] can be stated as follows.\(^2\)

\[\textbf{Proposition 1 (Reformulation of Theorem 5 in [3])}. An ortho-radial representation is drawable if and only if it is valid.\]

\(^2\) In the following we refer to the full version [3] of [2], when citing lemmas and theorems.
To that end, Barth et al. [3] prove the following results among others. Since we use them throughout this paper, we restate them for the convenience of the reader. Both assume ortho-radial representations that are not necessarily valid.

**Proposition 2** (Lemma 12 in [3]). Let $C_1$ and $C_2$ be two essential cycles and let $H = C_1 + C_2$ be the subgraph of $G$ formed by these two cycles. For any common edge $vw$ of $C_1$ and $C_2$ where $v$ lies on the central face of $H$, the labels of $vw$ are equal, i.e., $\ell_{C_1}(vw) = \ell_{C_2}(vw)$.

**Proposition 3** (Lemma 16 in [3]). Let $C$ and $C'$ be two essential cycles that have at least one common vertex. If all edges on $C$ are labeled with 0, $C'$ is neither increasing nor decreasing.

Proposition 2 is a useful tool for comparing the labels of two interwoven essential cycles. For example, if $C_1$ is decreasing, we can conclude for all edges of $C_2$ that also lie on $C_1$ and that are incident to the central face of $H$ that they have non-negative labels. Proposition 3 is useful in the scenario where we have an essential cycle $C$ with non-negative labels, and a decreasing cycle $C'$ that shares a vertex with $C$. We can then conclude that $C$ is also decreasing. In particular, these two propositions together imply that the central face of the graph $H$ formed by two decreasing cycles is bounded by a decreasing cycle.

### 2.2 Symmetries and Normalization

In our arguments we frequently exploit certain symmetries. For an ortho-radial representation $\Gamma$ we introduce two new ortho-radial representations, its *flip* $\overline{\Gamma}$ and its *mirror* $\hat{\Gamma}$. Geometrically, viewed as a drawing on a cylinder, a flip corresponds to rotating the cylinder by $180^\circ$ around a line perpendicular to the axis of the cylinder so that it is upside down, whereas mirroring corresponds to mirroring it at a plane that is parallel to the axis of the cylinder. Intuitively, the first transformation exchanges left/right and top/bottom, and thus preserves monotonicity of cycles, while the second transformation exchanges left/right but not top/bottom, and thus maps increasing cycles to decreasing ones and vice versa. This intuition is indeed true with the correct definitions of $\overline{\Gamma}$ and $\hat{\Gamma}$, but due to the non-locality of the validity condition for ortho-radial representations and the dependence on a reference edge this requires some care.

Moreover, in the following sections we restrict ourselves to instances with minimum degree 2, which we call *normalized* instances. To this end we replace each degree-1 vertex $v$ by a 4-cycle forming a rectangle. Since $v$ is not part of any simple essential cycle, this does not affect the validity of the representation. Normalized instances do not contain $360^\circ$ turns at vertices, which simplifies our arguments. See the full version of this paper for details [24].

### 3 Finding Monotone Cycles

The two conditions for ortho-radial representations are local and checking them can easily be done in linear time. We therefore assume in this section that we are given a planar 4-graph $G$ with an ortho-radial representation $\Gamma$. The condition for validity however references all essential cycles of which there may be exponentially many. We present an algorithm that checks whether $\Gamma$ contains a monotone cycle and computes such a cycle if one exists. The main difficulty is that the labels on a decreasing cycle $C$ depend on an elementary path $P$ from the reference edge to $C$. However, we know neither the path $P$ nor the cycle $C$ in advance, and choosing a specific cycle $C$ may rule out certain paths $P$ and vice versa.

We only describe how to search for decreasing cycles; increasing cycles can be found by searching for decreasing cycles in the mirrored representation. A decreasing cycle $C$ is *outermost* if it is not contained in the interior of any other decreasing cycle. Clearly, if $\Gamma$ contains a decreasing cycle, then it also has an outermost one. We first show that in this case this cycle is uniquely determined.
Lemma 4. If $\Gamma$ contains a decreasing cycle, there is a unique outermost decreasing cycle.

Proof. Assume that $\Gamma$ has two outermost decreasing cycles $C_1$ and $C_2$, i.e., $C_1$ does not lie in the interior of $C_2$ and vice versa. Let $C$ be the cycle bounding the outer face of the subgraph $H = C_1 + C_2$ that is formed by the two decreasing cycles. By construction, $C_1$ and $C_2$ lie in the interior of $C$, and we claim that $C$ is a decreasing cycle contradicting that $C_1$ and $C_2$ are outermost. To that end, we show that $\ell_C(e) = \ell_{C_1}(e)$ for any edge $e$ that belongs to both $C$ and $C_1$, and $\ell_C(e) = \ell_{C_2}(e)$ for any edge $e$ that belongs to both $C$ and $C_2$. Hence, all edges of $C$ have a non-negative label since $C_1$ and $C_2$ are decreasing. By Proposition 3 there is at least one label of $C$ that is positive, and hence $C$ is a decreasing cycle.

It remains to show that $\ell_C(e) = \ell_{C_1}(e)$ for any edge $e$ that belongs to both $C$ and $C_1$; the case that $e$ belongs to both $C$ and $C_2$ can be handled analogously. Let $\Gamma_H$ be the ortho-radial representation $\Gamma$ restricted to $H$. We flip the cylinder to exchange the outer face with the central face and vice versa. More precisely, the reverse edge $\tau$ of $e$ lies on the central face of the flipped representation $\Gamma_H$ of $\Gamma_H$. Further, it proves that $\tilde{\ell}_C(e) = \ell_{C_1}(e)$ and $\tilde{\ell}_C(\tau) = \ell_{C_1}(e)$, where $\tilde{\ell}$ is the labeling in $\Gamma_H$. Hence, by Proposition 2 we obtain $\tilde{\ell}_C(e) = \ell_C(e)$.

The core of our algorithm is an adapted left-first DFS. Given a directed edge $e$ it determines the outermost decreasing cycle $C$ in $\Gamma$ such that $C$ contains $e$ in the given direction and $e$ has the smallest label among all edges on $C$, if such a cycle exists. By running this test for each directed edge of $G$ as the start edge, we find a decreasing cycle if one exists.

Our algorithm is based on a DFS that visits each vertex at most once. A left-first search maintains for each visited vertex $v$ a reference edge $\text{ref}(v)$, the edge of the search tree via which $v$ was visited. Whenever it has a choice which vertex to visit next, it picks the first outgoing edge in clockwise direction after the reference edge that leads to an unvisited vertex. In addition to that, we employ a filter that ignores certain outgoing edges during the search.

To that end, we define for all outgoing edges $e$ incident to a visited vertex $v$ a search label $\ell(e)$ by setting $\ell(e) = \ell(\text{ref}(v)) + \text{rot}(\text{ref}(v) + e)$ for each outgoing edge $e$ of $v$. In our search we ignore edges with negative search labels. For a given directed edge $vw$ in $G$ we initialize the search by setting $\text{ref}(w) = vw$, $\ell(vw) = 0$ and then start searching from $w$.

Let $T$ denote the directed search tree with root $w$ constructed by the DFS in this fashion. If $T$ contains $v$, then this determines a candidate cycle $C$ containing the edge $vw$. If $C$ is a decreasing cycle, which we can easily check by determining an elementary path from the reference edge to $C$, we report it. Otherwise, we show that there is no outermost decreasing cycle $C$ such that $vw$ lies on $C$ and has the smallest label among all edges on $C$.

It is necessary to check that $C$ is essential and decreasing. For example the cycle in Figure 3 is found by the search and though it is essential, it is non-decreasing. This is caused by the fact that the label of $vw$ is actually $-4$ on this cycle but the search assumes it to be 0.
Lemma 5. Assume \( \Gamma \) contains a decreasing cycle. Let \( C \) be the outermost decreasing cycle of \( \Gamma \) and let \( vw \) be an edge on \( C \) with the minimum label, i.e., \( \ell_C(vw) \leq \ell_C(e) \) for all edges \( e \) of \( C \). Then the left-first DFS from \( vw \) finds \( C \).

Proof. Assume that the search does not find \( C \). Let \( T \) be the tree formed by the edges visited by the search. Since the search does not find \( C \) by assumption, a part of \( C[w,v] \) does not belong to \( T \). Let \( xy \) be the first edge on \( C[w,v] \) that is not visited, i.e., \( C[w,x] \) is a part of \( T \) but \( xy \notin T \). There are two possible reasons for this. Either \( \ell(xy) < 0 \) or \( y \) has already been visited before via another path \( Q \) from \( w \) with \( Q \neq C[w,y] \). The case \( \ell(xy) < 0 \) can be excluded as follows. By the construction of the labels \( \ell \), for any path \( P \) from \( w \) to a vertex \( z \) in \( T \) and any edge \( e' \) incident to \( z \) we have \( \ell(e') = \text{rot}(vw + P + e') \). In particular, \( \ell(xy) = \text{rot}(C[wv, xy]) = \ell_C(xy) - \ell_C(vw) \geq 0 \) since the rotation can be rewritten as a label difference (see [3, Obs. 7]) and \( vw \) has the smallest label on \( C \).

Hence, \( T \) contains a path \( Q \) from \( w \) to \( x \) that was found by the search before and \( Q \) does not completely lie on \( C \). There is a prefix of \( Q \) (possibly of length 0) lying on \( C \) followed by a subpath not on \( C \) until the first vertex \( p \) of \( Q \) that again belongs to \( C \); see Figure 4. We set \( P = Q[w,p] \) and denote the vertex where \( P \) leaves \( C \) by \( b \). By construction, the edge \( vw \) lies on \( C[p,b] \). The subgraph \( H = P + C \) that is formed by the decreasing cycle \( C \) and the path \( P \) consists of the three internally vertex-disjoint paths \( P[b,p], C[b,p] \) and \( C[p,b] \) between \( b \) and \( p \). Since edges that are further left are preferred during the search, the clockwise order of these paths around \( b \) and \( p \) is fixed. In \( H \) there are three faces, bounded by \( C, C[p,b] \) and \( P[p,b] \), respectively. Since \( C \) is an essential cycle and a face in \( H \), it is the central face and one of the two other faces is the outer face. These two possibilities are shown in Figure 5. We denote the cycle bounding the outer face but in which the edges are directed such that the outer face lies locally to the left by \( C' \). That is, the boundary of the outer face is \( \overline{C} \). We distinguish cases based on which of the two possible cycles constitutes \( \overline{C} \).

If \( \overline{C} = \overline{C}[b,p] \) forms the outer face of \( H \), \( vw \) lies on \( C' \) as illustrated in Figure 5a and we show that \( C' \) is a decreasing cycle, which contradicts the assumption that \( C \) is the outermost decreasing cycle. Since \( P \) is simple and lies in the exterior of \( C \), the path \( P \) is contained in \( C' \), which means \( C'[w,p] = P \). The other part of \( C' \) is formed by \( C[p,w] \). Since \( C \) forms the central face of \( H \), the labels of the edges on \( C[p,w] \) are the same for \( C \) and \( C' \) by Proposition 2. In particular, \( \ell_C(vw) = \ell_{C'}(vw) \) and all the labels of edges on \( C[p,w] \) are non-negative because \( C \) is decreasing. The label of any edge \( e \) on both \( C' \) and \( P \) is \( \ell_{C'}(e) = \ell_C(vw) + \text{rot}(vw + P[w,e]) = \ell_C(vw) + \ell(e) \geq 0 \). Thus, the labeling of \( C' \) is non-negative. Further, not all labels of \( C' \) are 0 since otherwise \( C \) would not be a decreasing cycle by Proposition 3. Hence, \( C' \) is decreasing and contains \( C \) in its interior, a contradiction.

If \( \overline{C} = C[p,b] + P[b,p] \), the edge \( vw \) does not lie on \( C' \); see Figure 5b. We show that \( C' \) is a decreasing cycle containing \( C \) in its interior, again contradicting the choice of \( C \). As above, Proposition 2 implies that the common edges of \( C \) and \( C' \) have the same labels.
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To facilitate the analysis, we briefly sketch the augmentation procedure. Here it is crucial that we assume our instances to be normalized; in particular they do not have degree-1 vertices. The augmentation algorithm works by augmenting non-rectangular faces one by one, thereby successively removing concave angles at the vertices until all faces are rectangles. Consider a face \( f \) with a left turn (i.e., a concave angle) at \( u \) such that the following two turns when walking along \( f \) (in clockwise direction) are right turns; see Figure 6. We call \( u \) a port of \( f \). We define a set of candidate edges that contains precisely those edges \( uv \) of \( f \), for which \( \text{rot}(f[uv]) = 2 \); see Figure 6a. We treat this set as a sequence, where the edges appear in the same order as in \( f \), beginning with the first candidate after \( u \). The augmentation \( \Gamma_{uv}^u \) with respect to a candidate edge \( uv \) is obtained by splitting the edge \( uv \) into the edges \( uz \) and \( zv \), where \( z \) is a new vertex, and adding the edge \( uz \) in the interior of \( f \) such that the angle formed by \( zu \) and the edge following \( u \) on \( f \) is 90°. The direction of the new edge \( uz \) in \( \Gamma_{uv}^u \) is the same for all candidate edges. If this direction is vertical, we call \( u \) a vertical port and otherwise a horizontal port. We note that any vertex with a concave angle in a face becomes a port during the augmentation process. In particular, the incoming edge of the vertex determines whether the port is horizontal or vertical. The condition for candidates guarantees that \( \Gamma_{uv}^u \) is an ortho-radial representation. It may, however, not be valid. The crucial steps in [2] are establishing the following facts.

**Fact 1** Let \( u \) be a vertical port. Augmenting with the first candidate never produces a monotone cycle [3, Lemma 21].

**Fact 2** Let \( u \) be a horizontal port. Augmenting with the first candidate never produces an increasing cycle [3, Lemma 22] and augmenting with the last candidate never produces a decreasing cycle [3, Lemma 24].

**Fact 3** Let \( u \) be a horizontal port. If two consecutive candidates \( e_i = v_iw_i \) and \( e_{i+1} = v_{i+1}w_{i+1} \) produce a decreasing and an increasing cycle, respectively, then \( w_i \), \( v_{i+1} \) and \( u \) lie on a path that starts at \( w_i \) or \( v_{i+1} \), and whose edges all point right; see Figure 6c. A suitable augmentation can be found in \( O(n) \) time. [3, Lemmas 25, 26].

It thus suffices to test for each candidate whether \( \Gamma_{uv}^u \) is valid until either such a valid augmentation is found or we find two consecutive candidate edges where the first produces a decreasing cycle and the second produces an increasing cycle. Then, Fact 3 yields the desired valid augmentation. Since each valid augmentation reduces the number of concave angles, we obtain a rectangulation after \( O(n) \) valid augmentations. Moreover, there are \( O(n) \) candidates for each augmentation, each of which can be tested for validity (and increasing/decreasing cycles can be detected) in \( O(n^2) \) time by Theorem 6. Thus, the augmentation algorithm can be implemented to run in \( O(n^3) \) time.

In the remainder of this section we outline an improvement to \( O(n^2) \) time, which is achieved in two steps. First, we show that due to the nature of augmentations the validity test can be done in \( O(n) \) time. Second, for each augmentation we execute a post-processing that reduces the number of validity tests to \( O(n) \) in total. The detailed constructions and omitted proofs of both steps are deferred to [24].

### 4.1 1st Improvement – Faster Validity Test

Recall from above that, once we picked a port \( u \) in a face \( f \), there is an ordered set of candidate edges \( e_1, \ldots, e_k \). We know from [2] that one of the augmentations \( \Gamma_{e_i}^u \) leads to a valid augmentation. We improve on naively testing the validity of \( \Gamma_{e_i}^u \) in quadratic time.

If \( u \) is a vertical port (Figure 6b), Fact 1 guarantees that \( \Gamma_{e_i}^u \) is valid, so no validity test is required. If \( u \) is a horizontal port (Figure 6c–e), we assume w.l.o.g. that the inserted edge points to the right; otherwise we consider the flipped representation \( \overline{\Gamma} \).
We show that in this case we can strongly restrict the direction of a monotone cycle as well as its label for the new edge \( uz \). We start with the detection of decreasing cycles and show that for the augmentation with the first candidate edge \( e_1 = vw \) a decreasing cycle \( C \) in \( \Gamma_{wu} \) may only use the new edge \( uz \) in the direction from \( u \) to \( z \) and in this case its label is 0.

**Lemma 7.** Let \( vw \) be the first candidate on \( f \) after \( u \). If \( \Gamma_{wu} \) contains a decreasing cycle \( C \), then \( C \) contains \( uz \) in this direction and \( \ell_C(uz) = 0 \).

**Proof.** We first consider the case that \( C \) uses \( uz \) (and not \( zw \)) and assume that \( \ell_C(uz) \neq 0 \); see Figure 7. Since \( uz \) points right, \( \ell_C(uz) \) is divisible by 4. Together with \( \ell_C(uz) \geq 0 \) because \( C \) is decreasing, we obtain \( \ell_C(uz) \geq 4 \). By Lemma 14 of [3] there is an essential cycle \( C' \) without \( uz \) in the subgraph \( H \) that is formed by the new rectangular face \( f' \) and \( C \). The labels of any common edge \( e \) of \( C \) and \( C' \) are equal and \( \ell_{C'}(e) = \ell_C(e) \geq 0 \). All other edges of \( C' \) lie on \( f' \). Since \( f' \) is rectangular, the labels of these edges differ by at most 1 from \( \ell_C(uz) \). By assumption it is \( \ell_C(uz) \geq 4 \) and therefore \( \ell_{C'}(e) \geq 3 \) for all edges \( e \in C' \cap f' \). Hence, \( C' \) is a decreasing cycle in \( G \) contradicting the validity of \( \Gamma \). If \( zu \in C \), it is \( \ell_C(zu) \geq 2 \) and a similar argument yields a decreasing cycle in \( \Gamma \).

While the same statement does not generally hold for all candidates, it does hold if the first candidate creates a decreasing cycle.

**Lemma 8.** Let \( vw \) be the first candidate and \( v'w' \) be another candidate. Denote the edge inserted in \( \Gamma_{wu}^{v'w'} \) by \( uz' \). If \( \Gamma_{wu}^{v'w'} \) contains a decreasing cycle, any decreasing cycle \( C' \) in \( \Gamma_{wu}^{v'w'} \) uses \( uz' \) in this direction and \( \ell_{C'}(uz') = 0 \).

Altogether, we can efficiently test which of the candidates produce decreasing cycles as follows. By Lemma 7, if the first candidate is not valid, then \( \Gamma_{wi}^w \) has a decreasing cycle that contains the new edge \( uz \) with label 0, which is hence the minimum label for all edges on the cycle. This can be tested in \( O(n) \) time by Lemma 5. Fact 2 guarantees that we either find a valid augmentation or a decreasing cycle. In the former case we are done, in the second case Lemma 8 allows us to similarly restrict the labels of \( uz \) to 0 for the remaining candidate edges, thus allowing us to detect decreasing cycles in \( \Gamma_{wi}^w \) in \( O(n) \) time for \( i = 2, \ldots, k \).

It is tempting to use the mirror symmetry to exchange increasing and decreasing cycles to deal with increasing cycles in an analogous fashion. However, this fails as mirroring invalidates the property that \( u \) is followed by two right turns in clockwise direction. For example, in Figure 8 inserting the edge to the last candidate introduces an increasing cycle \( C \) with \( \ell_C(uz) = -4 \). We therefore give a direct algorithm for detecting increasing cycles in this case.

Let \( e_i = viwi \) and \( e_{i+1} = vi+1w_{i+1} \) be two consecutive candidates for \( u \) such that \( \Gamma_{wi}^w \) contains a decreasing cycle but \( \Gamma_{ei+1}^w \) does not. If \( \Gamma_{ei+1}^w \) contains an increasing cycle, then by Fact 3 the vertices \( w_i, vi+1 \) and \( u \) lie on a path that starts at \( w_i \) or \( vi+1 \), and whose edges...
all point right. The presence of such a horizontal path $P$ can clearly be checked in linear time, thus allowing us to also detect increasing cycles provided that the previous candidate produced a decreasing cycle. If $P$ exists, we insert the edge $uw_i$ or $uv_{i+1}$ depending on whether $P$ starts at $w_i$ or $v_{i+1}$, respectively; see Figure 6e for the first case. By Proposition 3 this does not produce monotone cycles. Otherwise, if $P$ does not exist, the augmentation $\Gamma_{w_{i+1}}^u$ is valid. In both cases we have resolved the horizontal port $u$ successfully.

Summarizing, the overall algorithm for augmenting from a horizontal port now works as follows. By exploiting Lemmas 7 and 8, we test the candidates in the order as they appear on $f$ until we find the first candidate $e$ for which $\Gamma_u^e$ does not contain a decreasing cycle. Using Fact 3 we either find that $\Gamma_u^e$ is valid, or we find a horizontal path as described above. In both cases this allows us to determine an edge whose insertion does not introduce a monotone cycle. Since in each test for a decreasing cycle the edge $uz$ can be restricted to have label 0, each of the tests takes linear time. This improves the running time of the rectangulation algorithm to $O(n^3)$.

Instead of linearly searching for a suitable candidate for $u$ we can employ a binary search on the candidates, which reduces the overall running time to $O(n^2 \log n)$.

4.2 2nd Improvement – 2-Phase Augmentation Step

We add a second phase to our augmentation step that post-processes the resulting augmentation after each step to reduce the total number of validity tests to $O(n)$.

More precisely, the first phase of the augmentation step inserts a new edge $uz$ in a given ortho-radial representation $\Gamma$ for a port $u$ as before; we denote the resulting valid ortho-radial representation by $\Gamma'$. Afterwards, if $u$ is a horizontal port, we apply the second phase on $u$. Let $e_1, \ldots, e_k$ be the candidates of $u$, where $e_k$ is the candidate for the first validity test that does not fail in the first phase. We call $e_1, e_{k-1}$ and $e_k$ boundary candidates and the others intermediate candidates. The second phase augments $\Gamma'$ such that afterwards each intermediate candidate belongs to a rectangle in the resulting ortho-radial representation $\Gamma''$. Further, $\Gamma''$ has fewer vertices with concave angles becoming horizontal ports and at most two more vertices with concave angles becoming vertical ports during the remaining augmentation process. As the second phase is skipped for vertical ports, $O(n)$ augmentation steps are executed overall. Moreover, each edge can be an intermediate candidate for at most one vertex, which yields that there are $O(n)$ intermediate candidates over all augmentation steps. Finally, for each port there are at most three boundary candidates, which yields $O(n)$ boundary candidates over all augmentation steps. Assigning the validity tests to their candidates, the algorithm executes $O(n)$ validity tests overall. Altogether, this yields $O(n^2)$ running time in total.

$\blacktriangleleft$ Theorem 9. Given a valid ortho-radial representation $\Gamma$ of a graph $G$, a corresponding rectangulation can be computed in $O(n^2)$ time.

In particular, using Corollary 19 from [3], given a graph $G$ with valid ortho-radial representation $\Gamma$, a corresponding ortho-radial drawing $\Delta$ can be computed in $O(n^2)$ time.

5 Conclusion

In this paper, we have described an algorithm that checks the validity of an ortho-radial representation in $O(n^2)$ time. In the positive case, we can also produce a corresponding drawing in the same running time, whereas in the negative case we find a monotone cycle. This answers an open question of Barth et al. [2] and allows for a purely combinatorial
treatment of the bend minimization problem for ortho-radial drawings. It is an interesting open question whether the running time can be improved to near-linear. However, our main open question is how to find valid ortho-radial representations with few bends.
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