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Abstract

Graph Balancing is the problem of orienting the edges of a weighted multigraph so as to minimize the maximum weighted in-degree. Since the introduction of the problem the best algorithm known achieves an approximation ratio of 1.75 and it is based on rounding a linear program with this exact integrality gap. It is also known that there is no \((1.5 - \epsilon)\)-approximation algorithm, unless \(P = NP\). Can we do better than 1.75?

We prove that a different LP formulation, the configuration LP, has a strictly smaller integrality gap. Graph Balancing was the last one in a group of related problems from literature, for which it was open whether the configuration LP is stronger than previous, simple LP relaxations. We base our proof on a local search approach that has been applied successfully to the more general Restricted Assignment problem, which in turn is a prominent special case of makespan minimization on unrelated machines. With a number of technical novelties we are able to obtain a bound of 1.749 for the case of Graph Balancing. It is not clear whether the local search algorithm we present terminates in polynomial time, which means that the bound is non-constructive. However, it is a strong evidence that a better approximation algorithm is possible using the configuration LP and it allows the optimum to be estimated within a factor better than 1.75.

A particularly interesting aspect of our techniques is the way we handle small edges in the local search. We manage to exploit the configuration constraints enforced on small edges in the LP. This may be of interest to other problems such as Restricted Assignment as well.

1 Introduction

In this paper we consider weighted, undirected multigraphs that may contain loops. We write such a multigraph as \(G = (V, E, r, w)\), where \(V\) is the set of vertices, \(E\) is the set of edge identities, and \(r\) is a function \(E \rightarrow \{\{u, v\} : u, v \in V\}\) that defines the endpoints for every edge. Note that in the definition above we allow \(u = v\), which describes a loop. \(E\) is often defined as a set of vertex pairs. We use the function \(r\) instead, since it avoids some issues due to multigraphs. The weight function \(w : E \rightarrow \mathbb{R}_{>0}\) assigns positive weights to the edges. In the Graph Balancing problem we want to compute an orientation of the edges, i.e., one of the ways to turn the graph into a directed graph. The goal is to minimize the maximum weighted in-degree over all vertices, that is \(\max_{v \in V} \sum_{e \in \delta^-(v)} w(e)\), where \(\delta^-(v)\) are the incoming edges of vertex \(v\) in the resulting digraph. Apart from being an arguably natural problem, Graph Balancing has been of particular interest to the scheduling community.
It is one of the simplest special cases of makespan minimization on unrelated machines for which an inapproximability bound of $1.5 - \epsilon$ is known, which is already the best that is known in the general problem. In the interpretation as a scheduling problem, machines correspond to vertices and jobs to edges, i.e., each job has only two potential machines to which it can be assigned. The problem was introduced by Ebenlendr, Krčál, and Sgall [9] and they gave a polynomial time 1.75-approximation for it. Independently and under a different name, Asahiro et al. [4] studied the problem and showed that no $(1.5 - \epsilon)$-approximation is possible unless P = NP. The algorithm by Ebenlendr et al. rounds the solution of a particular linear programming formulation. This appears to be the best one can hope for using their techniques, since the ratio between integral optimum and fractional optimum of the LP, the integrality gap, can be arbitrarily close to 1.75 [9]. Using a completely different approach to [9], Huang and Ott developed a purely combinatorial algorithm for the problem [10]. With $5/3 + 4/21 \approx 1.857$, however, their approximation ratio is inferior to the original algorithm. Another algorithm for Graph Balancing, developed by Wang and Sitters [21], achieves an approximation ratio of $11/6 \approx 1.833$, i.e., also worse than the original, but notable for being simpler. For the special case of only two different edge weights, three independent groups found a tight 1.5-approximation [7, 10, 17].

A good candidate for a stronger linear program to that from [9] is the configuration LP. It was introduced by Bansal and Sviridenko for the more general problem Scheduling on Unrelated Machines and the closely related Santa Claus problem [5]. It is easy to show that this LP is at least as strong as the LP from [9] (see the same paper), i.e., the integrality gap must be at most 1.75 as well. The best lower bound known is 1.5 (see for instance [11], this holds even for the case of Graph Balancing). In recent literature, the configuration LP has enabled breakthroughs in the restricted variants for both of the problems above [3, 19]. The restricted variant of Scheduling on Unrelated Machines (also known as Restricted Assignment) can be seen as Graph Balancing with hyperedges. In particular, it contains the Graph Balancing problem as a special case. In this setting, the configuration LP was shown first to have an integrality gap of at most $33/17 \approx 1.941$ [19], which was improved to $11/6 \approx 1.833$ by us [13]. This non-constructive proof is by a local search algorithm that is not known to terminate in polynomial time. In this paper, we present a sophisticated local search algorithm for Graph Balancing and obtain the following result.

Theorem 1. The integrality gap of the configuration LP is at most 1.749 for Graph Balancing.

In other words, it is stronger than the LP from [9]. Although this does not give a polynomial time approximation algorithm, it is strong evidence that such an algorithm can be developed using the configuration LP. Furthermore, the optimal solution can be estimated in polynomial time within a factor of $1.749 + \epsilon$ for any $\epsilon > 0$ by approximating the configuration LP. We emphasize that the purpose of this paper is to show a separation between the configuration LP and the previously used LP relaxation. The constants in the proof are not optimized. We chose to keep the case analysis (which is already difficult) and constants as simple as possible instead of improving the third decimal place. A summary of results regarding the configuration LP is given in Table 1. In fact, for all of the problems except for Graph Balancing it was known whether the configuration LP improves over the previous state-of-the-art. Our work in [15] indicates that earlier bounds on the integrality gap of the configuration LP in related problems disregard many constraints enforced on small edges/jobs, but that without them the LP might be much weaker. More precisely, these proofs used only properties that are already enforced by a weaker configuration LP that allows small edges/jobs to appear fractionally in a configuration. This weaker LP, however, has an integrality gap strictly
Table 1: Integrality gap of the configuration LP for various problems.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduling on Unrelated Machines</td>
<td>2</td>
<td>2 [16]</td>
</tr>
<tr>
<td>⊃ Restricted Assignment</td>
<td>1.5</td>
<td>1.833.. [13]</td>
</tr>
<tr>
<td>⊃ Graph Balancing</td>
<td>1.5</td>
<td>1.749</td>
</tr>
<tr>
<td>⊃ Unrelated Graph Balancing</td>
<td>2 [20]</td>
<td>2</td>
</tr>
<tr>
<td>Santa Claus</td>
<td>∞ [5]</td>
<td>∞ [5]</td>
</tr>
<tr>
<td>⊃ Restricted Santa Claus</td>
<td>2</td>
<td>3.833.. [14, 8]</td>
</tr>
<tr>
<td>⊃ Max-Min Unrelated Graph Balancing</td>
<td>2</td>
<td>2 [20]</td>
</tr>
</tbody>
</table>

higher than 1.5, whereas for the configuration LP it is still open whether 1.5 is the correct answer. The backbone of our new proof is the utilization of these small edge constraints (see end of Section 3.1). This may be relevant to other related local search based proofs as well.

Other related work. The problem of minimizing the maximum out-degree is equivalent to the maximum in-degree. The very similar problem of maximizing the minimum in- or out-degree has been settled by Wiese and Verschae [20]. They gave a 2-approximation and this is the best possible assuming P ≠ NP. Surprisingly, this holds even in the unrelated case when the value of an edge may be different on each end. They do not use the configuration LP, but it is easy to also get a bound of 2 on its integrality gap using their ideas. For the restricted case (a special case of the unrelated one) this bound of 2 was already proven by [6]. We are not aware of any evidence that Graph Balancing is easier on simple weighted graphs (without multiedges and loops). The same reduction for the state-of-the-art lower bound holds even in that case. A number of recent publications deal with the important question on how related local search algorithms can be turned into efficient algorithms [1, 2, 12, 18].

2 Preliminaries

Notation. For some \( v \in V \) we will denote by \( \delta(v) \) the incident edges, i.e. those \( e \in E \) with \( v \in r(e) \). When a particular orientation is clear from the context, we will write \( \delta^-(v) \) for the incoming edges and \( \delta^+(v) \) for the outgoing edges of a vertex. For some \( F \subseteq E \) we will denote by \( \delta_F(v) \) the incident edges of \( v \) restricted to \( F \) and \( \delta^+_F(v) \), \( \delta^-_F(v) \) accordingly. For some \( e \in E \) we will describe by \( t(e) \in r(e) \) the vertex it is oriented towards and by \( s(e) \in r(e) \) the vertex it is leaving. For a loop \( e \), i.e., \( r(e) = \{v\} \) for some \( v \in V \), it always holds that \( t(e) = s(e) \). For a subset of edges \( S \subseteq E \) we will write \( w(S) \) for \( \sum_{e \in S} w(e) \) and similar for other functions over the edges.

LP relaxations. The following linear programs have no objective functions. Instead they parameterized by \( \tau \), the makespan. The optimum is the lowest \( \tau \) for which it is feasible. This will be denoted by \( \text{OPT}^* \) (referring to the configuration LP in the rest of the paper). First we look at the assignment LP by Lenstra, Shmoys, and Tardos [16]. It has a variable \( x_{e,v} \) for every vertex \( v \in V \) and incident edge \( e \in \delta(v) \), which indicates whether \( e \) is oriented towards \( v \).

The assignment LP:

\[
\sum_{e \in \delta(v)} w(e) \cdot x_{e,v} \leq \tau \quad \forall v \in V, \quad \sum_{e \in r(e)} x_{e,v} = 1 \quad \forall e \in E, \quad x_{e,v} \in [0,1]
\]
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The first constraint ensures that no vertex has more than weight $\tau$ of edges oriented towards it. The second one describes that each edge is oriented towards one vertex. The assignment LP has an integrality gap of 2. Let $B$ denote the big edges $e$, which have $w(e) > 0.5 \cdot \tau$. It is clear that an integral orientation can assign at most one such edge to each vertex. Ebenlendr et al. [9] show that adding the constraint $\sum_{e \in \delta^+(v)} x_{e,v} \leq 1 \quad \forall v \in V$ improves the integrality gap to 1.75. They also give other LP relaxations, but show that none of them have an integrality gap strictly better than 1.75.

Now we will introduce the configuration LP. A configuration is a subset of edges that can be oriented towards a particular vertex without exceeding a particular makespan $\tau$. Formally, we define the configurations of a vertex $v$ and a makespan $\tau$ as $C(v, \tau) = \{ C \subseteq \delta(v) : w(C) \leq \tau \}$. The configuration LP now assigns fractions of configurations to each machine.

<table>
<thead>
<tr>
<th>Primal of the configuration LP</th>
<th>Dual of the configuration LP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sum_{v \in V} \sum_{C \subseteq C(v, \tau)} x_{v,C} \leq 1 \quad \forall v \in V$</td>
<td>$\min \sum_{v \in V} y_v - \sum_{e \in E} z_e$</td>
</tr>
<tr>
<td>$\sum_{v \in \tau} \sum_{C \subseteq C(v, \tau)} x_{v,C} \geq 1 \quad \forall e \in E$</td>
<td>s.t. $\sum_{e \in C} z_e \leq y_v$</td>
</tr>
<tr>
<td>$x_{v,C} \geq 0$</td>
<td>$\forall v \in V, C \in C(v, \tau)$</td>
</tr>
</tbody>
</table>

Although the configuration LP has exponential size, a $(1+\epsilon)$-approximation can be computed in polynomial time for every $\epsilon > 0$ [5]. We are particularly interested in the dual of the configuration LP (which is constructed after adding the objective function $\min (0, \ldots, 0)^T x$). Note that $\tau$ is considered a constant in both the primal and the dual. A common idea for proving $\tau$ is lower than the optimum is to show that the dual is unbounded for $\tau$ (instead of directly showing that the primal is infeasible for $\tau$).

**Lemma 2.** If there exists $y : V \to \mathbb{R}_{\geq 0}$, and $z : E \to \mathbb{R}_{\geq 0}$, such that $\sum_{e \in C} z(e) \leq y(v)$ for all $v \in V, C \in C(v, \tau)$ and $\sum_{v \in V} y(v) < \sum_{e \in E} z(e)$, then $\tau < \OPT^*$. This holds because $y, z$ is a feasible solution with negative objective value for the dual and so are the same values scaled by any $\alpha > 0$. This way an arbitrarily low objective value can be obtained. Lemma 2 can be seen as a generalization of a space argument: Consider $y(v) = \tau$ and $z(e) = w(e)$. Then for all $v \in V, C \in C(v, \tau)$, $\sum_{e \in C} z(e) = \sum_{e \in C} w(e) \leq \tau = y(v)$. Thus, by the Lemma we have that $|V| \cdot \tau = \sum_{v \in V} y(v) < \sum_{e \in E} z(e) = w(E)$ implies $\tau < \OPT^*$.

### 3 Graph Balancing in a special case

To introduce our techniques, we first consider a simplified case where $w(e) \in (0, 0.5] \cup \{1\}$ for each $e \in E$ and the configuration LP is feasible for 1. We will show that there exists an orientation with maximum weighted in-degree $1 + R$ where $R = 0.74$. The proof for the general case (with a slightly worse rate) can be found in the full version of the paper.

**Definition 3** (Tiny, small, big edges). We call an edge $e$ tiny, if $w(e) \leq 1 - R$; small, if $1 - R < w(e) \leq 1/2$; and big, if $w(e) = 1$. We will write for the tiny, small, and big edges $T \subseteq E, S \subseteq E$, and $B \subseteq E$, respectively.

**Definition 4** (Good and bad vertices). For a given orientation, we call a vertex $v$ good, if $w(\delta^-(v)) \leq 1 + R$. A vertex is bad, if it is not good.
The local search algorithm starts with an arbitrary orientation and flips edges until all vertices are good. During this process, a vertex that is already good will never be made bad. It is then proved that (1) the algorithm terminates and (2) when it cannot find a useful edge to flip, the configuration LP also cannot distribute the edges well, i.e., \( \text{OPT}^* > 1 \), a contradiction.

3.1 Informal overview

Before we give a formal definition of the local search algorithm, we devote this section to giving intuition. We start with very easy algorithms and give challenging instances that motivate the more advanced ideas.

As a toy algorithm consider the following: Start with an arbitrary orientation and repeat until all vertices are good. Whenever there is an edge oriented towards a bad vertex such that its other vertex is good and would remain good even if the edge was flipped (this is called a valid flip), flip this edge. In the following example, both LP and integral optimum are 1. Suppose the algorithm tries to obtain a solution of makespan \( 2 - \epsilon \) with \( \epsilon > 0 \).

\[
\begin{array}{c}
u \\
1 \\
1 \\
w
\end{array}
\]

\( u \) is bad, \( v \) and \( w \) are good. However, the algorithm cannot flip one of the edges between \( u \) and \( v \), because this would make \( v \) bad. It will not flip the edge between \( v \) and \( w \), because \( v \) is already good. Hence, the algorithm fails. Obviously, in this example we should flip the edge between \( v \) and \( w \) and then fix \( u \). Let us try to integrate this in the algorithm. We introduce the concept of pending flips. When the algorithm wants to flip an edge, but it cannot, because this would make a vertex bad, we add this edge to a list of pending flips. These will be executed once the flip is valid. In the example above, the algorithm could add the edges between \( u \) and \( v \) to the pending flips, but would not change their orientation, yet. For a pending flip \( e \) let us call \( s(e) \) the prospect vertex and \( t(e) \) the current vertex. As seen in the example above a sensible local search algorithm should try to move edges away from pending flips’ prospect vertices as well (in addition to the bad vertices).

We now state the second toy algorithm. Initialize the pending flips as an empty list. Repeat the following until all vertices are good. Let \( U \) be the set of vertices that are either bad or prospect vertices of pending flips. Find an edge from \( V \setminus U \) to \( U \) and add it to the pending flips. As long as there is a valid pending flip, (1) execute it and (2) delete all pending flips added after it. (2) is to ensure obsolete pending flips are removed. Without it there can be situations where a pending flip has its current vertex in \( V \setminus U \), because the pending flip that initially led us to adding it has been executed. This algorithm always succeeds for makespan 1.75 in the special case where weights are in \((0, 0.5] \cup \{1\}\) and \( \text{OPT}^* = 1 \). We will quickly go over the arguments, since it gives a good idea on how to use the dual of the configuration LP. At this point we will only argue that the algorithm does not get stuck. Normally, we would also have to prove that it terminates (we omit this for sake of brevity). Suppose toward contradiction that the algorithm gets stuck, i.e., there is no valid pending flip and there are no edges from \( V \setminus U \) to \( U \). Let \( F \) be the big edges \( e \) with \( t(e) \in U \). We set

\[
z(e) = \begin{cases} w(e) & \text{if } t(e) \in U, \\ 0 & \text{otherwise.} \end{cases}
\]
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\[ y(v) = \begin{cases} 
    w(\delta^-(v)) + \frac{1}{4}|\delta^+_{\mathcal{F}}(v)| - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| & \text{if } v \in U \text{ and } v \text{ is good}, \\
    w(\delta^-(v)) + \frac{1}{4}|\delta^+_{\mathcal{F}}(v)| - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| - 0.1 & \text{if } v \in U \text{ and } v \text{ is bad}, \\
    \frac{1}{4}|\delta^+_{\mathcal{F}}(v)| - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| & \text{if } v \in V \setminus U.
\end{cases} \]

What is left to do is to check that for these values the premise of Lemma 2 is fulfilled. Let \( v \in V \) and \( C \subseteq \delta(v) \) and \( w(C) \leq 1 \). We have to verify that \( z(C) \leq y(v) \).

Case 1: \( v \in V \setminus U \). Since the algorithm is stuck, there is no edge \( e \in \delta^+(v) \) with \( t(e) \in U \). Hence, \( z(e) = 0 \) for all \( e \in \delta(v) \) and \( z(C) = 0 \). By definition of \( F \) we have that \( \delta^-_{\mathcal{F}}(v) = \emptyset \). Thus, \( y(v) \geq 0 = z(C) \).

Case 2: \( v \in U \). If \( v \) is bad, then \( w(\delta^-(v)) > 1.75 \) and

\[ y(v) \geq \begin{cases} 
    w(\delta^-(v)) + \frac{1}{4}|\delta^+_{\mathcal{F}}(v)| - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| - 0.1 \geq \frac{7}{4}|\delta^-_{\mathcal{F}}(v)| - 0.1 \geq 1.4 > z(C) & \text{if } |\delta^-_{\mathcal{F}}(v)| \geq 2, \\
    w(\delta^-(v)) - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| - 0.1 > 1.75 - \frac{1}{4} - 0.1 \geq 1.4 > z(C) & \text{if } |\delta^-_{\mathcal{F}}(v)| \leq 1.
\end{cases} \]

If \( v \in U \) is good, then it is the prospect vertex of some pending flip \( e \). An invariant of the algorithm is that all pending flips have their current vertex in \( U \). In particular, \( z(e) = w(e) \). Furthermore, \( e \) is not a valid flip. Thus, \( w(\delta^-(v)) + w(e) > 1.75 \). Also note that \( |\delta^-_{\mathcal{F}}(v)| \leq 1 \), since \( v \) is good. If \( w(e) \leq 0.5 \), then

\[ y(v) \geq w(\delta^-(v)) - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| > 1.75 - w(e) - \frac{1}{4} \geq 1 \geq z(C). \]

If \( w(e) = 1 \), then \( e \in \delta^+_{\mathcal{F}}(v) \). Hence,

\[ y(v) \geq \begin{cases} 
    w(\delta^-(v)) + \frac{1}{4}|\delta^+_{\mathcal{F}}(v)| - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| \geq 1.75 - w(e) + \frac{1}{4} \geq 1 \geq z(C) & \text{if } |\delta^-_{\mathcal{F}}(v)| = 0, \\
    w(\delta^-(v)) + \frac{1}{4}|\delta^+_{\mathcal{F}}(v)| - \frac{1}{4}|\delta^-_{\mathcal{F}}(v)| \geq 1 + \frac{1}{4} - \frac{1}{4} \geq 1 \geq z(C) & \text{if } |\delta^-_{\mathcal{F}}(v)| = 1.
\end{cases} \]

The second condition of Lemma 2 is that \( z(E) > y(V) \). This holds because

\[ z(E) = \sum_{v \in U} w(\delta^-(v)) = \sum_{v \in U} w(\delta^-(v)) + \frac{1}{4} \sum_{v \in V} |\delta^+_{\mathcal{F}}(v)| - |\delta^-_{\mathcal{F}}(v)| > y(V). \]

The strict inequality follows from the fact that there is at least one bad vertex. In the general case this algorithm does not get better than 2 as can be seen in the example below. In a similar, but more complicated way one can also show that in the special case with weights in \((0,0.5]\cup\{1\}\), the algorithm does not succeed for 1.75 − \( \epsilon \), where \( \epsilon > 0 \) is arbitrary. In other words, the analysis for 1.75 is tight.

The LP and integral optima are again 1. Suppose the algorithm tries to find a solution with makespan \( 2 - 3\epsilon \). The only bad vertex is \( u \). Hence, the algorithm will add the \((1-\epsilon)\)-edges to the pending flips one after another. However, at the time it reaches \( v_{1/\epsilon} \) or \( w_{1/\epsilon} \) it will get stuck, since there is a load of \( 1/\epsilon \times \epsilon \) on them. The way to fix this is to allow edges (in this case those of weight \( \epsilon \)) to also be flipped towards vertices in \( U \), i.e., vertices where we wanted to reduce the load. We cannot simply allow arbitrary flips back and forth between \( U \)
because we have to take care that the algorithm eventually terminates. This is where the concept of vertices repelling edges comes in: Depending on the current orientation of the edges and the list of pending flips we will define a binary relation between vertices and edges. The exact definition has to be chosen carefully. For a pair \((v, e)\) of this relation we write vertex \(v\) repels edge \(e\). When a vertex repels an edge, it means it is undesirable that the edge is oriented towards this vertex. When it does not repel the edge, we do not care. This will be used in the algorithm when adding pending flips: An edge \(e\) may only be added to the pending flips, when it is repelled by its current vertex and not repelled by its prospect vertex.

In the earlier toy algorithms a vertex either repels all edges (when it is in \(U\)) or none (when it is not in \(U\)). By adding a fine-grained strategy of repelled edges, we gain much more flexibility. A strategy that appears particularly simple and powerful is the following. (1) We let bad vertices repel all edges. Moreover, (2) for every pending flip \(e\) with prospect vertex \(v\) we find maximum threshold \(W\) such that all edges in \(\delta^-(v)\) with weight at least \(W\) are already enough to prevent the flip from being executed, i.e., their total weight is greater than \(1 + R/w(e)\). We let \(v\) repel all edges of weight at least \(\min\{w(e), W\}\).

Now the third toy algorithm is to repeat the following until all vertices are good. Find an edge \(e\) that is repelled by \(t(e)\), but not by \(s(e)\) and add it to the list of pending flips. As long as there is a valid pending flip, execute it and delete all pending flips added after it. This algorithm succeeds in the previous example. It will add the \((1-\epsilon)\)-edges to the pending flips, but the vertices \(u, v_1, \ldots, v_{1/\epsilon-1}, w_1, \ldots, w_{1/\epsilon-1}\) repel only the \((1-\epsilon)\)-edges and not the \(\epsilon\)-edges. Once the pending flips reach \(w_{1/\epsilon}\) or \(v_{1/\epsilon}\), these vertices will repel the \(\epsilon\)-edges and start flipping them. Finally, there will be enough space on \(w_{1/\epsilon}\) or \(v_{1/\epsilon}\) and the \(1-\epsilon\) edges can be flipped one after another.

For the simple case at least this is very close to the algorithm that gives us the bound of 1.74. However, to make the analysis work, we add a couple of tweaks. One of them is the idea of critical vertices. When the threshold of repelled edges, i.e., \(\min\{w(e), W\}\), reaches a low value, e.g., 0.26, we make the vertex repel all edges. We call such a vertex a critical vertex. This tweak (together with some technicalities) allows us to argue that at least half of the critical vertices are prospect vertices of pending flips for tiny edges. This is helpful, since (unless the pending flip is valid) such prospect vertices have a lot of weight oriented towards them and this makes it easier to argue that the configuration LP also cannot distribute this weight very well; thereby reaching a contradiction.

An important novelty in this paper compared to earlier local search algorithms is that we are able to repel only a subset of edges small/tiny edges. In the Restricted Assignment proofs [19, 13] it is always the case that a machine (vertex) repels all small/tiny jobs (edges) or none. To utilize the flexibility in the small/tiny edges we scale the \(z\) values of tiny edges up by a factor \(\beta > 1\). It is not obvious at all that this works out and the proof is quite tricky.

In a sense, we push the threshold for repelling all edges down to some value less than 0.5 (see description of critical vertices above). A logical conclusion to draw would be that pushing it down even more (or removing it completely) should give an even better algorithm. This would bring us back to toy algorithm 3. In fact, we are not aware of bad instances. It is an intriguing question whether this can also be proved that this simple algorithm is good.

### 3.2 Algorithm

The central data structure we use is an ordered list of pending flips \(P = (e_1^P, e_2^P, \ldots, e_t^P)\). Here, every component \(e_\ell^P\) stands for an edge the algorithm wants to flip. If \(P\) is clear from the context, we simply write \(\text{flip}\) when we speak of a pending flip \(e_\ell^P\). A tiny flip is a flip where \(e_\ell^P\) is tiny. In the same way we define small and big flips. The prospect vertex of a
flip $e^P_k$ is the vertex $s(e^P_k)$ to which we want to orient it. The algorithm will not perform the flip, if this would create a bad vertex, i.e., $w(\delta^-(s(e^P_k))) + w(e^P_k) > 1 + R$. If it does not create a bad vertex, we say that the flip $e^P_k$ is a valid flip. For every $0 \leq k \leq \ell$ define $P_{\leq k} := (e^P_1, \ldots, e^P_k)$, i.e., the first $k$ elements of $P$ (with $P_{\leq 0}$ being the empty list).

At each point during the execution of the algorithm, the vertices repel certain edges. This can be thought of as a binary relation between vertices and their incident edges, i.e., a subset of $\{(v, e) : v \in r(e)\}$, and this relation changes dynamically as the current orientation or $P$ change. The definition of which vertices repel which edges is given in Section 3.3. The algorithm will only add a new pending flip $e$ to $P$, if $e$ is repelled by the vertex it is oriented towards and not repelled by the other.

\begin{algorithm}
\textbf{Input:} Weighted multigraph $G = (V, E, r, w)$ with $\text{OPT}^* = 1$ and $w(e) \in (0, 0.5] \cup \{1\}$ for all $e \in E$
\textbf{Result:} Orientation $s, t : E \rightarrow V$ with maximum weighted in-degree $1 + R$
\begin{algorithmic}
\State let $s, t : E \rightarrow V$ map arbitrary source and target vertices to each edge;
\State // i.e., $\{s(e), t(e)\} = r(e)$ for all $e \in E$
\State $\ell \leftarrow 0$; // number of pending edges $P$ to flip
\While{there is a bad vertex} //
\If{there exists a valid flip $e \in P$}
\State let $0 \leq k \leq \ell$ be minimal such that $e$ is repelled by $t(e)$ w.r.t. $P_{\leq k}$;
\State exchange $s(e)$ and $t(e)$;
\State $P \leftarrow P_{\leq k}$; $\ell \leftarrow k$; // Forget pending flips $e^P_{k+1}, \ldots, e^P_\ell$
\Else
\State choose an edge $e \in E \setminus P$ with $w(e)$ minimal and $e$ is repelled by $t(e)$ and not repelled by $s(e)$ w.r.t. $P$;
\State $P_{t+1} \leftarrow e$; $\ell = \ell + 1$; // Append $e$ to $P$
\EndIf
\EndWhile
\end{algorithmic}
\end{algorithm}

### 3.3 Repelled edges

Consider the current list of $\ell$ pending flips $P_{\leq \ell}$. The repelled edges are defined inductively. For some $k \leq \ell$ we will now define the repelled edges w.r.t. $P_{\leq k}$.

\textbf{(initialization)} If $k = 0$, let every bad vertex $v$ repel every edge in $\delta(v)$. Furthermore, let every vertex $v$ repel every loop $e$ where $\{v\} = r(e)$.

\textbf{(monotonicity)} If $k > 0$ and $v$ repels $e$ w.r.t. $P_{\leq k-1}$, then let $v$ repel $e$ w.r.t. $P_{\leq k}$.

The rule on loops is only for a technical reasons. Loops will never appear in the list of pending flips. The remaining rules regard $k > 0$ and the last pending flip in $P_{\leq k}$, $e^P_k$. The algorithm should reduce the load on $s(e^P_k)$ to make it valid.

Which edges exactly does the prospect vertex of $e^P_k$, i.e., $s(e^P_k)$, repel? First, we define $\tilde{E}(P_{\leq k-1}) \subseteq E$ where $e \in \tilde{E}(P_{\leq k-1})$ if and only if $e$ is repelled by $s(e)$ w.r.t. $P_{\leq k-1}$. We will omit $P_{\leq k-1}$ when it is clear from the context. $\tilde{E}$ are edges that we do not expect to be able to flip: Recall that when an edge $e$ is repelled by $s(e)$, it cannot be added to $P$. Moreover, for every $W$ define $E_{\geq W} = \{e \in E : w(e) \geq W\}$. We are interested in values $W$ such that

$$w(\delta^-_{\tilde{E} \cup E_{\geq W}}(s(e^P_k))) + w(e^P_k) > 1 + R.$$  \hspace{1cm} (1)
Let $W_0 \in (0, w(e_k')]$ be maximal such that (1) holds. To be well-defined, we set $W_0 = 0$, if no such $W$ exists. In that case, however, it holds that $w(\delta^-(s(e_k'))) + w(e_k') \leq 1 + R$. This means that $e_k'$ is valid and the algorithm will remove it from the list immediately. Hence, the case is not particularly interesting. We define the following edges to be repelled by $s(e_k')$:

- **Uncritical** If $W_0 > 1 - R$, let $s(e_k')$ repel every edge in $\delta_{\tilde E \cup E \geq w_0}(s(e_k'))$.
- **Critical** If $W_0 \leq 1 - R$, let $s(e_k')$ repel every edge in $\delta(s(e_k'))$.

Note that in the cases above there is not a restriction to incoming edges like in (1).

**Fact 1.** $s(e_k')$ repels $e_k'$ w.r.t. $P_{\leq k}$.

This is because of $W_0 \leq w(e_k')$ in the rules for $P_{\leq k}$. An important observation is that repelled edges are stable under the following operation.

**Fact 2.** Let $e \notin P_{\leq k}$ be an edge that is not repelled by any vertex w.r.t. $P_{\leq k-1}$, and possibly by $t(e)$ (but not $s(e)$) w.r.t. $P_{\leq k}$. If the orientation of $e$ changes and this does not affect the sets of good and bad vertices, the edges repelled by some vertex w.r.t. $P_{\leq k}$ will still be repelled after the change.

**Proof.** We first argue that the repelled edges w.r.t. $P_{\leq k'}$, $k' = 0, \ldots, k - 1$ have not changed. This argument is by induction. Since the good and bad vertices do not change, the edges repelled w.r.t. $P_{\leq k}$ do not change. Let $k' \in \{1, \ldots, k - 1\}$ and assume that the edges repelled w.r.t. $P_{\leq k'}$ have not changed. Moreover, let $W_0$ be as in the definition of repelled edges w.r.t. $P_{\leq k'}$ before the change. We have to understand that $e$ is not and was not in $\delta_{\tilde E \cup E \geq w_0}(s(e_k'))$ (with $\tilde E = \tilde E(P_{\leq k - 1})$). This means that flipping it does not affect the choice of $W_0$ and, in particular, not the repelled edges. Let $v$ and $v'$ denote the vertex $e$ is oriented towards before the flip and after the flip, respectively. Since $e$ was not repelled by $v$ and $v'$ w.r.t. $P_{\leq k'}$, it holds that $v, v' \neq s(e_k')$ or $w(e) < W_0$: $s(e_k')$ repelled all edges greater or equal $W_0$ in both the case (uncritical) and (critical), but $e$ was not repelled by $v$ or $v'$.

Therefore $e \notin \delta_{\tilde E \cup E \geq w_0}(s(e_k'))$ before and after the change. Moreover, since $e$ was not repelled by any vertex w.r.t. $P_{\leq k - 1}$ (and by induction hypothesis, it still is not), it follows that $e \notin \tilde E(P_{\leq k - 1})$. By this induction we have that edges repelled w.r.t. $P_{\leq k - 1}$ have not changed and by the same argument as before, $e$ is not in $\delta_{\tilde E \cup E \geq w_0}(s(e_k'))$ after the change. This means $W_0$ has not increased and edges repelled w.r.t. $P_{\leq k}$ are still repelled. It could be that $W_0$ decreases, if $e$ was in $\delta_{\tilde E \cup E \geq w_0}(s(e_k'))$ before the flip. This would mean that the number of edges repelled by $s(e_k')$ increases.

We note that $W_0$ (in the definition of $P_{\leq k}$) is either equal to $w(e_k')$ or it is the maximal value for which (1) holds. Furthermore,

**Fact 3.** Let $W_0$ be as in the definition of repelled edges w.r.t. $P_{\leq k}$. If $W_0 < w(e_k')$, then there is an edge of weight exactly $W_0$ in $\delta^-(s(e_k'))$. Furthermore, it is not a loop and it is not repelled by its other vertex, i.e., not $s(e_k')$, w.r.t. $P_{\leq k}$.

**Proof.** We prove this for $P_{\leq k - 1}$. Since the change from $P_{\leq k - 1}$ to $P_{\leq k}$ only affects $s(e_k')$, this suffices. All edges that are repelled by their other vertex w.r.t. $P_{\leq k - 1}$ (in particular, loops) are in $\tilde E$. Recall that $w(\delta^-_{\tilde E \cup E \geq w_0}(s(e_k'))) + w(e_k') > 1 + R$. Assume toward contradiction there is no edge of weight $W_0$ in $\delta^-(s(e_k'))$, which is not in $\tilde E$. This means there is some $e > 0$ such that $\delta^-_{\tilde E \cup E \geq w_0}(s(e_k')) = \delta^-_{\til E \cup E \geq w_0}(s(e_k'))$. Hence, $W_0$ is not maximal.
3.4 Analysis

The following analysis holds for the values $R = 0.74$ and $\beta = 1.1$. $\beta$ is a central parameter in the proof. These can be slightly improved, but we refrain from this for the sake of simplicity.

The proof consists of two parts. We need to show that the algorithm terminates and that there is always either a valid flip in $P$ or some edge can be added to $P$.

- Lemma 5. The algorithm terminates after finitely many iterations of the main loop.

**Proof.** We consider the potential function $s(P) = (g, |\tilde{E}(P_{\leq 0})|, \ldots, |\tilde{E}(P_{\leq \ell})|, -1)$, where $g$ is the number of good vertices. We will argue that this vector increases lexicographically after every iteration of the main loop. Intuitively $|\tilde{E}(P_{\leq k})|, k \leq \ell$, is an measure for progress. When an edge $e$ is repelled by a vertex $v$, then we want that $s(e) = v$. $|\tilde{E}(P_{\leq k})|$ counts exactly these situations. Since $\ell$ is bounded by $|E|$, there can be at most $|V| \cdot |E|^{O(|E|)}$ possible values for the vector. Thus, the algorithm must terminate after at most this many iterations.

In an iteration either a new flip is added to $P$ or a flip is executed.

If a flip $e$ is added as the $(\ell + 1)$-th element of $P$, then clearly $\tilde{E}(P_{\leq i})$ does not change for $i \leq \ell$. Furthermore, the last component of the vector is replaced by some non-negative value.

Now consider a flip $e \in P$ that is executed. If this flip turns a bad vertex good, we are done. Hence, assume otherwise and let $v$ and $v'$ be the vertex it was previously and the one it is now oriented towards. Furthermore, let $\ell'$ be the length of $P$ after the flip. Recall that $\ell'$ was chosen such that before the flip is executed $v$ repels $e$ w.r.t. $P_{\leq \ell'}$, but not w.r.t. $P_{\leq 0}$ for any $k \leq \ell' - 1$. Also, $e$ is not repelled by $v'$ w.r.t. $P_{\leq k}$ for any $k \leq \ell'$ or else the flip would not have been added to $P$ in the first place. By Fact 2 this means that repelled edges w.r.t. $P_{\leq k}, k \leq \ell'$, are still repelled after the flip. Because of this and because the only edge that changed direction, $e$, is not in $\tilde{E}(P_{\leq k})$ for any $k \leq \ell'$, $|\tilde{E}(P_{\leq k})|$ has not decreased. Finally, $e$ has not been in $\tilde{E}(P_{\leq \ell'})$ before the flip, but now is. Thus, the first $\ell' - 1$ components of the vector have not decreased and the $\ell'$-th one has increased.

- Lemma 6. If there at least one bad vertex remaining, then there is either a valid flip in $P$ or a flip that can be added to $P$.

**Proof.** We assume toward contradiction that there exists a bad vertex, no valid pending flip and no edge that can be added to $P$. We will show that this implies $OPT^* > 1$.

Like above we denote by $\tilde{E} = \tilde{E}(P)$ those edges $e$ that are repelled by $s(e)$. In particular, if an edge $e$ is in $P$ or repelled by $t(e)$ it must also be in $\tilde{E}$: If such an edge is in $P$, this follows from Fact 1. Otherwise, such an edge must be repelled also by $s(e)$ or else it could be added to $P$. For every $e \in E \setminus \tilde{E}$, set $z(e) = 0$. For every $e \in \tilde{E}$, set

$$z(e) = \begin{cases} 1 & \text{if } w(e) = 1, \\ w(e) & \text{if } 1 - R < w(e) \leq 1/2, \text{ and} \\ \beta w(e) & \text{if } w(e) \leq 1 - R. \end{cases}$$

In general, we would like to set each $y(v)$ to $z(\delta^-(v))$ (or equivalently, $z(\delta^-(v))$). However, there are two kinds of amortization between vertices that we include in the values of $y$.

As can be seen in the definition of repelled edges, a vertex $v$ repels either edges with weight at least a certain threshold $W > 1 - R$ and edges in $\delta^-(v)$ that are repelled by their other vertex; or they repel all edges. We will call vertices of the latter kind *critical*. In other words, a vertex $v$ is critical, if in the inductive definition of repelled edges at some point $v = s(e^P_k)$ and the rule (critical) applies. There might be a coincidence where only rule (uncritical) applies for $v$, but this already covers all edges in $\delta^-(v)$. This is not a critical vertex. We note that every vertex that is prospect vertex of a tiny flip $e^P_k$ must be critical: In the inductive definition when considering $e^P_k$ we have that $W_0 \leq w(e^P_k) \leq 1 - R$ by definition.
Critical vertex amortization. If \( v \) is a good vertex and critical, but is not a prospect vertex of a tiny flip, set \( a_v := \beta - 1 \). If \( v \) is a good vertex and prospect vertex of tiny flip (in particular, \( v \) is critical), set \( a_v := - (\beta - 1) \). Otherwise, set \( a_v = 0 \).

Big edge amortization. Let \( F \subseteq P \) denote the set of big flips. Then in particular \( F \subseteq \tilde{E} \) (Fact 1). We define for all \( v \in V \), \( b_v := (|\delta^+_F(v)| - |\delta^-_F(v)|) \cdot (1 - R) \).

We conclude the definition of \( y \) by setting \( y(v) = z(\delta^+(v)) + a_v + b_v \) for all good vertices \( v \) and \( y(v) = z(\delta^-(v)) + a_v + b_v - \mu \) for all bad vertices \( v \), where \( \mu = 0.01 \).

\[ \text{Claim 7.} \quad \text{It holds that} \quad \sum_{v \in V} y(v) < \sum_{e \in E} z(e). \]

\[ \text{Claim 8.} \quad y(v), z(e) \geq 0 \text{ f.a. } v \in V, e \in E \text{ and f.a. } v \in V, C \in C(v,1), \sum_{e \in C} z(e) \leq y(v). \]

By Lemma 2 this implies that \( \text{OPT}^* > 1 \).

Proof of Claim 7. First we note that

\[
\sum_{v \in V} b_v = (1 - R) \left( \sum_{v \in V} |\delta^+_F(v)| - \sum_{v \in V} |\delta^-_F(v)| \right) = 0.
\]

Moreover, we have that \( \sum_{v \in V} a_v \leq 0 \): This is because at least half of all good vertices that are critical are prospect vertices of tiny flips. The proof for this is omitted due to space constraints. We conclude,

\[
\sum_{e \in E} z(e) \geq \sum_{v \in V} \sum_{\delta^+(v) \subseteq \tilde{E}} z(e) + \sum_{v \in V} [b_v + a_v] > \sum_{v \in V} y(v),
\]

where the strict inequality holds because there exists at least one bad vertex.

Proof of Claim 8. Let \( v \in V \) and \( C \in C(v,1) \). We need to show that \( z(C) \leq y(v) \). Obviously the \( z \) values are non-negative. By showing the inequality above, we also get that the \( y \) values are non-negative. First, we will state some auxiliary facts.

**Fact 4.** For every edge flip \( e \in P \), we have \( w(\delta^-_F(s(e))) + w(e) > 1 + R \).

This is due to the fact that \( e \) is not a valid flip and by definition of repelled edges.

**Fact 5.** If \( v \) is a good vertex and not prospect vertex of a tiny pending flip, then \( y(v) \geq z(C) + w(\delta^-_F(v)) - 1 + b_v \). In other words, it is sufficient to show that \( w(\delta^-_F(v)) + b_v \geq 1 \).

If \( v \) is critical, then \( y(v) = z(\delta^-(v)) + \beta - 1 + b_v \geq w(\delta^-_F(v)) + z(C) - 1 + b_v \). If \( v \) is uncritical, all edges \( e \in C \) with \( z(e) > w(e) \) must be in \( \delta^-(v) \). Otherwise, the flip \( e \) could be added to \( P \). Therefore,

\[
y(v) = z(\delta^-(v)) + a_v + b_v \geq z(\delta^-_F(v)) - w(\delta^-_F(v)) + w(\delta^-_F(v)) + b_v \geq z(C) - w(\tilde{C}) + w(\delta^-_F(v)) + b_v \geq z(C) + w(\delta^-_F(v)) - 1 + b_v.
\]

**Fact 6.** For every vertex \( v \) it holds that (1) \( v \) repels no edges, (2) \( v \) repels all edges (critical), or (3) there exists a threshold \( W > 1 - R \) such that \( v \) repels edges \( e \in \delta^-_F(v) \) if \( w(e) \geq W \) or they are also repelled by \( s(e) \).

Furthermore, in (3) we have that \( W = \min_{e \in \delta^+_F(v)} w(e) \) or \( W < \min_{e \in \delta^+_F(v)} w(e) \) and \( W \in \{ w(e) : e \in \delta^+_F(v) \} \) (see Fact 3).
Case 1: $v$ is a bad vertex. If $|\delta_F^-(v)| \geq 2$,
\[
y(v) \geq z(\delta^-(v)) - |\delta_F^-(v)| \cdot (1 - R) - \mu \geq |\delta_F^-(v)| \cdot (1 - (1 - R)) - \mu \geq 2R - \mu \geq \beta \geq z(C).
\]
Otherwise, $|\delta_F^-(v)| \leq 1$ and therefore
\[
y(v) \geq z(\delta^-(v)) - 1 + R - \mu \geq w(\delta^-(v)) - 1 + R - \mu > 1 + R - 1 + R - \mu = 2R - \mu \geq \beta \geq z(C).
\]
Here we use that $w(\delta^-(v)) > 1 + R$ by the definition of a bad vertex. Assume for the remainder that $v$ is a good vertex, in particular that $|\delta_F^-(v)| \leq 1$.

Case 2: $v$ is good and prospect vertex of a tiny flip. Using Fact 4 we get $w(\delta_E^-(v)) > 1 + R - (1 - R) = 2R$. Since $z(e) \geq w(e)$ for all $e \in \tilde{E}$, we also have $z(\delta^-(v)) \geq 2R$. Moreover, since the vertex is good, $|\delta_F^-(v)| \leq 1$ and consequently $b_v \geq -(1 - R)$. We conclude
\[
y(v) \geq z(\delta^-(v)) - (\beta - 1) - (1 - R) \geq 2R - (\beta - 1) - (1 - R) = \beta + 3R - 2\beta \geq z(C).
\]

Case 3: $v$ is good, not prospect vertex of a tiny flip, but prospect vertex of a small flip.
If $|\delta_F^-(v)| = 0$, again with Fact 4 we get $w(\delta_E^-(v)) + b_v \geq 1 + R - 0.5 + 0 > 1$. This suffices because of Fact 5. Moreover, if $|\delta_F^-(v)| = 1$ and $\delta_E^-(v)$ contains a small edge, it holds that
\[
w(\delta_E^-(v)) + b_v \geq w(\delta_E^-(v)) + (1 - R) + b_v \geq 1 + (1 - R) = 1.
\]
Here we use that the small edge must have a size of at least $1 - R$. The case that remains is where $\delta_E^-(v)$ contains one edge from $F$ and tiny edges. Since the overall weight of $\delta_E^-(v)$ is at least $1 + R - 0.5$, the weight of tiny edges is at least $R - 0.5$. Thus, the $z$-value of the tiny edges is at least $R - 0.5$. If $v$ is critical,
\[
y(v) \geq z(\delta^-(v)) - (1 - R) + (\beta - 1) \geq 1 + \beta(R - 0.5) - (1 - R) + (\beta - 1) \geq z(C).
\]
Notice that $\beta(R - 0.5) \geq 1 - R$ by choice of $R$ and $\beta$. Assume for the remainder of this case that $v$ is uncrical. If $C$ contains a big edge, this must be the only element in $C$. Therefore,
\[
y(v) \geq z(\delta^-(v)) - (1 - R) \geq 1 + \beta(R - 0.5) - (1 - R) \geq 1 = z(C).
\]
Consider the case where $C \cap \tilde{E}$ contains at most one small edge and no big edge. Since $v$ is uncritical, all tiny edges in $C$ with positive $z$ value must also be in $\delta^-(v)$. Therefore, $z(C) \leq 0.5 + z(\delta_e^-(v))$. Thus,
\[
y(v) \geq z(\delta^-(v)) - (1 - R) \geq 1 + z(\delta_F^-(v)) - (1 - R) \geq 0.5 + z(\delta_F^-(v)) \geq z(C).
\]
In the final case $C \cap \tilde{E}$ contains $k \in \{2, 3\}$ small edges. We let $s$ denote the weight of the smallest edge with a pending flip whose prospect vertex is $v$. Since $v$ is not critical and there is no small edge in $\delta^-(v)$, $v$ repels exactly those edges with weight at least $s$. This means the small edges in $C \cap \tilde{E}$ must be of weight at least $s$: Otherwise, they could be added as pending flips. Therefore,
\[
y(v) \geq z(\delta^-(v)) - (1 - R) \geq z(\delta_F^-(v)) + z(\delta_e^-(v)) - (1 - R)
\geq 1 + \beta(w(\delta_F^-(v)) - w(\delta_e^-(v))) - (1 - R) = R + \beta(w(\delta_F^-(v)) - 1) \geq R + \beta(R - s).
\]
Note that $s \leq 1/k$ and, by choice of $\beta$, $k - \beta(k - 1) \geq 0$. It follows that
\[
\begin{align*}
z(C) & \leq k \cdot s + \beta(1 - k \cdot s) \\
& \leq y(v) + k \cdot s - R + \beta(1 - R - (k - 1)s) \\
& \leq y(v) + k \cdot s - R + \beta \left(1 - R - \frac{k - 1}{k}\right) \\
& = y(v) + 1 - R + \beta \left(\frac{1}{k} - R\right) \\
& \leq y(v) + 1 - R + \beta(0.5 - R) \\
& \leq y(v).
\end{align*}
\]

**Case 4:** $v$ is good and not prospect vertex of a small/tiny flip. If $|\delta^+_F (v)| = 0$, then $v$ does not repel any edges. In particular, $\delta^+_F (v) = \emptyset$ and every $e \in \delta(v)$ with $z(e) > 0$ must be in $\delta^-(v)$. Therefore, $z(C) \leq z(\delta^-(v)) \leq y(v)$. We assume in the remainder that $|\delta^+_F (v)| = 1$.

If $|\delta^+_F (v)| = 1$, we get $w(\delta^-(v)) + b_v \geq 1 + 0$. Otherwise, it must hold that $|\delta^+_F (v)| = 0$ and $w(\delta^+_F (v)) + b_v \geq R + (1 - R) = 1$.

---
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