Abstract

We consider the problem of sorting $n$ elements in the case of persistent comparison errors. In this problem, each comparison between two elements can be wrong with some fixed (small) probability $p$, and comparisons cannot be repeated (Braverman and Mossel, SODA’08). Sorting perfectly in this model is impossible, and the objective is to minimize the dislocation of each element in the output sequence, that is, the difference between its true rank and its position. Existing lower bounds for this problem show that no algorithm can guarantee, with high probability, maximum dislocation and total dislocation better than $\Omega(\log n)$ and $\Omega(n)$, respectively, regardless of its running time.

In this paper, we present the first $O(n \log n)$-time sorting algorithm that guarantees both $O(\log n)$ maximum dislocation and $O(n)$ total dislocation with high probability. This settles the time complexity of this problem and shows that comparison errors do not increase its computational difficulty: a sequence with the best possible dislocation can be obtained in $O(n \log n)$ time and, even without comparison errors, $\Omega(n \log n)$ time is necessary to guarantee such dislocation bounds.

In order to achieve this optimality result, we solve two sub-problems in the persistent error comparisons model, and the respective methods have their own merits for further application. One is how to locate a position in which to insert an element in an almost-sorted sequence having $O(\log n)$ maximum dislocation in such a way that the dislocation of the resulting sequence will still be $O(\log n)$. The other is how to simultaneously insert $m$ elements into an almost sorted sequence of $2m$ different elements, such that the resulting sequence of $2m$ elements remains almost sorted.
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1 Introduction

We study the problem of sorting $n$ distinct elements under persistent random comparison errors, where each comparison is wrong with some fixed (small) probability $p$, and the errors are independent over all possible pairs of elements. There are two types of comparison errors, persistent and non-persistent. For non-persistent errors, it is possible to repeat the same comparison several times and each result is wrong with probability $p$ independently of the others. In the 80s and 90s, non-persistent errors have received considerable attention, and it has been shown that the perfectly sorted sequence can be computed in $O(n \log n)$ time with high probability. For persistent errors the repetition of a single comparison always yields the same outcome and this makes impossible to consistently recover the perfectly sorted sequence, as we explain below. The goal is therefore that of computing an almost sorted sequence. This seems a challenging task as all known algorithms have rather high running time and only recently a sub-quadratic running time has been achieved (see below for details). In particular, whether an optimal $O(n \log n)$ running time is sufficient for sorting with persistent comparison errors is a fundamental open question.

The above persistent-errors model is a well-studied theoretical abstraction of the errors that arise in hardware architectures. Here, avoiding these errors requires involved fault-tolerant mechanisms that reduce performances and increase manufacturing costs and energy consumption. Recently, a contrasting trend of simplifying hardware architectures has emerged: errors are traded for cheaper manufacturing costs, lower energy consumption, or better performances. The study of sorting algorithms with persistent comparison errors has been also motivated in [5,13] by experts comparing items according to their importance, by ranking in sports where comparisons correspond to matches between teams, and –more generally– by situations where one wants to aggregate noisy comparisons into a global ranking and repeating a comparison is impossible or too expensive.

A common way to measure the quality of an output sequence in terms of sortedness, is to consider the dislocation of an element, which is the difference between its position in the output and its position in the correctly sorted sequence. In particular, a reasonable measure is the maximum dislocation of any element in the sequence or the total dislocation of the sequence, i.e., the sum of the dislocations of all $n$ elements.

To see why sorting with persistent errors is much more difficult than the case in which comparisons can be repeated, note that in the latter case there is a trivial $O(n \log^{2} n)$ time solution to sort perfectly with high probability (simply repeat each comparison $O(\log n)$ times and take the majority of the results). Instead, in the model with persistent errors, it is impossible to sort perfectly as, for any constant $p$, no algorithm can achieve a maximum dislocation that is smaller than $\Omega(\log n)$ w.h.p., or total dislocation smaller than $\Omega(n)$ in expectation [10]. This problem has been extensively studied in the literature, and several algorithms have been devised with the goal of sorting quickly with small dislocation (see Table 1). Unfortunately, even though all the algorithms achieve the best possible maximum dislocation of $\Theta(\log n)$, they use a truly superlinear number of comparisons (specifically, $\Omega(n^{c})$ with $c \geq 1.5$), and/or require significant amount of time (namely, $O(n^{3}+c_{p})$ where $c_{p}$ is a big constant that depends on $p$). This naturally suggests the following question:

What is the time complexity of sorting optimally with persistent errors?

In this work, we answer this basic question by showing the following result:

There exists an algorithm with optimal running time $O(n \log n)$ which achieves simultaneously optimal maximum dislocation $O(\log n)$ and optimal total dislocation $O(n)$, both with high probability.
We write \( O(f(n)) \) w.h.p. (resp. exp.) to mean that no algorithm can achieve dislocation \( o(f(n)) \) with high probability (resp. in expectation).

The dislocation guarantees of our algorithm are optimal, due to the lower bound of [10], while the existence of an algorithm achieving a maximum dislocation of \( d = O(\log n) \) in time \( T(n) = o(n \log n) \) would immediately imply the existence of an algorithm that sorts \( n \) elements in \( T(n) + O(n \log \log n) = o(n \log n) \) time, even in the absence of comparison errors, thus contradicting the classical \( \Omega(n \log n) \) lower bound for comparison-based algorithms.

Along the way to our result, we consider the problem of searching with persistent errors, defined as follows:

We are given an approximately sorted sequence \( S \), and an additional element \( x \notin S \). The goal is to compute, under persistent comparison errors, an approximate rank (position) of \( x \) which differs from the true rank of \( x \) in \( S \) by a small additive error.

For this problem, we show an algorithm that requires \( O(\log n) \) time to compute, w.h.p., an approximate rank that differs from the true rank of \( x \) by at most \( O(\max\{d, \log n\}) \), where \( d \) is the maximum dislocation of \( S \). For \( d = \Omega(\log n) \) this allows to insert \( x \) into \( S \) without any asymptotic increase of the maximum (and total) dislocation in the resulting sequence. Notice that, if \( d \) is also in \( O(n^{1-\epsilon}) \) for any constant \( \epsilon > 0 \), this is essentially the best we can hope for, as an easy decision-tree lower bound shows that any algorithm must require \( \Omega(\log n) \) time. Finally, we remark that [13] considered the variant in which the original sequence is sorted, and the algorithm must compute the correct rank. For this problem, they present an algorithm that runs in \( O(\log n \cdot \log \log n) \) time and succeeds with probability \( 1 - f(p) \), with \( f(p) \) vanishing as \( p \) goes to 0. As by-product of our result, we can obtain the optimal \( O(\log n) \) running time with essentially the same success probability. Similarly to other prior related works, all our results apply when \( p \) is below a sufficiently small constant, e.g., \( p < 1/20 \) in [13]. For technical simplicity, throughout this work we assume \( p < 1/32 \), though the results hold for \( p < 1/16 \) as in [10].

---

1. Indeed, the smallest \( d \) elements of a sequence \( S \), having dislocation \( d = 2^{o(\log n)} \) can be found in time \( O(d \log d) \) using any \( O(n \log n) \)-time sorting algorithm on the first \( 2d \) elements of \( S \). Removing those elements and repeating the above procedure \( O(\frac{d}{2}) \) times, would allow to sort in \( T(n) + O(\frac{d}{2} \cdot \log d) = o(n \log n) \) time.

2. Except for the derandomization technique of Section 5, all our results also hold for the case in which each comparison is wrong with an adversarially chosen and unknown probability in \([0, p]\).
1.1 Main Intuition and Techniques

Approximate Sorting

In order to convey the main intuitions behind our $O(n \log n)$-time optimal-dislocation approximate sorting algorithm, we consider the following ideal scenario: we already have a perfectly sorted sequence $A$ containing a random half of the elements in our input sequence $S$ and we, somehow, also know the position in which each element $x \in S \setminus A$ should be inserted into $A$ so that the resulting sequence is also sorted (i.e., the rank of $x$ in $A$). If these positions alternate with the elements of $A$, then, to obtain a sorted version of $S$, it suffices to merge $S$ and $S \setminus A$, i.e., to simultaneously insert all the elements of $S \setminus A$ into their respective positions of $A$. Unfortunately, we are far from this ideal scenario for several reasons: first of all, multiple elements in $S \setminus A$, say $\delta$ of them, might have the same rank in $A$. Since we do not know the order in which those elements should appear, this will already increase the dislocation of the merged sequence to $\Omega(\delta)$. Moreover, due to the lower bound of [10], we are not actually able to obtain a perfectly sorted version of $A$ and we are forced to work with a permutation of $A$ having dislocation $d = \Omega(\log n)$, implying that the natural bound on the resulting dislocation can be as large as $d \cdot \delta$. This is bad news, as one can show that $\delta = \Omega(\log n)$. However, it turns out that the number of elements in $S \setminus A$ whose positions lie in an $O(\log n)$-wide interval of $A$ is still $O(\log n)$, w.h.p., implying that the final dislocation of $A$ is just $O(\log n)$.

But how do we obtain the approximately sorted sequence $A$ in the first place? We could just recursively apply the above strategy on the (unsorted) elements of $A$, except that this would cause a blow-up in the resulting dislocation due to the constant hidden by the big-O notation. We therefore interleave merge steps with invocations of (a modified version of) the sorting algorithm of [10], which essentially reduces the dislocation by a constant factor, so that the increase in the worst-case dislocation will be only an additive constant per recursive step.

An additional complication is due to the fact that we are not able to compute the exact ranks in $A$ of the elements in $S \setminus A$. We therefore have to deal, once again, with approximations that are computed using the other main contribution of this paper: noisy binary search trees, whose key ideas are described in the following.

Noisy Binary Search

As a key ingredient of our approximate sorting algorithm, we need to merge an almost-sorted sequence with a set of elements, without any substantial increase in the final maximum dislocation. More precisely, given a sequence $S$ with maximum dislocation $d$ and an element $x \notin S$, we want to compute an approximate rank of $x$ in $S$, i.e., a position that differs by $O(\max\{d, \log n\})$ from the position that $x$ would occupy if the elements $S \cup \{x\}$ were perfectly sorted. This same problem has been solved optimally in $O(\log n)$ time in the easier case in which errors are not persistent and $S$ is already sorted [9]. The idea of [9] is to locate the correct position of $x$ using a binary decision tree: ideally each vertex $v$ of the tree tests whether $x$ appears to belong to a certain interval of $S$ and, depending on the result, one of the children of $v$ is considered next. Since these intervals become narrower as we move from the root towards the leaves (that are in a one-to-one correspondence with positions of $S$) we eventually discover the correct rank of $x$ in $S$. In order to cope with failures, this process is allowed to backtrack when inconsistent comparisons are observed, thus repeating some of the comparisons involving ancestors of $v$. Moreover, to obtain the correct result with high probability, a logarithmic number of consistent comparisons with a leaf are needed before the algorithm terminates.
Notice how the above process relies on the fact that it is possible to gather more information on the true relative position of $x$ by repeating a comparison multiple times (in fact, it is trivial to design a simple $O(\log^2 n)$-time algorithm in this error model). Unfortunately, this is no longer the case when errors are persistent. To overcome this problem we design a noisy binary search tree in which testing whether $x$ belongs to the interval associated with a vertex $v$ also causes the interval itself to grow thus ensuring that, in future tests involving $v$, $x$ will always be compared with different elements. This, however, is a source of other difficulties: first, the intervals of the descendants of $v$ also need to be suitably updated to account for the new elements in $v$’s interval. Moreover, since intervals are now dynamic, it is possible for multiple tests on the same vertex to report different results even when no comparison errors occur: this is because an interval that did not initially contain $x$ might eventually grow into one that does. Finally, since growing intervals need to overlap, one also has to be careful in avoiding repeated comparisons arising from unrelated vertices (i.e., vertices that are not in an ancestor–descendant relation in the tree). We overcome these problems by using two search trees that initially comprise of disjoint intervals and ensure that all the vertices exhibiting the problematic behaviours discussed above will be confined to only one of the two trees: in some sense, we guarantee that one of two search trees will behave similarly to the one of [9], where leaves now represent groups of $O(\log n)$ positions in $S$.

1.2 Related work

Sorting with persistent errors has been studied in several works, starting from [5] who presented the first algorithm achieving optimal dislocation (matching lower bounds appeared only recently in [10]) by finding a maximum-likelihood permutation of the input elements given the observed errors. The algorithm in [5] uses only $O(n \log n)$ comparisons and is able to handle any constant comparison error probability $p \in (0, \frac{1}{2})$ (later improved to $p \leq \frac{1}{2} - \Omega(\frac{\log \log n}{\log n})^\frac{1}{2}$ in [17]), but unfortunately its running time $O(n^{3+c_p})$ is quite large. For example, if we require the algorithm to succeed with a probability of $1 - 1/n$, the analysis in [5] yields $c_p = \frac{110525}{(1/2 - p)^4}$. On the contrary, all subsequent faster algorithms [10,11,13]—see Table 1—use a number of comparisons which is asymptotically equal to their respective running time and work for a smaller range of values of $p$ (i.e., $p \leq \frac{1}{20}$ in [13] and $p \leq \frac{1}{16}$ in [10,11]).

Other works considered error models in which repeating comparisons is possible, although expensive. For example, [4] studied algorithms which use a bounded number of rounds for some “easier” versions of sorting (e.g., distinguishing the top $k$ elements from the others). Note that each round consists of a set of comparison operations, where it is possible to compare the same pair of elements several times using independent comparisons like in the non-persistent model; also, the comparisons made in each round are decided a priori, i.e., they do not depend on the results of the comparisons in this round. In each round, a fresh set of comparison results is generated, and each round consists of $\delta \cdot n$ comparisons. They evaluate the algorithm’s performance by estimating the number of “misclassified” elements and also consider a variant in which errors now correspond to missing comparison results.

In general, sorting in presence of errors seems to be computationally more difficult than the error-free counterpart. For instance, [1] provides algorithms using subquadratic time (and number of comparisons) when errors occur only between elements whose difference is at most some fixed threshold. Also, [8] gives a subquadratic time algorithm when the number $k$ of errors is known in advance.

As mentioned above, an easier error model is the one with non-persistent errors, meaning that the same comparison can be repeated and the errors are independent, and happen with some probability $p < 1/2$. In this model it is possible to sort $n$ elements in time $O(n \log(n/q))$, where $1-q$ is the success probability of the algorithm [9] (see also [2,12] for the analysis of the classical Quicksort and recursive Mergesort algorithms in this error model).
More generally, computing with errors is often considered in the framework of a two-person game called Rényi-Ulam Game. In this game a questioner tries to identify an unknown object $x$ from a universe $U$ by asking yes-or-no questions to a responder, but some of the answers might be wrong. The case in which $U = \{1, \ldots, n\}$, the questions are of the form “is $s > x$?”, and each answer is independently incorrect with probability $p < \frac{1}{2}$ has been considered by [9], where the authors provide a binary search algorithm that succeeds with probability $1 - \delta$ and requires $O(\log \frac{n}{\delta})$ worst-case time. In [3], the authors then showed how to find $s$ using an optimal amount of queries up to additive polylogarithmic terms. The variant in which responder is allowed to adversarially lie up to $k$ times has been proposed by Rényi [15] and Ulam [18], which has then been solved by Rivest et al. [16] using only $\log n + k \log \log n + O(k \log k)$ question, which is tight. Among other results, near-optimal strategies for the distributional version of the game have been devised in [7]. For more related results on the topic, we refer the interested reader to [14] for a survey and to [6] for a monograph.

1.3 Paper Organization

The rest of this work is organized as follows: in Section 2 we give some preliminary definitions; then, in Section 3, we present our noisy binary search algorithm, which will be used in Section 4 to design an optimal randomized sorting algorithm. Finally, in Section 5, we briefly argue on how our sorting algorithm can be adapted so that it does not require any external source of randomness. Due to space limitations, this manuscript only includes the core parts of the analysis of our sorting algorithm. We refer the reader to the full version of the paper for the formal analysis of other claims of Section 4, and of the results in the remaining sections. Moreover, Section 4 makes use of an improved analysis of the sorting algorithm of [10] which can also be found in the full version of the paper.

2 Preliminaries

According to our error model, elements possess a true total linear order, however this order can only be observed through noisy comparisons. In the following, given two distinct elements $x$ and $y$, we will write $x < y$ (resp. $x > y$) to mean that $x$ is smaller (resp. larger) than $y$ according to the true order, and $x < y$ (resp. $x > y$) to mean that $x$ appears to be smaller (resp. larger) than $y$ according to the observed comparison result.

Given a sequence or a set of elements $A$ and an element $x$ (not necessarily in $A$), we define $\text{rank}(x, A) = |\{y \in A : y < x\}|$ as the true rank of element $x$ in $A$ (notice that ranks start from 0). Moreover, if $A$ is a sequence and $x \in A$, we denote by $\text{pos}(x, A) \in [0, |A| - 1]$ the position of $x$ in $A$ (notice that positions are also indexed from 0), so that the dislocation of $x$ in $A$ is $\text{dis}(x, A) = |\text{pos}(x, A) - \text{rank}(x, A)|$, and the maximum dislocation of the sequence $A$ is $\text{dis}(A) = \max_{x \in A} \text{dis}(x, A)$. For $z \in \mathbb{R}^+$, $\ln z$ and $\log z$ refer to the natural and the binary logarithm of $z$, respectively.

3 Noisy Binary Search

Given a sequence $S = (s_0, \ldots, s_{n-1})$ of $n$ elements with maximum dislocation $d \geq \log n$, and an additional element $z$ not in $S$, we want to compute in time $O(\log n)$ an approximate rank of $x$ in $S$, that is, a position where to insert $x$ in $S$ while preserving a $O(d)$ upper bound on dislocation of the resulting sequence. More precisely, we want to compute index $r_x$ such that $|r_x - \text{rank}(x, S)| = O(d)$, in presence of persistent comparison errors: Errors between $x$ and
the elements in $S$ happen independently with probability $p$, and whether the comparison between $x$ and an element $y \in S$ is correct or erroneous does not depend on the position of $y$ in $S$, nor on the actual permutation of the sorted elements induced by their order in $S$ (i.e., we are not allowed to pick the order of the elements in $S$ as a function of the comparison errors involving $x$). We do not impose any restriction on the errors of comparisons that do not involve $x$.

In the following, we will show an algorithm that computes such a rank $r_x$ in time $O(\log n)$. This immediately implies that $O(\log n)$ time also suffices to insert $x$ into $S$ so that the resulting sequence $(s_0, \ldots, s_{r_x-1}, x, s_{r_x}, s_{n-1})$ still has maximum dislocation $O(d)$.

\textbf{Remark 1.} The $O(\log n)$ running time is asymptotically optimal for all $d = n^{1 - \epsilon}$, for constant $\epsilon < 1$, since a $\Omega(\log n - \log d) = \Omega(\log n)$ decision-tree lower bound holds even in absence of comparison errors.

In the following, for the sake of simplicity, we let $c = 10^3$ and we assume that $n = 2cd \cdot 2^h - 1$ for some non-negative integer $h$. Moreover, we focus on $p \leq \frac{1}{12}$ even though this restriction can be easily removed to handle all constant $p < \frac{1}{2}$, as we argue at the end of the section.

We consider the set $\{0, \ldots, n\}$ of the possible ranks of $x$ in $S$ and we subdivide them into $2 \cdot 2^h$ ordered \textit{groups} $g_0, g_1, \ldots$ each containing $cd$ contiguous positions, namely, group $g_i$ contains positions $cid, \ldots, c(i + 1)d - 1$. Then, we further partition these $2 \cdot 2^h$ groups into two ordered sets $G_0$ and $G_1$, where $G_0$ contains the groups $g_i$ with even $i (i \equiv 0 \pmod{2})$ and $G_1$ the groups $g_i$ with odd $i (i \equiv 1 \pmod{2})$. Notice that $|G_0| = |G_1| = 2^h$. In the next section, for each $G_j$, we shall define a \textit{noisy binary search tree} $T_j$, which will be the main ingredient of our algorithm.

### 3.1 Constructing $T_0$ and $T_1$

Let us consider a fixed $j \in \{0, 1\}$ and define $\eta = 2\lceil \log n \rceil$. The tree $T_j$ comprises of a binary tree of height $h + \eta$ in which the first $h + 1$ levels (i.e., those containing vertices at depths $0$ to $h$) are complete and the last $\eta$ levels consists of $2^h$ paths of $\eta$ vertices, each emanating from a distinct vertex on the $(h + 1)$-th level. We index the leaves of the resulting tree from $0$ to $2^h - 1$, we use $h(v)$ to denote the depth of vertex $v$ in $T_j$, and we refer to the vertices $v$ at depth $h(v) \geq h$ as \textit{path-vertices}. Each vertex $v$ of the tree is associated with one \textit{interval} $I(v)$, i.e., as a set of contiguous positions, as follows: for a leaf $v$ having index $i$, $I(v)$ consists of the positions in $g_{2i + j}$; for a non-leaf path-vertex $v$ having $u$ as its only child, we set $I(v) = I(u)$; finally, for an internal vertex $v$ having $u$ and $w$ as its left and right children, respectively, we define $I(v)$ as the interval containing all the positions between $\min I(u)$ and $\max I(w)$, endpoints included.

Moreover, each vertex $v$ of the tree has a reference to two \textit{shared pointers} $L(v)$ and $R(v)$ to positions in $\mathbb{Z} \setminus \bigcup_{g_i \in G_j} g_i$. Intuitively, $L(v)$ (resp. $R(v)$) will always point to positions of $S$ occupied by elements that are smaller (resp. larger) than all the elements $s_i$ with $i \in I(v)$. For each leaf $v$, let $L(v)$ initially point to $\min I(v) - d - 1$ and $R(v)$ initially point to $\max I(v) + d$. A non-leaf path-vertex $v$ shares both its pointers with the corresponding pointers of its only child, while a non-path vertex $v$ shares its left pointer $L(v)$ with the left pointer of its left child, and its right pointer $R(v)$ with the right pointer of its right child. See Figure 1 for an example.

Notice that we sometimes allow $L(v)$ to point to negative positions and $R(v)$ to point to positions that are larger than $n - 1$. In the following we consider all the elements $s_i$ with $i < 0$ (resp. $i \geq n$) to be copies a special $-\infty$ (resp. $+\infty$) element such that $-\infty < x$ and $-\infty < x$ in every observed comparison (resp. $+\infty > x$ and $+\infty > x$).
An example of the noisy tree $T_0$. On the left side the shared pointers $L(\cdot)$ and $R(\cdot)$ are shown. Notice how $L(r)$ (and, in general, all the $L(\cdot)$ pointers on the lefmost side of the tree) points to the special $-\infty$ element. Good (resp. bad) vertices are shown in black (resp. while). Notice that, since $i^* \in I(w)$, $T^* = T_0$ and all the depicted vertices are either good or bad.

### 3.2 Walking on $T_j$

The algorithm will perform a discrete-time random walk on each $T_j$. Before describing such a walk in more detail, it is useful to define the following operation:

**Definition 2 (test operation).** A test of an element $x$ with a vertex $v$ is performed by (i) comparing $x$ with the elements $s_{L(v)}$ and $s_{R(v)}$, (ii) decrementing $L(v)$ by 1 and, (iii) incrementing $R(v)$ by 1. The tests succeeds if the observed comparison results are $x > s_{L(v)}$ and $x < s_{R(v)}$, otherwise the test fails.

The walk on $T_j$ proceeds as follows. At time 0, i.e., before the first step, the current vertex $v$ coincides with the root $r$ of $T_j$. Then, at each time step, we walk from the current vertex $v$ to the next vertex as follows:

1. We test $x$ with all the children of $v$ and, if exactly one of these tests succeeds, we walk to the corresponding child.
2. Otherwise, if all the tests fail, we walk to the parent of $v$, if it exists.

In the remaining cases we “walk” from $v$ to itself. We also define $\tau = 240 \lfloor \log n \rfloor$ and we stop the walk as soon as one of the following two conditions is met:

- **Success:** The current vertex $v$ is a leaf of $T_j$. In this case we say that the walk returns $v$.
- **Timeout:** The $\tau$-th time step is completed and the success condition is not met.

It turns out that at least one of the walks on $T_0$ and $T_1$ will succeed w.h.p., while the other can either succeed or timeout. If any of the walks succeeds and returns $v$, we output any position in the interval $I(v)$. Otherwise, we return an arbitrary position. We are then to prove the following result, whose analysis can be found in the full version of the paper:

**Theorem 3.** Let $S$ be a sequence of $n$ elements having maximum dislocation at most $d \geq \log n$ and let $x \notin S$. Under our error model, an index $r_x \in [\text{rank}(x, S) - \alpha d, \text{rank}(x, S) + \alpha d]$ can be found in $O(\log n)$ time with probability at least $1 - O(n^{-\delta})$, where $\alpha > 1$ is an absolute constant.

To conclude this section, we remark that our assumption that $p \leq \frac{1}{32}$ can be easily relaxed to handle any constant error probability $p < \frac{1}{2}$. This can be done by modifying the test operation so that, when $x$ is tested with a vertex $v$, the majority result of the
comparisons between \( x \) and the set \( \{s_L(v), s_L(v)-1, \ldots, s_L(v)-k+1\} \) (resp. \( x \) and the set \( \{s_R(v), s_R(v)+1, \ldots, s_R(v)+k-1\} \) of \( \eta \) elements is considered, where \( k \) is a constant that only depends on \( p \). Consistently, the pointers \( L(v) \) and \( R(v) \) are shifted by \( k \) positions, and the group size is increased to \( k \cdot c \). Notice how our description for \( p \leq \frac{1}{\sqrt{2}} \) corresponds exactly to the case \( k = 1 \). The only difference in the statement Theorem 3 is that \( \alpha \) is no longer an absolute constant, but rather, it depends (only) on the value of \( p \).

## 4 Optimal Sorting Algorithm

### 4.1 The algorithm

Here we present an optimal sorting algorithm that, given a sequence \( S \) of \( n \) elements, computes, in \( O(n \log n) \) worst-case time, a permutation of \( S \) having maximum dislocation \( O(\log n) \) and total dislocation \( O(n) \), w.h.p. In order to avoid being distracted by roundings, we assume that \( n \) is a power of two.\(^3\) Our algorithm will make use of the noisy binary search of Section 3 and of the WindowSort algorithm [10]. For our purposes, we need the following stronger version of the original result in [10], in which the bound on the total dislocation was only given in expectation:

\begin{itemize}
  \item \textbf{Theorem 4.} Consider a set of \( n \) elements that are subject to random persistent comparison errors. For any dislocation \( d \), and for any (adversarially chosen) permutation \( S \) of these elements such that \( \text{disl}(S) \leq d \), WindowSort\((S,d)\) requires \( O(nd) \) worst-case time to compute, with probability at least \( 1 - \frac{1}{\sqrt{n}} \), a permutation of \( S \) having maximum dislocation at most \( \alpha d \cdot \min(d, \log n) \) and total dislocation at most \( \alpha d \cdot n \), where \( \alpha \) is a constant depending only on the error probability \( p \leq \frac{1}{\sqrt{2}} \).
\end{itemize}

We give a brief description of WindowSort and prove the above theorem in Section 5 of the full version of the paper. Notice that WindowSort also works in a stronger error model in which \( S \) can be chosen adversarially after the comparison errors between all pairs of elements have been randomly fixed, as long as its maximum dislocation is at most \( d \). In the remaining of this section, we assume \( p \leq 1/32 \) in order to be consistent with Section 3, though both the above theorem and the algorithm we are going to present will only require \( p < 1/16 \).\(^4\) Using the noisy binary search in Section 3, we now define an operation that allows us to add a linear number of elements to an almost-sorted sequence without any asymptotic increase in the resulting dislocation, as we will formally prove in the sequel. More precisely, if \( A \) and \( B \) are two disjoint subsets of \( S \), we denote by \( \text{Merge}(A,B) \) the sequence obtained as follows:

\begin{itemize}
  \item For each \( x \in B \), compute an index \( r_x \) such that \( |\text{rank}(s,A) - r_x| \leq \alpha d \). This can be done using the noisy binary search of Section 3, which succeeds with probability at least \( 1 - \frac{1}{\sqrt{n}} \).
  \item Insert simultaneously all the elements \( x \in B \) into \( A \) in their computed positions \( r_x \), breaking ties arbitrarily. Return the resulting sequence.
\end{itemize}

Our sorting algorithm, that we call RiffleSort (see the pseudocode in Algorithm 1), works as follows. For \( k = \frac{\log_2 n}{2} \), we first partition \( S \) into \( k + 1 \) subsets \( T_0, T_1, \ldots, T_k \): Each \( T_i \), with \( 1 \leq i \leq k \), contains \( 2^{i-1} \sqrt{n} \) elements chosen uniformly at random from \( S \setminus \{T_{i+1}, T_{i+2}, \ldots, T_k\} \), and \( T_0 = S \setminus \{T_1, T_2, \ldots, T_k\} \) contains the remaining \( n - \sqrt{n} \sum_{i=1}^{k} 2^{i-1} = \sqrt{n} \) elements. As its

\(^3\) This assumption can be easily removed by adding dummy \( +\infty \) elements to \( S \). Since WindowSort, the noisy binary search of Section 3, and ultimately our algorithm will also work when \( p \) is an upper bound on the error probability, it is not necessary to simulate errors when comparisons involving dummy elements are performed.

\(^4\) In fact, Theorem 4 is the only reason preventing our novel sorting algorithm to work for any constant \( p \in [0, \frac{1}{2}] \).
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Lemma 6. Consider an urn containing $N = 2M$ balls, $M$ of which are white, while the remaining $M$ are black. Balls are iteratively drawn from the urn without replacement until the urn is empty. If $N$ is sufficiently large and $9 \log N \leq k \leq \frac{N}{10}$ holds, the probability that any contiguous subsequence of at most 100k drawn balls contains $k$ or fewer white balls is at most $N^{-6}$.

We can now show that, if $A$ and $B$ contain randomly selected elements, the dislocation of $\text{Merge}(A, B)$ is likely to be at most a constant factor larger than the dislocation of $A$:

Lemma 7. Let $A$ be a sequence containing $m$ randomly chosen elements from $S$ and having maximum dislocation at most $d$, with $\log n \leq d = o(m)$. Let $B$ be a set of $m$ randomly chosen elements from $S \setminus A$. Then, for a suitable constant $\gamma$, and for large enough values of $m$, $\text{merge}(A, B)$ has maximum dislocation at most $\gamma d$ with probability at least $1 - m^{-4}$.

Proof. Let $\beta = \max\{\alpha, 9/2\}$, $S' = \text{Merge}(A, B)$, and $S^* = \langle s_0', s_1', \ldots, s_{2m'-1} \rangle$ be the sequence obtained by sorting $S'$ according to the true order of its elements. Assume that:
- all the approximate ranks $r_x$, for $x \in B$, are such that $|r_x - \text{rank}(x, A)| \leq \beta d$; and
- all the contiguous subsequences of $S^*$ containing no more than $2\beta d + 2$ elements in $A$ have length at most $200\beta d + 200$.

We will show in the sequel that the above assumptions are likely to hold.

Pick any element $x \in S'$. We now show that our assumptions imply that the dislocation of $x$ in $S'$ is at most $201d$. An element $y \in B$ can affect the final dislocation of $x$ in $S'$ only if one of the following two (mutually exclusive) conditions holds: (i) $y \prec x$ and $r_y \geq r_x$, or (ii) $y \succ x$ and $r_y \leq r_x$. All the remaining elements in $B$ will be placed in the correct relative order w.r.t. $x$ in $S'$, and hence they do not affect the final dislocation of $x$. If (i) holds, we have:

$$r_x - \beta d \leq r_y - \beta d \leq \text{rank}(y, A) \leq \text{rank}(x, A) \leq r_x + \beta d,$$

while, if (ii) holds, we have:

$$r_x - \beta d \leq \text{rank}(x, A) \leq \text{rank}(y, A) \leq r_y + \beta d \leq r_x + \beta d,$$

and hence, all the elements $y \in B$ that can affect the dislocation of $x$ in $S'$ are contained in the set $Y = \{y \in B : r_x - \beta d \leq \text{rank}(y, A) \leq r_x + \beta d\}$.

We now upper bound the cardinality of $Y$. Let $y^-$ be the $(r_x - \beta d - 1)$-th element of $A$; if no such element exists, then let $y^- = s_0'$. Similarly, let $y^+$ be the $(r_x + \beta d)$-th element of $A$; if no such element exists, then let $y^+ = s_{2m'-1}$. Due to our choice of $y^-$ and $y^+$ we have that $\forall y \in Y, y^- \leq y \leq y^+$, implying that all the elements in $Y$ appear in the contiguous subsequence $\mathcal{S}$ of $S^*$ having $y^-$ and $y^+$ as its endpoints. Since no more than $2\beta d + 2$ elements of $A$ belong to $\mathcal{S}$, our assumption guarantees that $\mathcal{S}$ contains at most $200\beta d + 200$ elements. This implies that the dislocation of $x$ in $S'$ is at most $\beta d + |Y| \leq \beta d + |\mathcal{S}| \leq 201\beta d + 200 \leq \gamma d$, where the last inequality holds for large enough $n$ once we choose $\gamma = 202\beta$.

To conclude the proof we need to show that our assumptions hold with probability at least $1 - |S'|^{-4}$. Regarding the first assumption, for $x \in B$, a noisy binary search returns a rank $r_x$ such that $|r_x - \text{rank}(x, A)| \leq \alpha d \leq \beta d$ with probability at least $1 - O\left(\frac{1}{m\alpha}\right)$. Therefore the probability that the assumption holds is at least $1 - O\left(\frac{1}{m^2}\right)$.

Regarding our second assumption, notice that, since the elements in $A$ and $B$ are randomly selected from $S$, we can relate their distribution in $S^*$ with the distribution of the drawn balls in the urn experiment of Lemma 6: the urn contains $N = 2m$ balls each corresponding to an element in $A \cup B$, a ball is white if it corresponds to one of the $M = m$ elements of $A$, and hence, all the elements in $B$ that can affect the dislocation of $x$ in $S'$ are contained in the set $Y = \{y \in B : r_x - \beta d \leq \text{rank}(y, A) \leq r_x + \beta d\}$.

We now upper bound the cardinality of $Y$. Let $y^-$ be the $(r_x - \beta d - 1)$-th element of $A$; if no such element exists, then let $y^- = s_0'$. Similarly, let $y^+$ be the $(r_x + \beta d)$-th element of $A$; if no such element exists, then let $y^+ = s_{2m'-1}$. Due to our choice of $y^-$ and $y^+$ we have that $\forall y \in Y, y^- \leq y \leq y^+$, implying that all the elements in $Y$ appear in the contiguous subsequence $\mathcal{S}$ of $S^*$ having $y^-$ and $y^+$ as its endpoints. Since no more than $2\beta d + 2$ elements of $A$ belong to $\mathcal{S}$, our assumption guarantees that $\mathcal{S}$ contains at most $200\beta d + 200$ elements. This implies that the dislocation of $x$ in $S'$ is at most $\beta d + |Y| \leq \beta d + |\mathcal{S}| \leq 201\beta d + 200 \leq \gamma d$, where the last inequality holds for large enough $n$ once we choose $\gamma = 202\beta$.

To conclude the proof we need to show that our assumptions hold with probability at least $1 - |S'|^{-4}$. Regarding the first assumption, for $x \in B$, a noisy binary search returns a rank $r_x$ such that $|r_x - \text{rank}(x, A)| \leq \alpha d \leq \beta d$ with probability at least $1 - O\left(\frac{1}{m\alpha}\right)$. Therefore the probability that the assumption holds is at least $1 - O\left(\frac{1}{m^2}\right)$.

Regarding our second assumption, notice that, since the elements in $A$ and $B$ are randomly selected from $S$, we can relate their distribution in $S^*$ with the distribution of the drawn balls in the urn experiment of Lemma 6: the urn contains $N = 2m$ balls each corresponding to an element in $A \cup B$, a ball is white if it corresponds to one of the $M = m$ elements of $A$, and hence, all the elements in $B$ that can affect the dislocation of $x$ in $S'$ are contained in the set $Y = \{y \in B : r_x - \beta d \leq \text{rank}(y, A) \leq r_x + \beta d\}$.

We now upper bound the cardinality of $Y$. Let $y^-$ be the $(r_x - \beta d - 1)$-th element of $A$; if no such element exists, then let $y^- = s_0'$. Similarly, let $y^+$ be the $(r_x + \beta d)$-th element of $A$; if no such element exists, then let $y^+ = s_{2m'-1}$. Due to our choice of $y^-$ and $y^+$ we have that $\forall y \in Y, y^- \leq y \leq y^+$, implying that all the elements in $Y$ appear in the contiguous subsequence $\mathcal{S}$ of $S^*$ having $y^-$ and $y^+$ as its endpoints. Since no more than $2\beta d + 2$ elements of $A$ belong to $\mathcal{S}$, our assumption guarantees that $\mathcal{S}$ contains at most $200\beta d + 200$ elements. This implies that the dislocation of $x$ in $S'$ is at most $\beta d + |Y| \leq \beta d + |\mathcal{S}| \leq 201\beta d + 200 \leq \gamma d$, where the last inequality holds for large enough $n$ once we choose $\gamma = 202\beta$.
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while a black ball corresponds one of the $M = m$ elements of $B$. If the assumption does not hold, then there exists a contiguous subsequence of $S^*$ of at least $200/3d + 200$ elements that contains at most $2/3d + 2$ elements from $A$. By Lemma 6 with $k = 2/3d + 2$, this happens with probability at most $(2m)^{-6}$ (for sufficiently large values of $n$). The claim follows by using the union bound.

We can now use Lemma 7 and Theorem 4 together to derive an upper bound to the final dislocation of the sequence returned by Algorithm 1.

**Lemma 8.** The sequence returned by Algorithm 1 has maximum dislocation $O(\log n)$ and total dislocation $O(n)$ with probability at least $1 - \frac{1}{n^{\gamma \delta}}$.

**Proof.** For $i = 1, \ldots, k$, we say that the $i$-th iteration of Algorithm 1 is good if the sequence $S_i$ computed at its end has both (i) maximum dislocation at most $c_p \log n$, and (ii) total dislocation at most $c_p |S_i|$. As a corner case, we say that iteration 0 is good if $S_0$ also satisfies conditions (i) and (ii) above, which happens with probability at least $1 - \frac{1}{|S_0|^\gamma} \geq 1 - \frac{1}{n^2}$ as shown by Theorem 4.

We now focus on a generic iteration $i \geq 1$ and show that, assuming that iteration $i - 1$ is good, iteration $i$ is also good with probability at least $1 - \frac{1}{n^{\gamma \delta}}$. Since iteration $i - 1$ was good, the sequence $S_{i-1}$ has maximum dislocation $c_p \log n$ and hence, by Lemma 7, the sequence resulting from call to $\text{Merge}(S_{i-1}, T_i)$ returns a sequence with dislocation at most $\gamma c_p \log n$ with probability at least $1 - \frac{1}{|S_{i-1}|^{\gamma \delta}} \geq 1 - \frac{1}{n^{\gamma \delta}}$. If this is indeed the case, we have that the sequence $S_i$ returned by the subsequent call to $\text{WindowSort}$ satisfies (i) and (ii) with probability at least $1 - \frac{1}{|S_i|^{\gamma \delta}} \geq 1 - \frac{1}{n^{\gamma \delta}}$ (see Theorem 4). The claim follows by using the union bound on the $k = O(\log n)$ iterations, and by noticing that the returned sequence is exactly $S_k$.

We can therefore state the following result, which follows directly from Lemma 8 and Lemma 5:

**Theorem 9.** Consider a set of $n$ elements that are subject to random persistent comparison errors. For any (adversarially chosen) input permutation of these elements, RiffleSort is a randomized algorithm that returns, in $O(n \log n)$ worst-case time, a sequence having maximum (resp. total) dislocation $O(\log n)$ (resp. $O(n)$), w.h.p.

5 Derandomization

In Section 4 we showed how it is possible to design a randomized algorithm that approximately sorts a sequence $S$ of $n$ elements achieving simultaneously asymptotically optimal maximum dislocation, total dislocation, and running time, w.h.p. In this section we sketch how RiffleSort can be adapted to obtain a deterministic algorithm with the same asymptotic guarantees on running time, dislocation, and success probability (over the comparison errors), as long as the order of the elements in $S$ does not depend of the comparison errors.

In order to run RiffleSort, we need to partition the input sequence $S$ into a collection of random sets $T_0, T_1, \ldots, T_k$ where $k = \frac{\log n}{\delta}$ and each $T_i$ contains $m = \sqrt{n} \cdot 2^{i-1}$ elements that are chosen uniformly at random from the $n - \sqrt{n} \sum_{j=i+1}^{k} 2^{j-1} = 2m$ elements in $S \setminus \bigcup_{j=i+1}^{k} T_j$.

---

6 The randomized result also holds when each comparison $c$ has an adversarially chosen and unknown probability of error $p_c \in [0, p]$. The deterministic result holds if $p_c \in [p_0, p]$ for some constant $p_0 > 0$.

7 An adversary could make the algorithm fail by first observing all comparison results among the input elements, and then choosing a suitable input permutation $S$. In other words, our result holds if the comparison errors do not depend on the element values nor on the positions in $S$ of the involved elements.
Notice also that this is the only step in the algorithm that is randomized. To obtain a version of RiffleSort that does not require any external source of randomness, i.e., that depends only on the input sequence and on the comparison results, we will generate such a partition by exploiting the intrinsic random nature of the comparison results. As shown in the full version of the paper, with probability at least $1 - \frac{1}{n}$, the partition $T_0, \ldots, T_k$ can be found in $O(n)$ time using only $6n$ random bits. Moreover, with a technique similar to that of [11], it is possible to simulate “almost-fair” coin flips by xor-ing together a sufficiently large number of comparison results. Indeed, we can associate the two possible results of a comparison with the values 0 and 1, so that each comparison behaves as a Bernoulli random variable whose (unknown) parameter is either $p$ or $1 - p$. We can then use the following fact: let $c_1, \ldots, c_k$ be $k = \Theta(\log n)$ independent Bernoulli random variables such that $P(c_i = 1) \in \{p, 1 - p\}$ for all $k$, then $|\operatorname{Pr}(c_1 \oplus c_2 \oplus \cdots \oplus c_k = 0) - \frac{1}{2}| \leq \frac{1}{n}$. Therefore, if we consider the set $A$ containing the first $7k$ elements from $S$ and we compare each element in $A$ to all the elements in $S \setminus A$, we obtain a collection of $7k(n - 7k) \geq 6kn$ comparison results (for sufficiently large values of $n$) from which we can generate $6n$ almost-fair coin flips. A coupling argument shows that, with probability at least $1 - \frac{6kn}{n - p} - \frac{1}{n} > 1 - \frac{1}{n}$, all these almost-fair coin flips behave exactly as unbiased random bits, and they suffice to select a partition $T_0, \ldots, T_k$ of $S \setminus A$. It is now possible to use RiffleSort on $S \setminus A$ to obtain a sequence $S'$ having maximum dislocation $d = O(\log n)$ and total dislocation $O(n)$. This requires time $O(n \log n)$ and succeeds with probability at least $1 - |S \setminus A|^{-\frac{2}{3}} > 1 - 3n^{-\frac{2}{3}}$ since $|S \setminus A| \geq \frac{n}{2}$.

What is left to do is to reinsert all the elements of $A$ into $S'$ without causing any asymptotic increase in the total and in the maximum dislocation. While one might be tempted to use the result of Section 1, this is not actually possible since the errors between the elements in $A$ and the elements in $S'$ now depend on the permutation $S'$. In the full version of this work we show a simple, but slower, $O(n)$-time strategy to compute $\operatorname{rank}(x, S')$ with an additive error of $O(\log n)$, even when $S'$ is adversarially chosen as a function of the errors. Since $A$ contains $O(\log n)$ elements, simultaneously reinserting them in $S'$ affects the maximum dislocation by at most an $O(\log n)$ additive term, while their combined contribution to the total dislocation is at most $O(\log^2 n)$. We summarize the discussion of this section in the following theorem:

**Theorem 10.** Consider a set of $n$ elements that are subject to random persistent comparison errors. For any input permutation of these elements that is chosen independently of the errors, there exists a deterministic algorithm that returns, in $O(n \log n)$ worst-case time, a sequence having maximum (resp. total) dislocation $O(\log n)$ (resp. $O(n)$), w.h.p.

---
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