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Abstract

The celebrated Erdős-Pósa theorem states that every undirected graph that does not admit a family of \( k \) vertex-disjoint cycles contains a feedback vertex set (a set of vertices hitting all cycles in the graph) of size \( O(k \log k) \). After being known for long as Younger’s conjecture, a similar statement for directed graphs has been proven in 1996 by Reed, Robertson, Seymour, and Thomas. However, in their proof, the dependency of the size of the feedback vertex set on the size of vertex-disjoint cycle packing is not elementary.

We show that if we compare the size of a minimum feedback vertex set in a directed graph with quarter-integral cycle packing number, we obtain a polynomial bound. More precisely, we show that if in a directed graph \( G \) there is no family of \( k \) cycles such that every vertex of \( G \) is in at most four of the cycles, then there exists a feedback vertex set in \( G \) of size \( O(k^4) \). On the way there we prove a more general result about quarter-integral packing of subgraphs of high directed treewidth: for every pair of positive integers \( a \) and \( b \), if a directed graph \( G \) has directed treewidth \( \Omega(a^6b^8 \log^2(ab)) \), then one can find in \( G \) a family of \( a \) subgraphs, each of directed treewidth at least \( b \), such that every vertex of \( G \) is in at most four subgraphs.
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1 Introduction

The theory of graph minors, developed over the span of over 20 years by Robertson and Seymour, had a tremendous impact on the area of graph algorithms. Arguably, one of the cornerstone contributions is the notion of treewidth [19] and the deep understanding of obstacles to small treewidth, primarily in the form of the excluded grid theorem [5, 20, 21].

Very tight relations of treewidth and the size of the largest grid as a minor in sparse graph classes, such as planar graphs or graphs excluding a fixed graph as a minor, led to the rich and fruitful theory of bidimensionality [10]. In general graphs, fine understanding of the existence of well-behaved highly-connected structures (not necessarily grids) in graphs of high treewidth has been crucial to the development of efficient approximation algorithms for the Disjoint Paths problem [9].

In undirected graphs, one of the first theorems that gave some well-behaved structure in a graph that is in some sense highly connected is the famous Erdős-Pósa theorem [11] linking the feedback vertex set number of a graph (the minimum number of vertices one needs to delete to obtain an acyclic graph) and the cycle packing number (the maximum possible size of a family of vertex-disjoint cycles in a graph). The Erdős-Pósa theorem states that a graph that does not contain a family of $k$ vertex-disjoint cycles has feedback vertex set number bounded by $O(k \log k)$.

A similar statement for directed graphs, asserting that a directed graph without a family of $k$ vertex-disjoint cycles has feedback vertex set number at most $f(k)$, has been long known as the Younger’s conjecture until finally proven by Reed, Robertson, Seymour, and Thomas in 1996 [17]. However, the function $f$ obtained in [17] is not elementary; in particular, the proof relies on the Ramsey theorem for $\Theta(k)$-regular hypergraphs. This is in contrast with the (tight) $\Theta(k \log k)$ bound in undirected graphs.

Our main result is that if one compares the feedback vertex set number of a directed graph to the quarter-integral cycle packing number (i.e., the maximum size of a family of cycles in $G$ such that every vertex lies on at most four cycles), one obtains a polynomial bound.

Theorem 1. If a directed graph $G$ does not contain a family of $k$ cycles such that every vertex in $G$ is contained in at most four cycles, then there exists a feedback vertex set in $G$ of size $O(k^4)$.

We remark that if one relaxes the condition even further to a fractional cycle packing, Seymour [22] proved that a graph without a fractional cycle packing of size at least $k$ admits a feedback vertex set of size $O(k \log k \log \log k)$.

Directed treewidth is a directed analog of the successful notion of treewidth, introduced in [13, 16]. An analog of the excluded grid theorem for directed graphs has been conjectured by Johnson, Robertson, Seymour, and Thomas [13] in 2001 and finally proven by Kawarabayashi and Kreutzer in 2015 [15]. Similarly as in the case of the directed Erdős-Pósa property, the relation between the directed treewidth of a graph and a largest directed grid as a minor in [15] is not elementary.

For a directed graph $G$, let $\text{fvs}(G)$, $\text{dtw}(G)$, and $\text{cp}(G)$ denote the feedback vertex set number, directed treewidth, and the cycle packing number of $G$, respectively. The following lemma is a restatement of the result of Amiri, Kawarabayashi, Kreutzer, and Wollan [1, Lemma 4.2]:

---

1 A fractional cycle packing assigns to every cycle $C$ in $G$ a non-negative real weight $w(C)$ such that for every $v \in V(G)$ the total weight of all cycles containing $v$ is at most 1. The size of a fractional cycle packing $w$ is the total weight of all cycles in the packing.
Let $G$ be a directed graph with $\text{dtw}(G) \leq w$. For each strongly connected directed graph $H$, the graph $G$ has either $k$ disjoint copies of $H$ as a topological minor, or contains a set $T$ of at most $k \cdot (w + 1)$ vertices such that $H$ is not a topological minor of $G - T$.

Note that the authors of [1] prove Lemma 2 for topological and butterfly minors, but the previous restatement is sufficient for our purposes. By taking $H$ as the directed 2-cycle it is easy to derive the following bound:

For a directed graph $G$ it holds that $fvs(G) \leq (\text{dtw}(G) + 1) \cdot \text{cp}(G)$.

In the light of Lemma 3 and since a directed grid minor of size $k$ contains $k$ vertex-disjoint cycles, the directed grid theorem of Kawarabayashi and Kreutzer [15] is a generalization of the directed Erdős-Pósa property due to Reed, Robertson, Seymour, and Thomas [17].

Theorem 1 is a direct corollary of Lemma 3 and the following statement that we prove.

If a directed graph $G$ does not contain a family of $k$ cycles such that every vertex in $G$ is contained in at most four cycles, then $\text{dtw}(G) = O(k^3)$.

Furthermore, if one asks not for a cycle packing, but a packing of subgraphs of large directed treewidth, we prove the following packing result.

There exists an absolute constant $c$ with the following property. For every pair of positive integers $a$ and $b$, and every directed graph $G$ of directed treewidth at least $c \cdot a^6 \cdot b^5 \cdot \log^2(ab)$, there are directed graphs $G_1, G_2, \ldots, G_a$ with the following properties:
1. each $G_i$ is a subgraph of $G$,
2. each vertex of $G$ belongs to at most four graphs $G_i$, and
3. each graph $G_i$ has directed treewidth at least $b$.

Note that by setting $b = 2$ in Theorem 5, one obtains Theorem 4 with a slightly weaker bound of $O(k^6 \log^2 k)$ and, consequently, Theorem 1 with a weaker bound of $O(k^7 \log^2 k)$.

In the Disjoint Paths problem, given a graph $G$ and a set of terminal pairs $(s_i, t_i)$, we ask to find an as large as possible collection of vertex-disjoint paths such that every path in the collection connects some $s_i$ with $t_i$. Let OPT be the number of paths in the optimum solution; we say that a family $\mathcal{P}$ is a congestion-$c$ polylogarithmic approximation if every path in $\mathcal{P}$ connects a distinct pair $(s_i, t_i)$, each vertex of $V(G)$ is contained in at most $c$ paths of $\mathcal{P}$, and $|\mathcal{P}| \geq \text{OPT}/\text{polylog}(\text{OPT})$. The successful line of research of approximation algorithms for the Disjoint Paths problem in undirected graphs leading in particular to a congestion-2 polylogarithmic approximation algorithm of Chuzhoy and Li [9] for the edge-disjoint version, would not be possible without a fine understanding of well-behaved well-connected structures in a graph of high treewidth. Of central importance to such routing algorithms is the notion of a crossbar: a crossbar of order $k$ and congestion $c$ is a subgraph $C$ of $G$ with an interface $I \subseteq V(C)$ of size $k$ such that for every matching $M$ on $I$, one can connect the endpoints of the matching edges with paths in $C$ such that every vertex is in at most $c$ paths. Most of the known approximation algorithms for Disjoint Paths find a crossbar $(C, I)$ with a large set of disjoint paths between $I$ and the set of terminals $s_i$ and $t_i$. While one usually does not control how the paths connect the terminals $s_i$ and $t_i$ to interface vertices of $I$, the ability of the crossbar to connect any given matching on the interface leads to a solution.
To obtain a polylogarithmic approximation algorithm, one needs the order of the crossbar to be comparable to the number of terminal pairs, which – by well-known tools such as well-linked decompositions [8] – is of the order of treewidth of the graph. At the same time, we usually allow constant congestion (every vertex can appear in a constant number of paths of the solution, instead of just one). Thus, the milestone graph-theoretic result used in approximation algorithms for DISJOINT PATHS is the existence of a congestion-2 crossbar of order \( k \) in a graph of treewidth \( \Omega(k \polylog(k)) \).

While the existence of similar results for the general DISJOINT PATHS problem in directed graphs is implausible [2], Chekuri, and Ene proposed to study the case of symmetric demands where one asks for a path from \( s_i \) to \( t_i \) and a path from \( t_i \) to \( s_i \) for a terminal pair \((s_i, t_i)\). First, they provided an analog of the well-linked decomposition for this case [6], and then with Pilipczuk [7] showed an existence of an analog of a crossbar and a resulting approximation algorithm for DISJOINT PATHS with symmetric demands in planar directed graphs. Later, this result has been lifted to arbitrary proper minor-closed graph classes [3]. However, the general case remains widely open.

As discussed above, for applications in approximation algorithms for DISJOINT PATHS, it is absolutely essential to squeeze as much as possible from the bound linking directed treewidth of a graph with the order of the crossbar, while the final congestion is of secondary importance (but we would like it to be a small constant). We think of Theorem 5 as a step in this direction: sacrificing integral packings for quarter-integral ones, we obtain much stronger bounds than the non-elementary bounds of [17]. Furthermore, such a step seems necessary, as it is hard to imagine a crossbar of order \( k \) that would not contain a constant-congestion (i.e., every vertex used in a constant number of cycles) packing of \( \Omega(k) \) directed cycles.

On the technical side, the proof of Theorem 5 borrows a number of technical tools from the recent work of Hatzel, Kawarabayashi, and Kreutzer that proved polynomial bounds for the directed grid minor theorem in planar graphs [12]. We follow their general approach to obtain a directed treewidth sparsifier [12, Section 5] and modify it in a number of places for our goal. The main novelty comes in different handling of the case when two linkages intersect a lot. Here we introduce a new partitioning tool (see Section 3) which we use in the crucial moment where we separate subgraphs \( G_i \) from each other.

Organization. After brief preliminaries in Section 2, we prove Theorem 5 in Sections 3–5: Section 3 introduces the new partitioning tool, Section 4 handles the most complicated “dense case” in the analysis, while Section 5 wraps up the argument. Discussions on the the adaptation of the arguments of Section 5 to obtain the improved bound of Theorem 4 and some argumentation from Section 4 that directly follows the arguments of [12] can be found in the full version of the paper.

2 Preliminaries

Let \( G = (V(G), E(G)) \) be a directed graph and let \( A, B \) be subsets of \( V(G) \) with \( |A| = |B| \). A linkage from \( A \) to \( B \) in \( G \) is a set \( L \) of |A| pairwise vertex-disjoint paths in \( G \), each with a starting vertex in \( A \) and ending vertex in \( B \). The order of \( L \) is \( |L| = |A| \). For \( X, Y \subseteq V(G) \) and a linkage \( L \) from \( X \) to \( Y \), we denote \( A(L) := X \) and \( B(L) := Y \). For a path or a walk \( P \), by \( \text{start}(P) \) and \( \text{end}(P) \) we denote the starting and ending vertex of \( P \), respectively.

Let \( L \) and \( K \) be linkages. The intersection graph of \( L \) and \( K \), denoted by \( I(L, K) \), is the bipartite graph with the vertex set \( L \cup K \) and an edge between a vertex in \( L \) and a vertex in \( K \) if the corresponding paths share at least one vertex.
A vertex set \( W \subseteq V(G) \) is well-linked if for all subsets \( A, B \subseteq W \) with \( |A| = |B| \) there is a linkage \( L \) of order \( |A| \) from \( A \) to \( B \) in \( G \setminus (W \setminus (A \cup B)) \).

Let \( \mathcal{P} \) be a family of walks in \( G \) and let \( c \) be a positive integer. We say that \( \mathcal{P} \) is of congestion \( c \) if for every \( v \in V(G) \), the total number of times the walks in \( \mathcal{P} \) visit \( v \) is at most \( c \); here, if a walk \( W \in \mathcal{P} \) visits \( v \) multiple times, we count each visit separately. A family of paths \( \mathcal{P} \) is a half-integral (quarter-integral) if it is of congestion \( 2 \) (resp. \( 4 \)).

We call two linkages \( L \) and \( L' \) back dual to each other if \( A(L) = \mathcal{B}(L') \) and \( A(L') = \mathcal{B}(L) \). For two dual linkages \( L \) and \( L' \) in a graph \( G \), we define an auxiliary directed graph \( \mathcal{A}(L, L') \) as follows. We take \( V(\mathcal{A}(L, L')) = \{L, L'\} \) and for every path \( P \in L \) that starts in a vertex \( \text{start}(P) = \text{end}(L) \) for some \( L \in L \) and ends in a vertex \( \text{end}(P) = \text{start}(L') \) for some \( L' \in L \), we put an arc \((L, L')\) to \( \mathcal{A}(L, L') \). Note that it may happen that \( L = L' \).

When the backlinkage \( L' \) is clear from the context, we abbreviate \( \mathcal{A}(L, L') \) to \( \mathcal{A}(L) \). Observe that in \( \mathcal{A}(L, L') \) every node is of in- and out-degree exactly one and thus this graph is a disjoint union of directed cycles.

With every arc \((L, L')\) of \( \mathcal{A}(L, L') \) we can associate the walk from \( \text{start}(L) \) to \( \text{start}(L') \) that first goes along \( L \) and then follows the path \( P \in L' \) that gives raise to the arc \((L, L')\). Consequently, with every collection of pairwise disjoint paths and cycles in \( \mathcal{A}(L, L') \) there is an associated collection of walks (closed walks for cycles) in \( G \) that is of congestion \( 2 \) as it originated from two linkages. Note that the same construction works if \( L \) and \( L' \) are half-integral linkages, and then the walks in \( G \) corresponding to a family of paths and cycles in \( \mathcal{A}(L, L') \) would be of congestion \( 4 \).

Furthermore, with a pair of dual linkages \( L \) and \( L' \) we can associate a backlinkage-induced order \( L = \{L_1, L_2, \ldots, L_{|L|}\} \) as follows. If \( C_1, C_2, \ldots, C_\beta \) are the cycles of the graph \( \mathcal{A}(L, L') \) in an arbitrary order, then \( L_1, L_2, \ldots, L_{|C_1|} \) are the vertices of \( C_1 \) in the order of their appearance on \( C_1 \), and \( L_{|C_1|+1}, \ldots, L_{|C_1|+|C_2|-1} \) are the vertices of \( C_2 \) in the order of their appearance on \( C_2 \), etc. That is, we order the elements of \( L \) first according to the cycle of \( \mathcal{A}(L) \) they lie on, and then, within one cycle, according to the order around this cycle.

We will also need the following operation on a pair of dual linkages \( L \) and \( L' \). Let \( \mathcal{P} \subseteq \mathcal{L} \) be a sublinkage. For every \( P \in \mathcal{P} \), construct a walk \( Q(P) \) as follows. Start from the path \( Q_0 \in L' \) with \( \text{start}(Q_0) = \text{end}(P) \) and set \( Q(P) = Q_0 \). Given \( Q_i \in L' \) for \( i \geq 0 \), proceed as follows. Let \( P_{i+1} \in L \) be the path with \( \text{end}(Q_i) = \text{start}(P_{i+1}) \). If \( P_{i+1} \in \mathcal{P} \), then stop. Otherwise, define \( Q_{i+1} \in L' \) to be the path with \( \text{end}(P_{i+1}) = \text{start}(Q_{i+1}) \). Append \( P_{i+1} \) and \( Q_{i+1} \) at the end of \( Q(P) \) and repeat. Finally, we shortcut \( Q(P) \) to a path \( Q'(P) \) with the same endpoints. In this manner, \( Q := \{Q(P) \mid P \in \mathcal{P}\} \) is a half-integral linkage with \( A(\mathcal{P}) = B(Q) \) and \( A(Q) = B(\mathcal{P}) \). We call \( Q \) the backlinkage induced by \( \mathcal{P} \) on \( (L, L') \). Furthermore, we can perform the same construction if \( L \) and \( L' \) are half-integral linkages, obtaining a quarter-integral linkage \( Q \).

We say that \( G \) is \( d \)-degenerate if and only if every subgraph of \( G \) contains a vertex of degree at most \( d \).

In this paper we do not need the exact definition of directed treewidth. Instead, we rely on the following two results.

- **Lemma 6** ([16]). Every directed graph \( G \) of directed treewidth \( k \) contains a well-linked set of size \( \Omega(k) \).

- **Lemma 7** ([14, 15]). There is an absolute constant \( c' \) with the following property. Let \( \alpha, \beta \geq 1 \) be integers and let \( G \) be a digraph of \( \text{dtw}(G) \geq c' \cdot \alpha^2 \beta^2 \). Then there exists a set of \( \alpha \) vertex-disjoint paths \( P_1, \ldots, P_\alpha \) and sets \( A_1, B_1 \subseteq V(P_1) \), where \( A_i \) appears before \( B_i \) on \( P_i \), both \( |A_i|, |B_i| = \beta \), and \( \bigcup_{i=1}^{\alpha} A_i \cup B_i \) is well-linked.
We also need the following two auxiliary results. Note that a coloring in Lemma 8 can be arbitrary and is not necessarily proper.

**Lemma 8** ([18, Lemma 4.3]). Let \( r \geq 2, d \) be a real, and \( H \) be an \( r \)-colored graph with color classes \( V_1, \ldots, V_r \), such that for every \( i \) it holds that \(|V_i| \geq 4e(r-1)d\) and for every \( i \neq j \) the graph \( H[V_i \cup V_j] \) is \( d \)-degenerate. Then there exists an independent set \( \{x_1, \ldots, x_r\} \) such that \( x_i \in V_i \) for every \( i \in [r] \).

**Lemma 9** ([12, Lemma 5.5]). Let \( G \) be a digraph and \( P_1, \ldots, P_k \) be disjoint paths such that each \( P_i \) consists of two subpaths \( A_i \) and \( B_i \), where \( A_i \) precedes \( B_i \). Furthermore, let \( \{L_{i,j} : i,j \in [k], i \neq j\} \) be a set of pairwise disjoint paths, such that \( L_{i,j} \) starts in \( B_i \) and ends in \( A_j \). Then

\[
dtw \left( \bigcup_i P_i \cup \bigcup_{i \neq j} L_{i,j} \right) \geq \frac{k}{8}.
\]

### 3 Partitioning Lemma

In this section, we develop a main technical tool that we use in the proof of Theorem 5. Intuitively, in a subcase of the proof, we will have a bipartite graph of large minimum degree which we partition into subgraphs induced by pairs of vertex sets \((U_i, W_i)\). These subgraphs will define the \( G_i \) from the statement of Theorem 5. To obtain a lower bound on the directed treewidth of \( G_i \), we need that the parts \((U_i, W_i)\) each induce a subgraph of large average degree. This will be achieved using the following lemma.

**Lemma 10.** Let \( h \geq 0 \) and \( n \) be integers, \( d \) be a positive real such that \( d \cdot 4^{h+1} - 1 > 2 \), and let \( G \) be a bipartite graph with bipartition classes \( X = \{x_1, x_2, \ldots, x_n\} \) and \( Y = \{y_1, y_2, \ldots, y_n\} \), such that \( a + b \leq n \) and \(|E(G)| \geq (d \cdot 4^{h+1} - 1) \cdot n \). Then in \([a]\) we can find \( k := 2^h \) pairwise disjoint sets \( I_1, I_2, \ldots, I_k \), and in \([b]\) we can find \( k \) pairwise disjoint sets \( J_1, J_2, \ldots, J_k \), such that:

1. for every \( i \in [k] \) the set \( I_i \) is a segment of \([a]\) and the set \( J_i \) is a segment of \([b]\),
2. for every \( i \in [k] \), the number of edges between \( \{x_i : i \in I_i\} \) and \( \{y_i : i \in J_i\} \) is at least \( d \cdot n \).

**Proof.** For \( I \subseteq [a] \) and \( J \subseteq [b] \), let \( e(I,J) \) denote the number of edges \( x_i y_j \) of \( G \), such that \( i \in I \) and \( j \in J \). Observe that \(|E(G)| > 2n\).

We prove the lemma by induction on \( h \). Note that for \( h = 0 \) the claim is trivially satisfied by taking \( I_1 = X \) and \( J_1 = Y \), as \( d \cdot 4^{h+1} - 1 > 2 \) and \( h \geq 0 \) implies \( d \cdot 4^{h+1} - 1 \geq d \). So now assume that \( h \geq 1 \) and the claim holds for \( h - 1 \). Let \( s \in [a] \) be the minimum integer, for which \( \sum_{i=1}^{s} \deg x_i \geq |E(G)|/2 \), and let \( t \in [b] \) be the minimum integer, for which \( \sum_{i=1}^{t} \deg y_i \geq |E(G)|/2 \). We observe that \( d \cdot 4^{h+1} - 1 > 2 \) implies that \( 1 < s < a \) and \( 1 < t < b \). Define \( X^1 := \{1, 2, \ldots, s - 1\} \) and \( X^2 := \{s + 1, \ldots, a\} \), and \( Y^1 := \{1, 2, \ldots, t - 1\} \) and \( Y^2 := \{t + 1, \ldots, b\} \).

We aim to show that the number of edges joining \( X^1 \) and \( Y^1 \) is roughly the same as the number of edges joining \( X^2 \) and \( Y^2 \), and the number of edges joining \( X^1 \) and \( Y^2 \) is roughly the same as the number of edges joining \( X^2 \) and \( Y^1 \). Since \( \deg x_s \leq b < n \) and \( \deg y_t \leq a < n \), by the choice of \( s \) and \( t \) we obtain the following set of inequalities.
Thus we obtain:

\[ e(X, Y)/2 - \deg x_s \leq e(X^1, Y) \leq e(X, Y)/2 \]
\[ e(X, Y)/2 - \deg x_s \leq e(X^2, Y) \leq e(X, Y)/2 \]
\[ e(X, Y)/2 - \deg y_t \leq e(X, Y^1) \leq e(X, Y)/2 \]
\[ e(X, Y)/2 - \deg y_t \leq e(X, Y^2) \leq e(X, Y)/2. \]

(1)

Observe that

\[ e(X^1, Y^1) + e(X^1, Y^2) \leq e(X^1, Y) = e(X^1, Y^1) + e(X^1, Y^2) + e(X^1, \{t\}) \]
\[ \leq e(X^1, Y^1) + e(X^1, Y^2) + \deg y_t \]

(and analogously for each of the remaining inequalities in (1)). Thus we obtain:

\[ e(X, Y)/2 - n \leq e(X^1, Y^1) + e(X^1, Y^2) \leq e(X, Y)/2 \]
\[ e(X, Y)/2 - n \leq e(X^2, Y^1) + e(X^2, Y^2) \leq e(X, Y)/2 \]
\[ e(X, Y)/2 - n \leq e(X^1, Y^2) + e(X^2, Y^1) \leq e(X, Y)/2 \]
\[ e(X, Y)/2 - n \leq e(X^1, Y^2) + e(X^2, Y^2) \leq e(X, Y)/2. \]

(2)

By subtracting appropriate pairs of inequalities in (2), we obtain the following bounds.

\[-n \leq e(X^1, Y^1) - e(X^2, Y^2) \leq n \]
\[-n \leq e(X^1, Y^2) - e(X^2, Y^1) \leq n \]

(3)

Recall that

\[ e(X, Y) = e(X^1, Y^1) + e(X^1, Y^2) + e(X^2, Y^1) + e(X^2, Y^2) + \deg x_s + \deg y_t \]
\[ \leq e(X^1, Y^1) + e(X^1, Y^2) + e(X^2, Y^1) + e(X^2, Y^2) + n. \]

Thus, by the pigeonhole principle, at least one of the following holds:

\[ e(X^1, Y^1) + e(X^2, Y^2) \geq e(X, Y)/2 - n/2 \]
\[ e(X^1, Y^2) + e(X^2, Y^1) \geq e(X, Y)/2 - n/2. \]

(4)

Suppose that the first case holds. Define \( G^1 = G[X^1 \cup Y^1] \) and \( G^2 = G[X^2 \cup Y^2] \).

Combining (3) and (4), we obtain that

\[ |E(G^1)| = e(X^1, Y^1) \geq e(X, Y)/4 - 3n/4 \geq (d \cdot 4^h + 1 - 1)n/4 - 3n/4 = (d \cdot 4^h - 1)n \]
\[ |E(G^2)| = e(X^2, Y^2) \geq e(X, Y)/4 - 3n/4 \geq (d \cdot 4^h - 1)n. \]

(5)

We observe that graphs \( G^1, G^2 \) satisfy the inductive assumption (for \( h - 1 \)), so in the vertex set of \( G^1 \) we can find two families of \( k/2 \) pairwise corresponding segments \( I^1_1, I^1_2, \ldots, I^1_{k/2} \) and \( J^1_1, J^1_2, \ldots, J^1_{k/2} \), and in the vertex set of \( G^2 \) we can find two families of \( k/2 \) pairwise corresponding segments \( I^2_1, I^2_2, \ldots, I^2_{k/2} \) and \( J^2_1, J^2_2, \ldots, J^2_{k/2} \). We obtain the desired subsegments of \( X \) and \( Y \) by setting:

\[ I_i = \begin{cases} I^1_i & \text{if } i \leq k/2, \\ I^2_{i-k/2} & \text{if } i > k/2, \end{cases} \]
\[ J_i = \begin{cases} J^1_i & \text{if } i \leq k/2, \\ J^2_{i-k/2} & \text{if } i > k/2. \end{cases} \]

If the second case in (4) holds, we take \( G^1 = G[X^1, Y^2] \) and \( G^2 = G[X^2, Y^1] \), and the rest of the proof is analogous.
The following statement brings the technical statement of Lemma 10 into a more easily applicable form.

Lemma 11. Let \( k, r \geq 1 \) be two integers and let \( G \) be a bipartite graph with bipartition classes \( X = \{x_1, x_2, \ldots, x_n\} \) and \( Y = \{y_1, y_2, \ldots, y_b\} \) and minimum degree at least \( 1200 \cdot r \cdot k \). Then there are \( k \) sets \( U_1, U_2, \ldots, U_k \), and \( k \) sets \( W_1, W_2, \ldots, W_k \), such that:

1. for each \( i \in [k] \) the set \( U_i \) is a segment of \( [a] \) and the set \( W_i \) is a segment of \( [b] \),
2. for each distinct \( i, j \in [k] \) we have \( U_i \cap U_j = \emptyset \) and \( W_i \cap W_j = \emptyset \),
3. for every \( i \in [k] \), the average degree of the graph \( G[U_i \cup W_i] \) is at least \( r \).

Proof. Let \( h \) be the minimum integer, such that \( k' := 2^h \geq 3k \); note that \( k' < 6k \). Also, define \( d = 2r/k \) and \( n = a + b \). We have

\[
d \cdot 4^{h+1} - 1 = 4d(k')^2 - 1 \geq \frac{8r}{k} \cdot (3k)^2 - 1 = 72r - k - 1 > 2.
\]

Observe that the number of edges in \( G \) is at least

\[
n \cdot r \cdot 600k > (16r/k \cdot (6k)^2)n > (4d(k')^2)n > (d \cdot 4^{h+1} - 1)n.
\]

Thus \( G \) satisfies the assumptions of Lemma 10 for \( h, n, \) and \( d \). Let \( I_1, I_2, \ldots, I_{k'} \) be the disjoint segments in \( X \), and \( J_1, J_2, \ldots, J_{k'} \) be the disjoint segments in \( Y \), whose existence is guaranteed by Lemma 10.

A segment \( I_i \) (\( J_i \), resp.) is called large if \( |I_i| \geq 3n/k' \) (\( |J_i| \geq 3n/k' \), resp.). A pair \((I_i, J_i)\) is large if at least one of \( I_i, J_i \) is large, otherwise the pair is small. Note that there are at most \( n/(3n/k') = k'/3 \) large segments \( I_i \) and at most \( k'/3 \) large segments \( J_i \), so the number of large pairs is at most \( 2k'/3 \). Thus the number of small pairs is at least \( k'/3 \geq k \). We obtain the segments \((U_i, W_i)\) by taking the first \( k \) small pairs \((I_i, J_i)\). Clearly these segments satisfy conditions 1. and 2. of the lemma.

Now take any \( i \in [k] \) and let us compute the average degree of the graph \( G_i := G[U_i, W_i] \). By Lemma 10, \(|E(G_i)| \geq d \cdot n\). On the other hand, since \((U_i, W_i)\) is a small pair, we have that \(|V(G_i)| = |U_i \cup W_i| < 6n/k'\). Thus we obtain that the average degree of \( G_i \) is

\[
\frac{|E(G_i)|}{|V(G_i)|} > \frac{d \cdot n}{6n/k'} = \frac{dk'}{6} \geq d \frac{3k}{6} = \frac{2r \cdot k}{2} = r.
\]

This completes the proof.

The Dense Case

In this section, we prove Theorem 5 roughly in the case when there are two linkages \( \mathcal{L} \) and \( \mathcal{K} \) such that their set \( A(\mathcal{L}) \cup A(\mathcal{K}) \cup B(\mathcal{L}) \cup B(\mathcal{K}) \) of endpoints is well linked and such that the paths in \( \mathcal{L} \) and \( \mathcal{K} \) intersect a lot. The formal statement proved in this section is as follows.

Lemma 12. Let \( a, b \in \mathbb{N}^+ \). Let \( D \) be a directed graph and \( \mathcal{L} \) and \( \mathcal{K} \) be two linkages in \( D \) such that \( A(\mathcal{L}) \cup B(\mathcal{L}) \cup A(\mathcal{K}) \cup B(\mathcal{K}) \) is well-linked in \( D \). Suppose that the intersection graph \( I(\mathcal{L}, \mathcal{K}) \) has degeneracy more than \( 384000 \cdot a \cdot b \cdot \log_2(|\mathcal{L}|/b) \). Then there are directed graphs \( D_1, D_2, \ldots, D_a \) with the following properties:

(i) each \( D_i \) is a subgraph of \( D \),
(ii) each vertex of \( D \) belongs to at most four graphs \( D_i \), and
(iii) each graph \( D_i \) has directed treewidth at least \( b \).
Proof Outline. The basic idea of the proof of Lemma 12 is as follows. We first fix a pair of linkages \( \mathcal{L}^{\text{back}} \) and \( \mathcal{K}^{\text{back}} \) which are dual to \( \mathcal{L} \) and \( \mathcal{K} \), respectively. (This is possible because of well-linkedness of the endpoints.) The subgraphs \( D_i \) that we construct will subpartition the vertex set of each of the four linkages \( \mathcal{L}, \mathcal{L}^{\text{back}}, \mathcal{K}, \mathcal{K}^{\text{back}} \) and hence each vertex of \( G \) is in at most four subgraphs \( D_i \). To construct the desired subgraphs \( D_i \), we consider the backlinkage-induced order \( \Pi_L \) on \( \mathcal{L} \) and \( \Pi_K \) on \( \mathcal{K} \). Using these orderings of the paths of \( \mathcal{L} \) and \( \mathcal{K} \), we can apply the partitioning lemma (Lemma 11) to the intersection graph of \( \mathcal{L} \) and \( \mathcal{K} \), obtaining a subpartition \( I_1, \ldots, I_k \) of \( \mathcal{L} \) and a subpartition \( J_1, \ldots, J_k \) of \( \mathcal{K} \). These subpartitions have the nice property that each intersection graph \( I(I_i, J_j) \) induced by a pair \( I_i, J_j \) contains many edges (representing intersections between the corresponding paths) and that only a constant number of cycles of \( \text{Aux}(\mathcal{L}) \) and \( \text{Aux}(\mathcal{K}) \) cross \( I_i \) or \( J_j \). By closing each of these crossing cycles by introducing an artificial new path, we obtain a pair of dual linkages \( I_i, I_i' \), and a pair of dual of linkages \( J_i, J_i' \). Using then Lemma 13 below, we will obtain a lower bound on the directed treewidth of the graph induced by \( I_i \cup J_i \cup I_i' \cup J_i' \), which constitute our desired subgraph \( D_i \).

Treewidth Lower Bound. For technical reasons, we will have to work with half-integral linkages. The intersection graph for a pair of half-integral linkages is defined in the same way as for ordinary linkages.

Lemma 13. Let \( k, d \in \mathbb{N}^+ \) and \( \mathcal{P}, \mathcal{P}^{\text{back}}, \mathcal{Q}, \mathcal{Q}^{\text{back}} \) be four half-integral linkages in a directed graph such that \( \mathcal{P} \) and \( \mathcal{P}^{\text{back}} \) are dual to each other and \( \mathcal{Q} \) and \( \mathcal{Q}^{\text{back}} \) are dual to each other. Let the intersection graph \( I(\mathcal{P}, \mathcal{Q}) \) have minimum degree at least \( d \) where \( d \geq 8k \log_4(\frac{|\mathcal{P}|}{2\pi}) + 24k + 4 \). Then the graph \( \bigcup(\mathcal{P} \cup \mathcal{P}^{\text{back}} \cup \mathcal{Q} \cup \mathcal{Q}^{\text{back}}) \) has directed treewidth at least \( k \).

The proof of Lemma 13 is inspired by the proof of Lemma 5.4 in [12]. We could use Lemma 5.4 here as well, but its proof, unfortunately, contains errors. Nevertheless, we derive an incomparable bound which is much better for our use since the lower bound claimed in Lemma 5.4 [12] is \( k^2 \). Also, we adapt the constants in the lemma for half-integral linkages. We postpone the proof of Lemma 13 to the full version of the paper.

Main Proof of the Dense Case. We are now ready to prove the main lemma of this section.

Proof of Lemma 12. Let \( d = 384000 \cdot a \cdot b \cdot \log_2(|\mathcal{L}|/b) \). Since \( I(\mathcal{L}, \mathcal{K}) \) is not \( d \)-degenerate, it contains an induced subgraph \( I' \) of minimum degree larger than \( d \). Redefine \( \mathcal{L} \) and \( \mathcal{K} \) to be the sublinkages of \( \mathcal{L} \) and \( \mathcal{K} \) contained in this subgraph \( I' \), that is, \( \mathcal{L} := \mathcal{L} \cap V(I') \) and \( \mathcal{K} := \mathcal{K} \cap V(I') \). Note that \(|\mathcal{L}| > d, |\mathcal{K}| > d\), the size of \( \mathcal{L} \) only decreases, and that \( A(\mathcal{L}) \cup B(\mathcal{L}) \cup A(\mathcal{K}) \cup B(\mathcal{K}) \) remains well-linked.

Let \( \mathcal{L}^{\text{back}} \) be a linkage in \( D \) from \( B(\mathcal{L}) \) to \( A(\mathcal{L}) \) and let \( \mathcal{K}^{\text{back}} \) be a linkage in \( D \) from \( B(\mathcal{K}) \) to \( A(\mathcal{K}) \). Note that \( \mathcal{L}^{\text{back}} \) and \( \mathcal{K}^{\text{back}} \) exist because \( A(\mathcal{L}) \cup B(\mathcal{L}) \cup A(\mathcal{K}) \cup B(\mathcal{K}) \) is well linked.

We focus on \( \text{Aux}(\mathcal{L}) \) and \( \text{Aux}(\mathcal{K}) \). Take backlinkage-induced orderings \( (L_1, \ldots, L_{|\mathcal{L}|}) \) of \( \mathcal{L} \) and \( (K_1, \ldots, K_{|\mathcal{K}|}) \) of \( \mathcal{K} \). Apply Lemma 11 with \( k = a, r = 320b \log_2(|\mathcal{L}|/b), G = I(\mathcal{L}, \mathcal{K}), X = \{L_1, \ldots, L_{|\mathcal{L}|}\}, \) and \( Y = \{K_1, \ldots, K_{|\mathcal{K}|}\} \), obtaining a sets \( U_1, \ldots, U_n \) and a sets \( W_1, \ldots, W_n \) with the corresponding properties. To see that Lemma 11 is applicable, observe that \( I(\mathcal{L}, \mathcal{K}) \) has minimum degree at least \( 384000 \cdot a \cdot b \cdot \log_2(|\mathcal{L}|/b) = 1200 \cdot 320 \log_2(|\mathcal{L}|/b) \cdot a = 1200 \cdot r \cdot k \). Observe for later on that, for each \( i \in [n] \), the intersection graph \( I(U_i, W_i) \) of the two linkages \( U_i \) and \( W_i \) has average degree at least \( 320 \log_2(|\mathcal{L}|/b) \) by property 3 of Lemma 11.
Now define, for each \( i \in [a] \), a graph \( D_i \) as follows. Initially, take the union of all paths in \( U_i \) and \( W_i \). Then, for each edge \((L, L')\) of \( \text{Aux}(\mathcal{L}) \) such that \( L, L' \in U_i \), add to \( D_i \) the unique path \( P \in \mathcal{L}^{\text{back}} \) that connects \( L \) and \( L' \), that is, \( \text{end}(L) = \text{start}(P) \) and \( \text{end}(P) = \text{start}(L') \). Similarly, for each edge \((K, K')\) of \( \text{Aux}(\mathcal{K}) \) such that \( K, K' \in W_i \), add to \( D_i \) the unique path \( Q \in \mathcal{K}^{\text{back}} \) with \( \text{end}(K) = \text{start}(Q) \) and \( \text{end}(Q) = \text{start}(K') \). In formulas:

\[
U'_i := \{P \in \mathcal{L}^{\text{back}} | \exists(L, L') \in E(\text{Aux}(\mathcal{L})): L, L' \in U_i \land \text{end}(L) = \text{start}(P) \land \text{end}(P) = \text{start}(L')\}
\]

and

\[
W'_i := \{Q \in \mathcal{K}^{\text{back}} | \exists(K, K') \in E(\text{Aux}(\mathcal{K})): K, K' \in W_i \land \text{end}(K) = \text{start}(Q) \land \text{end}(Q) = \text{start}(K')\}.
\]

We set

\[
D_i := \bigcup(U_i \cup W_i \cup U'_i \cup W'_i).
\]

We claim that \( D_i \) satisfies the required properties. Clearly, \( D_i \) is a subgraph of \( D \), giving property (i). To see property (ii), consider a linkage \( \mathcal{P} \in \{\mathcal{L}, \mathcal{L}^{\text{back}}, \mathcal{K}, \mathcal{K}^{\text{back}}\} \). We claim that no two subgraphs \( D_i, D_j \) contain the same path of \( \mathcal{P} \). This claim follows indeed from property 2. of Lemma 11, stating that \( U_i \cap U_j = \emptyset \) and \( W_i \cap W_j = \emptyset \) and inspecting the definition of \( D_i \) and \( D_j \). Thus, \( \{V(D_i) | i \in [a]\} \) is a partition of a subset of the vertex set \( V(\mathcal{P}) \) of the paths in \( \mathcal{P} \). Thus, each vertex \( v \in V(D) \) occurs in at most four subgraphs \( D_i \), showing property (ii).

It remains to show property (iii), the lower bound on the directed treewidth of \( D_i \). We aim to modify \( D_i \), increasing the directed treewidth by at most a constant, to obtain a graph \( D_i^{(2)} \) which is the union of two pairs of dual half-integral linkages such that two linkages contained in distinct pairs intersect a lot. Then we can apply Lemma 13, giving a lower bound on the directed treewidth of \( D_i^{(2)} \) which then implies a lower bound on the directed treewidth of \( D_i \).

We first modify \( D_i \) to obtain a graph \( D_i^{(1)} \) which is the union of two pairs of dual linkages. Recall the orderings \( \mathcal{L} := (L_1, \ldots, L_{|\mathcal{L}|}) \) and \( \mathcal{K} := (K_1, \ldots, K_{|\mathcal{K}|}) \) on \( \mathcal{L} \) and \( \mathcal{K} \), respectively, which we have defined above. By property 1. of Lemma 11, \( U_i \) is a segment of \( \mathcal{L} \) and \( W_i \) is a segment of \( \mathcal{K} \). Hence, by the way we have defined \( \mathcal{L} \), there are at most two cycles \( C \) in \( \text{Aux}(\mathcal{L}) \) which are not contained in \( U_i \) or disjoint with \( U_i \), that is \( V(C) \setminus U_i \neq \emptyset \) and \( V(C) \cap U_i \neq \emptyset \). Call such a cycle \textit{broken}. Similarly, there are at most two cycles \( C \) in \( \text{Aux}(\mathcal{K}) \) such that \( V(C) \setminus W_i \neq \emptyset \) and \( V(C) \cap W_i \neq \emptyset \). Call such a cycle \textit{broken} as well. For each broken cycle \( C \), do the following operation on \( D_i \) to obtain \( D_i^{(1)} \). If \( C \) is in \( \text{Aux}(\mathcal{L}) \), let \( L_{\text{out}} \) be the vertex of outdegree zero in the subgraph \( \text{Aux}(\mathcal{L})[V(C) \cap U_i] \) and let \( L_{\text{in}} \) be the vertex of indegree zero. Add the directed edge \((\text{end}(L_{\text{out}}), \text{start}(L_{\text{in}}))\) to \( D_i \). Proceed analogously if \( C \) is in \( \text{Aux}(\mathcal{K}) \): Let \( K_{\text{out}} \) be the vertex of outdegree zero in the subgraph \( \text{Aux}(\mathcal{K})[V(C) \cap W_i] \) and let \( K_{\text{in}} \) be the vertex of indegree zero, and add the directed edge \((\text{end}(K_{\text{out}}), \text{start}(K_{\text{in}}))\) to \( D_i \). In this way, we add at most four edges to \( D_i \), obtaining \( D_i^{(1)} \). Note that adding an edge increases the directed treewidth by at most one\(^2\), and hence \( \text{dtw}(D_i^{(1)}) \leq \text{dtw}(D_i) + 4 \).

\(^2\) In the corresponding robber-cop game (see [13]), we can always guard the new edge with an additional cop.
We claim that $D_i^{(1)}$ is the union of two pairs of dual linkages. To see this, note first that $U_i$ and $W_i$ are linkages in $D_i^{(1)}$. Now consider

$$U_i^b := U_i^c \cup \{(\text{end}(L_{\text{out}}^i), \text{start}(L_{\text{in}}^i)) \mid C \text{ a broken cycle in } \text{Aux}(L)\}$$

and

$$W_i^b := W_i^c \cup \{(\text{end}(K_{\text{out}}^i), \text{start}(K_{\text{in}}^i)) \mid C \text{ a broken cycle in } \text{Aux}(K)\},$$

where $L_{\text{out}}^i$, $L_{\text{in}}^i$, $K_{\text{out}}^i$, and $K_{\text{in}}^i$ are defined as above. Clearly, $D_i^{(1)} = \bigcup (U_i \cup W_i \cup U_i^b \cup W_i^b)$. Moreover, both $U_i^b$ and $W_i^b$ are linkages because $U_i^c$ and $W_i^c$ are linkages and because $L_{\text{in}}^i$, $L_{\text{out}}^i$, $K_{\text{in}}^i$, and $K_{\text{out}}^i$ have indegree or outdegree zero in $\text{Aux}(L)[V(C)]$ or $\text{Aux}(K)[V(C)]$, respectively. Finally, by definition, $U_i$ and $U_i^b$ are dual to each other and $W_i$ and $W_i^b$ are dual to each other. Thus, $D_i^{(1)}$ is the union of two pairs of dual linkages, as claimed.

In order to apply Lemma 13, we need a pair of linkages whose intersection graph has a large minimum degree. So far, the linkages which define $D_i^{(1)}$ guarantee only large average degree (via property 3. of Lemma 11). We now derive a subgraph $D_i^{(2)}$ of $D_i^{(1)}$ such that $D_i^{(2)}$ is the union of two pairs of dual half-integral linkages ($P$, $P_{\text{back}}$), ($Q$, $Q_{\text{back}}$) and $I(P, Q)$ has large minimum degree. To achieve this, recall that the intersection graph $I(U_i, W_i)$ of the two linkages $U_i, W_i$ in $D_i^{(1)}$ has average degree at least $320b\log_2(|L|/b)$. Hence, there is a subgraph $I'$ of $I(U_i, W_i)$ with minimum degree at least $320b\log_2(|L|/b)$. Let $P \subseteq U_i$ be the sublinkage of $U_i$ contained in $I'$, that is $P = U_i \cap V(I')$. Similarly, let $Q = W_i \cap V(I')$.

We define $P_{\text{back}}$ to be the backlinkage induced by $P$ on $(U_i, U_i^b)$ and $Q_{\text{back}}$ to be the backlinkage induced by $Q$ on $(W_i, W_i^b)$. Note that $P_{\text{back}}$ and $Q_{\text{back}}$ are half-integral and dual to $P$ and $Q$, respectively.

Take now the subgraph $D_i^{(2)}$ to be the union $\bigcup (P \cup P_{\text{back}} \cup Q \cup Q_{\text{back}})$. Then apply Lemma 13 to $P, P_{\text{back}}, Q, Q_{\text{back}}$ with $k = b + 4$ and $d = 320b\log_2(|L|/b)$. To see that the preconditions of Lemma 13 are satisfied, first recall that the intersection graph $I(P, Q)$ has minimum degree at least $320b\log_2(|L|/b)$. Furthermore,

$$d = 320b\log_2 \frac{|L|}{b} \geq 200b\log_2 \frac{|L|}{b} + 120b + 4 \geq \frac{5 \cdot 40b}{2} \log_2 \frac{|L|}{b} + 120b + 4 \geq 8 \cdot 5b \log_2 \frac{|L|}{b} + 24(5b) + 4 \geq 8 \cdot (b + 4) \log_{4/3}^2 \frac{|L|}{b} + 24(b + 4) = 8k \log_{4/3} \frac{|L|}{24k} + 24k + 4,$$

and thus indeed the preconditions of Lemma 13 are satisfied. Thus, the directed treewidth of $D_i^{(2)}$ is at least $b + 4$. Since $D_i^{(2)}$ is a subgraph of $D_i^{(1)}$ and $\text{dtw}(D_i) \geq \text{dtw}(D_i^{(1)}) - 4$, we have $\text{dtw}(D_i) \geq b$, as required.

5 Wrapping up the Proof of Theorem 5

Proof of Theorem 5. Let $G$ be a directed graph of $\text{dtw}(G) \geq c \cdot a^d b^e \log^2(ab)$, where $c$ is a large constant, whose value will follow from the reasoning below. First, we invoke Lemma 7 with $\beta = 2^{37} a^2 b^3 \log(ab)$ and $\alpha = 8ab$ (here we assume that $c$ is sufficiently large so that the assumption is satisfied). We obtain a set of vertex-disjoint paths $P_1, \ldots, P_{8ab}$ and sets $A_i, B_i \subseteq V(P_i)$, where $A_i$ appears before $B_i$ on $P_i$, and $|A_i| = |B_i| = 2^{37} a^2 b^3 \log(ab)$, and the set $\bigcup_{i=1}^{8ab} A_i \cup B_i$ is well-linked. Denote by $L_{i,j}$ a linkage from $B_i$ to $A_j$. 

We split the $8ab$ paths $P_i$ into $a$ segments, each consisting of $8b$ paths. Formally, for every $i \in [a]$ we define $I_i = \{ j \mid 8(i-1)b < j \leq 8ib \}$.

Now we set $r = 64ab^2$ and create an auxiliary $r$-colored graph $H$, whose vertices will be paths of appropriately chosen linkages $L_{i,j}$. More specifically, for every $i \in [a]$, and every $i, j \in I_i$, we introduce a vertex for every path in $L_{i,j}$ and color it $(i, j)$. Two vertices of $H$ are adjacent if and only if their corresponding paths share a vertex in $G$. Note that for two linkages $L_{i,j}$ and $L_{i',j'}$, the graph $H[L_{i,j} \cup L_{i',j'}]$ is precisely the intersection graph $I(L_{i,j}, L_{i',j'})$.

We set $d := 2^{27}ab \log(ab)$ and consider two cases:

(i) for all $i, j, i', j'$, the graph $I(L_{i,j}, L_{i',j'})$ is $d$-degenerate.
(ii) there exist $i, j, i', j'$, for which the graph $I(L_{i,j}, L_{i',j'})$ is not $d$-degenerate.

An intuition behind case (i) is that for each subgraph of $H$ there is always a path (in $G$) such that it shares a vertex with at most $d$ paths from all used linkages back.

Case (i) We use Lemma 8 on $H$. Graph $H$ has $64ab^2$ color classes such that for each $(i, j) \neq (i', j')$ the graph $H[L_{i,j} \cup L_{i',j'}]$ is $d$-degenerate. Note that $|L_{i,j}| = 2^{27}a^2b^3 \log(ab) \geq 4e(r-1)d$ is sufficiently large to satisfy the last assumption of the lemma. We are given an independent set $x_1, \ldots, x_{64ab^2}$ that represents pairwise disjoint paths $L_{i,j}$ from $B_i$ to $A_j$ for all $i, j \in I_i$. We also recall that $A_i$ and $B_i$ lie on $P_i$ and all $P_i$’s are pairwise disjoint.

Let $G_i$ consist of all paths $P_i$ for $i \in I_i$ and $L_{i,j}$ for $i, j \in I_i$. By Lemma 9 for $k = 8b$ we obtain $\text{dtw}(G_i) \geq b$ while each vertex is in at most 2 such subgraphs. Indeed, each vertex can appear only once on some $P_i$ and once on some $L_{i,j}$.

Case (ii) The claim follows from Lemma 12. Since $|L| = 2^{27}a^2b^3 \log(ab)$ then $d = 2^{27}ab \log(ab) > 2^{19}ab \log(2^{27}a^2b^2 \log(ab))$. ▶

6 Conclusions

We have shown that if one relaxes the disjointness constraint to quarter-integral packing (i.e., every vertex used at most four times), then the Erdős-Pósa property in directed graphs admits a polynomial bound between the cycle packing number and the feedback vertex set number. A natural question would be to decrease the dependency further, even at the cost of higher congestion (but still a constant). More precisely, we pose the following question: Does there exist a constant $c$ and a polynomial $p$ such that for every integer $k$ if a directed graph $G$ does not contain a family of $k$ cycles such that every vertex of $G$ is in at most $c$ of the cycles, then the directed treewidth of $G$ is at most $kp(\log k)$?

One of the sources of polynomial blow-up in the proof of Theorem 5 is the quadratic blow-up in Lemma 7. Lemma 7 is a direct corollary of another result of [14] that asserts that a directed graph $G$ of directed treewidth $\Omega(k^2)$ contains a path $P$ and a set $A \subseteq V(P)$ that is well-linked and of size $k$. Is this quadratic blow-up necessary? Can we improve it, even at the cost of some constant congestion in the path $P$ (i.e., allow $P$ to visit every vertex a constant number of times)? We remark that the essence of the improvement from $O(k^{3\log^2 k})$ (obtained by setting $b = 2$ in Theorem 5) to $O(k^3)$ asserted by Theorem 4 is to avoid the usage of Lemma 7 and to replace it with a simple well-linkedness trick. However, this trick fails in the general setting of Theorem 5.
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