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Abstract
Approximation algorithms for constraint satisfaction problems (CSPs) are a central direction of study in theoretical computer science. In this work, we study classical product state approximation algorithms for a physically motivated quantum generalization of Max-Cut, known as the quantum Heisenberg model. This model is notoriously difficult to solve exactly, even on bipartite graphs, in stark contrast to the classical setting of Max-Cut. Here we show, for any interaction graph, how to classically and efficiently obtain approximation ratios 0.649 (anti-ferromagnetic XY model) and 0.498 (anti-ferromagnetic Heisenberg XYZ model). These are almost optimal; we show that the best possible ratios achievable by a product state for these models is 2/3 and 1/2, respectively.
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1 Introduction

The study of approximation algorithms for NP-complete problems is a central area of research in theoretical computer science (see, e.g., [20, 30]). Indeed, the field has seen breakthroughs such as the celebrated Goemans-Williamson [19] 0.878-approximation algorithm for Max-Cut, and the PCP theorem [4, 3], which yielded a general framework for showing hardness of approximation results. Here, an approximation algorithm $A$ with ratio $0 < r < 1$ is defined as follows: Given an instance II of a maximization problem with optimal value $OPT$, $A$ runs in polynomial time and outputs a value $\tilde{OPT}$ satisfying $rOPT \leq \tilde{OPT} \leq OPT$. Focal points
of study in approximation algorithms are Boolean constraint satisfaction problems (CSPs) such as Max-SAT and Max-Cut, in which one is roughly given a set of local constraints acting on \( k \in O(1) \) bits each (out of a total of \( n \) bits), and asked to compute the largest number of constraints which are simultaneously satisfiable.

In the quantum setting, CSPs are naturally generalized by the \( k \)-local Hamiltonian problem (\( k \)-LH) \([24]\). In the latter, one is given as input an exponentially large (in the number of qubits, \( n \)) Hermitian matrix \( H \) known as a local Hamiltonian, which has a succinct description in terms of local “quantum clauses.” The goal is to estimate the smallest eigenvalue of \( H \), \( \lambda_{\text{min}}(H) \), i.e. the ground state energy of \( H \). Slightly more formally, a \( k \)-local Hamiltonian \( H = \sum_{S \subseteq [n]} H_S \) acts on \( n \) qubits in total, with each local quantum “clause” \( H_S \) acting on a constant number \( k \) of qubits denoted by subset \( S \subseteq [n] \) with \( |S| = k \). (Thus, each \( H_S \) is a \( 2^k \times 2^k \) Hermitian matrix. Note that formally, \( H_S \) implicitly denotes operator \( I_{[n]\setminus S} \otimes H_S \); this ensures dimensions match in the sum over clauses.) Quantum CSPs in which the matrices \( H_S \) are diagonal correspond to classical CSPs.

The problem \( k \)-LH is not only physically motivated (it is the problem of estimating the energy of a quantum many-body system when cooled to near absolute zero), but also complexity theoretically – it was the first known QMA-complete problem \([24]\), where Quantum Merlin Arthur (QMA) is the quantum analogue of NP. As such, \( k \)-LH has been a central problem of study in the field of Quantum Hamiltonian Complexity (see, e.g. \([28, 18]\) for surveys), which (among other aims) uses tools from complexity theory to uncover the limits and structure of physical systems in nature. In recent years, this interdisciplinary research has led to a growing body of work on classical approximation algorithms for \( k \)-LH. It is this direction which we pursue in this paper.

1.1 Product state algorithms and previous work

We begin by reviewing previous work on approximation algorithms for \( k \)-LH.

Mean-field or product-state algorithms

All known classical approximation algorithms for \( k \)-LH fall under the category of mean-field or product-state algorithms. Here, the issue is that the optimal solution to a \( k \)-LH instance may be an exponentially large quantum state \( |\psi\rangle \in \mathbb{C}^{2^n} \) (which would be the ground state or eigenvector of \( H \) corresponding to its ground state energy, \( \lambda_{\text{min}}(H) \)). Any classical algorithm for approximating \( k \)-LH must hence presumably pick a reasonable succinctly representable class of quantum states to optimize over; the simplest such class is the set of \( n \)-qubit product states. A product state is the quantum analogue of a product distribution – the entire \( 2^n \)-dimensional vector \( |\psi\rangle \) is fully specified by locally giving an assignment \( |\psi_i\rangle \in \mathbb{C}^2 \) to each qubit \( i \), i.e. \( |\psi\rangle = |\psi_1\rangle \otimes \cdots \otimes |\psi_n\rangle \).

\( \triangleright \) Remark. It is crucial to note that even though product states are not entangled, they nevertheless generalize classical bit string assignments, and are thus NP-hard to optimize over in the worst case. Thus, even with this simplest ansatz of product states, approximating \( k \)-LH is highly non-trivial.

Previous work for QMA-complete models

We now outline the known approximation algorithms for \( k \)-LH, which are all mean-field algorithms. The first such work was due to Bansal, Bravyi, and Terhal \([5]\), who gave a classical polynomial-time approximation scheme (PTAS) for \( k \)-LH on bounded degree planar
Previous work for Hamiltonians of “intermediate” complexity

For completeness, we also note that Bravyi [8] and Bravyi and Gosset [11] showed fully polynomial randomized approximation schemes (FPRAS) for approximating the partition function\(^1\) of certain ferromagnetic models, such as the ferromagnetic transverse field Ising model (ferromagnetic TIM). In general, the TIM problem is StoqMA-complete, as shown by Bravyi and Hastings [10]. Here, MA $\subseteq$ StoqMA $\subseteq$ QMA, and it is generally believed that StoqMA is strictly smaller than QMA (the former is in the Polynomial-time Hierarchy, whereas the latter is believed not to be). Thus, such models may be thought of as being of “intermediate” complexity.

Brief note on the quantum PCP theorem

An advantage of any mean-field classical approximation algorithm for $k$-LH is that it yields negative progress on the central open question: Does a quantum PCP theorem\(^2\) hold [1, 2]? This is because such algorithms show that a classical (i.e. NP) witness suffices to attain certain approximation ratios for $k$-LH. Thus, unless $\text{NP} = \text{QMA}$ (which is believed highly unlikely), a quantum PCP theorem for $k$-LH with the same approximation ratios cannot hold.

1.2 Our results

We give classical approximation algorithms for a maximization version of the fundamental quantum Heisenberg model, which can be thought of as a family of Hamiltonians generalizing the NP-complete Max-Cut problem.

Maximization versus minimization

For clarity, we study the natural maximization variant of $k$-LH, in which one is given $H$ and asked to estimate its largest eigenvalue $\lambda_{\text{max}}(H)$. We study this variant for two reasons (see also [16]): First, in the minimization setting, if $\lambda_{\text{min}}(H) = 0$, the notion of an approximation

---

\(^1\) The ability to compute the partition function allows one in turn to solve $k$-LH.

\(^2\) Recently, the “entangled non-local games” version of the PCP theorem has been established under randomized reductions [26]. The “hardness of approximation” version involving approximating ground state energies of local Hamiltonians, however, which is relevant to this work, remains open.
ratio is not well-defined, and second, the maximization setting allows us to naturally align with classical approximation algorithms for CSPs such as Max-Cut. We remark that in the exact setting, computing $\lambda_{\min}(H)$ is equivalent in complexity to computing $\lambda_{\max}(H)$ since $\lambda_{\min}(H) = \lambda_{\max}(\overline{H})$ – thus, both maximization and minimization variants of $k$-LH are QMA-complete. More precisely, if $H$ is a Hamiltonian corresponding to an instance of the (anti-ferromagnetic) quantum Heisenberg model, then we approximate the instance $\lambda_{\max}(mI - H)$, where $m$ is the number of clauses. In terms of approximability, the complexity of both models need not coincide. An appropriate classical analogy is the relationship of the Ising problem on graphs, $\min_{z_\in \{-1,1\}} \sum_{ij \in E} z_i z_j$, for which an $O(\log n)$-approximation is the best known (see, e.g., [13]) and the Max-Cut problem, $\max_{z_\in \{-1,1\}} \sum_{ij \in E} (1 - z_i z_j)/2$, for which the Goemans-Williamson 0.878-approximation is known. These problems are equivalent from an exact optimization perspective. From an approximation perspective, the standard quantum Heisenberg model is a generalization of the Ising problem, while the problem we study is a generalization of Max-Cut (see Appendix A for details). We note that Bravyi et al.’s $O(\log n)$-approximation for traceless 2-local Hamiltonians [9] includes the standard quantum Heisenberg model as a special case.

The quantum Heisenberg model

The Heisenberg model is fundamental to the study of magnetism, and has received attention for at least almost a century now (e.g. the well-known Bethe ansatz of 1931 [6]). It is a family of 2-local Hamiltonians, defined in this paper as having constraints $H_{ij}$ acting on qubits $i$ and $j$ of the form (see Section 2 for formal definitions):

$$H_{ij} = I - \alpha X_i \otimes X_j - \beta Y_i \otimes Y_j - \gamma Z_i \otimes Z_j,$$

for Pauli matrices $X, Y, Z$, and where $X_i$ indicates $X$ acts on qubits $i$. (Recall we study maximization, i.e. estimating $\lambda_{\max}(H)$.) Three important well-known special cases of this model are: (1) the Max-Cut problem ($\alpha = \beta = 0, \gamma = 1$) (in Appendix A, we sketch why this case indeed captures Max-Cut), (2) the (anti-ferromagnetic) XY model ($\alpha = \beta = 1, \gamma = 0$), and (3) the (anti-ferromagnetic) Heisenberg model ($\alpha = \beta = \gamma = 1$), which we also refer to as the anti-ferromagnet. The latter, for example, is notoriously difficult to solve even on bipartite graphs, in contrast to Max-Cut. The only solutions for the anti-ferromagnet we are aware of is on the 1D chain [6] and on the complete graph (see, e.g., [14]). This notoriety is well-deserved – when non-negative polynomial-size weights are allowed on each constraint, both the XY model and anti-ferromagnet are QMA-hard [14, 29].

In this paper, we first show (Section 4) how to approximate the XY model and anti-ferromagnet almost optimally. The following is an informal statement (see Theorem 6 for a formal statement).

$\blacktriangleright$ **Theorem 1.** Let $\alpha, \beta, \gamma \in \{0,1\}$. Then, there exists a randomized, polynomial time classical algorithm for the quantum Heisenberg model which outputs a product state solution with ratio at least:

- 0.878 if $\alpha + \beta + \gamma = 1$ (equivalent to Max-Cut),
- 0.649 if $\alpha + \beta + \gamma = 2$ (equivalent to the XY model),
- 0.498 if $\alpha + \beta + \gamma = 3$ (anti-ferromagnet).

We then show in Corollary 5 that these ratios are almost optimal, in the sense that the best approximation ratios possible for a product state solution (whether efficiently attainable or not) to the XY model and anti-ferromagnet are at most 2/3 and 1/2, respectively. It
should be noted that, in contrast, the naive “random assignment” strategy (i.e. choose the maximally mixed state $I/2^n$ as the assignment) yields ratios of only $1/3$ and $1/4$ for the XY model and anti-ferromagnet, respectively.

Next, in Section 4.1 we give two ways in which our algorithm (or a variant of it) can be applied to a broader class of Hamiltonians:

- Section 4.1.1 shows how to relax the constraint that $\alpha, \beta, \gamma \in \{0, 1\}$. Specifically, we allow a different set of parameters $\alpha_{ij}, \beta_{ij}, \gamma_{ij} \in [-1, 1]$ for each edge $(i, j) \in E$. In return for this generality, the approximation ratios we obtain are slightly weaker.
- Section 4.1.2 uses a trick from entanglement theory [22, 23] to characterize the class of models which can be reduced to the Heisenberg model via application of local unitaries, and hence to which our algorithms apply.

1.3 Techniques

Our algorithms are based on semidefinite programming (SDP), and in particular use the first level of a non-commutative generalization of the Lasserre SDP hierarchy. Similar generalizations have been used previously in [7, 9]. Note that a key difference between our approach and the previous SDP-based works of [16, 7] is that the SDPs we derive are relaxations not just of the best attainable product state objective function value, but rather of the true optimal value $\lambda_{\text{max}}(H)$ itself. This is why the ratios we obtain in Theorem 6 can be close to optimal for a product state ansatz. We note that a simple modification of our SDP relaxation does give an upper bound on the NP-hard problem of finding the best product-state solution; our techniques can be used to yield classical approximation algorithms for this problem as well.

1.4 Open questions

Many questions in the study of approximability in the quantum setting remain open. For example, what are the best achievable approximation ratios classically for the Heisenberg model, and do hardness of approximation results based on the unique games conjecture yield tight bounds as they do for Max-Cut and related classical CSPs? Can tight ratios of $2/3$ and $1/2$ be obtained for the XY model and anti-ferromagnet, respectively? Are there constant-factor approximation algorithms for general $k$-LH (recall [9] give $O(\log n)$ approximations for traceless 2-local Hamiltonians)? How well can one approximate “intermediate” Hamiltonian models such as the anti-ferromagnetic TIM (recall [8, 11] approximate the ferromagnetic TIM)? Can one optimize approximately over more general ansatzes than mean-field/product states, such as tensor network states? Can quantum approximation algorithms provably outperform the best classical approximation algorithms? Finally, does a quantum PCP theorem (in the sense of “hardness of approximation for quantum CSPs”) hold? It is hoped that the current paper will act as a step towards resolutions for some of these problems.

1.5 Organization

In Section 2, we give definitions and preliminaries. Section 3 gives upper bounds on the power of the mean-field ansatz. Section 4 gives our approximation algorithms. Certain technical proofs are deferred to Appendix B. Some background in basic quantum information is assumed; see, for example, Nielsen and Chuang [27] for a standard reference.
2 Preliminaries

2.1 Notation

Let $[n] := \{1, \ldots, n\}$. The sets $\mathcal{H}(X)$ and $\mathcal{D}(X)$ denote the sets of Hermitian and density operators acting on complex Euclidean space $X$. For $A, B \in \mathcal{H}(X)$, we say $A \succeq B$ if $A - B$ is positive semidefinite, i.e. $A - B \succeq 0$. The spectral/operator norm of $A$ is denoted $\|A\|_\infty = \text{tr}(\sqrt{A^*A})$.

2.2 Physically motivated 2-local Hamiltonians

Let $G = (V,E)$ be a simple, undirected graph with $|V| = n$ and $|E| = m$. In this section, we study physically motivated 2-local Hamiltonians $H$ based on the quantum Heisenberg model, $H = \sum_{(i,j) \in E} w_{ij} H_{ij}$ for $H_{ij} = \alpha X_i X_j + \beta Y_i Y_j + \gamma Z_i Z_j$ (more accurately, since we are in the setting of maximization, we use local terms as given in Equation (1)), where we consider $\alpha, \beta, \gamma \in \{0, 1\}$ and $w_{ij} \geq 0$. This includes QMA-hard special cases such as the quantum Heisenberg anti-ferromagnet [14, 29]. Here, $X, Y, Z$ are the Pauli matrices

$$X = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix},$$

and $X_i, Y_i, Z_i$ refer to the Pauli matrices acting on the $i$th qubit (i.e., tensored with identity on all other qubits).

Specifically, we consider the equivalent (in the setting of exact computation) maximization variant where each local term is defined

$$H_{ij} = I - \alpha X_i X_j - \beta Y_i Y_j - \gamma Z_i Z_j,$$

and our goal is to estimate the largest eigenvalue of $H = \sum_{(i,j) \in E} w_{ij} H_{ij}$ with $w_{ij} \geq 0$. This variant is clearly still QMA-hard, and includes as a special case, for example, the canonical NP-complete problem Max-Cut, obtained up to scaling by a constant factor of $2$ by setting $\alpha = 0, \beta = 0, \gamma = 1$.

We now set definitions for the rest of this paper. Let $F_{\alpha, \beta, \gamma}$ denote the set of all $H$ with (non-negative weighted) constraints of the form of Equation (1), with parameters $\alpha, \beta, \gamma$ and on all interaction graphs $G$ (for all $n \geq 0$). For example, $F_{0,0,1}$ denotes the set of all possible Max-Cut instances with non-negative edge weights. In this paper, we refer to the family $F = \bigcup_{\alpha, \beta, \gamma \in \{0, 1\}} F_{\alpha, \beta, \gamma}$ as “the Heisenberg model”. Let $\text{SEP} = \text{conv}(\bigotimes_{i=1}^n \rho_i \mid \rho_i \in \mathcal{D}(\mathbb{C}^2))$ for $\text{conv}(S)$ the convex hull of set $S$, i.e. $\text{SEP}$ is the set of fully separable quantum states on $n$ qubits.

3 Upper bounds on product state ratios

As quantum states on $n$ qubits generally require exponential space to represent, a classical approximation algorithm for estimating ground state energies must generally optimize over a restricted class of quantum states, or an ansatz. Our ansatz in this section will be to optimize over $\text{SEP}$. To formalize this, we first define the notion of a product state ratio.

Product state ratio

Let $H \in \mathcal{H}((\mathbb{C}^2)^{\otimes n})$ be a Hermitian operator with largest eigenvalue $\text{OPT}(H) = \lambda_{\max}(H)$, and let

$$\text{OPT}_{\text{prod}}(H) := \max_{\rho \in \text{SEP}} \text{tr}(H\rho).$$
By convexity, the optimal $\rho$ here is a (pure) product state. The product state ratio is defined as $\OPT_{\text{prod}}(H)/\OPT(H)$. For the Heisenberg model in particular, for any fixed $\alpha, \beta, \gamma \in \{0, 1\}$, define

$$\Gamma_{\alpha, \beta, \gamma} = \min_{H \in F_{\alpha, \beta, \gamma}} \frac{\OPT_{\text{prod}}(H)}{\OPT(H)},$$

the worst-case product state ratio over all Hamiltonians in $F_{\alpha, \beta, \gamma}$.

By definition, $\Gamma_{\alpha, \beta, \gamma}$ yields an upper bound on the best approximation ratio achievable by any approximation algorithm using a product state ansatz. It is thus crucial to understand $\Gamma_{\alpha, \beta, \gamma}$, which we now do for the Heisenberg model. For this, we first give two lemmas which fully characterize the optimal product state ratio on a single (unit weight) edge. Note the characterization we give is more general than how we defined the Heisenberg model here, in that it applies for any $\alpha, \beta, \gamma \in \mathbb{R}$. (For clarity, the term proportional to the identity is omitted in Lemmas 2 and 3 below, but is accounted for in the subsequent statement of Corollary 4.) The proofs of both lemmas are deferred to Appendix B.

- **Lemma 2.** Let $H = \alpha X \otimes X + \beta Y \otimes Y + \gamma Z \otimes Z$ for $\alpha, \beta, \gamma \in \mathbb{R}$. Then $\OPT_{\text{prod}}(H) = \|(\alpha, \beta, \gamma)\|_\infty$.

- **Lemma 3.** Let $H = \alpha X \otimes X + \beta Y \otimes Y + \gamma Z \otimes Z$ for $\alpha, \beta, \gamma \in \mathbb{R}$. Then

$$\OPT(H) = \max(|\alpha - \beta| + |\gamma|, |\alpha + \beta| - |\gamma|).$$

The following corollary now follows essentially immediately by applying Lemmas 2 and 3 to a single unit weight edge of the form in Equation 1 (i.e. with an identity term).

- **Corollary 4.** For any $\alpha, \beta, \gamma \in \mathbb{R}$,

$$\Gamma_{\alpha, \beta, \gamma} \leq \frac{1 + \max(|\alpha|, |\beta|, |\gamma|)}{1 + \max(|\alpha - \beta| - |\gamma|, |\alpha + \beta| + |\gamma|)}.$$

**Proof.** Combine Lemmas 2 and 3 with the following additional observation: The values $\alpha, \beta, \gamma$, as defined for $F_{\alpha, \beta, \gamma}$, should be interpreted as $-\alpha, -\beta, -\gamma$ for Lemmas 2 and 3 due to how Equation 1 is stated. As a result, the positions of the $\gamma$ and $-\gamma$ terms are swapped in the result of Lemma 3.

We thus have the following for the special case of the Heisenberg model we consider here (i.e. $\alpha, \beta, \gamma \in \{0, 1\}$).

- **Corollary 5.** For any $\alpha, \beta, \gamma \in \{0, 1\}$, if:
  - $\alpha + \beta + \gamma = 1$, then $\Gamma_{\alpha, \beta, \gamma} = 1$.
  - $\alpha + \beta + \gamma = 2$, then $\Gamma_{\alpha, \beta, \gamma} \leq 2/3$.
  - $\alpha + \beta + \gamma = 3$, then $\Gamma_{\alpha, \beta, \gamma} \leq 1/2$.

**Proof.** When $\alpha, \beta, \gamma \in \{0, 1\}$, the bound of Corollary 4 simplifies to

$$\Gamma_{\alpha, \beta, \gamma} \leq \frac{2}{1 + \alpha + \beta + \gamma},$$

from which the upper bounds claimed follow. The matching lower bound for $\alpha + \beta + \gamma = 1$ is obtained since $H$ can be mapped via local Pauli gates to $H' \in F_{0,0,1}$, i.e. $H'$ is diagonal in the standard basis. Thus, product states are optimal in this case. For example, applying local Hadamard gates to each qubit maps any $H \in F_{1,0,0}$ to $H' \in F_{0,0,1}$. (A matching lower bound can also be obtained for $\alpha + \beta + \gamma = 3$ by observing that $H_{ij} \geq 0$, and using the general result that any local Hamiltonian $H'$ (not necessarily from the Heisenberg model) with positive semidefinite constraints satisfies $\OPT_{\text{prod}}(H')/\OPT(H') \geq 1/2$ [16]. However, unlike Theorem 6, the lower bound of [16] is not known to be efficiently achievable.)
4 Almost optimal product-state approximation algorithms

In Section 3, we gave upper bounds on $\Gamma_{\alpha,\beta,\gamma}$ for the Heisenberg model. In this section, we give almost matching algorithmic lower bounds on $\Gamma_{\alpha,\beta,\gamma}$ when $\alpha + \beta + \gamma \in \{2, 3\}$ (recall $\alpha + \beta + \gamma = 1$ is equivalent to Max-Cut, and so $\Gamma_{1,1,1} = 1$). Specifically, we give an approximation algorithm which is almost optimal in the following sense: Given $H \in F_{\alpha,\beta,\gamma}$, it outputs a product state $\rho_{\text{prod}}$ with approximation ratio at least 0.649 and 0.498 when $\alpha + \beta + \gamma$ equals 2 and 3, respectively, which by Corollary 5 almost matches the best possible mean-field ratios of 2/3 and 1/2, respectively.

**Theorem 6.** Let $H \in F_{\alpha,\beta,\gamma}$ for $\alpha, \beta, \gamma \in \{0, 1\}$. There exists a randomized, polynomial-time algorithm which obtains approximation ratios at least 0.878, 0.649 or 0.498, when $\alpha + \beta + \gamma = 1, 2$ or 3, respectively.

**Proof.** Suppose $H$ has interaction graph $G = (V, E)$ for $|V| = n$ and edge weights $w_{ij} \geq 0$ for $(i, j) \in E$. We first define a semidefinite programming (SDP) relaxation of $\text{OPT}(H)$ via the first level of the Lasserre hierarchy (see, e.g., [7] for a similar exposition for the setting of low threshold rank graphs). We then show that applying a generalization of the Goemans-Williamson (GW) [19, 12] rounding scheme yields the desired result.

**The SDP.** Each solution of the SDP relaxation will be a “moment matrix” $M \in \mathbb{R}^{3n \times 3n}$, whose rows (resp., columns) are indexed by 2-tuples $(i, k) \in [n] \times [3]$ (resp., $(j, l) \in [n] \times [3]$) such that ideally, $i,j$ denote qubits, and $k, \ell$ a choice of Pauli matrix from sequence $(\sigma_1, \sigma_2, \sigma_3) = (X, Y, Z)$. Under this interpretation, an ideal solution $M$ corresponds to a density matrix $\rho \in \mathcal{D}((\mathbb{C}^2)^\otimes n)$, such that

$$M(ik, j\ell) = \text{tr}(\rho \sigma_k^i \sigma_l^j),$$  \hspace{1cm} (2)

where $\sigma_k^i$ corresponds to Pauli operator $\sigma_k$ applied to qubit $i$, i.e. implicitly we have $\sigma_k^0 \otimes I_{[n] \setminus \{i\}}$.

Let us remark about the assumption that $M$ is real. Note that for an ideal solution (i.e. as in Equation (2)), $M$ is Hermitian. Indeed, for $i \neq j$, $M(ik, j\ell) = M(j\ell, ik)$ in $\mathbb{R}$, since the Pauli terms act on different qubits and hence commute. (A similar argument holds for $i = j$ and $k = \ell$.) If, however, $i = j$ and $k \neq \ell$, then since the Pauli matrices anti-commute, we have $M(ik, j\ell) = -M(j\ell, ik)$, and indeed $M(ik, j\ell)$, $M(j\ell, ik) \in \mathbb{C} \setminus \mathbb{R}$ (since, e.g., $XY = iZ$), implying $M(ik, j\ell)^* = M(j\ell, ik)$ (thus $M$ is Hermitian; here, $^*$ denotes complex conjugate).

Note, however, that the case of $i = j$ and $k \neq \ell$ corresponds to linear local terms, i.e. those of the form $\sigma_k^i$, and these are the only non-real entries of $M$. Since our objective function involves only quadratic local terms (i.e. $\sigma_k^i \sigma_l^j$ for $i \neq j$), we can hence eliminate entries of $M$ with $i = j$ and $k \neq \ell$ by replacing $M$ with moment matrix $M' = (M + M^*)/2$, which is real and matches $M$ on all entries with $i \neq j$ (as well as on $i = j$ and $k = \ell$). The real symmetric matrix $M'$ is positive semidefinite if the Hermitian $M$ is, and $M'$ results in an equal objective value to that of $M$, hence the restriction to real moment matrices is without loss of generality.

We have thus far described the ideal solutions, $M$. Next, we add constraints to the SDP to help enforce this ideal interpretation of $M$:

1. For all $i \in [n], k \in [3]$, set $M(ik, ik) = 1$, since ideally $M(ik, ik) = \text{tr}(\rho \sigma_k^0) = \text{tr}(\rho) = 1$.
2. For all $i \in [n], k \neq \ell \in [3]$, set $M(ik, il) = -M(il, ik)$, since distinct Pauli matrices anti-commute.
3. Set $M \geq 0$. This is since, ideally, for all $s \in \mathbb{R}^{3n}$, we have
\[
\begin{align*}
    s^T Ms &= \sum_{ikl} s_{ik}s_{jl} M(ik, jl) = \text{tr} \left( \rho \left( \sum_{ik} s_{ik} \sigma_k^i \right) \left( \sum_{jl} s_{jl} \sigma_l^j \right) \right) = \text{tr}(\rho S^2) \geq 0, \\
\end{align*}
\]
where $S := \sum_{ik} s_{ik} \sigma_k^i$, and since $\rho, S^2 \geq 0$.

Finally, the relaxed objective function is obtained by replacing each term $\text{tr}(\rho \sigma_k^i \sigma_l^j)$ with $M(ik, jl)$. For example, the relaxed objective function for $F_{1,1,1}$ becomes $\sum_{(i,j) \in E} w_{ij}(1 - M(i_1, j_1) - M(i_2, j_2) - M(i_3, j_3))$.

Let us remark that our formulation is essentially the first level $s = 1$ of the Lasserre SDP hierarchy. Higher levels $s > 1$ are obtained by considering $s$-local terms for the moment matrices, i.e. $M(i_1k_1, \ldots, i_sk_s) = \text{tr}(\rho \sigma_{k_1}^{i_1} \cdots \sigma_{k_s}^{i_s})$.

**Rounding solutions to the SDP.** Given any solution $M$ to the SDP, we take the Cholesky decomposition of $M$ to obtain a set of vectors $v_{ik} \in \mathbb{R}^{3n}$ for $i \in [n]$ and $k \in [3]$, such that $M(ik, jl) = v_{ik}^T v_{jl}$. Since $M(ik, ik) = 1$, each $v_{ik}$ is a unit vector. Now, our aim is to round $M$ to a product state solution $\rho_{\text{prod}} = \rho_1 \otimes \cdots \otimes \rho_n$ on $n$ qubits. Thus, writing $\rho_i$ in terms of its Bloch vector $\rho_i = (I + r_{i1}X + r_{i2}Y + r_{i3}Z)/2$ each $v_{ik}$ should be thought of as a 3n-dimensional relaxation of $r_{ik} \in \mathbb{R}$. For any $v \in \mathbb{R}^p$, $w \in \mathbb{R}^q$, define operation
\[
    v \circ w = \begin{cases} 
        0 & \text{if } v = 0 \text{ and } w = 0 \\
        v & \text{if } v \neq 0 \text{ and } w = 0 \\
        w & \text{if } w \neq 0 \text{ and } v = 0 \\
        (v^T, w^T)^T & \text{otherwise},
    \end{cases}
\]
where $(v^T, w^T)^T \in \mathbb{R}^{p+q}$ denotes the concatenation of $v$ and $w$. Recalling that $H \in F_{\alpha,\beta,\gamma}$ for $\alpha, \beta, \gamma \in \{0, 1\}$, we now set
\[
    u_i := (\alpha v_{i1}) \circ (\beta v_{i2}) \circ (\gamma v_{i3}) \in \mathbb{R}^{(\alpha+\beta+\gamma)3n}.
\]
This yields first that $w_{ij}(1 - u_i^T u_j)$ equals the term in the relaxed SDP objective function for $H$ corresponding to edge $(i, j) \in E$. For example, if $H \in F_{1,1,0}$ (i.e. the local terms are $w_{ij}(I - X_iX_j - Y_iY_j)$), then $u_i \in \mathbb{R}^{3n}$ and for edge $(i, j) \in E$ we have $M(i1, j1) + M(i2, j2) = u_i^T u_j$. Second, we have $\|u_i\|_2 = \sqrt{\alpha + \beta + \gamma}$.

To obtain the desired claim, define now $x_i = u_i/\|u_i\|_2$. We use a generalization of the Goemans-Williamson (GW) [19] rounding procedure due to Briët, de Oliveira Filho and Vallentin [12]. Specifically, we randomly round each $x_i \in \mathbb{R}^{(\alpha+\beta+\gamma)3n}$ to a Bloch vector $y_i \in \mathbb{R}^{\alpha+\beta+\gamma}$ as follows. Let $R$ be a random $(\alpha + \beta + \gamma) \times (\alpha + \beta + \gamma)3n$ matrix, each of whose entries is chosen independently from a standard normal distribution with mean 0 and variance 1. Then, for each $i$, set
\[
y_i = Rx_i/\|Rx_i\|_2 \in \mathbb{R}^{\alpha+\beta+\gamma}.
\]
We map this to a (pure) single-qubit state $\rho_i$ as follows. Let $I(k)$ be the index in sequence $(\alpha, \beta, \gamma)$ of the $k$th non-zero entry (if it exists), for $k \in \{1, 2, 3\}$. Then, set the $I(k)$th Bloch vector entry of $\rho_i$ to $y_i$. For example, if $\alpha = \beta = \gamma = 1$, this yields $\rho_i = (I + y_{i1}X + y_{i2}Y + y_{i3}Z)/2$, if $\alpha = \beta = 1$ and $\gamma = 0$, this yields $\rho_i = (I + y_{i1}X + y_{i2}Y)/2$, and if $\alpha = \beta = 0$ and $\gamma = 1$, this yields $\rho_i = (I + y_{i1}Z)/2$ (note the subscript 1 in $y_{i1}$). For ease of exposition, henceforth we refer to the Bloch vector for $\rho_i$ as $r_i = (r_{i1}, r_{i2}, r_{i3})$, where the entries of $r_i$ which are not set in the rounding scheme above being implicitly set to 0. For example, $r_1 = (y_{i1}, y_{i2}, y_{i3})$, $r_1 = (y_{i1}, y_{i2}, 0)$, and $r_1 = (0, 0, y_{i1})$, respectively, in the examples above.
Approximation ratio. To analyze the approximation ratio obtained, note that for edge $(i, j) \in E$, we have

$$w_{ij} \operatorname{tr}(H_{ij}\rho_{prod}) = \frac{w_{ij}}{4} \operatorname{tr}(H_{ij}(I + r_{i,1}X_i + r_{i,2}Y_i + r_{i,3}Z_i)(I + r_{j,1}X_j + r_{j,2}Y_j + r_{j,3}Z_j))$$

$$= \frac{w_{ij}}{4} \operatorname{tr}((I - \alpha X_i X_j - \beta Y_i Y_j - \gamma Z_i Z_j) \cdot (I + r_{i,1}X_i + r_{i,2}Y_i + r_{i,3}Z_i)(I + r_{j,1}X_j + r_{j,2}Y_j + r_{j,3}Z_j))$$

$$= w_{ij}(1 - \alpha r_{i,1}r_{j,1} - \beta r_{i,2}r_{j,2} - \gamma r_{i,3}r_{j,3})$$

$$= w_{ij}(1 - y_{ij}^T y_{ij}) .$$

On the other hand, recall the SDP obtains value $w_{ij}(1 - u_i^T u_j)$ on edge $(i, j) \in E$. For brevity, let $F[r, u_i^T v]$ denote the right hand side of Equation 12 (Lemma 10 in Appendix C). A direct application of Lemma 10 yields $\mathbb{E}[y_{ij}^T y_{ij}] = F[\alpha + \beta + \gamma, x_i^T x_j]$. Then, by linearity of expectation, the expected approximation ratio is given by the expected ratio attained on each edge, which is

$$\frac{1 - \mathbb{E}[y_{ij}^T y_{ij}]}{1 - u_i^T u_j} = \frac{1 - F[\alpha + \beta + \gamma, x_i^T x_j]}{1 - u_i^T u_j} = \frac{1 - F[\alpha + \beta + \gamma, t]}{1 - (\alpha + \beta + \gamma)t} ,$$

where we defined $t = x_i^T x_j$ (note the value of $F$ only depends on $t$; see Appendix C). Numerically evaluating via Mathematica (see Appendix C for Mathematica code)

$$\min_{t \in [-1,1/(\alpha + \beta + \gamma)]} \frac{1 - F[t]}{1 - (\alpha + \beta + \gamma)t} ,$$

we obtain ratios of 0.878 (for $\alpha + \beta + \gamma = 1$), 0.649 (for $\alpha + \beta + \gamma = 2$), and 0.498 (for $\alpha + \beta + \gamma = 3$), respectively. Note we minimize over $t \in [-1,1/(\alpha + \beta + \gamma)]$, since for $t \in [1/(\alpha + \beta + \gamma), 1]$ the ratio can only be negative (the denominator is negative, and the numerator is in range $[0,2]$). This completes the proof.

4.1 Generalizations beyond the Heisenberg model

We defined the Heisenberg model $F_{\alpha,\beta,\gamma}$ in Section 2 as having all constraints identical with some fixed $(\alpha, \beta, \gamma) \in \{0,1\}^3$. We now show how to extend the algorithm to two more general settings: The first will allow different choices of $\alpha_{ij}, \beta_{ij}, \gamma_{ij} \in [1, -1]$ on each edge (note the use of $[1, -1]$ instead of $\{0,1\}$), and the second will require that all constraints remain identical but in exchange allows new interaction terms beyond $XX, YY, ZZ$.

4.1.1 Approximating Heisenberg models with varying Pauli weights

The approximation algorithm developed in the previous section made critical use of the fact that $\alpha, \beta, \gamma \in \{0,1\}$ for our Heisenberg model $F_{\alpha,\beta,\gamma}$. Here, we generalize by allowing two relaxations, captured below in the form of constraints now allowed:

$$H_{ij} = w_{ij}(I - \alpha_{ij}X_i X_j - \beta_{ij}Y_i Y_j - \gamma_{ij}Z_i Z_j),$$

where $\alpha_{ij}, \beta_{ij}, \gamma_{ij} \in [-1,1]$. The two relaxations to note are (1) $\alpha_{ij}, \beta_{ij}, \gamma_{ij} \in [-1,1]$ instead of in $\{0,1\}$, and (2) each edge $(i, j) \in E$ may have a different choice of $\alpha_{ij}, \beta_{ij}, \gamma_{ij}$ In this setting, we shall use the same relaxation as Section 4, but utilize another rounding strategy. In exchange for the added generality, the approximation ratios obtained are slightly weaker than those of Section 4.
In the theorem below, for brevity we call the sets \( \{ \alpha_{ij} \} \), \( \{ \beta_{ij} \} \), \( \{ \gamma_{ij} \} \) parameter families. We say a parameter family is non-zero if at least one parameter in the family is non-zero, e.g. there exists \((i,j) \in E\) such that \( \alpha_{ij} \neq 0 \) for family \( \{ \alpha_{ij} \} \).

**Theorem 7.** Let \( H = \sum_{(i,j) \in E} H_{ij} \) be a 2-local Hamiltonian on qubits with constraints

\[
H_{ij} = w_{ij}(I - \alpha_{ij} X_i X_j - \beta_{ij} Y_i Y_j - \gamma_{ij} Z_i Z_j),
\]

where \( \alpha_{ij}, \beta_{ij}, \gamma_{ij} \in [-1,1] \) and \( w_{ij} \in \mathbb{R}^+ \). There exists a randomized, polynomial-time algorithm which obtains approximation ratio at least 0.878 (if precisely one parameter family is non-zero), 0.609 (if precisely two parameter families are non-zero), and 0.462 (if all three parameter families are non-zero).

**Proof.** We begin by mapping \( H \) to a “canonical” form.

**Setup in “canonical” form.** For now, assume \( \alpha_{ij}, \beta_{ij}, \gamma_{ij} \neq 0 \) (later we will get improved ratios when some of these values are 0 for every \((i,j) \in E\)). Our first observation is that we may assume \( \alpha_{ij}, \beta_{ij}, \gamma_{ij} \in \{-1,1\} \). This is because any vector \((\alpha_{ij}, \beta_{ij}, \gamma_{ij}) \in [-1,1]^3\) is a convex combination of vectors with coordinates in \([-1,+1]\) (i.e. the former lies in the convex hull of discrete points \((x,y,z) \in \{-1,1\}^3\)). Thus any \( H_{ij} \) of the above form may be expressed as convex combination,

\[
H_{ij} = \sum_{k=1}^{4} w_{ij} \lambda_k (I - \alpha_{ij,k} X_i X_j - \beta_{ij,k} Y_i Y_j - \gamma_{ij,k} Z_i Z_j),
\]

with \( \alpha_{ij,k}, \beta_{ij,k}, \gamma_{ij,k} \in \{-1,1\} \), and \( \lambda_k \geq 0 \) with \( \sum_{k=1}^{4} \lambda_k = 1 \). Notes: (1) Since we allow multiple edges between \( i \) and \( j \), we may include an edge for each term of the convex combination. (2) That we require at most 4 terms \( \lambda_k \) follows from Carathéodory’s theorem, which says that a point in \( \mathbb{R}^d \) in the convex hull of some set \( P \) requires at most \( d + 1 \) points of \( P \) to express as a convex combination. (3) Our approximation ratio analysis below will again be via expectation per edge, which by linearity of expectation yields that no loss in approximation is incurred by writing our constraints as in Equation (4).

**Rounding algorithm.** We employ the same moment SDP relaxation as in Section 4, and continue to use the terminology therein. Consider the vectors \( v_{i1}, v_{i2}, v_{i3} \in \mathbb{R}^m \) corresponding to an optimal solution of the SDP relaxation. The objective value of the relaxation is \( w_{\text{SDP}} := \sum_{(i,j) \in E} w_{ij}(1 - \alpha_{ij} v_{i1}^T v_{j1} - \beta_{ij} v_{i2}^T v_{j2} - \gamma_{ij} v_{i3}^T v_{j3}) \). Now suppose, without loss of generality (any other ordering is handled analogously):

\[
- \sum_{(i,j) \in E} w_{ij} \gamma_{ij} v_{i3}^T v_{j3} \geq - \sum_{(i,j) \in E} w_{ij} \beta_{ij} v_{i2}^T v_{j2} \geq - \sum_{(i,j) \in E} w_{ij} \alpha_{ij} v_{i1}^T v_{j1},
\]

so that

\[
\sum_{(i,j) \in E} w_{ij}(1 - 3 \gamma_{ij} v_{i3}^T v_{j3}) \geq w_{\text{SDP}}.
\]

Recall that the \( v_{i3} \) are unit vectors (since our SDP had constraint \( M(ik,ik) = 1 \) for all \( i,k \)). Hence, we may view the \( v_{i3} \) as a feasible solution for the Max-Cut SDP relaxation of Goemans and Williamson and consequently, use the same rounding algorithm [19]:
1. Select a random vector \( r \in \mathbb{R}^{3n} \) with each entry independently and normally distributed with mean 0 and variance 1.
2. Let \( r_i = r^T v_{ij} / |r^T v_{ij}| \in \{-1, 1\} \).
3. Output the product state, \( \prod_i \frac{1}{2}(I + r_i Z_i) \).

Note that since the assignment above is diagonal in the Z basis (i.e. a standard basis state), it lies in the null space of each \( XX \) and \( YY \) term of our Hamiltonian. Consequently, our expected objective value for this assignment on our Hamiltonian is

\[
\text{w}_{\text{EXP}} := \sum_{(i,j) \in E} E[w_{ij}(1 - \gamma_{ij} r_i r_j)] = \sum_{(i,j) \in E} w_{ij}(1 - \gamma_{ij} 2 \arcsin(v_{ij}^T v_{ij})/\pi),
\]

where the second equality follows by (1) linearity of expectation and (2) the standard analysis of the Goemans-Williamson algorithm [19], which states that \( E[r_i r_j] = 2 \arcsin(v_{ij}^T v_{ij})/\pi \).

**Approximation ratio.** We conclude by bounding the expected approximation ratio, \( \text{w}_{\text{EXP}}/\text{w}_{\text{SDP}} \).

As for the analysis of the algorithm from the previous section, we need only consider the worst-case behavior on any edge. Using (5), this is:

\[
\min_{\gamma \in \{-1, 1\}, t \in [-1, 1]: 3\gamma t < 1} \frac{1 - \gamma 2 \arcsin(t)/\pi}{1 - 3\gamma t},
\]

where \( \gamma \) represents \( \gamma_{ij} \), and \( t \) represents \( v_{ij}^T v_{ij} \). Numerically, this yields a ratio of 0.462. A similar analysis produces an approximation ratio of 0.609 for the case when either \( \alpha_{ij} = 0 \) for all \( (i,j) \in E \), \( \beta_{ij} = 0 \) for all \( (i,j) \in E \), or \( \gamma_{ij} = 0 \) for all \( (i,j) \in E \). We recover the Goemans-Williamson 0.878-approximation in the case when two of these parameters are 0 for all \( (i,j) \in E \).

### 4.1.2 Reductions via local unitaries

We now generalize the algorithm of Section 4 in a different manner. Specifically, using a standard trick from entanglement theory (used also in [14] in a somewhat different manner), we may give an approximation-preserving reduction to the Heisenberg model in certain cases. Namely, recall that any two-qubit Hermitian operator \( H_{ij} \) can be expanded in the Pauli basis as follows (sometimes known as the Fano form [15]), given by:

\[
H_{ij} = \kappa I + \sum_{a=1}^{3} \sum_{b=1}^{3} M_{ab} \sigma_a \otimes \sigma_b + \sum_{a=1}^{3} r_a \sigma_a \otimes I + \sum_{b=1}^{3} s_b I \otimes \sigma_b,
\]

where \( \kappa, M_{ab}, r_a, s_b \in \mathbb{R} \). The \( 3 \times 3 \) real matrix \( M \), which has no particular structure in general (for example, it need not be diagonalizable), is called the correlation matrix in entanglement theory.

**Theorem 8.** Let \( H \) be a 2-local Hamiltonian on \( n \) qubits, and with directed interaction graph \( G = (V,E) \), where \( H = \sum_{(i,j) \in E} w_{ij} H_{ij} \) for non-negative real weights \( w_{ij} \). Assume

1. all \( H_{ij} \) are identical with \( \kappa = r_1 = r_2 = r_3 = s_1 = s_2 = s_3 = 0 \), and
2. the correlation matrix \( M \) of \( H_{ij} \) is an orthogonal projection (i.e. \( M \) is symmetric with \( M^2 = M \)).

Then, there exists a randomized, polynomial-time algorithm which obtains approximation ratios at least 0.878, 0.649 or 0.498, when the rank of \( M \) equals 1, 2 or 3, respectively. Conversely, the best possible product-state ratio (not necessarily efficiently attainable) in each case is 1, 2/3, and 1/2, respectively.
Proof. We use the approach of [22, 23] of simulating orthogonal rotations on $M$ via local unitary operations on $H_{ij}$. Namely, due to the surjective homomorphism from $SU(2)$ to $SO(3)$, if one wishes to map $M$ to $O_1MO_2^T$ for orthogonal matrices $O_1$ and $O_2$, there exist single-qubit unitaries $U$ and $V$ such that $U_i \otimes V_j H_{ij} U_i^\dagger \otimes V_j^\dagger$ has correlation matrix $O_1MO_2^T$. Since $M$ is symmetric, it is diagonalizable by an orthogonal matrix $O \in \mathbb{R}^{3 \times 3}$ (Corollary 2.5.14 of [21]). Thus, there exists a single-qubit unitary $U$ such that $U_i \otimes U_j H_{ij} U_i^\dagger \otimes U_j^\dagger$ has a diagonal correlation matrix with eigenvalues from set $\{0, 1\}$. Since all constraints $H_{ij}$ are identical, it follows that $U^\otimes n H(U^\dagger)^{\otimes n}$ is a Hamiltonian in family $F_{\alpha, \beta, \gamma}$ for some $\alpha, \beta, \gamma \in \{0, 1\}$. The algorithm of Theorem 6 now yields the claimed lower bound on approximation. The claimed upper bound on approximation follows from Corollary 5. In both cases, we are leveraging the fact that our reduction applies only single-qubit unitary operations, and hence perfectly preserves approximation ratios attained by product states.

Note that Theorem 8 uses the algorithm of Section 4. If we are willing to obtain slightly worse approximation ratios, we can relax the second requirement of Theorem 8 by instead applying the algorithm of Section 4.1.1.

\textbf{Theorem 9.} Let $H$ be a 2-local Hamiltonian on $n$ qubits, and with directed interaction graph $G = (V, E)$, where $H = \sum_{(i,j) \in E} w_{ij} H_{ij}$ for non-negative real weights $w_{ij}$. Assume 1. all $H_{ij}$ are identical with $\kappa = r_1 = r_2 = r_3 = s_1 = s_2 = s_3 = 0$, and 2. the correlation matrix $M$ of $H_{ij}$ is symmetric.

Then, there exists a randomized, polynomial-time algorithm which obtains approximation ratios at least 0.878, 0.609 or 0.462, when the rank of $M$ equals 1, 2 or 3, respectively. Conversely, the best possible product-state ratio (not necessarily efficiently attainable) in each case is 1, 2/3, and 1/2, respectively.

The proof is identical to that of Theorem 8, except we using the rounding algorithm of Section 4.1.1 instead; we hence omit the proof.
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**A  Max Cut as a special case of the Heisenberg model**

We briefly sketch why local constraints $H_{ij} = I - Z_i \otimes Z_j$ in the Heisenberg model yield the NP-complete problem Max Cut. Namely, the Pauli $Z$ operator

$$Z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

is diagonal in the standard basis with eigenvalues $1$ for eigenvector $|0\rangle$ and $-1$ for eigenvector $|1\rangle$. It follows that $Z \otimes Z$ also diagonalizes in the standard basis, with eigenvectors $|00\rangle$ and $|11\rangle$ attaining eigenvalue $1$ and $|01\rangle$ and $|10\rangle$ attaining eigenvalue $-1$. As a result, operator $I - Z_i \otimes Z_j$ has eigenvalues $0$ (with eigenspace spanned by $|00\rangle$ and $|11\rangle$) and $2$ (with eigenspace spanned by $|01\rangle$ and $|10\rangle$). But this means that on each edge $(i,j) \in E$,

$$
\langle 00 | (I - Z_i \otimes Z_j) | 00 \rangle = \langle 11 | (I - Z_i \otimes Z_j) | 11 \rangle = 0, \quad \text{and} \\
\langle 01 | (I - Z_i \otimes Z_j) | 01 \rangle = \langle 10 | (I - Z_i \otimes Z_j) | 10 \rangle = 2.
$$

In other words, if neighboring qubits are set to opposing standard basis states (e.g. $|01\rangle$), then we obtain value $2$ from an edge, and if the qubits are set to identical standard basis states (e.g. $|00\rangle$), we obtain value $0$ from this edge. Finally, since all local terms are diagonal in the standard basis, the entire Hamiltonian $H = \sum_{(i,j) \in E} H_{ij}$ will also be diagonal in the standard basis. The largest eigenvalue of $H$ will hence be the sum of the values obtained on each edge by the best standard basis state, which will correspond to a maximum cut in the graph. The actual largest eigenvalue will equal twice the maximum cut on the underlying graph (since we obtain value $2$ on each cut edge, rather than $1$ as for the standard Max Cut problem).

**B  Proofs for Section 2**

**Proof of Lemma 2.** Observe that for standard basis vectors $|i\rangle, |j\rangle, |k\rangle, |l\rangle \in \mathbb{C}^2$, we have

$$
\langle ij | X \otimes X | kl \rangle = (i \oplus k)(j \oplus l), \\
\langle ij | Y \otimes Y | kl \rangle = (-1)^{\delta_{ik}} (i \oplus k)(j \oplus l), \\
\langle ij | Z \otimes Z | kl \rangle = (-1)^{k \oplus l} \delta_{ik} \delta_{jl},
$$

where $\delta_{ij}$ is the usual Kronecker delta. Denoting an arbitrary product state as $|\psi\rangle = ac|00\rangle + bd|01\rangle + be|10\rangle + db|11\rangle$ for $|a|^2 + |b|^2 = |c|^2 + |d|^2 = 1$, we have

$$
\langle \psi | H | \psi \rangle = \alpha (a^* c^* bd + abc^* d^* + a^* d^* bc + adb^* c^*) + \\
\beta (-a^* c^* bd - abc^* d^* + a^* d^* bc + adb^* c^*) + \\
\gamma (|a|^2 |c|^2 + |b|^2 |d|^2 - |a|^2 |d|^2 - |b|^2 |c|^2) \\
= 2 \text{Re} [abc^* d^*] (\alpha - \beta) + 2 \text{Re} [adb^* c^*] (\alpha + \beta) + \\
\gamma (|a|^2 |c|^2 + |b|^2 |d|^2 - |a|^2 |d|^2 - |b|^2 |c|^2) \\
\leq 2 |a| |b| |c| |d| (|a| + |\beta| + |\alpha - \beta|) + \\
|\gamma| (|a|^2 - |b|^2)(|c|^2 - |d|^2),
$$

where the last inequality follows from the triangle inequality. Let us simplify the notation above by assuming without loss of generality $a, b, c, d \in \mathbb{R}^+$. We may also assume without loss of generality that $a \geq b$ and $c \geq d$ (since this maximizes the upper bound). Thus:

$$
\langle \psi | H | \psi \rangle \leq 2abcd(|a + \beta| + |\alpha - \beta|) + |\gamma| (a^2 - b^2)(c^2 - d^2).
$$
Note now for any \( \alpha, \beta \in \mathbb{R} \), \( |\alpha + \beta| + |\alpha - \beta| = ||\alpha| + |\beta|| + ||\alpha| - |\beta|| \). Assume first \( |\alpha| \geq |\beta| \). Then
\[
\langle \psi \mid H \mid \psi \rangle \leq 4abcd|\alpha| + |\gamma|(a^2 - b^2)(c^2 - d^2).
\] (11)
Let \( p = 4abcd \) and \( q = (a^2 - b^2)(c^2 - d^2) \). Note \( p, q \geq 0 \). Also, we claim \( p + q \leq 1 \); this will imply \( \langle \psi \mid H \mid \psi \rangle \leq \max(|\alpha|, |\gamma|) \). To see this claim, note
\[
p + q = (ac + bd)^2 - (ad - bc)^2 \leq (ac + bd)^2 \leq 1,
\]
where the last inequality follows from the Cauchy-Schwarz inequality. The case of \( |\beta| \geq |\alpha| \) follows analogously with \( |\alpha| \) in Equation (11) replaced with \( |\beta| \). We hence have \( \langle \psi \mid H \mid \psi \rangle \leq \max(|\alpha|, |\beta|, |\gamma|) = ||(\alpha, |\beta|, |\gamma|)||_{\infty} \).

We now show matching lower bounds, i.e. that \( |\alpha|, |\beta|, \) and \( |\gamma| \) are attainable. Returning to Equation (10):
- For \( |\alpha| \): If \( \alpha \geq 0 \), set \( a = b = c = d = 1/\sqrt{2}, \) and if \( \alpha < 0 \), set \( a = b = c = 1/\sqrt{2} \) and \( d = -1/\sqrt{2} \).
- For \( |\beta| \): If \( \beta \geq 0 \), set \( a = i/\sqrt{2}, c = i/\sqrt{2}, b = d = 1/\sqrt{2}, \) and if \( \beta < 0 \), set \( a = -i/\sqrt{2}, c = i/\sqrt{2}, b = d = 1/\sqrt{2} \).
- For \( |\gamma| \): If \( \gamma \geq 0 \), set \( a = c = 1 \) and \( b = d = 0 \). And of \( \gamma < 0 \), set \( a = d = 1, b = c = 0 \).

**Proof of Lemma 3.** Denoting an arbitrary two-qubit state as \( |\psi\rangle = a|00\rangle + b|01\rangle + c|10\rangle + d|11\rangle \) for \( |a|^2 + |b|^2 = |c|^2 + |d|^2 = 1 \), we have via Equations (7)-(9) that
\[
\begin{align*}
\langle \psi \mid X \otimes X \mid \psi \rangle &= a^*d + ad^* + b^*c + bc^*, \\
\langle \psi \mid Y \otimes Y \mid \psi \rangle &= -a^*d - ad^* + b^*c + bc^*, \\
\langle \psi \mid Z \otimes Z \mid \psi \rangle &= |a|^2 - |b|^2 - |c|^2 + |d|^2.
\end{align*}
\]
Thus, \( \langle \psi \mid H \mid \psi \rangle \) equals
\[
\begin{align*}
\alpha(2 \text{Re}(ad^*) + 2 \text{Re}(bc^*)) + \beta(-2 \text{Re}(ad^*) + 2 \text{Re}(bc^*)) + \gamma(|a|^2 + |d|^2 - |b|^2 - |c|^2) & \\
= 2 \text{Re}[ad^*](\alpha - \beta) + 2 \text{Re}[bc^*](\alpha + \beta) + (|a|^2 + |d|^2 - |b|^2 - |c|^2)\gamma.
\end{align*}
\]
Observe that since the coefficient of \( \gamma \) depends on only *absolute* values of \( a, b, c, d \), we can assume without loss of generality that the optimal assignment has \( a, b, c, d \geq 0 \) and satisfies
\[
\langle \psi \mid H \mid \psi \rangle = 2ad|\alpha - \beta| + 2bc|\alpha + \beta| + (a^2 + d^2 - b^2 - c^2)\gamma.
\]
By applying the Arithmetic-Geometric mean inequality, we hence have
\[
\begin{align*}
\langle \psi \mid H \mid \psi \rangle & \leq (a^2 + d^2)|\alpha - \beta| + (b^2 + c^2)|\alpha + \beta| + (a^2 - b^2 - c^2 + d^2)\gamma \\
& = (a^2 + d^2)(|\alpha - \beta| + \gamma) + (b^2 + c^2)(|\alpha + \beta| - \gamma) \\
& \leq \max(|\alpha - \beta| + \gamma, |\alpha + \beta| - \gamma),
\end{align*}
\]
where the last statement follows since \( a^2 + b^2 + c^2 + d^2 = 1 \). The matching lower bound is obtained as follows. To achieve \( |\alpha - \beta| + \gamma \) when \( \alpha \geq \beta \), set \( a = d = 1/\sqrt{2} \), and when \( \alpha \leq \beta \), set \( a = 1/\sqrt{2}, d = -1/\sqrt{2} \). Similarly, to achieve \( |\alpha + \beta| - \gamma \) when \( \alpha \geq -\beta \), set \( b = c = 1/\sqrt{2} \), and when \( \alpha \leq -\beta \), set \( b = 1/\sqrt{2}, c = -1/\sqrt{2} \). \(\square\)
C Lemmas and Mathematica code

In Section 4 we use the following lemma, which is stated as given in [12]. Below, $\genfrac{22}{1}{1}{a,b}{c}{z}$ is the hypergeometric function, defined for $|z| < 1$ as

$$2\genfrac{22}{1}{1}{a,b}{c}{z} = \sum_{n=0}^{\infty} \frac{(a)_n (b)_n z^n}{(c)_n n!},$$

where for $n \geq 0$, we have Pochhammer symbol $(x)_n = \Gamma(x+n)/\Gamma(x) = x(x+1)\cdots(x+n-1)$ for $\Gamma$ the Gamma function.

Lemma 10 (Briët, de Oliveira Filho and Vallentin [12]). Let $u, v$ be unit vectors in $\mathbb{R}^n$ and let $Z \in \mathbb{R}^{r \times n}$ be a random matrix whose entries are distributed independently according to the standard normal distribution with mean 0 and variance 1. Then,

$$E\left[ \frac{Z_u}{\|Z_u\|_2} \cdot \frac{Z_v}{\|Z_v\|_2} \right] = \frac{2}{r} \left( \frac{\Gamma((r+1)/2)}{\Gamma(r/2)} \right)^2 (u \cdot v) \genfrac{22}{1}{1}{1/2, 1/2}{r/2 + 1}{(u \cdot v)^2}.$$ (12)

Mathematica code

Below, we give the Mathematica code used to numerically calculate the approximation ratios of Theorem 6:

```mathematica
f[r_, t_] := 2/r (Gamma[(r + 1)/2]/Gamma[r/2])^2
approxRatio[r_] := Min[Select[ Table[(1 - f[r, t])/(1 - r f[r, t]), {t, -1, 1}, {g, -1, 1}, {t, -1, 1, 0.01}]], # > 0 &] +
```

The code for the approximation ratios in Section 4.1.1 is:

```mathematica
approxRatio[r_] :=
Min[Select[ Flatten[Table[(1 - g 2 ArcSin[t]/Pi)/(1 - r g t), {g, -1, 1}, {t, -1, 1, 0.01}]], # > 0 &]]
```