Abstract

In propositional temporal logic, the combination of the connectives “tomorrow” and “always in the future” require the use of induction tools. In this paper, we present a classification of inductive schemes for propositional linear temporal logic that allows the detection of loops in decision procedures. In the design of automatic theorem provers, these schemes are responsible for the searching of efficient solutions for the detection and management of loops. We study which of these schemes have a good behavior in order to give a set of reduction rules that allow us to compute these schemes efficiently and, therefore, be able to eliminate these loops. These reduction laws can be applied previously and during the execution of any automatic theorem prover. All the reductions introduced in this paper can be considered a part of the process for obtaining a normal form of a given formula.

1 Introduction

The notion of induction is a relevant topic in temporal logic and related areas. In fact, in [11], for the philosophical question: What is temporal logic? five answers are provided by Michael Fisher. One answer is that Propositional Temporal Logic characterizes simple induction. Another is that “Propositional Temporal Logic can be seen as a multi-modal logic, comprising two modalities, \(1\) and \(\ast\), which interact closely”. The modal operator \(1\) corresponds to the “next” relation and \(\ast\) is a modal operator that corresponds to the “always” relation. As usual, possibility modal operators are denoted by \(\langle 1 \rangle\) and \(\langle \ast \rangle\). Thus, the interaction axiom between both modal operators is given by the induction axiom i.e.

\[
\vdash (\phi \rightarrow 1\phi) \rightarrow (\phi \rightarrow \langle \ast \rangle \phi).
\]
It is well-known the mathematical induction principle can be generalized. In the same way, in Propositional Temporal Logic, there are other formulas which match with the idea of induction. Thus, for example, the formula
\[ (*) (\langle \ast \rangle \varphi \rightarrow \boxdot \varphi) \rightarrow (\boxdot \varphi \rightarrow \ast \boxdot \varphi) \]
is a tautology that follows the induction idea. This kind of scheme is especially relevant in the design of automatic theorem provers for temporal logics where they are responsible for the searching of efficient solutions for the detection and management of loops (see, for example [3, 7, 12]).

The applicability of temporal logics in the field of information sciences does not need to be justified. As a simple example, an important application of temporal logics is the specification of the properties to be formally verified in a model checking [5] where the system requirements are usually expressed by means of temporal logic formulas [13]. What makes temporal logic particularly attractive is the enormous success of model checking, which, under appropriate assumptions on the system specification, can make the verification of temporal logic properties automatic.

In verification, temporal logics are usually enriched with modal connectives such as knowledge, beliefs, intentions, norms, etc. Although, the extension of results in temporal logics to these modal temporal logics is not straightforward [16], any advance in temporal logic technics is a positive enhancement.

Induction is also a relevant issue in model checking, since it is related to the analysis of invariants and loops and, specifically, with infinite loops detection. Induction itself is relevant because reasoning about the partial correctness of programs often requires proofs by induction, in particular for reasoning about recursive functions. In [10], a proof method for inductive theorem proving is developed in rewriting a system framework. In [9], the author develops a general proof method that combines logic and induction. He provides a solid and uniform mathematical foundation to induction proof methodologies for a wide variety of formal specification frameworks and shows its applicability through several examples of formal verification proof. As it has been mentioned, induction plays a central role in temporal logic. Combining both topics, in [1], a linear temporal logic of rewriting is introduced to be used in model checking.

One of the main problems with the model checking technique is to make it as least expensive as possible. That is, a balance is needed between expressivity of the language and the cost of the logic-based methods. Numerous logics have been used for this objective [16, 2, 17]. In this paper we center on the very influential Linear Temporal Logic, considering the “always” and the “next” operators, introduced by Pnueli [19]. In [21], Sistla and Clarke studied the complexity of the satisfiability and model checking problems in this logic and, in [8], a more general study can be found regarding the complexities of temporal logic model checking.

Specifically, the considered logic in this paper is \( FNext \), which is a propositional linear discrete temporal logic with three temporal connectives (using Prior’s notation): \( \oplus \) (tomorrow), \( \mathcal{G} \) (always in the future) and \( \mathcal{F} \) (some time in the future). As mentioned, it is well-known that the combination itself of the connectives \( \oplus \) and \( \mathcal{G} \) requires the study of induction [11].

Among the formulas which involve the induction idea, we are especially interested in those where a unique propositional symbol has incidence. In propositional logic, literals are limited to propositional symbols and their negations (aside from constants) whereas in modal/temporal logics they are extended to include modal/temporal connectives (see Section 2.2). In the medium term, our aim is to extend the notion of literal including induction schemes. There is no doubt about the relevance of literals in issues such as normal forms, automatic reasoning and the SAT problem. As an example, in [14], literals are used to find rough and fuzzy-rough set reducts. In [20] they are used to extend formal concept analysis considering negative information.
In this paper we focus on the study of induction schemes as a previous stage in the generalization of literals towards the improvement of normalization processes. To this aim, we analyze those formulas which involves the induction idea. Thus, in the same way that the interaction axiom can be extended, the pure induction (i.e., $\oplus p \land G(p \to \oplus p) \equiv Gp$) can be generalized into induction schemes. That is, we consider formulas $A \land G(B \to C)$ where $A$ semantically implies $FB$ and $C$ implies $FB$. As mentioned, we especially center on those cases in which $A$, $B$ and $C$ are formulas where a unique propositional symbol has incidence. Specifically, in this paper we characterize those formulas that can be simplified providing an equivalent without loops.

All simplifications introduced in this paper have a general purpose and can be used in deduction processes, automatic reasoning, normalization techniques, etc. Some of the given equivalences are able to simplify the formula by reducing the size and are useful in problems where cost depends on the size of the input. Moreover, although we describe our method on $F_{Next}$, our approach can also be applied to totally expressive logic US developed by Hans Kamp [15].

The paper is organized as follows: In Section 2, the preliminary definitions and $F_{Next}$ logic are introduced. In Section 3, the aim of the paper is specified in detail. In Section 4, $G$-clauses are studied and, in Section 5, inductive schemes are defined and, from among all the studied formulas, we classify them into those that can be transformed into an equivalent expression that does not involve loops and those corresponding with inductive schemes. The final section is devoted to conclusions and future works.

## 2 $F_{Next}$ Logic

In this section, we introduce a temporal propositional logic, with an infinite, linear and discrete flow of time denoted by $F_{Next}$. We develop the language, semantics, modalities and simplification laws for $F_{Next}$.

The alphabet of the language of the logic $F_{Next}$ consists of the following: A denumerable set, $\mathcal{V}$, of propositional variables, a set of Boolean connectives: $\{\top, \bot, \neg, \land, \lor, \to\}$, and a set of temporal connectives: $\{\oplus, F, G\}$. The language is denoted by $\mathcal{L}$ and well-formed formulas, (hereafter, wffs), in $F_{Next}$ are generated by the construction rules of classical propositional logic, plus the following rule: “If $A$ is a wff, then $\oplus A$, $FA$ and $GA$ are wffs”.

The meaning of an expression like $\oplus A$, is: “$A$ will occur tomorrow”; while the meaning of an expression like $FA$ is: “in the future, $A$ will occur” and of an expression like $GA$ is: “in the future, $A$ will always occur”. We shall consider $F$ and $G$ as connectives of strict future. In what follows, we consider $\oplus^k A = \oplus (\oplus^{k-1} A)$ if $k \geq 1$ and $\oplus^0 A = A$.

### 2.1 Semantics for $F_{Next}$

For the semantics of $F_{Next}$ we consider always the temporal flow $(\mathbb{Z}, <)$ (i.e., the existence of a first instant of time is not demanded), where $<$ is the standard ordering on $\mathbb{Z}$, and interpretations, which are mappings from the language to $2^\mathbb{Z}$ assigning to each wff the set of instants in $\mathbb{Z}$ where such wff is true.

[Definition 1. A model is a tuple $(\mathbb{Z}, <, h)$ where $h: \mathcal{L} \to 2^\mathbb{Z}$ is a function, called temporal interpretation, satisfying the following conditions:

1. $h(\top) = \mathbb{Z}$, $h(\bot) = \emptyset$,
2. $h(\neg A) = \mathbb{Z} \setminus h(A)$, $h(A \land B) = h(A) \cap h(B)$, $h(A \lor B) = h(A) \cup h(B)$
3. $h(\oplus A) = \{t \in \mathbb{Z} \mid t + 1 \in h(A)\}$]
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4. \( h(FA) = \{ t \in \mathbb{Z} \mid (t, \infty) \cap h(A) \neq \emptyset \} \)
5. \( h(GA) = \{ t \in \mathbb{Z} \mid (t, \infty) \subseteq h(A) \} \)

where \((t, \infty) = \{ z \in \mathbb{Z} \mid t < z \} \).

As usual, other classical connectives are introduced as follows:

\[ A \rightarrow B \equiv_{def} \neg A \vee B \quad \text{and} \quad A \leftrightarrow B \equiv_{def} (A \rightarrow B) \land (B \rightarrow A) \]

Observe that the connective \( F \) can be also introduced as a definite connective like \( FA \equiv_{def} \neg G \neg A \). Thus, from now on, we focus our study on formulas involving \( G \).

Given two wffs \( A \) and \( B \), the notions of validity, satisfiability, logical consequence, and equivalence are defined in standard way: \( A \) is valid if, for every interpretation \( h \), we have that \( h(A) = \mathbb{Z} \), and it is denoted by \( \models A \). \( A \) is satisfiable if an interpretation \( h \) and \( t \in \mathbb{Z} \) exists, such that \( t \in h(A) \). In this case, we say that \( A \) is true at \( t \), and it is denoted by \((h, t) \models A \) and, when no confusion arises, it is denoted as \( t \models A \). \( A \) is a logical consequence of \( A \), denoted by \( A \models B \), if for all interpretation \( h \) and all \( t \in \mathbb{Z} \), \((h, t) \models A \) implies \((h, t) \models B \). Finally, \( A \) and \( B \) are equivalent, denoted by \( A \equiv B \), if \( A \models B \) and \( B \models A \). That is, for all interpretation \( h \), \( h(A) = h(B) \).

In \( FNext \), the propositional classical logical laws hold. Moreover, the following proposition establishes the basic laws concerning temporal connectives.

▶ Proposition 2. If \( A, B \in \mathcal{L} \), then the following equivalences hold:
1. \( FFA \equiv \oplus FA \equiv F \oplus A \); \( GGA \equiv \oplus GA \equiv G \oplus A \).
2. If \( \gamma \in \{ \oplus, F, G \} \), then \( \gamma GFA \equiv GFA \) and \( \gamma FGA \equiv FGA \).

The following laws concern the interaction between classical and temporal connectives.

▶ Proposition 3. If \( A, B \in \mathcal{L} \), then the following equivalences hold:
1. \( \oplus \bot \equiv F \bot \equiv G \bot \equiv \bot \) and \( \oplus \top \equiv F \top \equiv G \top \equiv \top \).
2. \( \neg \oplus A \equiv \oplus \neg A \); \( \neg FFA \equiv G \neg A \); \( \neg GGA \equiv F \neg A \),
3. \( \oplus (A \lor B) \equiv \oplus A \lor \oplus B \); \( \oplus (A \land B) \equiv \oplus A \land \oplus B \),
4. \( F(A \lor B) \equiv FA \lor FB \) and \( G(A \land B) \equiv GA \land GB \).

2.2 Modalities and literals in \( FNext \)

Proposition 2 leads to the definition of modalities (sequences of temporal connectives) and their canonical representation.

▶ Definition 4. The set of modalities is defined as follows
\[ \mathcal{M}d = \{ \Gamma = \gamma_1 \ldots \gamma_n \mid n \in \mathbb{N}, \gamma_i \in \{ \oplus, F, G \} \text{ for all } 1 \leq i \leq n \} \]
and the set of canonical modalities is as follows
\[ \mathcal{M}d_c = \{ FG, GF \} \cup \{ \oplus^{k+1}, F \oplus^k, G \oplus^k \mid k \in \mathbb{N} \} \]

Thus, as a direct consequence of Proposition 2, we have the following theorem that gives meaning to the name of canonical modalities.

▶ Theorem 5. Given a wff \( A \), for any modality \( \Gamma \in \mathcal{M}d \), there exists a canonical modality \( \Gamma_c \in \mathcal{M}d_c \) such that \( \Gamma A \equiv \Gamma_c A \).

▶ Example 6. \( F \oplus F \oplus F \oplus F \oplus A \equiv F \oplus^8 A \) and \( F \oplus GF \oplus G \oplus A \equiv FGA \), for any wff \( A \).
Definition 7 (Literals). Let $\mathcal{V}$ be the propositional variable set and $p \in \mathcal{V}$. Then:

1. A formula $p$ or $\neg p$ will be named classical literal on $p$ and denoted by $\ell_p$. Then, $\mathcal{V}^\pm$ denotes the set of classical literals $\{p, \neg p \mid p \in \mathcal{V}\}$.

2. Given $\ell_p \in \mathcal{V}^\pm$, the set of temporal literals on $\ell_p$ is

\[
\text{Lit}(\ell_p) = \{ T, \bot \} \cup \{ \text{FG}\ell_p, \text{GF}\ell_p \} \cup \{ \oplus^k \ell_p, F \oplus^k \ell_p, G \oplus^k \ell_p \mid k \in \mathbb{N} \}
\]

3. The temporal literal set is: $\text{Lit} = \bigcup_{\ell_p \in \mathcal{V}^\pm} \text{Lit}(\ell_p)$.

From now on, when no confusion arises, the adjective “temporal” will be omitted.

Theorem 5 ensures that, for any classical literal $\ell_p \in \mathcal{V}^\pm$ and any modality $\Gamma \in \mathcal{M}d$ there exists one (and only one) temporal literal $\ell \in \mathcal{V}$ such that $\Gamma \ell_p \equiv \ell$. The unicity of this literal is because there does not exist two different literals that are equivalent.

On the other hand, in Subsection 2.1, we have introduced the notion of logical consequence, denoted by $\models$, which, in the set of literals, can be seen as an order relation. Moreover, the poset $(\text{Lit}, \models)$ is a lattice as the following proposition states.

Proposition 8 ([6]). $(\text{Lit}, \models)$ is a lattice satisfying the following conditions:

1. $(\text{Lit}(\ell_p), \models)$ is a sublattice, for all $\ell_p \in \mathcal{V}^\pm$ (see Figure 1).

2. For all $\ell_1 \in \text{Lit}(\ell_p)$ and $\ell_2 \in \text{Lit}(\ell_q)$ with $\ell_p \neq \ell_q$,

\[
\ell_1 \models \ell_2 \quad \text{if and only if} \quad \ell_1 = \bot \text{ or } \ell_2 = T
\]

\[
\begin{align*}
\top & \longrightarrow \text{FG}\ell_p \\
\downarrow & \quad \downarrow \quad \downarrow \quad \downarrow \\
\ell_p & \longrightarrow \oplus\ell_p \\
\downarrow & \quad \downarrow \quad \downarrow \quad \downarrow \\
\bot & \longrightarrow \text{GF}\ell_p
\end{align*}
\]

Figure 1 The sublattice $(\text{Lit}(\ell_p), \models)$.

2.3 Specific distribution laws

The item 2 in Proposition 2 reveals the special behavior of the modalities FG and GF: both “absorb to any other finite sequence of temporal connectives”. This is due to the fact that, for any interpretation, if there exists an instant in which the formula is true then it is true in every instant. This characteristic will be named using the adjective atemporal. Similarly, there exist formulas that can be projected toward the future or the past. The following definition formalize these ideas.

Definition 9. Let $[t, \infty) = \{ t' \in \mathbb{Z} \mid t \leq t' \}$ and $(-\infty, t] = \{ t' \in \mathbb{Z} \mid t' \leq t \}$. A wff $A$ is said to be

- projectable to the future if $t \in h(A)$ implies $[t, \infty) \subseteq h(A)$, for all temporal interpretation $h$, i.e. either $h(A) = \emptyset$, or $h(A) = \mathbb{Z}$, or $h(A) = [t_0, \infty)$ for some $t_0 \in \mathbb{Z}$.

- projectable to the past if $t \in h(A)$ implies $(-\infty, t] \subseteq h(A)$, for all temporal interpretation $h$, i.e. either $h(A) = \emptyset$, or $h(A) = \mathbb{Z}$, or $h(A) = (-\infty, t_0]$ for some $t_0 \in \mathbb{Z}$.

- atemporal if $h(A) = \emptyset$ or $h(A) = \mathbb{Z}$, for all temporal interpretation $h$. So, $A$ is atemporal if and only if $A$ is projectable to the future and to the past.

The following immediate results allow to characterize syntactically the formulas that are projectable: for all wffs $A$ and $B$,
1. \( \top \) and \( \bot \) are atemporal.
2. \( GA \) is projectable to the future.
3. \( FA \) is projectable to the past.
4. If \( A \) is projectable to the future, \( \oplus A \) and \( GA \) are also projectable to the future, \( \neg A \) is projectable to the past and \( FA \) is atemporal.
5. If \( A \) is projectable to the past, \( \oplus A \) and \( FA \) are also projectable to the past, \( \neg A \) is projectable to the future and \( GA \) is atemporal.
6. If \( A \) and \( B \) are projectable to the future/past, so are \( A \lor B \) and \( A \land B \).

Proposition 3 ensures the distributivity of \( \oplus \) and \( F \) over \( \lor \), and the distributivity of \( \oplus \) and \( G \) over \( \land \). However, we cannot ensure neither the distributivity of \( F \) over \( \lor \) nor the distributivity of \( G \) over \( \lor \), as the following example illustrates.

► Example 10. The formula \( G(p \lor q) \) is not equivalent to \( Gp \lor Gq \) because, for example, given an interpretation such that \( h(p) = \{ t \in \mathbb{Z} \mid t \text{ is odd} \} \) and \( h(q) = \{ t \in \mathbb{Z} \mid t \text{ is even} \} \), we have that \( 0 \models G(p \lor q) \) but \( 0 \nvdash Gp \lor Gq \).

Counterexamples for the distributivity of \( F \) respect to \( \land \) can be obtained by duality.

In the following proposition, we give the conditions in which \( G \) distributes respect to \( \lor \). The result of the distributivity \( F \) respect to \( \land \) is obtained by duality.

► Proposition 11. Let \( \{ A_i \mid i \in I \} \) be a finite set of wffs in \( FNext \). Then, the following equivalences hold:

1. If \( A_i \) is projectable to the future, for all \( i \in I \), then \( GA(\bigvee_{i \in I} A_i) \equiv \bigvee_{i \in I} GA_i \).
2. If \( A_i \) is projectable to the past, for all \( i \in I \), then \( GA(\bigvee_{i \in I} A_i) \equiv \bigvee_{i \in I} GA_i \).
3. If \( J = \{ i \in I \mid A_i \text{ is atemporal} \} \) then \( GA(\bigvee_{i \in J} A_i) \equiv \bigvee_{i \in J} GA_i \lor GA(\bigvee_{i \in I \setminus J} A_i) \).

Proof. We shall prove the item 1. The proof of item 2 can be obtained in a similar way.

Let \( t \in h(G(\bigvee_{i \in I} A_i)) \). Then, \( (t, \infty) \subseteq h(\bigvee_{i \in I} A_i) = \bigcup_{i \in I} h(A_i) \). Thus, there exists \( i \in I \) such that \( t + 1 \in h(A_i) \). Since \( A_i \) is projectable to the future, then \( (t, \infty) \subseteq h(A_i) \) and therefore \( t \in h(GA_i) \subseteq \bigcup_{i \in I} h(GA_i) \). Thus, \( t \in h(\bigvee_{i \in I} GA_i) \).

Conversely, let \( t \in h(\bigvee_{i \in I} GA_i) \). Then \( t \in \bigcup_{i \in I} h(GA_i) \). Thus, there exists \( i \in I \) such that \( t \in h(GA_i) \) and therefore \( (t, \infty) \subseteq h(A_i) \subseteq \bigcup_{i \in I} h(A_i) \). Then, \( t \in h(G(\bigvee_{i \in I} A_i)) \).

For item 3, let \( t \in h(G(\bigvee_{i \in J} A_i)) \). Then, \( (t, \infty) \subseteq h(\bigvee_{i \in J} A_i) = \bigcup_{i \in J} h(A_i) \). Therefore, there exists \( i \in J \) such that \( t + 1 \in h(A_i) \). There are two cases: if \( i \in J \) also belongs to \( J \), then \( A_i \) with \( i \in J \) is atemporal, and \( h(A_i) = \mathbb{Z} \). Therefore, \( t \in h(A_i) \subseteq \bigcup_{i \in J} h(A_i) \). Thus, \( t \in h(G(\bigvee_{i \in J} A_i)) \). The other case is if \( i \in I \setminus J \) then \( t \in h(G(\bigvee_{i \in I \setminus J} A_i)) \). So, \( t \in h(G(\bigvee_{i \in J} A_i) \lor G(\bigvee_{i \in I \setminus J} A_i)) \).

Conversely, let \( t \in h(G(\bigvee_{i \in J} A_i) \lor G(\bigvee_{i \in I \setminus J} A_i)) \). Then, \( t \in h(\bigvee_{i \in J} A_i) \) or \( t \in h(G(\bigvee_{i \in I \setminus J} A_i)) \). Then, there exists \( i \in J \) such that \( t \in h(A_i) \). Since \( A_i \) is atemporal, \( (t, \infty) \subseteq h(A_i) \subseteq \bigcup_{i \in J} h(A_i) \). Thus, \( t \in h(G(\bigvee_{i \in J} A_i)) \). Therefore, \( t \in h(G(\bigvee_{i \in I} A_i)) \).

3 Stating the problem

Classical induction in temporal logic can be expressed in \( FNext \) by the following equivalence

\[ \oplus A \land G(A \rightarrow \oplus A) \equiv GA \].

However, induction can be easily extended by considering formulas as \( \oplus^n A \land G(A \rightarrow \oplus^n A) \). Each model of these formulas has an infinite sequence of instants in which \( A \) is true.

Following with this idea to generalize the induction, we consider formulas \( A \land G(B \rightarrow C) \) where \( A \models FB \) and \( C \models FB \). These formulas satisfy that, for every model \( h \models A \land G(B \rightarrow C) \), the set \( h(C) \) is infinite (an infinite sequence of instants in which \( C \) is true exists).
Looking for a balance between the expressiveness and the complexity of management, we are interested in formulas in which $A$, $B$ and $C$ are literals. That is, we consider induction schemes like $\ell_1 \land G(\ell_2 \rightarrow \ell_3) \equiv \ell_1 \land G(\neg \ell_2 \lor \ell_3)$. Due to the structure of the set of literals, to ensure $\ell_1 \models F\ell_2$ and $\ell_3 \models F\ell_2$, it is necessary that $\ell_1, \ell_2, \ell_3 \in \text{Lit}(\ell_p)$ for a classical literal $\ell_p$.

For some of these formulas, it is possible to find equivalent formulas in which temporal connectives appear only in the literals. For example,
\begin{itemize}
  \item $\oplus^2 p \land G(\neg p \lor \oplus p) \equiv G \oplus p$.
  \item $G \oplus^4 p \land G(\neg \oplus^2 p \lor \oplus^3 p) \equiv G \oplus^4 p \land (\neg \oplus^2 p \lor \oplus^4 p)$.
\end{itemize}

However, there exist formulas in which it is not possible, such as $F \oplus^5 p \land G(\neg \oplus^2 p \lor \oplus^4 p)$. The aim of this paper is to distinguish those formulas that can be simplified from those that cannot be simplified.

4 Irreducible 2-G-Clauses on $p$

In this section we center on the first step. That is, formulas $G(\ell_1 \lor \ell_2)$ that cannot be simplified are going to be characterized. We begin by studying clauses that can be simplified to a literal (i.e. there exists a literal that is equivalent to the clause). Obviously, there are clauses where it is not possible.

It is not difficult to see that, if a clause $\ell_1 \lor \ell_2$ is equivalent to a literal $\ell$, then $\text{sup}\{\ell_1, \ell_2\} = \ell$ in the lattice $(\text{Lit}, \models)$ by definition of the order relation. For example, $\text{sup}\{\text{Lit}_p, \text{Lit}_p\} = \text{Lit}_p$ and $\text{Lit}_p \equiv \text{Lit}_p \lor \text{Lit}_p \lor \text{Lit}_p$. However, the converse is not true, e.g. $\text{sup}\{\text{Lit}_p, \text{Lit}_p\} = \text{Lit}_p$ but $\text{Lit}_p \not\models \text{Lit}_p \lor \text{Lit}_p \lor \text{Lit}_p$.

Now, we characterize the disjunctions of two literals such that there does not exist an equivalent literal.

\begin{definition}
Let $\ell_1, \ell_2 \in \text{Lit}(p) \cup \text{Lit}(\neg p)$.
\begin{itemize}
  \item $\text{Lit}_p$ is called a 2-clause on $p$.
  \item $\ell_1 \lor \ell_2$ is said reducible if there exists $\ell \in \text{Lit}$ such that $\ell_1 \lor \ell_2 \equiv \ell$.
  \item $2\text{-Cl}^{\text{Lit}_p}(p)$ is the set of irreducible 2-clauses on $p$.
\end{itemize}
\end{definition}

The following remark, which provides the cases where a 2-clause can be reduced, is simply a matter of computation from the semantics of $\text{FNext}$.

\begin{remark}
Analyzing exhaustively all the possible pairs of literals and the lattice shown in Figure 1 it is easy to conclude that the cases in which a 2-clause is reducible are the following:
\begin{itemize}
  \item If $\ell_1, \ell_2 \in \text{Lit}(\ell_p)$ with $\ell_1 \models \ell_2$, then $\ell_1 \lor \ell_2 \equiv \ell_2$.
  \item If $\ell_1 \in \text{Lit}(\ell_p)$ and $\ell_2 \in \text{Lit}(\neg \ell_p)$ with $\neg \ell_1 \models \ell_2$, then $\ell_1 \lor \ell_2 \equiv T$.
  \item $\oplus^{k+1} \ell_p \lor F \oplus^{k+1} \ell_p \equiv F \oplus^k \ell_p$ for all $k \in \mathbb{N}$.
\end{itemize}

To give a characterization of irreducible 2-clauses on $p$, we introduce the following definitions.

\begin{definition}
Let $\gamma_1, \ldots, \gamma_n \in \{F, G, \oplus\}$ and $\ell_p \in \{p, \neg p\}$. The opposite of the wff $\ell = \gamma_1, \ldots, \gamma_n \ell_p$ is defined as $\overline{\ell} = \overline{\gamma_1}, \ldots, \overline{\gamma_n} \overline{\ell_p}$ where: $\overline{F} = G$, $\overline{G} = F$, $\overline{\oplus} = \oplus$, $\overline{p} = \neg p$ and $\overline{\neg p} = p$.
\end{definition}

The following proposition follows from Remark 13
Proposition 15 (Characterization of irreducible 2-clauses on \( p \)). The elements of 2-Cla\(_{irr}\)(\( p \)) are the following:

1. \( \oplus^n F p \lor \oplus^{m} F p \), for all \( m, n \in \mathbb{N} \) with \( m \neq n \) and \( F p \in \{ p, \overline{p} \} \).
2. \( \oplus^n F p \lor \ell \), for all \( n \in \mathbb{N} \), \( \ell \in \{ p, \overline{p} \} \) and for all \( \ell \in \{ F \oplus^n \ell_p \mid m > n \} \cup \{ G F \ell_p, G F \ell_p \} \cup \{ G \oplus^m \ell_p \mid m \geq n \} \).
3. \( \ell_1 \lor \ell_2 \), where \( \ell_1 \in \text{Lit}(\ell_p) \), \( \ell_2 \in \text{Lit}(\overline{\ell_p}) \) such that \( \overline{\ell} \neq \ell_2 \).

We have just characterized irreducible 2-clauses on \( p \) and now we properly center on studying formulas \( G(\ell_1 \lor \ell_2) \) that cannot be simplified.

Definition 16. Let \( p \) be a propositional variable. Then

- A 2-G-clause on \( p \) is a wff \( G A \) where \( A \in 2-\text{Cla}_{irr}(p) \).
- A 2-G-clause on \( p \), \( G A \), is said to be reducible if there exists \( \ell \in \text{Lit} \) such that \( G A \equiv \ell \) or there exists \( B \in 2-\text{Cla}_{irr}(p) \) such that \( G A \equiv B \).
- 2-G-Cla\(_{irr}\)(\( p \)) is the set of irreducible 2-G-clauses on \( p \).

With the idea of simplifying formulas in induction schemes, we are interested in the reduction from 2-G-clauses to 2-clauses or literals, when it is possible. Thus, the equivalences provided in Proposition 2 and Proposition 11 are to be read from left to right. For example, since \( G(F_p \lor F \oplus p) \equiv Gp \lor GF \oplus p \) because of Proposition 11 (both disjuncts are past projectable) and, by Proposition 2, \( GF \oplus p \equiv GF \), then \( G(F_p \lor F \oplus p) \) can be reduced to \( Gp \lor GF \). Moreover, \( GFp \lor GF \oplus \equiv \top \) by Remark 13.

Now, to give a characterization of irreducible 2-G-clauses on \( p \), we introduce new reduction laws for the 2-G-clauses on \( p \). The results will be established (if it is possible) in their broader extent.

Proposition 17. Let \( A \in \mathcal{L} \) and \( n, m \in \mathbb{N} \). The following equivalences hold:

1. \( G(F \oplus^n A \lor \oplus^{m} A) \equiv GFA \).
2. If \( n > m \) then

\[ G(F \oplus^n A \lor \oplus^{m+1} \neg A) \equiv GFA \lor G \oplus^{m+1} \neg A \equiv G(F \oplus^n A \lor \oplus^{m+1} \neg A) \]

Observe that, item 2 in proposition above only considers the case in which \( n > m \) because otherwise \( G(F \oplus^n A \lor \oplus^{m} \neg A) \) and \( G(F \oplus^n A \lor \oplus^{m+1} \neg A) \) are not 2-G-clauses. In fact, when \( n \leq m \), \( F \oplus^n A \lor \oplus^{m} \neg A \equiv F \oplus^n A \lor \oplus^{m+1} \neg A \equiv \top \).

Proof. For item 1, it is a trivial task to check that \( F \oplus^n A \lor \oplus^{m} A \models FA \) and therefore, by monotonicity of \( G \), we have that \( G(F \oplus^n A \lor \oplus^{m} A) \models GFA \). Conversely, \( GFA \equiv GF \oplus^n A \) by Proposition 2, and \( GF \models G(F \oplus^n A \lor \oplus^{m} A) \).

For the equivalence \( G(F \oplus^n A \lor \oplus^{m} \neg A) \equiv GFA \lor G \oplus^{m+1} \neg A \) in item 2, it is trivial that \( GFA \lor G \oplus^{m+1} \neg A \models G(F \oplus^n A \lor \oplus^{m} \neg A) \). Conversely, assume \( n > m \) and \( t \in G(F \oplus^n A \lor \oplus^{m} \neg A) \). We can distinguish two cases:

- If \((t, \infty) \subseteq h(F \oplus^n A)\), then \( t \in h(G \oplus^n A) \subseteq h(GFA \lor G \oplus^{m+1} \neg A) \).

- Otherwise, there are instants greater than \( t \) that do not belong to \( h(F \oplus^n A) \). Then, let \( t_0 \) be the smallest of them, i.e. \( t_0 = \min((t, \infty) \cap h(G \oplus^{m} \neg A)) \). Thus, \( t_0 + m \in h(G \neg A) \) and \( t \geq t_0 + m \).

By definition of \( t_0 \), we have \( t_0 - 1 \in h(F \oplus^n A) \) and \( t_0 - 1 + n \in h(FA) \), and since \( n > m \) we get \( t_0 - 1 + n \geq t_0 + m \) and so, we should have that \( t \) is not possible, which is not possible except that \( t_0 = t + 1 \), in which case \( t \in h(G \oplus^{m+1} \neg A) \subseteq h(GFA \lor G \oplus^{m+1} \neg A) \).

Finally, to prove \( GFA \lor G \oplus^{m+1} \neg A \models G(F \oplus^n A \lor \oplus^{m+1} \neg A) \) when \( n > m \), we have that \( GFA \lor G \oplus^{m+1} \neg A \models G(F \oplus^n A \lor \oplus^{m+1} \neg A) \) is trivial.

Conversely, suppose \( t \in h(G(F \oplus^n A \lor \oplus^{m+1} \neg A)) \). We have two cases:
Proof. The proof is divided in two parts. In the first, we discard such 2-clauses on $p$ that previous results ensure are reducible. Thus, we obtain that formulas labeled $\mathsf{Red}$, with $1 \leq i \leq 5$ are applicable to it. The following characterization theorem for irreducible 2-G-clauses on $p$ is a consequence of this assertion.

**Theorem 18** (Characterization of Irreducible 2-G-clauses on $p$). The elements of the set $\mathcal{G}\text{-Clause}(p)$ are the following:

- If $[t + 1, \infty) \subseteq h(\oplus^{m+1} - A)$, then clearly we obtain $t \in h(GA \lor G \oplus^{m+1} - A)$.
- Otherwise, $\Lambda = [t + 1, \infty) \cap h(\oplus^{m+1} A) \neq \emptyset$. We shall prove that $\Lambda$ is infinite, and therefore $t \in h(GA) \subseteq h(GA \lor G \oplus^{m+1} - A)$. If $\Lambda$ is finite, consider $t_0 = \max \Lambda$. Then $[t_0 + 1, \infty) \subseteq h(\oplus^{m+1} A)$ (\dag). On the other hand, $t_0 \in h(\oplus^{m+1} A)$, so by the hypothesis (\dag) we get $t_0 \in h(F \oplus^n A)$, that is, $(t_0 + 1, \infty) \cap h(\oplus^{m+1} A) \neq \emptyset$ (since $n > m$), in contradiction with (\dag).

In Table 1, we collect the laws previously obtained, which are denoted as $\mathsf{Red}$. These laws are going to be considered as rewriting rules to transform 2-G-clauses into 2-clauses and are always read from left to right.

**Table 1** G-Reduction Laws.

<table>
<thead>
<tr>
<th>Law</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(A \lor B) \equiv GA \lor GB,$ if $A$ and $B$ are past projectable, or $A$ and $B$ are future projectable</td>
<td>Red$_1$</td>
</tr>
<tr>
<td>$G(A \lor B) \equiv GA \lor GB,$ if $B$ is atemporal</td>
<td>Red$_2$</td>
</tr>
<tr>
<td>$G(F \oplus^n A \lor \oplus^n A) \equiv GF\llbracket A \rrbracket$</td>
<td>Red$_3$</td>
</tr>
<tr>
<td>$G(F \oplus^n A \lor G \oplus^{m+1} - A) \equiv GFA \lor G \oplus^{m+1} - A$, if $n &gt; m$</td>
<td>Red$_4$</td>
</tr>
<tr>
<td>$G(F \oplus^n A \lor \oplus^{m+1} - A) \equiv GFA \lor G \oplus^{m+1} - A$, if $n &gt; m$</td>
<td>Red$_5$</td>
</tr>
</tbody>
</table>

Reductions $\mathsf{Red}_1$ and $\mathsf{Red}_2$ are due to Proposition 11. On the other hand, $\mathsf{Red}_3$, $\mathsf{Red}_4$ and $\mathsf{Red}_5$ will be applied only in 2-G-clauses and hence, reductions correspond with the equivalences given in Proposition 17.

These equivalences are those that ensure a 2-G-clause on $p$ is irreducible only in the case that none of the reductions $\mathsf{Red}_i$ with $1 \leq i \leq 5$ is applicable to it. The following characterization theorem for irreducible 2-G-clauses on $p$ is a consequence of this assertion.
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Now, let $G\mathcal{A}$ be a $2$-G-clause such that $A$ is a clause of the type described in item ii). Then, we discard such $2$-G-clauses on $p$ which previous results ensured are reducible.

- if $\ell \in \{G\ell_p, FG\ell_p\}$ then from Proposition 11 (reduction $\text{Red}_2$), $G\mathcal{A}$ is reducible, and
- if $\ell \in \{F \oplus^m \ell_p \mid m > n\}$ then from Proposition 17 (reduction $\text{Red}_4$), $G\mathcal{A}$ is reducible.
- if $\ell \in \{G \oplus^m \ell_p \mid m \geq n\}$ then $G\mathcal{A}$ cannot be reduced through previous results (item c) of the theorem.

For item iii) we have to analyze the 11 elements stated in the following table:

<table>
<thead>
<tr>
<th>(1)</th>
<th>$G(\oplus^n \ell_p \lor \ominus^{m} \bar{\tau}_p)$ (n \neq m)</th>
<th>(2)</th>
<th>$G(\ominus^n \ell_p \lor G \ominus^m \bar{\tau}_p)$</th>
<th>(3)</th>
<th>$G(\ominus^n \ell_p \lor F \ominus^m \bar{\tau}_p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4)</td>
<td>$G(\ominus^n \ell_p \lor GF\bar{\tau}_p)$</td>
<td>(5)</td>
<td>$G(\ominus^n \ell_p \lor FG\bar{\tau}_p)$</td>
<td>(6)</td>
<td>$G(G \oplus^n \ell_p \lor G \ominus^m \bar{\tau}_p)$</td>
</tr>
<tr>
<td>(7)</td>
<td>$G(G \ominus^n \ell_p \lor F \ominus^m \bar{\tau}_p)$</td>
<td>(8)</td>
<td>$G(G \ominus^n \ell_p \lor GF\bar{\tau}_p)$</td>
<td>(9)</td>
<td>$G(G \oplus^n \ell_p \lor FG\bar{\tau}_p)$</td>
</tr>
<tr>
<td>(10)</td>
<td>$G(F \ominus^n \ell_p \lor F \ominus^m \bar{\tau}_p)$</td>
<td>(11)</td>
<td>$G(GF\ell_p \lor GF\bar{\tau}_p)$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

In the previous table, from Proposition 11 (reduction $\text{Red}_2$) items (6), (8), (9), (10) and (11) are eliminated (in each of them the two literals of 2-clauses are past projectable or the two literals of 2-clauses are future projectable).

From Proposition 11 (reduction $\text{Red}_2$) items (4) and (5) are eliminated because in each of them the 2-clauses have atemporal literals.

From Proposition 17 (reduction $\text{Red}_4$) item (7) is eliminated (reduction $\text{Red}_4$) and item (3) is eliminated (reduction $\text{Red}_5$).

Finally, items (1) and (2) cannot be removed because these formulas cannot be reduced by previous results of the theorem: (items b) and d) respectively).

At this moment, we have proved that 2-G-clauses on $p$ different to those that are described in the theorem can be reduced by using previous results. Now, we focus on proving that formulas $G\mathcal{A}$ described in items a), b), c) and $d$) are really irreducible. Thus, we prove that neither $G\mathcal{A} \not\equiv \ell$ for a literal $\ell$, nor $G\mathcal{A} \not\equiv \ell_1 \lor \ell_2$ for $\ell_1 \lor \ell_2 \in \text{2-Cla}_{irr}(p)$. Note that, collecting literals and clauses, there are 40 formulas that could be equivalent to $G\mathcal{A}$. Obviously, $\top$ and $\bot$ are discarded.

First, we prove $G\mathcal{A}$ is not equivalent to any of the following formulas: $\ominus^k \ell_p$, $F \ominus^k \ell_p$, $GF\ell_p$. Consider $k \in \mathbb{N}$ and $r = \max\{k+1, n+1, m+1\}$. For any interpretation $h$ such that $h(\ell_p) = \bigcup_{i \in \mathbb{N}}[2ir, 2ir+1)$, we have that $0 \in h(\ominus^k \ell_p)$, $0 \in h(F \ominus^k \ell_p)$ and $0 \in h(GF\ell_p)$ but $0 \not\in h(G\mathcal{A})$. Therefore, $\ominus^k \ell_p \not\equiv G\mathcal{A}$, $F \ominus^k \ell_p \not\equiv G\mathcal{A}$ and $GF\ell_p \not\equiv G\mathcal{A}$.

With a similar reasoning, it can be proved that $\ominus^k \bar{\tau}_p \not\equiv G\mathcal{A}$, $F \ominus^k \bar{\tau}_p \not\equiv G\mathcal{A}$ and $GF\bar{\tau}_p \not\equiv G\mathcal{A}$.

Moreover, any 2-clause $\ell_1 \lor \ell_2$ with $\ell_1$ or $\ell_2$ being one of the previous cases satisfies $\ell_1 \lor \ell_2 \not\equiv G\mathcal{A}$.

The rest of the formulas are:

<table>
<thead>
<tr>
<th>$G \ominus^k \ell_p$</th>
<th>$G \ominus^k \bar{\tau}_p$</th>
<th>$FG\ell_p$</th>
<th>$FG\bar{\tau}_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G \ominus^{k_1} \ell_p \lor G \ominus^{k_2} \bar{\tau}_p$</td>
<td>$G \ominus^k \ell_p \lor GF\bar{\tau}_p$</td>
<td>$FG\ell_p \lor FG\bar{\tau}_p$</td>
<td></td>
</tr>
</tbody>
</table>

Now we prove that none of the formulas described in the theorem is equivalent to any of them.

(a) Let us consider $h$ with $h(\ell_p) = \mathbb{Z} \setminus \{(|m-n| + 1)^r \mid r \in \mathbb{N} \setminus \{0\}\}$, where $|m-n|$ denotes the absolute value of $m-n$. It is just a matter of computation to check that $0 \not\in h(G(\ominus^n \ell_p \lor \ominus^n \ell_p))$ but it is not a model for formulas in the previous table.

(b) Let us suppose, without loss of generality, that $n < m$ and consider $h$ with $h(\ell_p) = \bigcup_{i \in \mathbb{N}}[n+2(m-n)i, m+2(m-n)i)$. In this case, $0 \not\in h(G(\ominus^n \ell_p \lor \ominus^n \ell_p))$ but it is not model for formulas in the previous table.

(c) For $G(\ominus^n \ell_p \lor G \ominus^m \ell_p)$ when $n \leq m$, the following cases are going to be considered:
Any interpretation \( h \) such that \( h(\ell_p) = [k + 1, \infty) \) satisfies \( 0 \in h(\mathcal{G}\ell_p) \) and \( 0 \in h(\mathcal{G} \oplus k \ell_p) \). However, \( 0 \notin h(\mathcal{G}(\oplus n \ell_p \lor G \oplus m \ell_p)) \) when \( m < k \). Therefore, \( \mathcal{F}\ell_p \neq G(\oplus n \ell_p \lor G \oplus m \ell_p) \), and, when \( m < k \), we have that \( G \oplus k \ell_p \neq G(\oplus n \ell_p \lor G \oplus m \ell_p) \).

For any interpretation such that \( 0 \in h(\mathcal{G} \oplus k \ell_p) \) satisfies \( 0 \in h(\mathcal{F}\ell_p) \), but \( 0 \notin h(\mathcal{G}(\oplus n \ell_p \lor G \oplus m \ell_p)) \).

If \( \{\ell_1, \ell_2\} \cap \{\mathcal{F}\ell_p, \mathcal{G}\ell_p\} \cup \{G \oplus k \ell_p \mid m < k\} \cup \{G \oplus k \ell_p \mid k \in \mathbb{N}\} \) \( \neq \emptyset \) then \( \ell_1 \lor \ell_2 \neq G(\oplus n \ell_p \lor G \oplus m \ell_p) \).

Finally, \( G \oplus k \ell_p \) with \( k \leq m \) is the last formula to be considered. In this case, any interpretation \( h \) such that \( h(\ell_p) = \mathbb{Z} \setminus \{k + 2\} \) satisfies \( 0 \in h(\mathcal{G}(\oplus n \ell_p \lor G \oplus m \ell_p)) \) but \( 0 \notin h(\mathcal{G} \oplus k \ell_p) \).

With a similar reasoning to the above, it can be proved that the formula \( G(\oplus n \ell_p \lor G \oplus m \ell_p) \) is not equivalent to any formula of the last table.

\[ \square \]

### 5 Inductive Schemes

Observe that, from the kind of irreducible \( 2 \)-\( G \)-clauses \( G(\neg \ell_1 \lor \ell_2) \) characterized in Theorem 18, only the items b) and d) could satisfy condition \( \ell_2 \models F\ell_1 \). The following definition sums up all the conditions step by step previously introduced relative to inductive schemes.

**Definition 19.** An inductive scheme on \( \ell_p \) is a formula \( \ell_1 \land G(\ell_2 \lor \ell_3) \), where \( \ell_1, \ell_2, \ell_3 \in \text{Lit}(\ell_p) \) which satisfies the following three conditions:

- **Ind-1:** \( G(\ell_2 \lor \ell_3) \in 2\text{-}\mathcal{G}\text{Cla}_{irr}(p) \),
- **Ind-2:** \( \ell_1 \models F\ell_2 \) and \( \ell_3 \models F\ell_2 \).

**Example 20.** \( F \oplus^5 p \land G(\neg \oplus^2 p \lor \oplus^4 p) \) is an inductive scheme on \( p \).

We introduce the main result that characterises those inductive formulas that cannot be simplified. Specifically, among of the 125 kind of formulas \( \ell_1 \land G(\ell_2 \lor \ell_3) \) (i.e., \( 5^3 \)), corresponding to non-trivial possible selections \( \ell_1, \ell_2 \) and \( \ell_3 \) from the types of literals \( \oplus k \ell_p, F \oplus k \ell_p, G \oplus k \ell_p, \mathcal{F}\ell_p \) and \( \mathcal{G}\ell_p \), only 15 satisfy **Ind-1**. Condition **Ind-2** only imposes restrictions relative to the super-index of the \( \oplus \) connectives but the number of kind of formulas remains at being 15, which are enumerated in Table 2.

### 6 Conclusions and future works

In the framework of the propositional linear discrete temporal logic \( \mathcal{F}\text{Next} \), we have studied those formulas with a single propositional variable that involve the well-known idea of induction. Indeed, we have classified these formulas into those that can be expressed by equivalent ones without loops and the rest (inductive formulas). The main issue of this paper has been to study the set of inductive formulas in order to determine schemes that characterize them.

The starting point is the set of expressions \( \ell_1 \land G(\ell_2 \lor \ell_3) \) which includes 125 kinds of formulas (i.e., \( 5^3 \)), corresponding to non-trivial possible selections \( \ell_1, \ell_2 \) and \( \ell_3 \) from the types of literals \( \oplus k \ell_p, F \oplus k \ell_p, G \oplus k \ell_p, \mathcal{F}\ell_p \) and \( \mathcal{G}\ell_p \).

In Section 4, we have characterized those formulas as \( G(\ell_2 \lor \ell_3) \) for which no simplest equivalent formulas exist. These formulas have been named irreducible \( 2 \)-\( G \)-clauses. Specifically, Theorem 18 provides four schemes that cover all the irreducible \( 2 \)-\( G \)-clauses and allows us to reduce the initial number to 15 kinds of formulas.
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Table 2 Formulas $\ell_1 \land q(\hat{\ell}_2 \lor \ell_3)$ satisfying Ind-1 and Ind-2.

<table>
<thead>
<tr>
<th>Formula</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $\oplus^{n_1} \ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1, n_3 &gt; n_2$</td>
<td>9. $FG\ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$</td>
</tr>
<tr>
<td>2. $F \oplus^{n_1} \ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1 \geq n_2$ and $n_3 &gt; n_2$</td>
<td>10. $G \oplus^{n_1} \ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor G \oplus^{n_3} \ell_p)$, where $n_1, n_3 \geq n_2$</td>
</tr>
<tr>
<td>3. $FG\ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_3 &gt; n_2$</td>
<td>11. $\oplus^{n_1} \ell_p \land G(G \oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1, n_3 &gt; n_2 + 1$</td>
</tr>
<tr>
<td>4. $F \oplus^{n_1} \ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1 \geq n_2$</td>
<td>12. $F \oplus^{n_1} \ell_p \land G(G \oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1 &gt; n_2$ and $n_3 \geq n_2$</td>
</tr>
<tr>
<td>5. $G\ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_3 &gt; n_2$</td>
<td>13. $G\ell_p \land G(G \oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_3 &gt; n_2 + 1$</td>
</tr>
<tr>
<td>6. $G \oplus^{n_1} \ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1 \geq n_2$ and $n_3 &gt; n_2$</td>
<td>14. $FG\ell_p \land G(G \oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_3 &gt; n_2 + 1$</td>
</tr>
<tr>
<td>7. $\oplus^{n_1} \ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_1 &gt; n_2$</td>
<td>15. $G \oplus^{n_1} \ell_p \land G(G \oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$, where $n_3 &gt; n_2 + 1$</td>
</tr>
<tr>
<td>8. $G\ell_p \land G(\oplus^{n_2} \bar{\ell}_p \lor \oplus^{n_3} \ell_p)$</td>
<td></td>
</tr>
</tbody>
</table>

Not all of these formulas correspond with the idea of induction because it is necessary that $\ell_1 \models F\ell_2$ and $\ell_3 \models F\ell_2$ (Condition Ind-2). This condition only imposes restrictions relative to the super-index. Thus, the number of kinds of formulas remains at 15, which are enumerated in Table 2.

To emphasize the interest of the theoretical results of this paper, as further work, we will study how to improve the definition of Temporal Negative Normal Form for the Temporal Logic introduced in [18]. It will have a significant relevance in the future design of efficient automated theorem provers.

In the midterm, the study of inductive schemes developed in this paper could be extended to a fully expressive temporal logic such as Hans Kamp’s US logic or LN logic [4].
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