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Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 15371 “Quantum Cryptanalysis”. In this seminar, participants explored the impact that quantum algorithms will have on cryptology once a large-scale quantum computer becomes available. Research highlights in this seminar included both computational resource requirement and availability estimates for meaningful quantum cryptanalytic attacks against conventional cryptography, as well as the security of proposed quantum-safe cryptosystems against emerging quantum cryptanalytic attacks.
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1 Executive Summary

Jennifer Katherine Fernick
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It is known that quantum algorithms exist that jeopardize the security of most of our widely-deployed cryptosystems, including RSA and Elliptic Curve Cryptography. It is also known that advances in quantum hardware implementations are making it increasingly likely that large-scale quantum computers will be built in the near future that can implement these algorithms and devastate most of the world’s cryptographic infrastructure. What is not known is an estimate of the resources that will be required to carry out these attacks – or even whether other quantum attacks exist that have not yet been accounted for in our security estimates. In this seminar, we examined both computational resource estimates for meaningful quantum cryptanalytic attacks against classical (i.e.: conventional) cryptography, as well as the security of proposed quantum-safe cryptosystems against emerging quantum cryptanalytic attacks.

This seminar had a number of research highlights spanning the areas of implementations of quantum hardware and software, quantum algorithms, and post-quantum cryptography.
Implementations of quantum information processing were outlined to help contextualize the current state of quantum computation. Recent advances in the synthesis of efficient quantum circuits were presented, as well as an update on implementations – particularly in the domain of superconducting integrated circuits. Seminar participants were warned that traditional approaches to the modeling of quantum processors may be reaching an end, while the LIQUi|> software architecture for control of quantum hardware and simulation of quantum algorithms was unveiled. Challenges involving practical costs for error correction in systems with specific types of quantum memory (particularly quantum bucket brigade RAM architectures) were articulated.

In the domain of algorithmic advances, seminar participants demonstrated quantum improvements on the gapped group testing problem, as well as improvements on lattice sieving using nearest neighbor search algorithms. A discussion of how quantum computers can sometimes provide quadratic speedup for the differential cryptanalysis of symmetric-key cryptosystems was also presented. A quantum version of the unique-SVP algorithm was discussed, but it was found to have slightly worse performance than its classical counterpart. For the purposes of improving our understanding quantum algorithms before large-scale quantum computers become available, a technique involving trapdoor simulation of quantum algorithms was proposed.

Seminar participants also gave a number of recent results in the domain of quantum-safe cryptography. These included a provably-secure form of Authenticated Key Exchange based on the Ring-Learning with Errors problem, a proposal for a quantum-safe method to prevent key leakage during key agreement failure stemming from invalid public keys, and updates on hash-based digital signatures. The EU PQCRYPTO project also presented some preliminary recommendations for post-quantum cryptography.

In the domain of code-based cryptography, it was demonstrated that assuming hardness of Niederreiter problem, CFS signatures are strongly existentially unforgeable in the random oracle model. A number of results related to lattice reduction were also presented, including an improvement on the BKZ lattice reduction algorithm, some lattice enumeration work involving factoring integers by CVP algorithms for the prime number lattice, and a reduction of gapped uSVP to the Hidden Subgroup Problem in dihedral groups. A LIQUi|> implementation of a quantum algorithm to extract hidden shift was also presented, as well as demonstration of instances of HSPs over dihedral group which can be efficiently solved on a quantum computer. Seminar participants also proposed alternative ways of thinking about the dihedral coset problem, including some hardness reductions. A very new result on finding a generator of a principal ideal was also debuted at this seminar and provoked lively and ongoing discussion among participants.

Other talks were presented on diverse and compelling topics including quantum-mechanical means for program obfuscation, and a means for quantum indistinguishability of some types of ciphertext messages. A presentation was also made about how standardization bodies and industry deal with information security and risk, and many discussions – both formal and informal – among participants began to deal with the applied challenges of developing and deploying quantum-safe information security standards and tools.

Overall, the success of this seminar can be observed not only through the quantity of new results, but also in their diversity and interdisciplinarity. While there exist venues for cryptography and cryptanalysis, for quantum algorithms, and for implementations of quantum information processing, it remains critical that these communities continue to come together to ensure rigorous and broad cryptanalysis of proposed quantum-safe cryptographic algorithms, and to share a well-defined mutual understanding of the quantum-computational
resource requirements – and their present availability – for attacking both public and symmetric key cryptography. The security of the world’s information depends on it.

The organizers (Michele Mosca, Martin Roetteler, Nicolas Sendrier, and Rainer Steinwandt) are grateful to the participants of this seminar and the team of Schloss Dagstuhl for an inspiring and productive third edition of this seminar series.
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3 Overview of Talks

3.1 Obfuscation and Quantum Encryption

Gorjan Alagic (University of Copenhagen, DK)

Encryption of data is fundamental to secure communication. Beyond encryption of data lies obfuscation, i.e., encryption of functionality. It has been known for some time that the most powerful form of classical obfuscation (black-box obfuscation) is impossible. In this talk, we discuss the potential of obfuscating programs via quantum-mechanical means. As a starting point, we will mention some quantum analogues of several foundational results in obfuscation, including the aforementioned impossibility result (joint work with B. Fefferman). Our proof involves a novel technical idea: chosen-ciphertext-secure encryption for quantum states. We will thus also discuss what it means to encrypt quantum states with computational assumptions (joint work with A. Broadbent, B. Fefferman, T. Gagliardoni, C. Schaffner and M. St. Jules.)

3.2 A Trapdoor Simulation of Quantum Algorithms

Daniel J. Bernstein (University of Illinois – Chicago, US)

State-of-the-art algorithms to attack hard cryptanalytic problems never have complete proofs of their correctness and performance conjectures. The only reason for confidence in these conjectures is experiments showing that the algorithms work for many inputs. Trapdoor simulation builds the same confidence as experiment and is often much faster. Tung Chou and I have successfully simulated, e.g., the latest online Childs–Eisenberg distinctness algorithm and shown that it does not work. This is a quantum algorithm using many qubits, with no other verification strategy.

3.3 Gapped Group Testing with Applications

Aleksandrs Belovs (University of Latvia, LV)

In the group testing problem, given an oracle access to a function $f$ on $n$ variables that is promised to be the disjunction of some set $S$ of at most $k$ variables, the task is to identify $S$. We study the gapped version of this problem, where the task is to distinguish whether the set $S$ is of size at most $k$ or at least $k + d$ for some parameters $k$ and $d$. We show the following. The randomized complexity of this problem is $\min\{k, (1 + k/d)^2\}$ up to logarithmic
factors. The quantum complexity of this problem is $\Theta(\sqrt{1 + k/d})$. Note that this constitutes a quartic improvement for $d \geq \sqrt{k}$. We demonstrate an application of this subroutine in a quantum algorithm for testing $k$-juntas.

### 3.4 Finding a Generator of a Principal Ideal

Jean-François Biasse (University of South Florida – Tampa, US)

Some recent cryptosystems, including the multilinear maps of Garg, Gentry and Halevi and the fully homomorphic encryption scheme of Smart and Vercauteren, are based on the hardness of finding a short generator of an principal ideal (short-PIP) in a number field (typically in cyclotomic fields). However, the assumption that short-PIP is hard has been challenged recently by Campbel et al. They proposed an approach for solving short-PIP that proceeds in two steps: first they sketched a quantum algorithm for finding an arbitrary generator (not necessarily short) of the input principal ideal. Then they suggested that it is feasible to compute a short generator efficiently from the generator in Step 1. Campbel et al. conjectured that this attack could run in polynomial time, which drew a lot attention. Since then, the conjectured run-time for Step 1 has been retracted while Cramer et al. validated Step 2 of the approach by giving a detailed analysis. Whether the first step could be salvaged remains an open question.

In this paper we investigate the first step of the attack of Campbel et al. formally. We first observe that their quantum algorithm for finding a generator essentially falls into a framework of quantum algorithms for the hidden subgroup problem described by Hallgren. Hence, it suffers from similar limits, and we can show that, according to the same line of analysis of Hallgren, the algorithm has running time exponential in the degree of the number field. It has been an open question whether one can improve the analysis of Hallgren. Therefore it indicates that it is at least difficult to prove that the quantum algorithm of Campbel et al. is efficient.

On the positive side, we show that if we adapt one component of the algorithm of Campbel et al. and combine it with techniques in a recent work by Eisentrager et al., then we can essentially use the quantum algorithm for computing the unit group described in Eisentrager et al. to compute the a generator of a principal ideal, thus efficiently solving the problem of Step 1.

### 3.5 Synthesis of Efficient Quantum Circuits

Alexei Bocharov (Microsoft Corporation – Redmond, US)

The talk offers a high-level overview of recent advances in number theoretic methods for synthesis of efficient quantum circuit. The disruptive move from circuits of nearly quartic complexity (obtained by generic Solovay-Kitaev algorithm) to circuits of linear complexity (known to exist over any specific universal quantum basis of interest) is summarized and analyzed. Examples for popular universal binary quantum bases are provided and a newer
universal ternary basis is discussed in more detail. Many of the binary cases are now explained in the general framework developed in arXiv:1504.04350 and arXiv:1510.03888. Distinction between asymptotic optimality and practical optimality of efficient circuits is also explained in the talk.

3.6 A Simple and Provably Secure (Authenticated) Key Exchange based on the Learning Eith Errors Problems

Jintai Ding (University of Cincinnati, US)
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Public key cryptosystems (PKC) are critical part of the foundation of modern communication systems, in particular, Internet. However Shor’s algorithm shows that the existing PKC like Diffie-Hellmann key exchange, RSA and ECC can be broken by a quantum computer. To prepare for the coming age of quantum computing, we need to build new public key cryptosystems that could resist quantum computer attacks. In this lecture, we present a practical and provably secure (authenticated) key exchange protocol based on the learning with errors problems, which is conceptually simple and has strong provable security properties. Several concrete choices of parameters are provided, and a proof-of-concept implementation shows that our protocols are indeed practical.

3.7 Semantic Security and Indistinguishability in the Quantum World

Tommaso Gagliardoni (TU Darmstadt, DE)
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At CRYPTO 2013, Boneh and Zhandry initiated the study of quantum-secure encryption. They proposed first indistinguishability definitions for the quantum world where the actual indistinguishability only holds for classical messages, and they provide arguments why it might be hard to achieve a stronger notion. In this work, we show that stronger notions are achievable, where the indistinguishability holds for quantum superpositions of messages. We investigate exhaustively the possibilities and subtle differences in defining such a quantum indistinguishability notion for symmetric-key encryption schemes. We justify our stronger definition by showing its equivalence to novel quantum semantic-security notions that we introduce. Furthermore, we show that our new security definitions cannot be achieved by a large class of ciphers — those which are quasi-preserving the message length. On the other hand, we provide a secure construction based on quantum-resistant pseudo random permutations; this construction can be used as a generic transformation for turning a large class of encryption schemes into quantum indistinguishable and hence quantum semantically secure ones.
3.8 How Hard is Deciding Trivial versus Nontrivial in the Dihedral Coset Problem?

Sean Hallgren (Pennsylvania State University – University Park, US)

License Creative Commons BY 3.0 Unported license © Sean Hallgren

We revisit the dihedral coset problem and relax the problem to a decision problem where we only ask if the subgroup is order two, or trivial. The relaxed problem turns out to be as hard computationally. The decision problem asks if a given vector is in the span of all coset states. We then show that if this subspace membership problem can be efficiently solved by some restricted unitaries using the basis, then the random subset sum problem with density a constant greater than 1 can also be solved by using the same unitaries.

3.9 An Update on Hash-based Signatures.

Andreas Hülsing (TU Eindhoven, NL)

License Creative Commons BY 3.0 Unported license © Andreas Hülsing

This talk will discuss recent developments in the field of hash-based signatures. On the one hand, it will give an overview of recent standardization efforts in IETF. The most recent draft describes a variant of XMSS which will be discussed, including design decisions and security reasoning. On the other hand, it will cover SPHINCS, the first practical stateless scheme solely based on hash functions and recent follow-up work.

3.10 Combining Lattice Sieving Algorithms with (Quantum) Nearest Neighbor Searching

Thijs Laarhoven (TU Eindhoven, NL)
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To deploy lattice-based cryptographic primitives in practice and to choose parameters for these schemes, it is critical to understand the (quantum) hardness of hard lattice problems such as the shortest vector problem (SVP): given a basis of a lattice, how long would it take a classical or quantum computer to find a shortest non-zero vector in this lattice? Various algorithms for solving SVP have been proposed over the years, and while enumeration has long stood as the main candidate for solving SVP in high dimensions, lattice sieving algorithms are closing in. In particular, the recent connection between lattice sieving and nearest neighbor searching has significantly reduced both the theoretical and practical complexities of sieving, making it competitive with enumeration.

In this talk we take a look at the main ideas behind these recent improvements to sieving using nearest neighbor search algorithms, and how quantum searching can lead to further reduced complexities when combined with classical nearest neighbor search methods for
sieving. We conclude with an interesting direction for future research: Can quantum nearest neighbor methods be designed which can find nearby vectors even faster than by simply combining the best classical nearest neighbor algorithm with quantum searching?

3.11 Danger of Failure in Post-quantum Key Agreements

Bradley Lackey (University of Maryland – College Park, US)

Key agreement failure stemming from invalid public keys can lead to key leakage. We propose a method to block this, indirect public key validation, which is suitable for post-quantum key agreements.

3.12 Initial Recommendations of Long-term Secure Post-quantum Systems

Tanja Lange (TU Eindhoven, NL)

I will present the PQCRYPTO project’s initial recommendations for post-quantum cryptographic algorithms for symmetric encryption, symmetric authentication, public-key encryption, and public-key signatures. These recommendations are chosen for confidence in their long-term security, rather than for efficiency (speed, bandwidth, etc.). Most of the talk slot is reserved for feedback and discussion on the proposal.

3.13 Quantum Differential Cryptanalysis

Anthony Leverrier (INRIA Rocquencourt, FR)

Quantum computers pose a serious threat to many cryptosystems. It is generally acknowledged that symmetric cryptography would be less impacted by quantum computing than public-key cryptography: indeed, in many cases, it seems that the best attack relies on Grover’s search algorithm and therefore doubling the keysize essentially suffices to make a cryptosystem quantum resistant. Over the years, the symmetric cryptography community has come up with many cryptanalysis tools to test the security of symmetric cryptosystems, including for instance differential cryptanalysis. In this talk, we study the impact of quantum computing on this technique. In particular, while a quadratic speedup can be achieved sometimes, it turns out that the speedup is only sub quadratic in several cases of interest.
3.14 On the Possibility of a Quantum uSVP Algorithm

Alexander May (Ruhr-Universität Bochum, DE)

We show how to turn Regev’s reduction from uSVP to DCP into an algorithm. The basic idea is to use block reduction in order to compute a good basis, and to make Kuperberg’s algorithm somewhat error-tolerant. Given a classical $2^{\alpha n}$-SVP algorithm, this leads to a quantum algorithm for $(n^{2^c} + c)$-uSVP with time $2\sqrt{s}n$ having constant success probability.

Unfortunately, it is not hard to show that for $n^c$-uSVP there is a classical algorithm with time $s \cdot c \cdot n$ (having success probability 1). This also includes the special case where $c = \frac{n}{\log n}$, in which one solves $\exp(n)$-uSVP in polynomial time (by just using LLL).

So the quantum reduction achieves $\sqrt{s}$ as opposed to $\frac{s}{2}$. Unfortunately, this does not improve, since $\frac{s}{2} < 1$. Notice that $s \leq 1$ (even provably) and $c \geq 1$ (at least for the quantum algorithm, since we do not know how to completely avoid errors in Regev’s reduction).

So the resulting quantum algorithm is (just) slightly worse than the classical one. Maybe with some additional tricks, this approach might eventually lead to a real improvement.

3.15 On Security of the Courtois-Finiasz-Sendrier Signature

Kirill Morozov (Kyushu University – Fukuoka, JP)

We show that the code-based Courtois-Finiasz-Sendrier (CFS) signature is strongly existentially unforgeable (SEUF-CMA) in the random oracle model, assuming hardness of the Niederreiter problem.

3.16 On the Robustness of Bucket Brigade Quantum RAM

Michele Mosca (University of Waterloo, CA)

The practical cost of quantumly accessible classical memory will play a central role in the practical efficiency of some important quantum algorithms, including some algorithms relevant to quantum cryptanalysis. Will the cost be comparable to a similar amount of regular classical memory, or closer to the cost of a similar amount of general purpose fault-tolerant computational qubits?

I discussed the robustness of the bucket brigade quantum random access memory model introduced by Giovannetti, Lloyd, and Maccone. Their error analysis applies to algorithms
that make few queries to the qRAM, however it does not extend to algorithms that require superpolynomially many queries. A result of Regev and Schiff [ICALP ’08] implies that for a class of error models a non-trivial error rate per gate in the bucket brigade quantum memory nullifies the speed-up of the quantum searching algorithm. This motivates the need for quantum error correction within the quantum RAM, and we argue that quantum error correction for the circuit causes the quantum bucket brigade architecture to lose its primary advantages.

The practical cost of quantumly accessible classical memory remains an important open question.
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3.17 Continuous Permutations and Entropy Power Inequalities

Maris Ozols (University of Cambridge, GB)
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I described a unitary version of Cayley’s theorem which allows to embed any finite group in a continuous subgroup of the unitary group. When applied to the symmetric group, this construction can be used to permute quantum systems in a continuous fashion. For the case of two systems, the resulting continuous swap operation obeys a discrete version of the entropy power inequality. My talk is based on [ADO] and [Oz].

References


3.18 Dihedral HSP and Hidden Shifts: On Efficiently Solvable Instances and Small Scale LIQUi|> Simulations

Martin Roetteler (Microsoft Corporation – Redmond, US)
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It has been known for some time [2] that gapped instances of the unique-shortest vector problem can be reduced to a hidden subgroup problem (HSP) in the dihedral groups $D_N$. 
The standard approach to solving this problem is by considering coset states, however, this ignores some of the information that might be available from the hiding function \( f : D_{N} \rightarrow S \), in particular, it ignores that values of the function. The talk is on work in progress that attempts to use the target values. I consider the equivalent formulation to this HS this HSP as a hidden shift problem over the cyclic (or more generally, abelian) group.

Starting from an already known case, namely the hidden shift problem over the hypercube where a class of efficiently solvable instances is known to correspond to so-called bent functions, I then present a simple quantum algorithm to extract the shift. The algorithm was implemented in the quantum programming LIQUi|> that is developed by the Microsoft group at Redmond [WS:2014] and a short demo of the implementation was given.

Finally, I showed that there are instances of HSPs over the dihedral group that can be solved fully efficiently—in terms of queries, time, and space complexity, as well as classical post-processing—on a quantum computer. These instances are constructed from so-called difference sets and are well-known in combinatorics. We show that the quantum algorithms for hidden shifts of the Legendre symbol [1] and of bent functions [3] can be recovered as special cases of shifted difference sets. Regarding difference sets in the cyclic group, which correspond to dihedral HSP instance, we show that a trace zero hyperplane in a finite geometry \( \text{PG}(n, GF(q)) \) gives rise to instances of hidden shifts in the group generated by a Singer cycle, hence, providing a new class of dihedral HSP instances that can be efficiently solved.
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3.19 Factoring Integers by CVP Algorithms for the Prime Number Lattice

*Claus-Peter Schnorr (Goethe-Universität Frankfurt am Main, DE)*
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1. Under reasonable heuristic assumptions it is shown that SVP and CVP of any lattice \( L \) of dimension \( n \) is solvable in polynomial time if the relative density \( rd(L) \) of \( L \) is polynomially smaller than 1, essentially it is sufficient that \( rd(L) = o(\varepsilon^2/2^n)^{1/4} \). By definition \( rd(L) \) is \( \lambda_1(L)/\max\lambda_1(L') \) for all lattices \( L' \) that have the same dimension and
1. The same determinant as $L$. Here $\lambda_1(L)$ denote the minimal length of non zero vectors of $L$.

2. The prime number lattice that is used for factoring large integers has a sufficiently small relative density.

3. There is a very practical speed up for the enumeration of short – resp. close – lattice vectors. The stages of the enumeration are performed according to their success probability to lead to a shorter – resp. closer – lattice vector. Stages with high success probability are done first.

4. For factoring the integer $N$ we generate lattice vectors of the prime number lattice that are very close to the target vector $N$ that represents $N$. For a sufficiently large prime base $p_1, ..., p_n$ such close vectors most likely yield a relation $\prod_{i=1}^n p_i^{e_i} = \pm \prod_{i=1}^n p_i^{e_i'} \mod N$ with small $e_i, e'_i \in \mathbb{N}$. We can easily factor $N$ when given about $n$ such independent mod $N$ relations. Now an algorithm implemented by C. Morgan, A. Schickedanz, N. Hahn generates for $N = \Theta(10^{14})$ one mod $N$ relation every 2 seconds on the average. This factors $N = \Theta(10^{14})$ in about 3 minutes. The method generates particular relations given by $p_n$-smooth integers $u, v$ such that $|u - vN|$ is $p_n$-smooth too. (By definition $u$ is $p_n$-smooth if it has no prime-factor larger than $p_n$. Here are some recent improvements).

5. We perform the stages in enumerating lattice vectors close to $N$ according to their success rate to provide a mod $N$ relation. Stages with high success rates are done first and stages with low success rate are put back to be performed later or they are even cut of if the success rate is extremely small. The success rate depends on the consumed distance to the target vector at the current stage and on the probability that the consumed distance can be extended to a new minimal distance of a lattice vectors to the target vector. This probability is based on the Gaussian volume heuristics for lattices.

6. In each round we randomly scale the basis vectors of a BKZ-reduced basis of the prime number lattice. The scaling fines each prime $p_i$ randomly with probability $1/2$. The scaling produces independent mod $N$ relations each round.

7. We extremely prune the enumeration of lattice vectors close to $N$ so that a very small fraction of these vectors can be efficiently generated still providing at least $n$ mod $N$ relations.

### 3.20 LIQUi|>: A Software Design Architecture and Domain-Specific Language for Quantum Computing

**Krysta Svore (Microsoft Corporation – Redmond, US)**
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Languages, compilers, and computer-aided design tools will be essential for scalable quantum computing, which promises an exponential leap in our ability to execute complex tasks. LIQUi|> is a modular software architecture designed to control quantum hardware. It enables easy programming, compilation, and simulation of quantum algorithms and circuits, and is independent of a specific quantum architecture. LIQUi|> contains an embedded, domain specific language designed for programming quantum algorithms, with F# as the host language. It also allows the extraction of a circuit data structure that can be used
for optimization, rendering, or translation. The circuit can also be exported to external hardware and software environments. Two different simulation environments are available to the user which allow a trade-off between number of qubits and class of operations. LIQUi〉 has been implemented on a wide range of runtimes as back-ends with a single user front-end. We describe the significant components of the design architecture and how to express any given quantum algorithm.

3.21 Improvement on BKZ Lattice Reduction Algorithm

Tsuyoshi Takagi (Kyushu University – Fukuoka, JP)

The security of lattice-based cryptography is based on the hardness of finding a short vector in the underlying lattice. Currently the most efficient algorithms for solving this problem in random lattices of large dimensions are perhaps the BKZ algorithm and its modifications. In this talk, we investigate a variant of BKZ algorithm, called progressive BKZ, which performs the BKZ reduction starting from the small block size and switches to larger ones so that the total cost used for the local enumeration algorithm is minimized. We discuss how to accelerate the speed of the progressive BKZ algorithm for optimizing the parameters: the block size, the search radius and probability of the local enumeration algorithm, and the successive sizes of Gram-Schmidt orthogonal basis known as geometric series assumption. Using our improved progressive BKZ we have solved the ideal lattice challenge from Darmstadt in $2^{20.7}$ and $2^{24.0}$ seconds on a standard PC for 600 and 650 dimensions, respectively.

3.22 How to Address Post-quantum in Economy

Enrico Thomae (Operational Services GmbH – Zwickau, DE)

This talk gives a brief overview on how information security is addressed in economy by national and international standards (e.g. ISO27001) and big companies (e.g. Volkswagen). Using the case study of broken RFID technology, we show the limitations of this process. The main part of the talk should be a discussion on how we could overcome those limitations for Post-Quantum Cryptography. We will encourage to participate in generating an open access risk analysis.

3.23 Progress Towards Quantum Processors and Quantum Interfaces: Why Experimentalists Start Listening to Computer Science

Frank K. Wilhelm (Universität des Saarlandes, DE)

As a peripheral guest to the event, I reported on the status of the implementation of quantum computers with a heavy focus on superconducting integrated circuits. There is a clear sign for
optimism and the threshold at which a quantum processor outperforms a classical computer at least in simulating itself is imminent. While this is not a useful milestone, it shows that traditional approaches to modeling quantum processor experiments are reaching an end and experimentalists should work with computer scientists on topics like validation.
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Models and proofs are the quintessence of logical analysis and argumentation. Many applications of deduction tools need more than a simple answer whether a conjecture holds;
often additional information – for instance proofs or models – can be extremely useful. For example, proofs are used by high-integrity systems as part of certifying results obtained from automated deduction tools, and models are used by program analysis tools to represent bug traces. Most modern deductive tools may be trusted to also produce a proof or a model when answering whether a conjecture is a theorem or whether a certain problem formalized in logic has a solution. Moreover, major progress has been obtained recently by procedures that rely on refining a simultaneous search for a model and a proof. Thus, proofs and models help producing models and proofs, and applications use proofs and models in many crucial ways.

Below, we point out several directions of work related to models and proofs in which there are challenging open questions:

- **Extracting proofs from derivations.** An important use of proof objects from derivations is for applications that require certification. But although the format for proof objects and algorithms for producing and checking them has received widespread attention in the research community, the current situation is not satisfactory from a consumer’s point of view.

- **Extracting models from derivations.** Many applications rely on models, and models are as important to certify non-derivability. Extracting models from first-order saturation calculi is a challenging problem: the well-known completeness proofs of superposition calculi produce perfect models from a saturated set of clauses. The method is highly non-constructive, so extracting useful information, such as “whether a given predicate evaluates to true or false under the given saturated clauses,” is challenging. The question of representation is not yet well addressed for infinite models.

- **Using models to guide the search for proofs and vice versa.** An upcoming next generation of reasoning procedures employ (partial) models/proofs for proof search. They range from SAT to first-order to arithmetic reasoning and combinations thereof. It remains an open question what properties of models are crucial for successful proof search, how the models should be dynamically adapted to the actual problem, and how the interplay between the models and proof search progress through deduction should be designed.

- **External applications of models and proofs.** Models and proofs are used in various ways in applications. So far application logics and automated proof search logics have been developed widely independently. In order to get more of a coupling, efforts of bringing logics closer together or the search for adequate translations are needed.

This Dagstuhl seminar allowed to bring together experts for these topics and invited discussion about the production and consumption of proofs and models. The research questions pursued and answered include:

- To what extent is it possible to design common exchange formats for theories, proofs, and models, despite the diversity of provers, calculi, and formalisms?
- How can we generate, process, and check proofs and models efficiently?
- How can we search for, represent, and certify infinite models?
- How can we use models to guide proof search and proofs to guide model finding?
- How can we make proofs and models more intelligible, yet at the same time provide the level of detail required by certification processes?
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Peer-to-peer protocols for maintaining distributed hash tables, such as Pastry or Chord, have become popular for certain Internet applications. While such protocols promise certain properties concerning correctness and performance, verification attempts using formal methods invariably discover border cases that violate some of those guarantees. For example, Zave discovered that no previously published version of Chord maintains the invariants claimed of the protocol. In his PhD thesis, Tianxiang Lu discovered similar correctness problems for Pastry and also developed a model, which he called LuPastry, for which he provided a partial proof of correct delivery assuming no node departures, mechanized in the TLA+ Proof System. We present the first complete proof of correct delivery for LuPastry, which we call LuPastry+.

Conflict driven clause learning (CDCL) is the main paradigm for building propositional logic SAT solvers. Saturation based theorem proving is the main paradigm for building first-order logic theorem provers. A natural research question is to investigate the relationships between these paradigms for, e.g., exploiting successful techniques from CDCL in first-order logic theorem proving. To this end, techniques like splitting, dependency-directed backtracking and lemma-learning techniques have been considered for integration in first-order logic resolution calculi and instance-based methods.

The paper revisits this topic from a different point of view. Instead of integrating its concepts, it shows how CDCL can be simulated by a saturation based resolution calculus. This is not trivial, as CDCL’s splitting and backjumping operations are not compatible with saturation. One could, of course, add an explicit splitting rule to resolution, as mentioned above, but this would work in very restricted cases only. In contrast, our calculus approach allows for straightforward lifting to first-order logic. Moreover, in contrast to, e.g., model evolution calculi, it separates model representation from calculus. This supports the modular design of theorem provers, which, this way, e.g., may arbitrarily trade-off representational power versus efficiency, without compromising refutational completeness.

The main result for now is a refutational completeness result in presence of redundancy criteria and deletion rules. The latter are needed for a faithful simulation of CDCL.
3.3 Higher-Order Proofs and Models – Examples from Meta-Logical Reasoning and Metaphysics

Christoph Benzmueller (FU Berlin, DE)
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Extraction and utilization of information (by hand) from higher-order logic proofs and countermodels has played an important role in my recent research. Two examples are presented, one from meta-logical reasoning and one from metaphysics.

In the first example countermodels from Nitpick were utilized in a schematic process to verify the independence of prominent modal logic axioms in Isabelle/HOL. In addition, minimality aspects of these models were proved. The independence results constituted the key steps in the verification of the well known modal logic cube.

In the second example, the higher-order prover LEO-II detected an inconsistency in Kurt Gödel’s original variant of ontological argument for the existence of God. While LEO-II’s (extensional higher-order RUE-resolution) proof object in fact contains the information needed for the reconstruction of a human-intuitive explanation, I failed for a long time to identify the relevant puzzle pieces. Only recently, I was able to extract (and verify) a surprisingly easily accessible abstract-level proof. It is as in many fields in mathematics: once a beautiful structure has been revealed, it can’t be missed anymore. Unmated low-level formal proofs, in contrast, are lacking persuasive power.

References
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3.4 Semi-intelligible Isar Proofs from Machine-Generated Proofs

Jasmin Christian Blanchette (INRIA Lorraine – Nancy, FR)
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Sledgehammer is a component of the Isabelle/HOL proof assistant that integrates external automatic theorem provers (ATPs) to discharge interactive proof obligations. As a safeguard against bugs, the proofs found by the external provers are reconstructed in Isabelle. Reconstructing complex arguments involves translating them to Isabelle’s Isar format, supplying suitable justifications for each step. Sledgehammer transforms the proofs by contradiction into direct proofs; it iteratively tests and compresses the output, resulting in simpler and faster proofs; and it supports a wide range of ATPs, including E, LEO- II, Satallax, SPASS, Vampire, veriT, Waldmeister, and Z3.

3.5 Tips and Tricks in LIA constraint solving

Martin Bromberger (MPI für Informatik – Saarbrücken, DE)

License © Creative Commons BY 3.0 Unported license

Joint work of Bromberger, Martin; Sturm, Thomas; Weidenbach, Christoph

We present tips and tricks for constraint solving in the theory of linear integer arithmetic. These tricks are sound, efficient, heuristic methods that find solutions for a large number of problems. While most complete methods search on the problem surface for a solution, these heuristics use balls and cubes to explore the interior of the problems. The heuristic methods are especially efficient for problems with a large number of integer solutions. Although it might seem that problems with a large number of integer solutions should be trivial for complete solvers, we will show the opposite by comparing state-of-the-art SMT solvers with our own solver that contains those heuristic methods.

3.6 Formally verified constraint solvers

Catherine Dubois (ENSIIE – Evry, FR)
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Do you trust your solver? In this talk, we focus on finite domains (FD) constraint solvers. We have developed a family of formally verified solvers through a generic and modular solver developed within the Coq proof assistant and proved sound and complete [CDD12]. Local consistency property, labeling strategy are parameters of this formal development. In the talk we present the main features and the current status of the development. Work in progress concerns the Coq formalization and verification of the well-known filtering algorithm [Reg94] for the alldiff constraint.
3.7 Overview of Models in Yices

Bruno Dutertre (SRI – Menlo Park, US)
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We present a form of model-based theory combination recently implemented in Yices, algorithms for exists/forall solving and model generalization.

3.8 Automatic Proofs of Termination and Memory Safety for Programs with Pointer Arithmetic

Carsten Fuhs (Birkbeck, University of London, GB)
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While automated verification of imperative programs has been studied intensively, proving termination of programs with explicit pointer arithmetic fully automatically was still an open problem. To close this gap, we introduce a novel abstract domain that can track allocated memory in detail. Automating our abstract domain with the help of SMT-based entailment proofs, we construct a symbolic execution graph that over-approximates all possible runs of the program and that can be used to prove memory safety. This graph is then transformed into an integer transition system, whose termination can be proved by standard techniques, e.g., based on models found by SMT solvers. We have implemented this approach in the automated termination prover AProVE and demonstrate its capability of analyzing C programs with pointer arithmetic that existing tools cannot handle.

3.9 Quantified Array Fragments: Decision Results and Applications

Silvio Ghilardi (University of Milan, IT)
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The theory of arrays is one of the most relevant theories for software verification, this is the reason why current research in automated reasoning dedicated so much effort in
establishing decision and complexity results for it. As soon as quantified formulae are concerned, however, satisfiability becomes intractable when free unary function symbols are added to mild fragments of arithmetic [6]. Nevertheless, since applications require the use of quantifiers, e.g. in order to express invariants of program loops, it becomes crucial to identify sufficiently expressive tractable quantified fragments of the theory.

In this talk we first compare and discuss some state-of-the-art literature on the subject [4], [5], [2], [3] and then we show how the results can be applied to model-checking problems in array-based systems. We finally report the status of the implementation in our tools mcmt and Booster [1].

The original contributions of this talk come from joint work with F. Alberti and N. Sharygina.
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3.10 Using Information from Deduction for Complexity Analysis

Juergen Giesl (RWTH Aachen University, DE)

Several techniques and tools have been developed to prove termination and to verify inductive properties of programs automatically. We report on our recent work to use information from such automatically generated proofs in order to analyze complexity of programs. More precisely, from automated termination proofs, one can infer upper bounds on a program’s runtime and on the values of its variables. Moreover, from automated induction proofs, one can infer lower bounds on the runtime of a program.
Many application domains can be described in terms of parameterized systems, where parameters are variables whose value is invariant over time, but is only partially constrained. A key challenge in this context is the estimation of the parameter valuations that guarantee the correct behavior of the system. Manual estimation of these values is time consuming and does not find optimal solutions for specific design problems. Therefore, a fundamental problem is to automatically synthesize the maximal region of parameter valuations for which the system satisfies some properties, or to find the best/most appropriate valuation with respect to a given cost function.

In this talk, we present a technique for parameter synthesis and optimization that exploits the efficiency of state-of-the-art model checking algorithms based on SAT solvers. We will start from a general solution applicable in various settings, and then show how to improve the effectiveness of our procedure by exploiting domain knowledge. We demonstrate the usefulness of our technique with a set of case studies taken from the domains of diagnosability and safety analysis.

We present a method for automated generation of exploits for information flow leaks in object-oriented programs. Given a flow policy and a security level specification, our approach combines self-composition, symbolic execution, computation of an insecurity formula, and model generation to produce a test input that witnesses a security leak (if one exists). The method is one instance of a general framework for generating test data that witnesses a given relational program property, for example, faults, regressions, etc. A prototypic tool called KEG implementing our method for Java target programs is available. It generates security exploits in the form of executable JUnit tests.
3.13 Saturation Theorem Proving for Herbrand Models

Matthias Horbach (MPI für Informatik – Saarbrücken, DE)
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In system verification, we are often interested in analyzing specific models, usually Herbrand models over a given domain. The use of efficient first-order methods like superposition in such a setting is unsound, because the introduction of Skolem constants for existential variables changes the Herbrand domain.

I will present superposition calculi that can explicitly represent existentially quantified variables in computations with respect to a given fixed domain. They give rise to new decision procedures for minimal model validity and I will demonstrate how to employ them for counter model generation in the analysis of Petri nets and LTL formulas, as well as in local reasoning.

3.14 SMT-based Reactive Synthesis

Swen Jacobs (Universität des Saarlandes, DE)
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We consider reductions of the synthesis problem for distributed and parameterized reactive systems to problems in satisfiability modulo theories (SMT). Given a (possibly parametric) system architecture and an LTL specification, we use automata theory (and possibly cutoff results from parameterized verification) to reduce the synthesis problem for implementations that satisfy the specification to a set of first-order constraints. The problem is encoded such that a model of the constraints represents both the desired implementation and an additional annotation that witnesses correctness. Our experimental results with different approaches to solve such constraints suggest that this is a very hard problem for existing SMT solvers.

3.15 Interpolation Synthesis for Quadratic Polynomial Inequalities and Combination with EUF

Deepak Kapur (University of New Mexico – Albuquerque, US)
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An algorithm for generating interpolants for formulas which are conjunctions of quadratic polynomial inequalities (both strict and nonstrict) is proposed. The algorithm is based on a key observation that quadratic polynomial inequalities can be linearized if they are concave. A generalization of Motzkin’s transposition theorem is proved, which is used to generate an interpolant between two mutually contradictory conjunctions of polynomial inequalities, in a way similar to the linear inequalities case. This can be done efficiently using semi-definite programming but forsaking completeness. A combination algorithm is given for the combined theory of concave quadratic polynomial inequalities and the equality theory over uninterpreted functions symbols using a hierarchical framework for combining interpolation algorithms for quantifier-free theories. A preliminary implementation has been explored.
3.16 Obtaining Inductive Invariants with Formula Slicing

George Karpenkov (VERIMAG – Gières, FR)

Program analysis by abstract interpretation finds inductive invariants in a given abstract domain, over-approximating the reachable state-space. This over-approximation at every program location may lead to weak invariants, insufficient for proving a desired property. Path focusing and large block encoding alleviate this problem by requiring abstractions only at loop heads; at other control points, candidate invariants are expressed as first-order formulas within a decidable theory, precisely describing possible executions from the last loop head. This significantly improves the precision.

Our formula slicing approach goes further, by propagating first-order formulas through loop heads: formulas are weakened until they become inductive by replacing atomic predicates with “true”.

We show that the problem of deciding the existence of a non-trivial weakening is \( \Sigma_2^p \)-complete. We propose the over-approximation approaches based on the existing algorithms from the literature.

The produced inductive weakenings can be conjoined to the invariant candidates expressed in the abstract domain, improving the analysis precision, as we demonstrate on a range of programs from the International Competition on Software Verification (SV-COMP).

3.17 Optimization modulo quantified linear rational arithmetic

Zachary Kincaid (University of Toronto, CA)

The optimization modulo theories (OMT) problem is to compute the supremum of the value of some given objective term over all models of a given (satisfiable) formula. Recently, techniques have been developed for optimization modulo the theories of quantifier-free linear rational (and integer) arithmetic. In principle, these techniques can be also be applied to formulas with quantifiers, since linear rational (integer) arithmetic admits quantifier elimination. However, quantifier elimination is computationally expensive, and it may be possible to avoid it. I will present an algorithm for optimization modulo quantified linear rational arithmetic that works directly on quantified linear rational arithmetic formulas.
3.18  EPR-based BMC and k-induction with Counterexample Guided Abstraction Refinement

Konstantin Korovin (University of Manchester, GB)
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In recent years it was proposed to encode bounded model checking (BMC) into the effectively propositional fragment of first-order logic (EPR). The EPR fragment can provide for a succinct representation of the problem and facilitate reasoning at a higher level. In this talk we present a novel abstraction-refinement approach based on unsatisfiable cores and models (UCM) for BMC and k-induction in the EPR setting. We have implemented UCM refinements for EPR-based BMC and k-induction in a first-order automated theorem prover iProver [1]. We also extended iProver with the AIGER format and evaluated it over the HWMCC’14 competition benchmarks. The experimental results are encouraging. We show that a number of AIG problems can be verified until deeper bounds with the EPR-based model checking.

This talk is based on [2].
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3.19  Hyperresolution modulo Horn Clauses – generating infinite models

Christopher Lynch (Clarkson University – Potsdam, US)
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When Ordered Resolution terminates on a satisfiable set of clauses, it is not always possible to constructively find a model. On the other hand, in Hyperresolution a model can be easily computed, but Hyperresolution rarely halts.

We present a method to identify some Horn clauses that lead to nontermination, and remove them from the Hyperresolution process. Instead of resolving these clauses, unification will be performed modulo those clauses. In many cases, this will force Hyperresolution to halt, and the result will determine an infinite Herbrand model with nice properties, e.g., closed under intersection.

We first apply this result to Cryptographic Protocol Analysis, where Horn clauses used to represent Intruder Abilities cause nontermination. If Hyperresolution modulo Intruder Abilities halts then the infinite Herbrand model gives all the messages an intruder could learn.
We extend this result to a more general class of Horn clauses, which may be useful for program analysis where it is difficult or impossible to find a finite model.

The work on Cryptographic Protocol Analysis is joint with Erin Hanna, David Myers and Corey Richardson.

3.20 Confluence and Certification

Aart Middeldorp (Universität Innsbruck, AT)

We discuss the importance of certification for confluence. A simple technique is presented that increases the power of modern (certified) confluence tools considerably.

3.21 Mining the Archive of Formal Proofs

Tobias Nipkow (TU München, DE)

The Archive of Formal Proofs is a vast collection of computer-checked proofs developed using the proof assistant Isabelle. We perform an in-depth analysis of the archive, looking at various properties of the proof developments, including size, dependencies, and proof style. This gives some insights into the nature of formal proofs.

3.22 SMT-Based Methods for Difference Logic Invariant Generation

Albert Oliveras (UPC – Barcelona, ES)

We consider the problem of synthesizing difference logic invariants for a restricted class of imperative programs: the ones whose transitions can be described as conjunctions of difference logic inequalities.

Our methodology is based on the so-called constraint-based method: we consider a template for each location as a candidate invariant, to which initiation and consecution conditions are imposed. Unlike in the general case, where Farkas' lemma is used to convert these conditions into formulas over non-linear arithmetic, in our particular case we show how we can use more efficient SMT-based techniques using only difference logic arithmetic.
3.23 How to avoid proving the absence of integer overflows

Andrei Paskevich (University Paris-Sud, FR)

When proving safety of programs, we must show, in particular, the absence of integer overflows. Unfortunately, there are lots of situations where performing such a proof is extremely difficult, because the appropriate restrictions on function arguments are invasive and may be hard to infer. Yet, in certain cases, we can relax the desired property and only require the absence of overflow during the first $n$ steps of execution, $n$ being large enough for all practical purposes.

It turns out that this relaxed property can be easily ensured for large classes of algorithms, so that only a minimal amount of proof is needed, if at all. The idea is to restrict the set of allowed arithmetic operations on the integer values in question, imposing a “speed limit” on their growth. For example, if we repeatedly increment a 64-bit integer, starting from zero, then we will need at least $2^{64}$ steps to reach an overflow; on current hardware, this takes several hundred years. When we do not expect any single execution of our program to run that long, we have effectively proved its safety against overflows of all variables with controlled growth speed. In this talk, we give a formal explanation of this approach and show how it is implemented in the context of deductive verification.

3.24 Compositional Program Analysis using Max-SMT

Albert Rubio (UPC – Barcelona, ES)

An automated compositional program verification technique for safety properties based on conditional inductive invariants is presented. For a given program part (e.g., a single loop) and a postcondition, we show how to, using a Max-SMT solver, an inductive invariant together with a precondition can be synthesized so that the precondition ensures the validity of the invariant and that the invariant implies the postcondition. From this, we build a bottom-up program verification framework that propagates preconditions of small program parts as postconditions for preceding program parts. The method recovers from failures to prove the validity of a precondition, using the obtained intermediate results to restrict the search space for further proof attempts.

Currently we are extending the framework to prove reachability properties by using conditional termination.
3.25 Exploiting Locality in Parametric Verification

Viorica Sofronie-Stokkermans (Universität Koblenz-Landau, DE)

We show how hierarchical reasoning, quantifier elimination and model generation can be used to automatically provide guarantees that given parametric systems satisfy certain safety or invariance conditions. Such guarantees can be for instance expressed as constraints on parameters. Alternatively, hierarchical reasoning combined with techniques for model generation allows us to construct counterexamples which show how unsafe states can be reached.

In this talk we focus on the case of systems composed of an unbounded number of similar components (modeled as linear hybrid automata), whose dynamic behavior is determined by their relation to neighboring systems. We present a class of such systems and a class of safety properties whose verification can be reduced to the verification of (small) families of neighboring systems of bounded size, and identify situations in which such verification problems are decidable, resp. fixed parameter tractable. We illustrate the approach with an example from coordinated vehicle guidance.

3.26 Verified AC-Equivalence Checking in Isabelle/HOL

Christian Sternagel (Universität Innsbruck, AT)

We present an algebraic correctness proof of an executable AC-equivalence check that we formalized in Isabelle/HOL. This work constitutes the basis for extending our Isabelle/HOL Formalization of Rewriting (IsaFoR) with results on rewriting modulo associativity and commutativity.

3.27 Thousands of Models for Theorem Provers – The TMTP Model Library

Geoff Sutcliffe (University of Miami, US)

The TPTP World is a well established infrastructure that supports research, development, and deployment of Automated Theorem Proving (ATP) systems for classical logics. The TPTP World includes the TPTP problem library, the TSTP solution library, standards for writing ATP problems and reporting ATP solutions, tools and services for processing ATP problems and solutions, and it supports the CADE ATP System Competition (CASC).
This work describes a new component of the TPTP World – the Thousands of Models for Theorem Provers (TMTP) Model Library. This will be a corpus of models for identified sets of axioms in the TPTP, along with tools for interpreting formulae wrt models, tools for translating from from model form to another, interfaces for visualizing models, etc. The TMTP will support the development of semantically guided theorem proving ATP systems, provide examples for developers of model finding ATP systems, and provide insights into the semantic structure of axiom sets.

3.28 Conflict-based Quantifier Instantiation for SMT

Cesare Tinelli (University of Iowa – Iowa City, US)
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Satisfiability Modulo Theories (SMT) solvers have been used successfully in a variety of applications including verification, automated theorem proving, and synthesis. While such solvers are highly adept at handling ground constraints in several decidable background theories, they primarily rely on heuristic quantifier instantiation methods such as E-matching to process quantified formulas. The success of these methods is often hindered by an overproduction of instances, which makes ground level reasoning difficult. This talk introduces a new technique that alleviates this shortcoming by first discovering instances of the quantified formulas that are in conflict with the current state of the solver. The solver only resorts to traditional heuristic methods when such instances cannot be found, thus decreasing its dependence upon E-matching. Extensive experimental results show that this technique significantly reduces the number of instantiations required by an SMT solver to answer “unsatisfiable” for several benchmark libraries, and consequently leads to improvements over state-of-the-art implementations.

3.29 Learn Fresh: Model-Guided Inferences

Christoph Weidenbach (MPI für Informatik – Saarbrücken, DE)
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I investigate the relationship between candidate models, inferences and redundancy. It turns out that clauses learned by the CDCL calculus correspond to the result of superposition inferences and are not redundant. The result can be lifted to the Bernays Schoenfinkel class but it is open how it can be lifted to first-order logic, in general. For-first order logic abstraction mechanisms are needed that result in effective model representations enabling decision procedures for clause validity.
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3.30 Partial Models for More Proofs

*Sarah Winkler (Microsoft Research UK – Cambridge, GB)*
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Maximal completion constitutes a powerful and fast Knuth-Bendix completion procedure based on MaxSAT/MaxSMT solving. Recent advancements let Maxcomp improve over other automatic completion tools, and produce novel complete systems [1]: (1) Termination techniques using the dependency pair framework are encoded as satisfiability problems, including dependency graph and reduction pair processors. (2) Instead of relying on pure maximal completion, different SAT-encoded control strategies are exploited.

Maximal completion can also produce complete systems for subtheories (partial models): This is done by encoding control strategies which, for instance, give preference to rewrite systems where the number of non-joinable critical pairs is minimal.

Exploiting this feature, we use maximal completion to guide equational proof search. More precisely, we investigate how the addition of a partial model \( R \) (and a reduction order to prove it terminating) to unit equality problems from TPTP influences the behavior of
provers on these problems. When restricting to reduction orders which are total on ground terms, there always exists a ground complete system extending \( R \), hence completeness is not compromised. Experiments with the theorem prover SPASS show that supplying complete systems for subtheories is indeed beneficial, though adding the respective reduction order has more effect than the additional rewrite rules.
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Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 15382 “Modeling and Simulation of Sport Games, Sport Movements, and Adaptations to Training”. The primary goal of the seminar was the continuation of the interdisciplinary and transdisciplinarity research in sports and computer science with the emphasis on modeling and simulation technologies. In this seminar, experts on modeling and simulation from computer science, sport science, and industry were invited to discuss recent developments, problems and future tasks in these fields. For instance, computational models are applied in motor control and learning, biomechanics, game analysis, training science, sport psychology, and sport sociology. However, for these models to be adequate, accurate and fully utilized to their potential, major inputs from both computer and sports scientists are required. To bridge the potential disconnect between the skill sets of both sets of experts, the major challenge is to equip both computer and sports scientists with a common language and skill sets where both parties can communicate effectively. The seminar focused on three application areas: sport games, sport movements, and adaptations to training. In conclusion, the seminar showed that the different application areas face closely related problems. The disciplines could mutually benefit from each other combing the knowledge of domain experts in e.g. computer vision, biomechanics, and match theory.

1 Executive Summary

Josef Wiemeyer
Ricardo Duarte
Björn Eskofier
Martin Rumpf

License Creative Commons BY 3.0 Unported license

Computational modeling and simulation are essential to analyze human motion and interaction in sport science, sport practice and sport industry. Applications range from game analysis,
issues in exercising like training load-adaptation relationship, motor control and learning, to biomechanical analysis. New challenges appear due to the rapid development of information and communication technologies (ICT) as well as the enormous amount of data being captured within training and competition domains. The motivation of this seminar was to enable an interdisciplinary exchange between sports and computer scientists as well as sport practice and industry to advance modeling and simulation technologies in selected fields of applications: sport games, sport movements and adaptations to training.

From September 13 to September 16, 2015 about 29 representatives of science, practice and industry met at the Leibniz-Zentrum für Informatik in Schloss Dagstuhl to discuss selected issues of modelling and simulation in the application fields of sport games, sport movements and adaptation to training. This seminar was the fifth in a series of seminars addressing computer science in sport, starting in 2006. Based on previously selected issues, four main streams were identified:

- Validation and model selection
- Sensing and tracking
- Subject-specific modelling
- Training and sport games

The talks addressing these four topics are summarized in this report. They have been arranged according to the three main application fields: sport games, sport movements, and adaptations to training. In addition, generic comments on modeling in industry and science are presented. Moreover, the final discussion is summarized and a conclusion of the seminar is drawn.
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A new era in sports sciences is emerging with the advent of new digital tools for the analysis of athletes’ training, performance and health. However, massive technological changes emerging over the past few years have led to a new issue, captured in the term Big Data. A clear challenge for sports scientists and practitioners is to understand which data matter and how to interpret them. The real challenge for the professional world is now to move from data-driven decisions to data-informed decisions. From this perspective, my talk addresses the question of investigating tracking data in football (i.e. both events data and players position in x,y,t coordinate) in order to derive meaningful and functional metrics. Broadly speaking, the idea is to overcome traditional generic statistics (e.g., number of passes done, number of shots, number of tackles, percentage of ball possession) by combining them into meaningful items for coaches and practitioners (i.e. information that can help them to make informed choices for recruitment, injury prevention or match analysis). More specifically, part of the work presented looked at the number of goals one could expect from a player, based on the location of the shots he took [1]. A model of expected goals per field position was derived from previous seasons and then compared to the actual number of goals scored by a specific player. This comparison can thus inform about the ability of this player to under- or overachieve in shots success. Looking at probability of scoring goals during a season, coaches can then be informed about conversion rate of a player, but rather than a raw goals/shots ratio, this goal expectancy metrics gives more context to the conversion ability (e.g., it can take into account the position of the shot, the defensive density during the shots). Combined to other measures like ball movement effectiveness, this kind of metrics can feed models of offensive contribution in professional football.
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enlarging sample size [3]. On the other hand, practical support is considered to be the main purpose of PA [6]. McGarry (2009) sees advancing the understanding of sports mainly with regard to improving future outcomes. In this situation, a review of Drust and Green (2013) gave rise to the “Practical Impact Debate”. The authors stated: “… it can be suggested that the influence of the scientific information that is available has a relatively small influence on the day-to-day activities within the “real world” of football.” (p. 1382).

The “Practical Impact Debate”

This statement was supported by a review of Mackenzie and Cushion (2013). They analysed existing PA-research and found widespread methodological problems as well as a missing research strategy for practical support. Carling et al. (2014) replied to this paper and – among other issues – defended analysts working in practice against some methodological criticism by the demands of conducting research in practical settings. He frequently referred to his earlier paper with the telling header: “Should we be more pragmatic in our approach?” [1].

Remarks on the “Practical Impact Debate”

The problem addressed has its root in a lacking distinction between applied and basic research. This issue is mentioned by Mackenzie and Cushion (2013) without drawing consequences for research strategies to be applied. In the eyes of the author it is helpful to distinguish between practical PA (PPA) and theoretical PA (TPA) [5]. TPA aims at clarifying the general structure of sports. It looks for general rules, appropriate models (dynamical systems modelling) and needs large, representative samples. PPA is in some respects the opposite. It may be defined as PA activities conducted in practice, i.e. analysing training and competition to support a team or a player. PPA is interested in any information that provides practical support and typically works with and for a single case, the own team or player. Moreover, practical consequences for training may not be found algorithmically from data collected but need a thorough interpretation with a background of in-depth knowledge from the many sources of information available in a professional football club (medical, physiotherapy, fitness, training are only the most important ones). So, in PPA – whether with or without methodological awareness – qualitative research methodology is used, which may be considered as a typical feature as well. With a basic distinction between TPA and PPA researchers analysing the general structure of performances are relieved from demonstrating an immediate practical use of their results, and analysts working in practice shouldn’t feel obliged any more to refute criticism from the point of view of basic research on their pragmatic solutions. Nevertheless, there is a tight connection between both areas. Measures in practice should be in agreement with general findings about the nature of the game, and in the other direction, findings in practice can give rise to new hypotheses on its structure.

Agenda for computer science in PA

What are consequences of the “Practical Impact Debate” for the interdisciplinary research field of computer science in sports? It becomes clear that there are different agendas for it working in either TPA or PPA. Nevertheless, both areas depend on data on the matches meaning that there remains a general agenda including the detection of positions and actions. The automatisation of action detection will be a prominent future task as well as drawing inferences on higher level from action and position data, like analysing constructs not available before like availability or more complex tactical behaviours like passing style or pressing. Specifically for TPA the introduction of more appropriate models will determine a future
agenda. As interaction and dynamics are constitutive for game sports these features should be included in any future approach. What PPA is concerned challenges lie in improving informational service for coaches and athletes. We will see information systems that combine the different sources of information by machine learning technologies to arrive at advanced versions of automated data mining, for example driven by assumptions on the nature of information needed and driven by query habits of the user. All in all, there is a challenging but also promising future for computer science in PA to be expected.
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3.3 Performance Analysis in Soccer Based on Knowledge Discovery Approach

Roland Leser (Universität Wien, AT)

The contribution addresses the development of explanation models for key performance indices extracted from position and tracking data. The goal is to come up with an explanation rather than a black box model which allows the explanation of the performance by means of behavioral patterns. For this purpose, a knowledge discovery approach for extracting behavioral patterns from position measurement data in small-sided soccer games is outlined. The resulting kinematic feature space of spatial-temporal variables is high-dimensional. In order to maintain interpretability for coaches, therefore, the reduction to a reasonable amount of variables is needed. To this end, the Laplacian Score method is introduced which yields promising results. This method aims at reducing the dimensionality while keeping the structure of the data. In a further step clusters in this reduced feature space are induced by taking key performance indicators into account. Promisingly, for small-sided games this
approach leads to expressive linguistically interpretable explanation models. Our contribution aims at discussing the potential of this approach also for more complex scenarios.

3.4 Individual Ball Possession in Soccer

Daniel Link (TU München, DE)

This paper describes models for detecting individual and team ball possession in soccer based on position data. The types of ball possession are classified as Individual Ball Possession (IBC), Individual Ball Action (IBA), Individual Ball Control (IBC), Team Ball Possession (TBP), Team Ball Control (TBC) and Team Playmaking (TPM) according to the type of ball control involved. The machine learning approach used is able to determine how long the ball spends in the sphere of influence of a player based on the distance between the players and the ball together with their direction of motion, speed and the acceleration of the ball. The degree of ball control exhibited during this phase is classified based on the spatio-temporal configuration of the player controlling the ball, the ball itself and opposing players using a Bayesian network. The evaluation and illustrative application of this approach uses data taken from a game in a top European league. When applied to error-corrected raw data, the algorithm showed an accuracy of 92 % (IBA), 86 % (IBP), and 92 % (IBC) using a tolerance of 0.6 s. This is well above the accuracy achieved manually by the competition information providers of 52 % (TBC). There were 1291 phases involving ball control (IBC) totalling 29:39 min with a gross game time of 90:12 min and a net game time of 57:56 min. This initial analysis of ball possession at the player level indicates IBC times of between 0:22 and 3:18 min. The shortest ball control times are observed for the centre forwards of each team (0.9 s) and the full backs of the losing team (0.7 s) and the longest for the losing team’s goalkeeper (2.9 s). This can be interpreted as a tendency for the defenders to try and clear the ball as quickly as possible and the goalkeeper attempting to slow the pace of game.

3.5 Understanding Actions in a Sports Context

Jim Little (University of British Columbia – Vancouver, CA)

Understanding human action is critical to surveillance, monitoring, and situation understanding. Sports present events where the types of actions are limited and depend on roles, locations, and situations. Understanding the actions, activity and performance of the players interests many. Action understanding in broadcast video has led to progress in tracking, recognition, camera rectification, pose, and multi-view action recognition.
3.6 Performance Analysis in Soccer Based on Knowledge Discovery Approach

Bernhard Moser (Software Competence Center – Hagenberg, AT)

The contribution addresses the development of explanation models for key performance indices extracted from position and tracking data. The goal is to come up with an explanation rather than a black box model which allows the explanation of the performance by means of behavioral patterns. For this purpose, a knowledge discovery approach for extracting behavioral patterns from position measurement data in small-sided soccer games is outlined. The resulting kinematic feature space of spatial-temporal variables is high-dimensional. In order to maintain interpretability for coaches, therefore, the reduction to a reasonable amount of variables is needed. To this end, the Laplacian Score method is introduced which yields promising results. This method aims at reducing the dimensionality while keeping the structure of the data. In a further step clusters in this reduced feature space are induced by taking key performance indicators into account. Promisingly, for small-sided games this approach leads to expressive linguistically interpretable explanation models. Our contribution aims at discussing the potential of this approach also for more complex scenarios.

3.7 Covered Distances of Handball Players Obtained by an Automatic Tracking Method

Tiago Guedes Russomanno (University of Brasilia, BR)

Tracking players in sports events is still a topic of discussion in sport science and the data provided by this tracking is useful for team staff to evaluate team performance. Therefore, the aim of this work was to obtain the distances covered by handball players and their velocities during a match using a new approach based on automatic tracking method described in Figueroa et al. [1, 2] and the Adaboost detector [5]. A whole game of a Brazilian regional handball championship for players under age of 21 was recorded. Applying the mentioned automatic tracking, the accumulated covered distances and the velocities were calculated for all the players. The results of average covered distances (±SD) in the 1st and 2nd halves were 2199 (±230) and 2453 (±214). The results of covered distances and the velocities allow individual and collective analyses of the players by the team staff. The proposed method revealed to be a powerful tool to improve physical analysis of the handball players.
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3.8 Data Requirements in the Sports Data Industry

Malte Siegle (Sportradar AG – St. Gallen, CH)

License Creative Commons BY 3.0 Unported license
© Malte Siegle

Different markets do have different requirements concerning data depth, data delivery speed and data quality. Here is a short overview about three markets: (1) Professional Sports, (2) Media, and (3) Bookmakers / Betting.

1. Professional Sports (Teams, Clubs, Leagues)
   - Strong need for deep data
   - Delivery speed not too important, as most teams use the data post-match. Moreover, live-match analyses are sometimes prohibited.
   - Data quality is important. Performance analysis based on imprecise data could cause wrong conclusions.

2. Media
   - Strong need for deep data (e.g. for story telling)
   - Delivery speed Not too important as there is a broadcasting latency anyways
   - Data quality is not important.

3. Bookmakers / Betting
   - Data depth is not important, as there is a market limit anyways. If you would offer too many bets, you would cannibalize your own market.
   - Delivery speed is a must have and very important
   - Just as data quality is. Wrong data could cause a of lot trouble and punters would claim their right to get their money back

Consequently, for a company like Sportradar it is very important to fulfill all different requirements. This results in the claim to be able to provide fast, highly accurate, and deep data.
3.9 Factors that Influence Scoring Dynamics in Low-Scoring and High-Scoring Team Games

Anna Volossovitch (University of Lisbon, PT)

Research in match analysis frequently attempts to establish causal relationships between isolated performance variables and goal scoring or game outcome. This approach reduces the complexity of performance by presenting it in overly descriptive and regular ways, which do not reflect properly the curse of the game. The purpose of the presentation was to discuss two examples of the analysis of factors, which could influence the scoring dynamic during a match in handball and in football. In the first example, the influence of teams past performance on the present teams performance was evaluated throughout the handball match using the model with time-varying parameters. This model estimates the probability of scoring as a function of the past performance of the opposing team and the current match result. This assessment considers the specific context of the game situation, the teams rankings, the match equilibrium and the number of ball possessions per match. In the second example the performance indicators, which had a significant effect on the time of the first goal scoring in football has been identified using Cox time-dependent proportional hazard model. The survival analysis is suggested to be a suitable tool to identify which and how performance indicators influence the time of the first ball is scored in different competitive context.
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4 Overview of Talks: Sport Movement

4.1 Predicting Human Responses to Environmental Changes

Eva Dorschky (Universität Erlangen – Nürnberg, DE)

Predicting human responses to environmental changes is necessary for biomechanical analysis and sports product design. If case studies, environmental conditions or prototypes cannot be realized, modeling and simulation can be used instead. The aim of this work was to evaluate a method of predictive musculoskeletal simulation [1] for uphill and downhill running. A
study was simulated by randomizing the model’s muscle parameters. The predicted energy costs for running at different slopes were compared to literature [2]. Future work includes a personalization of biomechanical models to represent individual athletes as well as population groups. The sensitivity of simulation results to model parameters will be studied to ensure robust simulation results.
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4.2 Wearable Computing Systems for Recreational and Elite Sports

Björn Eskofier (Universität Erlangen-Nürnberg, DE)

Wearable computing systems play an increasingly important role in recreational and elite sports. They comprise of two important parts. The first are sensors embedded into clothes and equipment that are used for physiological (ECG, EMG) and biomechanical (accelerometer, gyroscope) data recording. The second are signal processing and data mining algorithms implemented on wearable computers (smartphones, watches) that are used for analysis of the recorded data. Wearable computing systems can provide support, real-time feedback and coaching advice to sportsmen of all performance levels. In order to implement these systems, several challenges have to be addressed. Our work focusses on four of the most prevalent of these:

- Integration: sensors and microprocessors have to be embedded unobtrusively and have to record a variety of signals.
- Communication: sensors and microprocessors have to communicate in body-area-networks in a secure, safe and energy-saving manner.
- Interpretation: physiological and biomechanical data have to be interpreted using signal processing and machine learning methods.
- Simulation and modeling: understanding of sensor data is needed to model processes in sports more accurately, simulation methodologies help here to provide basic information to drive those models.
4.3 What is the Right Model?

Karen Roemer (Central Washington University – Ellensburg, US)

Investigating human movements requires using biomechanical models to perform kinematic and kinetic analyses. Depending on the available motion analysis system or software packages, anthropometric models, tracking models, joint models etc. are applied to quantify kinematic and kinetic variables. Two standard biomechanical models (OpenSim and Visual3D) were used to analyze a simple stepping task. Similarities and differences of kinematic and kinetic results for both models were discussed.

4.4 Model-Based Tracking of Human Motion

Antonie van den Bogert (Cleveland State University – Cleveland, US)

Two sensing modalities are in use for field studies of human movement: inertial sensing and video. While both are suitable for analysis of human movement during sports events, data quality is usually far inferior to those encountered during laboratory conditions. Inspired by the classical Kalman filtering concept, we consider using a dynamic model to improve the estimates of the state trajectory of the system. This approach presents the estimation problem as an optimal control problem: find state and control trajectories that satisfy system dynamics and minimize a cost function. For tracking of sensor data, the cost function consists of the sum of squared errors between simulated and measured sensor signals. When using a musculoskeletal model, an extra term, representing muscular effort, must be added to ensure a unique solution. This is due to the classical load sharing redundancy: humans have more muscles than strictly necessary to produce movement.

Efficient solution methods have been developed to solve this optimal control problem, and the approach was successfully used to obtain a detailed analysis of a landing movement during skiing, based on low-quality video data [1]. The same approach was used to perform a full dynamic gait analysis, including muscle force estimation, with body-mounted accelerometers [2]. The accelerometer-based analysis was not good enough for clinical applications, because it was too sensitive to the unmodeled dynamics (damped vibrations) of the accelerometer attachments. Improvement is expected when the instrumentation is supplemented by gyroscopic angular velocity sensors.

Model-based state estimation will reduce the sensitivity to measurement error, and there are additional advantages. The estimation process includes estimation of the full state of the system, including variables such as muscle forces which could not be directly obtained from sensor signals. The raw data is then not only filtered, but also enriched by the dynamic model. A second advantage is that a dynamically consistent simulation is obtained as an additional result. Such simulations can be useful to explore “what if” scenarios, such as sports injuries that are caused by unfavorable landing postures [3].
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5 Overview of Talks: Adaptions to Training

5.1 Modelling Speed-HR Relation using PerPot

Stefan Endler (Universität Mainz, DE)

A model, which represents the heart rate (HR) process based on a speed process has to model three aspects:
1. Increasing HR after increasing speed.
2. Decreasing HR after decreasing speed.
3. Break down after exhaustion.

The performance potential metamodel (PerPot) models all these behaviors. It was adapted to the environment of endurance running. Once, the model is calibrated to the individual athlete by a graded incremental test, it can be used for simulation of e.g. competitions. Simulations can help unexperienced athletes particularly to avoid overloading and underperforming.

5.2 Performance Adaption to Football Training: Is More Always Better?

Hugo Folgado (University of Evora, PT)

Traditionally, performance in sports is measured by magnitude based indicators, summed up by the Olympic moto – Citius, Altius Fortius – Faster, Higher, Stronger. However, in several sport domains, and particularly in team sports, this idea has been challenged by recent research. In football, the physical analysis of matches in different competitive leagues have showed that players in higher level contexts tend to run less and at lower intensities than players involved in lower leagues [1]. In other approach studying the effects of congested fixtures in players physical performance showed no differences in the amount of distance covered and distance covered at different displacement intensities [2]. So, it may be speculated that the amount of displacement is not related to greater levels of performance in football. Based in these approaches, we measured players physical and tactical performance development during the preseason, evaluated during sided-games. Our results showed that players tend to reduce the amount of distance covered during these situation has the preseason
progresses. However, their tactical performance, measured as the amount of time players are displacing in synchronized manner, was higher as the preseason progressed. These findings lead to a need for shifting to a more holistic approach, were performance indicators need to be understood within the different interpersonal relations established during the match.
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5.3 Modeling Individual HR Dynamics to the Change of Load

*Katrin Hoffmann (TU Darmstadt, DE)*

The success of training in sports and, in particular, in the application of Exergames, is dependent on setting an appropriate training load. Modeling the individual HR dynamics to the change of load in the sub maximal range provides an effective and efficient prediction of the individual strain in the human body. This enables systematic load control and is essential for an individually optimal training. This task is not simple. Beside the final steady state HR corresponding to the load, the slope of the curve is also essential for a reliable modeling. However, research has shown that this slope can vary in humans, depending on a great amount of influencing factors, i.e. age, body weight, sex, training and resting level and many more. Additionally, it can also vary in the same human under apparently similar conditions. Further research is needed to improve the modeling of HR dynamics inside Exergames:

1. Additional influencing factors on the HR, i.e. emotion or diseases, need to be identified.
2. Additional load on the human body caused by game control, i.e. body movements, need to be identified and controlled.
3. The formula for modeling the human HR responses need to be improvement and dynamically adapted.
5.4 Model Design and Validation for Oxygen Dynamics

Dietmar Saupe (Universität Konstanz, DE)

Measurements of oxygen uptake and blood lactate content are central to methods for assessment of physical fitness and endurance capabilities in athletes. Two important parameters extracted from such data of incremental exercise tests are the maximal oxygen uptake and the critical power. A commonly accepted model of the dynamics of oxygen uptake during exercise at constant work rate comprises a constant baseline oxygen uptake, an exponential fast component, and another exponential slow component for heavy and severe work rates. We generalized this model to variable load protocols by differential equations that naturally correspond to the standard model for constant work rate. This provides the means for prediction of oxygen uptake response to variable load profiles including phases of recovery. The model parameters were fitted for individual subjects from a cycle ergometer test. The model predictions were validated by data collected in separate tests. Our findings indicate that oxygen kinetics for variable exercise load can be predicted using the generalized mathematical standard model, however, with an overestimation of the slow component. Such models allow for applications in the field where the constant work rate assumption generally is not valid.

6 Comments

6.1 Research Perspective

Anne Danielle Koelewijn (Cleveland State University – Cleveland, US)

The Dagstuhl seminar was a very interesting and inspiring event for me. There were many opportunities and a good environment to discuss research. I would recommend to keep talks short also in future events to encourage this even more. Also, the different disciplines that were brought together was insightful, as well as the different backgrounds of the participants. It showed in what ways human modelling could be used in other fields of research and also how this could be helpful in commercial applications. A lot of work is still to be done before this can happen, for example in personalization of models for specific sports or even specific athletes.
6.2 Industry Perspective

Malte Siegle (Sportradar AG – St. Gallen, CH)

For a company it is very important to know about the latest research activities. The Dagstuhl seminar is a great opportunity to get the latest insights and discuss with prestigious representatives from different areas. Besides the important fact to extend the network it can result in concrete research collaborations and even in funded projects. I highly recommend to open Dagstuhl even more towards the industry, as science needs to be applied in concrete projects or products. Moreover, knowing about the requirements of the industry can also help scientists and universities to improve their research programs.

7 Discussion

In the seminar, the term “model” was not exactly defined to allow for a broad discussion. During the discussions, a different understanding of “models” became apparent depending on the background of each participant. In sport science, models are used to understand and predict the behaviour of e.g. sport games, human movement or physical performance of athletes. Models are commonly physically motivated and based on specialist knowledge. However, such models reach their limits when the underlying process is complex and the real world cannot be adequately represented. In machine learning, a model refers to an algorithm describing the dependency of input and output variables. Models are commonly data-driven rather than physics-based. Their application as black boxes conceals risks: How do we know that the results are accurate? How can we optimize our results? What causes problems? How to interpret the model structure physically? As a result from the seminar, computer scientist should provide more support and expertise to allow for insights into the behaviour of the model. Contrarily, the model structure depends on the chosen input and output variables. Therefore, it is essential that sports scientists and industry provide useful information: What are meaningful performance indicators i.e., model input, related to the problem? What output variables are of interest, e.g. to give useful feedback to a coach or the athlete?

In the seminar, the term “sensemaking” was mentioned in this context. As the amount of collected data is increasing, machine learning methods like unsupervised learning, offer new opportunities for joint collaboration. The combination of knowledge-based and data-driven models would be another advance. For example, position data of players during sport games is already available using computer vision or local positioning technologies. The position data itself might not offer enough insight to the course of the game. In terms of “sensemaking”, a pose estimation of the players would lead to a better behavioral understanding of the athletes. This could be done by tracking a biomechanical model with recorded video or inertial sensor data. Moreover, physical models, like biomechanical models, could be used to synthesise training data for training neural networks to improve activity recognition based on noisy sensor data. Finally, new methodologies like agent-based modelling and simulation should be applied to sports related problems. This implies a close cooperation between computer and sports scientists.
8 Conclusion

The seminar enabled fruitful interdisciplinary discussions concerning the core problems of modeling and simulation starting with the acquisition and preprocessing of data, the selection of the appropriate model(s) and ending with the verification and validation of models. The seminar also uncovered the different perspectives of science, practice and industry on modeling and simulation as well as the necessity of all parties to communicate about their views and mutual expectations. Furthermore, the discussions revealed the ambivalence of applying ICT to modeling and simulations in sports. On the one hand, added values like accuracy, speed, and complexity as well as convenience were emphasized. On the other hand, numerous issues including error identification and correction in the data, data quality in general, classification problems, and knowledge discovery in “big data” were addressed. Due to the “spirit of Dagstuhl” the schedule was finalized and flexibly adapted during the seminar. Some guidelines were suggested to the presenters to establish overarching aspects for discussion, e.g., how models were selected and applied to the problem at hand and which advantages and disadvantages appeared in the process of modeling.

There was a broad agreement that the series of Dagstuhl seminars on computer science in sport should be continued. The positive results of the seminar evaluation confirmed the high quality of the seminar. However, some things need to be improved concerning the structure of the seminar as well as the commitment of the participants, e.g., talks more structured and focused on fundamental issues rather than specific aspects, fostering more discussions by shortening the talks as well as a better preparation of the seminar by collecting main topics in advance (e.g., three basic issues per participant). The organizers are sure that the next Dagstuhl seminar will be successful in improving the quality beyond the high level already established by this seminar.
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This was already the 12th Dagstuhl Seminar on Algorithms and Complexity for Continuous Problems over a period of 24 years. It brought together researchers from different communities working on computational aspects of continuous problems, including computer scientists, numerical analysts, applied and pure mathematicians. Although the seminar title has remained the same, many of the topics and participants change with each seminar and each seminar in this series is of a very interdisciplinary nature.

Continuous computational problems arise in diverse areas of science and engineering. Examples include path and multivariate integration, approximation, optimization, as well as operator equations. Typically, only partial and/or noisy information is available, and the aim is to solve the problem within a given error tolerance using the minimal amount

of computational resources. For example, in high-dimensional integration one wants to compute an \( \epsilon \)-approximation to the integral with the minimal number of function evaluations. Here it is crucial to identify first the relevant variables of the function. Understanding the complexity of such problems and construction of efficient algorithms is both important and challenging. The current seminar attracted 35 participants from nine different countries all over the world. About 30\% of them were young researchers including PhD students. There were 25 presentations covering in particular the following topics:

- High-dimensional problems
- Tractability
- Computational stochastic processes
- Compressive sensing
- Random media
- Computational finance
- Noisy data
- Learning theory
- Biomedical learning problems
- Markov chains

There were three introductory talks to recent developments in PDE with random coefficients, learning theory and compressive sensing. A joint session with the Dagstuhl Seminar 15392 “Measuring the Complexity of Computational Content: Weihrauch Reducibility and Reverse Analysis” stimulated the transfer of ideas between the two different groups present in Dagstuhl.

The work of the attendants was supported by a variety of funding agencies. This includes the Deutsche Forschungsgemeinschaft, the Austrian Science Fund, the National Science Foundation (USA), and the Australian Research Council.

As always, the excellent working conditions and friendly atmosphere provided by the Dagstuhl team have led to a rich exchange of ideas as well as a number of new collaborations. Selected papers related to this seminar will be published in a special issue of the Journal of Complexity.
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3 Overview of Talks

3.1 Maximum Improvement Algorithm for Global Optimization of Brownian Motion

James M. Calvin (NJIT – Newark, US)
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Two common approaches to optimizing an unknown random function are to choose the next point to maximize the conditional probability that the function value is less than some amount below the current record minimum, and to choose the next point to maximize the expected decrease below the current record minimum. We construct algorithms based on each approach, and describe error bounds.

3.2 On lattice rules, approximation and Lebesgue constants

Ronald Cools (KU Leuven, BE)
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In this talk I start with introducing lattice rules for numerical integration with the trigonometric degree as quality criterion. I focus on Fibonacci lattice rules and lattice rules with minimal number of points for the trigonometric degree. Then I consider the points of these lattice rules for approximation and introduce the trigonometric approximation degree. This approximation degree is calculated for the lattices used throughout this talk.

To investigate the quality of point sets for approximation the Lebesgue constant is often used. The Lebesgue constant for trigonometric approximation for 1- and 2-dimensional lattices is investigated. We reveal some nice structures and make the link between the Dirichlet kernel and the reproducing kernel that was used to obtain minimal lattice rules in two dimensions.

3.3 Weak convergence for semi-linear SPDEs

Sonja Cox (University of Amsterdam, NL)
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In recent work by Jentzen and Kurniawan weak convergence of both spatial and temporal discretizations for semi-linear SPDEs was proven. Their approach required the non-linear terms in the SPDE to be four times Fréchet differentiable as operators on a Hilbert space. In particular, their results can not be applied to non-linear terms arising from Nemytskii operators. In my talk I will explain how this problem can be overcome by working the more general Banach space setting.
3.4 General multilevel adaptations for stochastic approximation algorithms

Steffen Dereich (Universität Münster, DE)

We analyse multilevel adaptations of stochastic approximation algorithms. In contrast to the classical multilevel Monte Carlo algorithm of Mike Giles one now deals with a parameterised family of expectations and the aim is to compute parameters for which the expectation is zero. We propose a new algorithm and provide an upper bound for its error. Under similar assumptions as in [2] we recover the same order of convergence in the computation of zeroes as the ones originally derived in the computation of single expectations.

References

3.5 On exit times of diffusions from a domain

Stefan Geiss (University of Jyväskylä, FI)

We establish general moment estimates for the discrete and continuous exit times of a general Itô process in terms of the distance to the boundary. These estimates serve as intermediate steps to obtain strong convergence results for the approximation of a continuous exit time by a discrete counterpart, computed on a grid. In particular, we prove that the discrete exit time of the Euler scheme of a diffusion converges in the $L_1$ norm with an order $1/2$ with respect to the mesh size. This rate is optimal. The talk is based on [1].

References
1 B. Bouchard, S. Geiss, and E. Gobet: First time to exit of a continuous Itô process: general moment estimates and $L_1$-convergence rate for discrete time approximations, In revision for Bernoulli.
3.6 Universality of Weighted Anchored and ANOVA Spaces

Michael Gnewuch (Universität Kiel, DE)

We present upper and lower error bounds for high- and infinite-dimensional integration. We study spaces of integrands with weighted norms and consider deterministic and randomized algorithms. Interesting examples of norms are norms induced by an anchored function space decomposition or the ANOVA decomposition.

In some settings (depending on the class of integrands we consider, the weighted norm, the class of algorithms we admit and the way we account for the computational cost) one can derive good or even optimal error bounds directly. If one changes the weighted norm, a correspondent direct error analysis can be much more involved and complicated. The focus of the talk is to discuss new results on function space embeddings of weighted spaces which allow for an easy transfer of error bounds.

3.7 Optimal Strong Approximation of the One-dimensional Squared Bessel Process

Mario Hefter (TU Kaiserslautern, DE)

We consider the one-dimensional squared Bessel processes given by the stochastic differential equation (SDE)

\[ dX_t = 1 \, dt + 2 \sqrt{X_t} \, dW_t, \quad X_0 = x_0, \quad t \in [0, 1], \]

and study strong (pathwise) approximation of the solution \( X \) at the final time point \( t = 1 \). This SDE is a particular instance of a Cox-Ingersoll-Ross (CIR) process where the boundary point zero is accessible. We consider numerical methods that have access to values of the driving Brownian motion \( W \) at a finite number of time points. We show that the polynomial convergence rate of the \( n \)-th minimal errors for the class of adaptive algorithms as well as for the class of algorithms that rely on equidistant grids are equal to infinity and 1/2, respectively. As a consequence, we obtain that the parameters appearing in the CIR process affect the convergence rate of strong approximation.

A key step in the proofs consists of identifying the pathwise solution of (1) and link this problem to global optimization under the Wiener measure.
We consider the problem of strong solution of scalar stochastic differential equations depending on a parameter. We seek to find numerical approximations for all parameter values simultaneously.

The problem is approached within a general scheme of solving parameter-dependent numerical problems by multilevel methods, developed previously by T. Daun and the author in a series of papers. First we obtain suitable convergence results for the Banach space valued Euler-Maruyama scheme in spaces of martingale type 2. Then we develop a multilevel scheme involving two embedded Banach spaces, where discretization is balanced with approximation of the embedding. Finally, the parametric problem is cast into this embedded Banach space setup, from which a multilevel method for the strong solution of parametric stochastic differential equations results.

We obtain convergence rates for various smoothness classes of input functions. Furthermore, the optimality of these rates is established by proving matching lower bounds. Thus, the complexity of this problem is established in the sense of information-based complexity theory.

Quasi-Monte Carlo methods for image synthesis have been under investigation for over 20 years. Although the deterministic approach has been shown to be superior to corresponding Monte Carlo methods, adoption had been rare for a long time. However, coincident with the rendering industry changing to path tracing algorithms for light transport simulation, recently there is a huge interest and growing adoption of quasi-Monte Carlo methods.

We point out how Dagstuhl seminars brought about this change that even influenced standard textbooks, review the state of the art in the rendering industry, and discuss current algorithmic and mathematical questions in light transport simulation.

We consider the problem of numerical integration for weighted anchored and ANOVA Sobolev spaces of $s$-variate functions, where $s$ is large. Under the assumption of sufficiently fast decaying weights, we show in a constructive way that such integrals can be approximated by
quadratures for functions \( f_k \) with only \( k \) variables, where \( k = k(\varepsilon) \) depends solely on the error demand \( \varepsilon \). Moreover \( k(\varepsilon) \) does not depend on the function being integrated, i.e., is the same for all functions from the unit ball of the space.

### 3.11 Approximation in multivariate periodic Gevrey spaces

**Thomas Kühn (Universität Leipzig, DE)**
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The classical Gevrey classes, already introduced in 1918, play an important role in analysis, especially in the context of PDEs. They consist of \( C^\infty \)-functions on \( \mathbb{R}^d \) whose derivatives satisfy certain growth conditions. All Gevrey classes contain non-analytic functions. For periodic functions \( f \), these growth conditions on the derivatives can be expressed equivalently by decay conditions on the Fourier coefficients of \( f \). Using this approach, we define periodic Gevrey spaces \( G^{s,c}(\mathbb{T}^d) \) on the \( d \)-dimensional torus \( \mathbb{T}^d \), where \( s \in (0, 1) \) is a smoothness parameter and \( c > 0 \) a fine parameter.

There is a rich literature on approximation of functions of finite smoothness, as well as for classes of analytic functions, but only quite few results are available for \( C^\infty \)-functions. The talk is devoted to this “intermediate” case, more precisely to estimates for approximation numbers \( a_n \) of the embeddings \( G^{s,c}(\mathbb{T}^d) \hookrightarrow L_2(\mathbb{T}^d) \). In particular, we determine the exact asymptotic rate of \( a_n \) as \( n \to \infty \). Not surprisingly, this rate is sub-exponential and faster than polynomial. Moreover, we give two-sided preasymptotic estimates, i.e. for small \( n \), with special emphasis on the dependence of the hidden constants on the dimension \( d \). These results allow an interpretation in the language of IBC, concerning different notions of tractability.

### 3.12 Minimax signal detection in statistical inverse problems

**Peter Mathé (Weierstraß Institut – Berlin, DE)**
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We shall consider inverse problems in Hilbert space under Gaussian white noise. Usually, the problem of reconstructing the unknown signal, say \( f \), from the noisy observation \( Y = Tf + \sigma \xi \) is considered. Instead, we are interested in the nonparametric test problem, and we ask \( f = f_0 \) for some given function. We shall exhibit how optimality for such test problem can be defined. Lower bounds have been established, previously. We emphasize that many of the common regularization schemes, both with and/or without discretization can be used to yield order optimal tests. This is joint work with Clément Marteau, Univ. Toulouse, [1].
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3.13 On tough quadrature problems for SDEs with bounded smooth coefficients

Thomas Müller-Gronbach (Universität Passau, DE)

We study the problem of approximating the expected value $E(f(X(1)))$ of a function $f$ of the solution $X(1)$ of a SDE at time 1 based on a finite number of evaluations of $f$ and the coefficients of the SDE. We present classes of SDEs with bounded smooth coefficients such that this problem can not be solved with a polynomial error rate in the worst case sense.

3.14 Optimal approximation of SDEs driven by fractional Brownian motion – An overview

Andreas Neuenkirch (Universität Mannheim, DE)

In this talk I give an overview on recent results concerning the optimal approximation of stochastic differential equations (SDEs) driven by fractional Brownian motion (fBm) with Hurst parameter $H > 1/4$. More precisely, I will consider the approximation of the solution at a fixed time point with respect to the root mean square error given an equidistant discretisation of the driving fBm.

While the scalar case has been analysed in detail [1] for $H > 1/2$ in 2008, in recent years several error bounds have been established in the multi-dimensional case. The picture is now as follows: Up to sub-polynomial terms the optimal convergence order is at least $\min\{2H - 1/2, 1\}$, due to results of Bayer et al. [2] and Hu et al. [3]. In the case of the fractional Lévy area, which corresponds to a particular two-dimensional SDE, the optimal convergence order is $2H - 1/2$ for $H > 1/2$, see [4].

I strongly suppose that as long the diffusion coefficients do not commute, the optimal convergence order is $2H - 1/2$.

References
3.15 Multivariate integration over the Euclidean space for analytic functions and $r$-smooth functions

Dong Nguyen (KU Leuven, BE)

In this talk we study multivariate integration over $\mathbb{R}^s$ for weighted analytic functions, whose Fourier transform decays exponentially fast. We prove that the exponential convergence rate can be achieved by using a classical quasi-Monte Carlo method. More specific, we prove two convergence rates of $O\left(\exp\left(-N^{1/D(s)}\right)\right)$ and $O\left(\exp\left(-N^{1/B(s)}(\ln N)^{D(s)/B(s)}\right)\right)$, where $D(s)$ and $B(s)$ are respectively defined by the exponential decay of the Fourier transform and of the integrand, for two different function classes. We discuss work in progress to obtain a stronger convergence rate with less dependence on the dimension. Some numerical results demonstrate the theory.

3.16 A Universal Algorithm for Multivariate Integration

Erich Novak (Universität Jena, DE)

We present an algorithm for multivariate integration over cubes that is unbiased and has optimal order of convergence (in the randomized sense as well as in the worst case setting) for all Sobolev spaces $H^{r,\text{mix}}([0,1]^d)$ and $H^s([0,1]^d)$ for $s > d/2$.

3.17 Approximation with lattice points

Dirk Nuyens (KU Leuven, BE)

We analyse the asymptotic worst case error of using tent transformed lattice points for approximation of functions in the half period cosine space. This space is the unanchored Sobolev space of smoothness one for a certain choice of parameters. This is a continuation of [1].
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3.18 Tensor product approximation of analytic functions

Jens Oettershagen (Universität Bonn, DE)
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We prove sharp, two-sided bounds on sums of the form \( \sum_{k \in \mathbb{N}^d_0} D_a(T) \exp\left(-\sum_{j=1}^d a_j k_j\right) \), where \( D_a(T) := \{ k \in \mathbb{N}^d_0 : \sum_{j=1}^d a_j k_j \leq T \} \) and \( a \in \mathbb{R}^d_+ \). These sums appear in the error analysis of tensor product approximation, interpolation and integration of \( d \)-variate analytic functions. Examples are tensor products of univariate Fourier-Legendre expansions or interpolation and integration rules at Leja points. Moreover, we discuss the limit \( d \to \infty \), where we prove both, algebraic and sub-exponential upper bounds. As an application we consider tensor products of Hardy spaces, where we study convergence rates of a certain truncated Taylor series, as well as of interpolation and integration using Leja points.

3.19 A linear functional strategy for regularized ranking

Sergei Pereverzyev (RICAM – Linz, AT)
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Regularization schemes are frequently used for performing ranking tasks. This topic has been intensively studied in recent years. However, to be effective a regularization scheme should be equipped with a suitable strategy for choosing a regularization parameter. In the present study we discuss an approach, which is based on the idea of a linear combination of regularized rankers corresponding to different values of the regularization parameter. The coefficients of the linear combination are estimated by means of the so-called linear functional strategy. We provide a theoretical justification of the proposed approach and illustrate them by numerical experiments. Some of them are related with ranking the risk of nocturnal hypoglycemia of diabetes patients.

3.20 Linear versus nonlinear approximation in the average case setting

Leszek Plaskota (University of Warsaw, PL)
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We compare the average errors of linear and nonlinear approximations assuming that the coefficients in an orthogonal expansion are scaled i.i.d. random variables. We show that generally the \( n \)-term nonlinear approximation can be much better than linear approximation. On the other hand, if the scaling parameters decrease no faster than polynomially then the average error of nonlinear approximations does not converge to zero faster than that of linear approximations, as \( n \) goes to infinity.
3.21 Optimal adaptive solution of piecewise smooth systems of IVPs with unknown switching hypersurface

Pawel Przybylowicz (AGH Univ. of Science & Technology-Krakow, PL)

We present results concerning optimal approximation of solutions of piecewise regular systems of IVPs. We assume that a right-hand side function is smooth everywhere except for an unknown smooth hypersurface, defined by zeros of an ‘event’ function $h$. We do not assume the knowledge of $h$, even in the weak sense of computing certain discrete information on $h$. We restrict ourselves to information defined only by values of the right-hand side function (computation of partial derivatives is not allowed). We show how to construct optimal algorithm that is rigorous (it is not based on heuristic arguments), it does not use information on the event function, and preserves the optimal error known for regular systems. The complexity of piecewise regular problems is consequently asymptotically the same as that for globally regular problems.

3.22 Compressive sensing and function reconstruction in high dimensions

Holger Rauhut (RWTH Aachen, DE)

Compressive sensing is a recent field originating from mathematical signal processing which predicts that sparse or compressible vectors can be reconstructed from a few linear and non-adaptive measurements via efficient algorithms such as l1-minimization. It is a remarkable fact that up to date all provably optimal measurement matrices are based on randomness. An important special case is the reconstruction of sparse signals from randomly selected Fourier
coefficients. Extensions of this principle can be applied to the reconstruction of functions of many variables. Under standard smoothness assumptions this problem faces the curse of dimensionality. Introducing some non-standard smoothness spaces allowing for efficient sparse approximations, one may avoid the curse of dimension by using compressive sensing techniques for the reconstruction. This principle has applications for the numerical solution of high-dimensional parametric operator equations. The talk gives an overview on these topics.

### 3.23 Perturbation theory of Markov chains

*Daniel Rudolf (Universität Jena, DE)*
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Perturbation theory for Markov chains addresses the question how small differences in the transitions of Markov chains are reflected in differences between their distributions. We show bounds on the distance of the nth step distributions of two Markov chains when one of them satisfies a Wasserstein ergodicity condition. Our work is motivated by the recent interest in approximate Markov chain Monte Carlo (MCMC) methods in the analysis of big data sets. We illustrate our theory by showing quantitative estimates for an autoregressive model and an approximate version of the Metropolis-Hastings algorithm.

### 3.24 Generalized solution operators and topology

*Pawel Siedlecki (University of Warsaw, PL)*
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It is known that a solution operator $S : F \times [0, \infty) \to \mathcal{P}(G)$ induces a certain type of a topological structure on a set $G$, i.e., a family of pseudometrics such that the sets of $\varepsilon$-approximations of solutions (i.e., $S(f, \varepsilon)$) are, almost, closed balls in these pseudometrics. We generalize this result to the case of solution operators $S : F \times P \to \mathcal{P}(G)$, where $P$ is a partially ordered set with some additional structure. We investigate what types of metric-like and topological structures are induced on a set $G$ in such a case, and how $S(f, \varepsilon)$ may be interpreted.
3.25  **PDE with random coefficients – a survey**

*Ian H. Sloan (University of New South Wales – Sydney, AU)*

License Creative Commons BY 3.0 Unported license © Ian H. Sloan

This invited survey described recent algorithmic developments in partial differential equations with random coefficients treated as a high-dimensional problem. The prototype of such problems is the underground flow of water or oil through a porous medium, with the permeability of the material treated as a random field. (The stochastic dimension of the problem is high if the random field needs a large number of random variables for its effective description.). The talk introduced the problem, then explained different approaches to the problem, ranging from the polynomial chaos method initiated by Norbert Wiener to the Monte Carlo and Quasi-Monte Carlo methods. In recent years there have been significant progress in the development and analysis of algorithms in these areas. The talk aimed to encourage further interest and activity, especially from younger researchers.

3.26  **Multi-Level Monte Carlo for Parametric Integration of a Discontinuous Function**

*Jeremy Staum (Northwestern University – Evanston, US)*

License Creative Commons BY 3.0 Unported license © Jeremy Staum

Joint work of Rosenbaum, Imry; Staum, Jeremy

We consider parametric integration of a discontinuous function, focusing on the stochastic setting of random fields. We explore sets of assumptions under which the Multi-Level Monte Carlo method can be shown to improve computational complexity of parametric integration.

3.27  **Analysis of Kernel-Based Learning Methods**

*Ingo Steinwart (Universität Stuttgart, DE)*

License Creative Commons BY 3.0 Unported license © Ingo Steinwart

The last decade has witnessed an explosion of data collected from various sources. Since in many cases these sources do not obey the assumptions of classical statistical approaches, new automated methods for interpreting such data have been developed in the machine learning community. Statistical learning theory tries to understand the statistical principles and mechanisms these methods are based on.

This talk begins by introducing some central questions considered in statistical learning. Then various theoretical aspects of a popular class of learning algorithms, which include support vector machines, are discussed. In particular, I will describe how classical concepts from approximation theory such as interpolation spaces and entropy numbers are used in the analysis of these methods. The last part of the talk considers more practical aspects including the choice of the involved loss function and some implementation strategies. In addition, I will present a data splitting strategy that enjoys the same theoretical guarantees as the standard approach but reduces the training time significantly.
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3.28 On numerical integration of functions with mixed smoothness

Mario Ullrich (Universität Linz, AT)

License Creative Commons BY 3.0 Unported license
© Mario Ullrich
Joint work of Ullrich, Mario; Ullrich, Tino
URL http://arxiv.org/abs/1503.08846v1

We prove upper bounds on the order of convergence of Frolov’s cubature formula for numerical integration in function spaces of dominating mixed smoothness on the unit cube with homogeneous boundary condition. More precisely, we study worst-case integration errors for Besov \( B_{s,p,\theta} \) and Triebel-Lizorkin spaces \( F_{s,p,\theta} \) and our results treat the whole range of admissible parameters \((s \geq 1/p)\). In particular, we treat the case of small smoothness which is given for Triebel-Lizorkin spaces \( F_{s,p,\theta} \) in case \( 1 < \theta < p < \infty \) with \( 1/p < s \leq 1/\theta \).

The presented upper bounds on the worst-case error show a completely different behavior compared to “large” smoothness \( s > 1/\theta \). In the latter case the presented upper bounds are optimal, i.e., they can not be improved by any other cubature formula. The optimality for “small” smoothness is open. Moreover, we present a modification of the algorithm which leads to the same bounds also for the larger spaces of periodic functions, and we discuss a randomized version of the algorithm. All results come with supporting numerical results.

3.29 Preasymptotic error bounds for multivariate approximation problems

Tino Ullrich (Universität Bonn, DE)
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We study the classical problem of finding the rate of convergence of the approximation numbers of isotropic and dominating mixed multivariate periodic Sobolev embeddings. Our particular focus is on so-called preasymptotic estimates, i.e., error estimates for rather small \( n \). By pointing out an interesting relation to entropy numbers in finite dimensional spaces, we can precisely determine the preasymptotic rate of convergence for a family of isotropic norms defined through an additional “compressibility” parameter \( p \) which enters the (sharp) preasymptotic error estimate as well as the asymptotic constant which is also determined exactly.
3.30 \( (s, t) \)-Weak tractability

Markus Weimar (Universität Marburg, DE)
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In the last 20 years a whole hierarchy of notions of tractability was proposed and analyzed by several authors. These notions are used to describe the computational hardness of continuous numerical problems in terms of the behavior of their information complexity \( n(\epsilon,d) \) as a function of the accuracy \( \epsilon \) and the dimension \( d \); see [3]. In this talk we present the new notion of \((s,t)\)-weak tractability defined by

\[
\lim_{\epsilon^{-1} + d \to \infty} \frac{\ln n(\epsilon,d)}{\epsilon^{-s} + d^t} = 0 \quad \text{for fixed} \quad s, t \geq 0
\]

which allows a refined classification of problems with (sub-/super-)exponentially growing information complexity. For compact linear Hilbert space problems \( S = (S_d: H_d \to G_d)_{d \in \mathbb{N}} \) we provide characterizations of \((s,t)\)-weak tractability in terms of the asymptotic decay of the sequence of singular values \( (\lambda_{d,j})_{j \in \mathbb{N}} \) of \( S_d \). In addition, the advantages of our new notion is illustrated by the example of embedding problems of periodic Sobolev spaces with hybrid smoothness \( H^{\gamma,b}(p, T^d) \) which collect all \( f \in L^2(T^d) \) for which the norm

\[
\left[ \sum_{k \in \mathbb{Z}^d} |c_k|^2 \left( 1 + \sum_{j=1}^d |k_j|^p \right)^{2\alpha/p} \prod_{j=1}^d \left( 1 + |k_j|^2 \right)^b \right]^{1/2}
\]

is finite; see [1]. In detail, we complement some conclusions drawn in [2] by showing the following complete tractability characterization:

\textbf{Theorem 1.} Let \( \gamma, \beta \in \mathbb{R}, p \in (0, \infty], \alpha > 0, \text{ and } s, t \in [0, \infty). \) Consider \( \text{id} = (\text{id}_d)_{d \in \mathbb{N}} \) given by

\[
\text{id}_d: H^{\gamma+\alpha,\beta}(p, T^d) \to H^{\gamma,\beta}(p, T^d), \quad f \mapsto \text{id}_d(f) = f,
\]

w.r.t. the worst case setting and \( \Lambda^\text{all} \). Then we have \((s,t)\)-weak tractability if and only if

\[
s > \frac{p}{\alpha} \quad \text{and} \quad t > 0 \quad \text{or} \quad s > 0 \quad \text{and} \quad t > 1.
\]

In particular,

\begin{itemize}
  \item \text{UWT, QPT, PT, or SPT never holds},
  \item classical weak tractability holds if and only if \( \alpha > p \).
\end{itemize}

Finally, we have the curse of dimensionality if and only if \( p = \infty \).
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3.31 On SDEs with arbitrary slow convergence rate at the final time

Larisa Yaroslavtseva (Universität Passau, DE)
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In the recent article [Hairer, M., Hutzenthaler, M., & Jentzen, A., Loss of regularity for Kolmogorov equations, To appear in Ann. Probab. (2015)] it has been shown that there exist stochastic differential equations (SDEs) with infinitely often differentiable and bounded coefficients such that the Euler scheme converges to the solution in the strong sense but with no polynomial rate. Hairer et al.’s result naturally leads to the question whether this slow convergence phenomenon can be overcome by using a more sophisticated approximation method than the simple Euler scheme. In this talk we answer this question to the negative. We prove that there exist SDEs with infinitely often differentiable and bounded coefficients such that no approximation method based on finitely many observations of the driving Brownian motion converges in absolute mean to the solution with a polynomial rate. Even worse, we prove that for every arbitrarily slow convergence speed there exist SDEs with infinitely often differentiable and bounded coefficients such that no approximation method based on finitely many observations of the driving Brownian motion can converge in absolute mean to the solution faster than the given speed of convergence.
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1 Executive Summary
Vasco Brattka
Akitoshi Kawamura
Alberto Marcone
Arno Pauly

Reducibilities such as many-one, Turing or polynomial-time reducibility have been an extraordinarily important tool in theoretical computer science from its very beginning. In recent years these reducibilities have been transferred to the continuous setting, where they allow to classify computational problems on real numbers and other (continuous) data types.

On the one hand, Klaus Weihrauch’s school of computable analysis and several further researchers have studied a concept of reducibility that can be seen as an analogue of many-one reducibility for functions on such data. The resulting structure is a lattice that yields a refinement of the Borel hierarchy and embeds the Medvedev lattice. Theorems of for-all-exists form can be easily classified in this structure.
On the other hand, Stephen Cook and Akitoshi Kawamura have independently introduced a polynomial-time analogue of Weihrauch’s reducibility, which has been used to classify the computational complexity of problems on real numbers and other objects. The resulting theory can be seen as a uniform version of the complexity theory on real numbers as developed by Ker-I Ko and Harvey Friedman.

The classification results obtained with Weihrauch reducibility are in striking correspondence to results in reverse mathematics. This field was initiated by Harvey Friedman and Stephen Simpson and its goal is to study which comprehension axioms are needed in order to prove certain theorems in second-order arithmetic. The results obtained so far indicate that Weihrauch reducibility leads to a finer uniform structure that is yet in basic agreement with the non-uniform results of reverse mathematics, despite some subtle differences.

Likewise one could expect relations between weak complexity theoretic versions of arithmetic as studied by Fernando Ferreira et al., on the one hand, and the polynomial-analogue of Weihrauch reducibility studied by Cook, Kawamura et al., on the other hand.

While the close relations between all these approaches are obvious, the exact situation has not yet been fully understood. One goal of our seminar was to bring researchers from the respective communities together in order to discuss the relations between these research topics and to create a common forum for future interactions.

We believe that this seminar has worked extraordinarily well. We had an inspiring meeting with many excellent presentations of hot new results and innovative work in progress, centred around the core topic of our seminar. In an Open Problem Session many challenging current research questions have been addressed and several of them have been solved either during the seminar or soon afterwards, which underlines the unusually productive atmosphere of this meeting.

A bibliography that we have compiled during the seminar witnesses the substantial amount of research that has already been completed on this hot new research topic up to today.

This report includes abstracts of many talks that were presented during the seminar, it includes a list of some of the open problems that were discussed, as well as the bibliography.

Altogether, this report reflects the extraordinary success of our seminar and we would like to use this opportunity to thank all participants for their valuable contributions and the Dagstuhl staff for their excellent support!
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3.1 Preliminary investigations into Eilenberg-Moore algebras arising in descriptive set theory

Matthew de Brecht (NICT – Osaka, JP)

Recently we proposed an abstract notion of a “jump-operator” to unify characterizations of limit-computability and other topological and recursion-theoretic complexity classes given by V. Brattka, M. Ziegler, and others. These operators determine functors on the category of (Baire-) represented spaces, are closely related to (strong) Weihrauch reducibility, and can be used to represent the major complexity hierarchies in descriptive set theory. In particular, sets of a given level of the Borel hierarchy correspond to realizable maps into particular “jumps” of the Sierpinski-space.

In a different context, P. Taylor has been developing a re-axiomatization of topology inspired by M. Stone’s celebrated duality theorem between topology and algebra. Within this paradigm, P. Taylor showed that many important concepts from topology can be described using the exponential object of maps into an object playing the role of the Sierpinski-space. In particular, fundamental aspects of Stone duality can be expressed in terms of Eilenberg-Moore algebras of a monad defined using the Sierpinski-space object. The resulting theory is quite general, and much can be expressed with very little assumptions on the Sierpinski-space object.

In this talk, we present preliminary investigations into interpreting some parts of P. Taylor’s theory using “jumps” of the Sierpinski-space as the basic Sierpinski-space object, and look at some examples of the resulting Eilenberg-Moore algebras. As a case study, we make some connections with the Jayne-Rogers theorem by applying recent results on that theorem by A. Pauly and myself.

This work was supported by JSPS Core-to-Core Program, A. Advanced Research Networks and by JSPS KAKENHI Grant Number 15K15940.

3.2 The mathematics and metamathematics of weak analysis

Fernando Ferreira (University of Lisboa, PT)

In this survey talk, we start by remarking that it is well-known that the provably total functions of the base theory $\text{RCA}_0$ of reverse mathematics are the primitive recursive functions. We show how to set up a similar theory (called $\text{BTFA}$, an acronym for ‘base theory for feasible analysis’) whose provably total functions are (in an appropriate sense) the polytime computable functions. As with $\text{RCA}_0$, one can add to this theory weak König’s lemma without proving new $\Pi^0_2$-consequences. We draw attention to the pivotal rôle of the bounded collection scheme in defining $\text{BTFA}$ and in the proof of the above conservation result, and also to some differences with the usual setting of reverse mathematics (weak König’s lemma can be formulated in $\text{BTFA}$ not only for set trees but, more generally, for trees defined by bounded formulas).
We describe how to introduce the real numbers in the theory BTFA. Continuous functions can also be introduced, following the usual blueprint of reverse mathematics. The intermediate value theorem can be proved and, in particular, the real numbers form a real closed ordered field (but are more than just that). We discuss the rôle of (several forms of) weak König’s lemma in the setting of BTFA in relation to the Heine-Borel theorem, the uniform continuity theorem and the attainement of maximum for continuous real functions defined on a closed bounded interval.

We also briefly describe two other theories of weak analysis: one related to Vaillant’s class $\#P$ of counting functions and the other related to polyspace computability. We show how to introduce Riemann integration in the former theory and argue that, in a sense (namely, for continuous functions defined à la Simpson with a modulus of uniform continuity) this is the weaker theory in which integration can be done.
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3.3 The Weihrauch degrees of conditional distributions
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We show that the disintegration operator on a complete separable metric space along a projection map, restricted to measures having a unique continuous disintegration, is strongly Weihrauch equivalent to the limit operator Lim. When a measure does not have a unique continuous disintegration, we may still obtain a disintegration when some basis of continuity sets has the Vitali covering property with respect to the measure; the disintegration, however, may depend on the choice of sets. We show that, when the basis is computable, the resulting disintegration is strongly Weihrauch reducible to Lim, and further exhibit a single distribution realizing this upper bound.
3.4 Probabilistic computability and the Vitali Covering Theorem

Our recent work [3] has developed our investigation on probabilistic and Las Vegas computability for sequences of infinite length, already introduced and studied in [1] and [2].

Las Vegas computable (multi-valued) functions are those (multi-valued) functions on represented spaces that can be computed with positive success probability by non deterministic TTE Turing machines. Such devices constitute a more powerful variation of TTE Turing machines: they are allowed to integrate the information contained in the input by accessing auxiliary information contained in a randomly selected binary string (“oracle”). If such randomly accessed information is useful to solve the task, then a correct output is produced. Otherwise, after finitely many steps, the machine recognizes the failure and outputs in fact a failure message. If a (multi-valued) function \( f : \subseteq X \Rightarrow Y \) over represented spaces can be computed by a non deterministic TTE Turing machine under the condition that for every possible input the set of successful oracles has positive measure in the Cantor space, then \( f \) is said to be Las Vegas computable.

We also consider functions that can be simulated on non deterministic Turing machines that replace the oracle space \( 2^\mathbb{N} \) by \( \mathbb{N} \times 2^\mathbb{N} \). In reality, such functions can also be computed by non deterministic Turing machines that maintain \( 2^\mathbb{N} \) as oracle space but that are allowed to do finitely many corrections on the output tape. For this reason we call such functions Las Vegas computable with finitely many mind changes. This new class of functions extends the previous one, and both classes are contained in the wider class of probabilistic functions, that is, the class of those functions computed by selecting the Baire space \( \mathbb{N}^\mathbb{N} \) as oracle space and without demanding for failure messages in case of unsuccess.

As a very significant study case we have investigated the classical Vitali covering theorem: every sequence \( \mathcal{I} \) of open intervals that Vitali covers a Lebesgue measurable subset \( A \subseteq [0,1] \) (i.e., \( \mathcal{I} \) is such that every point of \( A \) is contained in arbitrarily small elements of \( \mathcal{I} \)) includes a countable sequence \( \mathcal{J} \) eliminating \( A \) (i.e., the elements of \( \mathcal{J} \) are pairwise disjoint and cover \( A \) up to measure 0). Several classically equivalent versions of the statement are of course possible. We have analyzed three natural versions for \( A := [0,1] \) that we are going to formulate after having introduced the following terminology. For every sequence of open intervals \( \mathcal{I} \), a point \( x \) is captured by \( \mathcal{I} \) if it is contained in elements of \( \mathcal{I} \) of arbitrarily small diameter. Moreover \( \mathcal{I} \) is called saturated if every point covered by some element in \( \mathcal{I} \) is even captured by \( \mathcal{I} \) (therefore, every Vitaly cover is a saturated sequence). We have then the following versions of the theorem:

1. For every Vitali cover \( \mathcal{I} \) of \( [0,1] \) there exists a countable subsequence \( \mathcal{J} \) of \( \mathcal{I} \) that eliminates \( [0,1] \).
2. For every saturated sequence \( \mathcal{I} \) of open intervals that does not admit a countable subsequence eliminating \( [0,1] \) there exists a point \( x \in [0,1] \) that is not covered by \( \mathcal{I} \).
3. For every sequence \( \mathcal{I} \) of open intervals that does not admit a countable subsequence eliminating \( [0,1] \) there exists a point \( x \in [0,1] \) that is not captured by \( \mathcal{I} \).

These three classically equivalent versions define three different operators defined on \( \text{Int} \), the set of all sequences of open rational intervals in \( \mathbb{R} \):

1. \( \text{VCT}_0 \subseteq \text{Int} \), \( \Rightarrow \text{Int} \) with

\[
\text{VCT}_0(\mathcal{I}) := \{ \mathcal{J} : \mathcal{J} \text{ is a countable subsequence of } \mathcal{I} \text{ eliminating } [0,1] \}
\]

for \( \mathcal{I} \) a Vitali cover of \( [0,1] \);
2. \( \text{VCT}_1 \subseteq \text{Int} \equiv [0, 1] \) with
\[
\text{VCT}_1(I) := \{ x \in [0, 1] : x \text{ is not covered by } I \}
\]
for \( I \) saturated with no countable subsequence eliminating \([0, 1]\);

3. \( \text{VCT}_2 \subseteq \text{Int} \equiv [0, 1] \) with
\[
\text{VCT}_2(I) := \{ x \in [0, 1] : x \text{ is not captured by } I \}
\]
for \( I \) with no countable subsequence eliminating \([0, 1]\).

It turns out that these operators are computationally very significant, in particular to characterize the notion of Las Vegas computability. In fact the following theorems hold:

- **Theorem 1.** \( \text{VCT}_0 \) is computable.
- **Theorem 2.** \( \text{VCT}_1 \) is Weihrauch complete with respect to the class of Las Vegas computable functions.
- **Theorem 3.** \( \text{VCT}_2 \) is Weihrauch complete with respect to the class of Las Vegas computable functions with finitely many mind changes.

Theorem 2 is proved by showing that \( \text{VCT}_1 \equiv_{W} \text{PC}_{[0, 1]} \), where \( \text{PC}_{[0, 1]} \) is the operator selecting points from closed subsets of \([0, 1]\) of positive Lebesgue measure. It was indeed proved in [2] that this operator is Weihrauch complete with respect to the class of Las Vegas computable functions. Analogously, Theorem 3 is proved by showing that \( \text{VCT}_2 \equiv_{W} \text{PC}_{\mathbb{R}} \), where \( \text{PC}_{\mathbb{R}} \) is the extension of the previous positive choice operator over \([0, 1]\) to the whole real line (one direction of the equivalence has been proved by Arno Pauly).

We point out that the Vitali Covering Theorem has been proved to be equivalent to the principle \( \text{WWKL}_0 \) in Reverse Mathematics ([4]). In fact, in computable analysis \( \text{WWKL} \equiv_{W} \text{PC}_{[0, 1]} \) holds, where \( \text{WWKL} \) is the natural operational interpretation of the proof theoretic principle \( \text{WWKL}_0 \): every infinite binary tree of positive measure contains an infinite path. Nevertheless the situation in our framework is, as we have seen, more finely structured and at the same time particularly interesting, since the same theorem can be used to characterize three important different computational classes.

**References**


### 3.5 Topological Complexity and Topological Weihrauch Degrees

**Peter Hertling (Universität der Bundeswehr – München, DE)**
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We describe the relation between various ways for measuring the topological complexity of computation problems: either by counting the number of comparison nodes that a
computation tree for the problem needs to have, or by the level of discontinuity of the problem or by the topological Weihrauch degree of the problem. The hierarchies defined via continuous Weihrauch reductions refine the hierarchy defined by the level. Examples from algebraic complexity theory, from information-based complexity and from algebraic topology are presented. Furthermore, we show that an initial segment of the topological Weihrauch degrees of computation problems given by relations with finite discrete range can be described by classes of labeled forests under suitable reducibility relations on the class of labeled forests.

3.6 Reverse Mathematics and Computability-Theoretic Reduction

Denis R. Hirschfeldt (University of Chicago, US)

Reverse mathematics is a research program that aims to calibrate the strength of theorems of ordinary mathematics in the context of subsystems of second-order arithmetic. Typically, one performs this calibration over the weak base theory $\text{RCA}_0$, which roughly corresponds to the level of computable mathematics. This practice has been quite successful in many respects, but its very success has led to a desire for more fine-grained tools than implication over $\text{RCA}_0$. This talk will introduce a few notions of computability-theoretic reduction between principles of a certain form, one of which is equivalent to Weihrauch reducibility.

3.7 Formalized reducibility

Jeffry L. Hirst (Appalachian State University – Boone, US)

Some forms of reducibility can be formalized in higher order reverse mathematics, as axiomatized by Professor Kohlenbach [1]. Proving strong Weihrauch reductions in the higher order reverse mathematics setting yields both the usual reduction results and associated sequential reverse mathematics results as easy corollaries.

Several natural questions arise from considering these formal proofs. For what portions of type-2 constructable analysis would this sort of formalization be fruitful? What is the comparative logical strength of the various functional existence axioms generated in this way? What foundational insights can be gained here? What about other reducibilities?
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3.8 Universality, optimality, and randomness deficiency

Rupert Hölzl (Universität Heidelberg, DE)

A Martin-Löf test $U$ is universal if it captures all non-Martin-Löf random sequences, and it is optimal if for every Martin-Löf test $V$ there is a constant $c$ such that for all $n$ the set $V_{n+c}$ is contained $U_n$.

We study the computational differences between universal and optimal Martin-Löf tests as well as the effects that these differences have on both the notion of layerwise computability and the Weihrauch degree of $LAY$, the function that produces a bound for a given Martin-Löf random sequence’s randomness deficiency. We prove several robustness results concerning the Weihrauch degree of $LAY$. Along similar lines we also study the principle $RD$, a variant of $LAY$ outputting the precise randomness deficiency of sequences instead of only an upper bound as $LAY$.
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3.9 Constructive reverse mathematics: an introduction

Hajime Ishihara (JAIST – Ishikawa, JP)

A mathematical theory consists of axioms describing mathematical objects in the theory, and logic being used to derive theorems from the axioms.

Intuitionistic logic is obtained from minimal logic by adding the intuitionistic absurdity rule (ex falso quodlibet), and classical logic is obtained from intuitionistic logic by strengthening the absurdity rule to the classical absurdity rule (reductio ad absurdum).

Intuitionistic mathematics has axioms: the weak continuity for numbers (WCN) and the fan theorem (FAN), and constructive recursive mathematics has axioms: extended Church’s thesis (ECT) and Markov’s principle (MP). A common consequence of intuitionistic mathematics and constructive recursive mathematics is the Kreisel-Lacombe-Shoenfield-Tsejtin theorem (KLST) which is inconsistent with classical mathematics:

Every mapping from a complete separable metric space into a metric space is continuous.

The Friedman-Simpson-program (classical reverse mathematics) [2] is a formal mathematics using classical logic with a very weak set existence axiom. Its main question is “Which set existence axioms are needed to prove the theorems of ordinary mathematics?”, and many
classical theorems have been classified by set existence axioms of various strengths. Since classical reverse mathematics is formalized with classical logic, we cannot classify theorems in intuitionistic mathematics nor in constructive recursive mathematics which are inconsistent with classical mathematics such as KLST.

The purpose of constructive reverse mathematics [1] is to classify various theorems in intuitionistic, constructive recursive and classical mathematics by logical principles, function existence axioms and their combinations.
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3.10 Decomposing Borel functions and generalized Turing degree theory

*Takayuki Kihara (University of California – Berkeley, US)*

The Jayne-Rogers Theorem states that a function from an absolutely Souslin-F set into a separable metrizable space is first-level Borel measurable (that is, the preimage of each $F_\sigma$ set under the function is again $F_\sigma$) if and only if it is decomposable into countably many continuous functions with $\Delta^0_2$ domains. Recently, Gregoriades, K., and Ng [1, 2] used the Louveau separation theorem and the Shore-Slaman join theorem to show that if the preimage of a $\Sigma^0_\alpha$ set under a function from an analytic space into a Polish space is again $\Sigma^0_{\gamma+1}$ then the function is decomposable into countably many functions each of which is $\Sigma^0_{\gamma+1}$-measurable for some $\gamma$ with $\gamma + \alpha \leq \beta$. As shown by K. and Pauly [3], by combining other computability-theoretic methods, this theorem can be used to construct a family of continuum many infinite dimensional Cantor manifolds with property C in the sense of Haver/Addis-Gresham whose Borel structures at an arbitrary finite rank are mutually non-isomorphic.

Now we discuss possible extensions of this decomposition theorem of Borel functions. Is there a generalization of the theorem in higher measurability levels such as Nikodym’s hierarchy of Selivanovskii’s C-sets, Kolmogorov’s R-sets and beyond? Is there a generalization in a wider category of topological spaces? We mainly focus on the latter problem, and give a few results on separation axioms and quasi-minimal enumeration degrees.
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We discuss the issue of how to formulate the computational content of convergence statements and compare the information provided by reverse mathematics, Weihrauch degrees and proof mining.

‘Proof Mining’ emerged as a systematic program during the last two decades as a new applied form of proof theory and has successfully been applied to a number of areas of core mathematics (see [3] for a book treatment of this paradigm covering the development up to 2008). This program has its roots in Georg Kreisel’s pioneering ideas of ‘unwinding of proofs’ going back to the 1950’s who asked for a ‘shift of emphasis’ in proof theory away from issues of mere consistency of mathematical theories (‘Hilbert’s program’) to the question ‘What more do we know if we have proved a theorem by restricted means than if we merely know that it is true?’ Proof Mining is concerned with the extraction of hidden finitary and combinatorial content from proofs that make use of infinitary noneffective principles. The main logical tools for this are so-called proof interpretations. Logical metatheorems based on such interpretations have been applied with particular success in the context of nonlinear analysis including fixed point theory (e.g. [8]), ergodic theory (e.g. [4, 11]), continuous optimization (e.g. [9, 5] and abstract Cauchy problems ([6]). The combinatorial content can manifest itself both in explicit effective bounds as well as in the form of uniformity results.

In this talk we focus on convergence theorems. In many cases one can show that a computable rate of convergence cannot exist (see e.g. [12]). In terms of (intuitionistic) reverse mathematics this usually corresponds to the fact that the Cauchy statement for the sequence \((x_n)\) at hand implies the law-of-excluded-middle-principle for \(\Sigma^0_1\)-formulas (\(\Sigma^0_1\)-LEM which is also called LPO, see [16, 10]) and that the existence of a limit requires arithmetical comprehension ACA. In terms of Weihrauch degrees one often has, corresponding to this, that \(\lim\equiv W \lim(x_n)\) (see [12]). We show that Proof Mining provides more detailed information on noneffective convergence statements by extracting explicit and highly uniform subrecursive bounds on the so-called metastable (in the sense of Tao [14, 15]) reformulation of the Cauchy property. These bounds also allow for a detailed analysis of the convergence statements in terms of the algorithmic learnability of a rate of convergence which under certain conditions may result in oscillation bounds (see [10, 2]). In some cases this can be converted into full rates of convergence. We exemplify this with strong convergence results that are based on Fejér monotonicity of sequences defined by suitable iterations of nonlinear functions ([9]). We give applications of this in the context of the proximal point algorithm in Hilbert spaces ([9]) and to recent results ([1]) of convex feasibility problems in CAT(κ)-spaces ([5]). We also discuss a recent asymptotic regularity result of a general alternated iteration procedure in CAT(0)-spaces which applies to the resolvents of lower semi-continuous convex functions ([1]). From the prima facie highly noneffective convergence proof in [1] a simple exponential rate of convergence could be extracted using the logical machinery ([13]). In all these cases already the proof of the Cauchy property prima facie made use of ACA which, however, gets eliminated in the course of the extraction procedure.

We also briefly mention an explicit bound extracted recently in the context of nonlinear semigroups from a proof based on the weak (‘binary’) König’s lemma WKL ([7]).
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3.12 On the Uniform Computational Content of the Baire Category Theorem

Alexander P Kreuzer (National University of Singapore, SG)
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We study the uniform computational content of different versions of the Baire Category Theorem in the Weihrauch lattice. The Baire Category Theorem can be seen as a pigeonhole principle that states that a complete (i.e., “large”) metric space cannot be decomposed into countably many nowhere dense (i.e., “small”) pieces. The Baire Category Theorem is an illuminating example of a theorem that can be used to demonstrate that one classical theorem can have several different computational interpretations. For one, we distinguish two different logical versions of the theorem, where one can be seen as the contrapositive form of the other one. The first version aims to find an uncovered point in the space, given a sequence of nowhere dense closed sets. The second version aims to find the index of a closed set that is somewhere dense, given a sequence of closed sets that cover the space. Even though the two statements behind these versions are equivalent to each other in classical logic, they are not equivalent in intuitionistic logic and likewise they exhibit different computational behavior in the Weihrauch lattice. Besides this logical distinction, we also consider different ways how the sequence of closed sets is “given”. Essentially, we can distinguish between positive and negative information on closed sets. We discuss all the four resulting versions of the Baire Category Theorem. Somewhat surprisingly it turns out that the difference in providing the input information can also be expressed with the jump operation. Finally, we also relate the Baire Category Theorem to notions of genericity and computably comeager sets.

3.13 From Well-Quasi-Orders to Noetherian Spaces: Reverse Mathematics results and Weihrauch lattice questions

Alberto Marcone (University of Udine, IT)
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We study some theorems by Goubalt-Larrecq from the viewpoint of reverse mathematics. These theorems deal with the relationship between well-quasi-orders and Noetherian spaces. The main result is the following:

➤ Theorem 1 (RCA₀). The following are equivalent:
1. ACA₀;
2. if Q is wqo then \( A(\mathcal{P}^1(Q)) \) is Noetherian;
3. if Q is wqo then \( U(\mathcal{P}^1(Q)) \) is Noetherian;
4. if Q is wqo then \( U(\mathcal{P}^2(Q)) \) is Noetherian;
5. if Q is wqo then \( U(\mathcal{P}^3(Q)) \) is Noetherian;
6. if Q is wqo then \( U(\mathcal{P}^4(Q)) \) is Noetherian.
These statements are of the form:
\[ \forall X (\forall Z \Phi(X, Z) \implies \forall Y \Psi(X, Y)) \]
with \( \Phi \) and \( \Psi \) arithmetical (because both “\( Q \) is wqo” and “\( \mathcal{U}(Q) \) is Noetherian” are \( \Pi^1_1 \)). Thus, even if they are \( \Pi^1_2 \), they do not fit nicely in the problem/solution pattern usually used to translate \( \Pi^1_2 \) statements into multi-valued functions analyzed in the Weihrauch lattice setting.

We suggest to rewrite
\[ \forall X (\forall Z \Phi(X, Z) \implies \forall Y \Psi(X, Y)) \]
as
\[ \forall X \forall Y (\neg \Psi(X, Y) \implies \exists Z \neg \Phi(X, Z)). \]

Now a problem is a pair consisting of a quasi-order \( Q \) and a witness to the fact that \( \mathcal{U}(P^d(Q)) \) is not Noetherian. Its solutions are the sequences witnessing that \( Q \) is not wqo.

In fact the proofs of both directions of the reverse mathematics results actually work with
if \( \mathcal{U}(P^d(Q)) \) is not Noetherian then \( Q \) is not wqo

so the above translation in problem/solution form is quite faithful.

### 3.14 Separation of randomness notions in Weihrauch degrees

**Kenshi Miyabe (Meiji University – Kawasaki, JP)**
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We consider randomness notions in the Weihrauch degrees. Let \( WR, SR, CR, MLR, W2R, DiffR, \) and \( 2R \) be the classes of Kurtz random sets, Schnorr random sets, computably random sets, ML-random sets, weakly 2-random sets, difference random sets, and 2-random sets, respectively. These notions naturally induce operations in the Weihrauch degrees, that we denote by the same notations. In particular, MLR has been studied in the literature. Here, we only consider the usual Turing relativization.

We have the following reductions:

\[ WR <_w SR \leq_w CR <_w MLR <_w W2R <_w 2R. \]

The strictness of the inequalities above can be proved by looking at hyperimmune degrees, high degrees, and minimal degrees.

In contrast, we need to make use of uniformity to prove the separation between MLR and DiffR.

Whether the Weihrauch degrees of SR and CR can be separated remains an open question.
3.15 On the existence of a connected component of a graph

Carl Mummert (Marshall University – Huntington, US)
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We study the reverse mathematics and computable analysis properties of countable graph theory. We focus on two problems. The first is to construct a single connected component of a countable graph, while the second is to decompose a countable graph into connected components. We show that each of these problems is strongly Weihrauch equivalent to its parallelized form and to the parallelized form of LPO. We also study problems relating to countable graphs in which each connected component is finite, and countable graphs with a finite number of connected components.

3.16 Closed choice and ATR

Arno Pauly (University of Cambridge, GB)

License © Creative Commons BY 3.0 Unported license
© Arno Pauly

The concept of “iterating taking a limit over some countable ordinal” can be formalized as a Weihrauch degree, and this Weihrauch degree is shown to be equivalent to UC^N (unique choice on Baire space). UC^N is strictly below C^N (choice on Baire space), which is another candidate for a Weihrauch degree corresponding to ATR_0.

Looking at determinacy principles, in reverse math \( \Delta^0_1 \)-determinacy on Cantor space, \( \Delta^0_1 \)-determinacy on Baire space and \( \Sigma^0_1 \)-determinacy on Baire space are all equivalent to ATR_0. For Weihrauch degrees, the two former are equivalent to UC^N, whereas the latter is at least as hard as C^N.

3.17 On Weihrauch Degrees of \( k \)-Partitions of the Baire Space

Victor Selivanov (A. P. Ershov Institute – Novosibirsk, RU)
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In [7] K. Weihrauch introduced some notions of reducibility for functions on topological spaces turned out useful for understanding the non-computability and non-continuity of decision problems in computable analysis and constructive mathematics. In particular, the following three notions of reducibility between functions \( f, g : X \to Y \) on topological spaces were introduced: \( f \preceq_0 g \) (resp. \( f \preceq_1 g \), resp. \( f \preceq_2 g \)) iff \( f = g \circ H \) for some continuous function \( H : X \to X \) (resp. \( f = F \circ g \circ H \) for some continuous functions \( H : X \to X \), resp. \( F : Y \to Y \), \( f(x) = F(x, g(H(x))) \)) for some continuous functions \( H : X \to X \) and \( F : X \times Y \to Y \). In this way we obtain preorders \( (Y^X; \preceq_i), i \leq 2 \), on the set \( Y^X \) of all functions from \( X \) to \( Y \).
The notions are nontrivial even for the case of discrete spaces $Y = k = \{0, \ldots, k-1\}$ with $k < \omega$ points (we call functions $A : X \to k$ $k$-partitions of $X$ because they are in a natural bijective correspondence with the partitions $(A_0, \ldots, A_{k-1})$ of $X$ where $A_j = f^{-1}(j)$). E.g., for $k = 2$ the relation $\leq_0$ coincides with the classical Wadge reducibility [3].

In [1, 2] P. Hertling gave useful “combinatorial” characterizations of initial segments of the degree structures under Weihrauch reducibilities on $k$-partitions of the Baire space $\mathcal{N} = \omega^\omega$ whose components are finite boolean combinations of open sets. The Baire space is important in this context because it is commonly used in computable analysis [8] for representing many other spaces of interest. In particular, the structure $(k^\mathcal{N}; \leq_0)$ induces (via total admissible representations) the fine hierarchies of $k$-partitions of quasi-Polish spaces discussed in [6].

In this work we attempt to extend the characterizations from [1, 2] to as large segments of Weihrauch degrees of $k$-partitions as possible. In particular, for any countable ordinal $\alpha \geq 2$ we try to characterize the quotient-posets of the preorders $((\Delta^0_\alpha)^k; \leq_i)$ for any $i \leq 2$, where $(\Delta^0_\alpha)^k$ is the class of $k$-partitions of $\mathcal{N}$ with components in $\Delta^0_\alpha$. It is easy to see that $(\Delta^0_\alpha)^k$ is an initial segment of $(k^\mathcal{N}; \leq_i)$ for each $i \leq 2$, i.e. $A \leq_i B \in (\Delta^0_\alpha)^k$ implies $A \in (\Delta^0_\alpha)^k$.

By a forest we mean a poset without infinite chains in which every upper cone $\{y \mid x \leq y\}$ is a chain. A $k$-forest is a triple $(F; \leq, c)$ consisting of a forest $(F; \leq)$ and a labeling $c : F \to k$. Let $\tilde{F}_k$ denote the class of countable $k$-forests without infinite chains. Note that we use tildes in our notation in order to distinguish $\tilde{F}_k$ from the class $F_k$ of finite $k$-forests considered in a series of previous publications.

A 0-morphism (resp. 1-morphism, resp. 2-morphism) $f : (P; \leq, c) \to (P'; \leq', c')$ between $k$-forests is a monotone function $f : (P; \leq) \to (P'; \leq')$ satisfying $c = c' \circ f$ (resp. satisfying $\forall p, q \in P(c(p) \neq c(q) \iff c'(f(p)) \neq c'(f(q)))$, resp. satisfying $\forall p, q \in P(p \leq q \wedge c(p) \neq c(q) \iff c'(f(p)) \neq c'(f(q)))$.

For $i \leq 2$, the $i$-preorder on $\tilde{F}_k$ is defined as follows: $(P; \leq, c) \leq_i (P'; \leq', c')$, if there is an $i$-morphism from $(P; \leq, c)$ to $(P'; \leq', c')$. Obviously, $\leq_0$ implies $\leq_1$ and $\leq_1$ implies $\leq_2$.

A basic result of this work is the following:

**Theorem 1.** For all $2 \leq k < \omega$ and $0 \leq i \leq 2$, the quotient-posets of $(\tilde{F}_k; \leq_i)$ and $((\Delta^0_2)^k; \leq_i)$ are isomorphic.

This results extends the mentioned characterizations from [1, 2]. For $\leq_0$ the result was in fact established in [4, 5]. Although for $i = 1, 2$ the isomorphism is induced by the same function from $\tilde{F}_k$ to $(\Delta^0_2)^k$ as in [4, 5], the proof requires some additional considerations. We believe that the result may be extended to a characterization of $((\Delta^0_\alpha)^k; \leq_i)$ for any $\alpha \geq 3$, although the proof becomes technically much more involved. So far we succeeded with the proof only for $i = 0$.
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3.18 A simple conservation proof for ADS

Keita Yokoyama (JAIST – Ishikawa, JP)

It is known that the first-order part of infinite Ramsey’s theorem can be approximated by a version of Paris/Harrington Principle. In this talk, I will give a simple proof of a partial conservation result for ADS based on this idea.

3.19 Evaluating separations in the Weihrauch lattice

Kazuto Yoshimura (JAIST – Ishikawa, JP)

This research aims to develop a method of evaluating separation results in the Weihrauch lattice. Two multi-valued functions, or their degrees, are said to be separated if and only if they are not Weihrauch equivalent, i.e. at least one direction of the mutual reducibilities fails. A number of separation results are already established by existing researches, though, the strengths of those separations have never been discussed.

Our proposal is to use a suitable ideal notion for evaluating the strengths of separations. Say a non-empty downward closed subset of the pointed Weihrauch lattice is a stable ideal if it is closed under the compositional product. Given a stable ideal $I$ and two degrees $F$ and $G$, if we define $F \leq_I G$ by the existence of an $I \in I$ for which $F \leq_W I \cdot G \cdot I$, the relation $\leq_I$ turns out to be a preorder. We shall then ask an appropriate $I$, for separated degrees, such that they are still separated with respect to $\leq_I$. The strength of the separation will approximately be evaluated by such an $I$. In what follows we list some concrete examples of stable ideals.

The most primary example is given by continuous degrees. A continuous degree is the degree of a multi-valued function having a continuous choice function. The class of continuous degrees is indeed a stable ideal, and the induced partial order is characterized by the continuous Weihrauch reducibility.

Next let us introduce an ideal which captures the rigidity of the hierarchy of $LLPO_n$’s [1]. A multi-valued function $F$ is said to be properly discontinuous if its restriction to $\{\lim_{i} \alpha_i, \alpha_i \in \omega \}$ does not have a continuous choice function for some converging sequence $\{\alpha_i\}_{i \in \omega}$ on $\text{dom}(F)$ whose limit is still in $\text{dom}(F)$, and to be improperly discontinuous otherwise. All $LLPO_n$’s and LPO are properly discontinuous. Accordingly a degree is proper and improper in cases that its arbitrary representative is properly and improperly discontinuous, respectively. The class $L$ of improper pointed degrees turns out to be a stable ideal while that of proper degrees is a filter of the Weihrauch lattice. If we say, given a reduction $F \leq_W G$, that $G$ is rigidly separated from $F$ in case $G \leq_W G/F$, where $(\sim)$ is the
residual implication of the compositional product, then rigid separations never happen in above \( LPO \) since \( LPO \leq F \subseteq G \) implies \( G/F \in L \); while the following hierarchy can be shown via rigid separations.

\[ \cdots <_L LLPO_{n+1} <_L LLPO_n <_L \cdots <_L LLPO_2 <_L LPO \]

In particular \( LPO \) is the top with respect to \( \leq_L \). Hence the above earliest hierarchy found by K. Weihrauch in 1990s has a remarkable rigidness, which, for example, the classifications of closed choices (see [2]) do not have. We also remark to the fact that every improper degree is \( \omega \)-indiscriminate. Hence for instance \( \omega \)-indiscriminativeness of the cohesiveness \( COH \) is automatically derived from its implicational presentation \( COH \equiv_W WKL' / \lim [1] \).

For further variations of stable ideals, let us consider on analogs of the big five systems in reverse mathematics [4]. As usual, we interpret a conditional \( \Pi^1_2 \)-formula, i.e. a formula of the form \( \varphi \equiv \forall X.(\varphi_0(X) \rightarrow \exists Y.\varphi_1(X,Y)) \) where \( \varphi_0 \) and \( \varphi_1 \) are arithmetical, as the multi-valued function \( \alpha \mapsto \{ \beta \mid (\omega, \Pow(\omega)) \models \varphi_0(\alpha) \wedge \varphi_1(\alpha, \beta) \} \). If we say a multi-valued function \( F \) is a uniformity when \( F[\alpha] \) contains an \( \alpha \)-computable point for every \( \alpha \in \dom(F) \), and say a degree is a uniformity degree when its arbitrary representative is a uniformity, then all \( \Pi^1_2 \)-theorems of RCA are interpreted as uniformities. Moreover the reducibility \( \leq_\mathcal{U} \), where \( \mathcal{U} \) is the stable ideal of pointed uniformity degrees, is characterized by computable reducibility proposed in [3]. It would not go too far to say that this ideal \( \mathcal{U} \) is the most natural one among all thinkable analogs of RCA. Also etting \( \mathcal{U}(WKL) \) and \( \mathcal{U}(\text{lim}) \) be the smallest stable ideals containing \( \mathcal{U} \cup \{WKL\} \) and \( \mathcal{U} \cup \{\text{lim}\} \), respectively, we obtain the similar soundness works for WKL and ACA. In particular \( \mathcal{U}(\text{lim}) \) can be obtained as the downward closure of \( \{ \lim^i F \mid i \in \omega, F \in \mathcal{U} \} \). As expected, the three ideals \( \mathcal{U}, \mathcal{U}(WKL) \) and \( \mathcal{U}(\text{lim}) \) behaves as good steps for evaluating separation results.

It is very likely that natural analogs of ATR and \( \Pi^1_2 \)-CA can also be found, according to the characterizations of their \( \omega \)-models. However, on another front, most pre-known separations in the Weihrauch lattice do not have the strengths of above ATR, and the above three ideals suffice.

As future directions, we suggest the following three. Firstly it would be significant to have a general result which enable us to convert a separation to a stronger separation; namely a pair of a stable ideal \( T \), probably one of the above listed examples, and a mapping \( (F,G) \mapsto (F_T, G_T) \) such that \( F \not\equiv_W G \) implies \( F_T \not\equiv_W G_T \). Secondly the correctness of the analogs for the big five systems should be concerned; in particular it is natural to ask if the provability of a conditional \( \Pi^1_2 \)-sentence in \( \text{RCA}_0 \) is equivalent to the condition that its interpretation is a uniformity in every model of \( \text{RCA}_0 \). The similar questions should be asked for \( \text{WKL}_0 \), \( \text{ACA}_0 \) and possibly also for the rest two. Finally a deep result on the relationship of the induced reducibility \( \leq_\mathcal{U} \) and the computable entailment (see [3]) is strongly desirable. Such a result would show a formal connection of reverse mathematics and the classification of Weihrauch degrees.
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3.20 Hyper-degrees of 2nd-order polynomial-time reductions

Martin Ziegler (KAIST – Daejeon, KR)

Ko, Friedman, and Kawamura et al. have shown common operators in analysis to map polynomial-time computable arguments to $\mathcal{NP}$-hard ones, thus gauging their non-uniform complexity. 2nd-order polynomial-time reductions compare the uniform computational complexity of operators in analysis, that is, functionals on Baire space $\mathbb{N}^\mathbb{N}$, respectively; cmp. [2]. They (have to) grant more runtime on ‘long’ arguments, expressed by 2nd-order polynomials, that is, terms $P(n,\mu)$ over $+,\cdot,1$ and 1st and 2nd-order variables $n \in \mathbb{N}$ and $\mu \in \mathbb{N}^\mathbb{N}$, respectively; cmp. Mehlhorn (1976) – but are criticized for permitting, on arguments of exponential length, runtimes bounded by any constant-height exponential tower. We suggest a refined analysis in terms of the hyperdegree of the 2nd-order polynomial bounds according to the following

▶ Lemma 1. Let $P$ denote a 2nd-order polynomial.
(a) For every integer $d$, $P(n,n\mapsto n^d)$ is an ordinary integer polynomial.
(b) The (thus well-defined) mapping $\mathbb{N} \ni d \mapsto \text{DEG}(P)(d) \coloneqq \deg(P(n,n\mapsto n^d))$ is in turn an integer polynomial in $d$.
(c) For every fixed ordinary polynomial $\mu$ it holds $\deg(P(n,\mu)) = \text{DEG}(P)(\deg \mu)$.
(d) It holds $\text{DEG}(P(Q,\cdot)) = \text{DEG}(P) \cdot \text{DEG}(Q)$.
(e) It holds $\text{DEG}(P(\cdot, Q)) = \text{DEG}(P)(\text{DEG}(Q))$.
(f) The integer $\deg(\text{DEG}(P))$ coincides with the depth of $P$ as defined in [1].

In particular 2nd-order polynomials of hyperdegree one are closed under composition. This suggests to try to refine recent reductions [3, 6, 5].
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4 Open Problems

Question (Ackerman, Freer, Pauly, Roy). “Does currying give rise to an interesting operator?”
Suppose $f : X \times Y \to Z$ is such that for all $x$, the map $f(x, \cdot) : Y \to Z$ is continuous. One could instead consider the “curried” version $F : X \to \mathcal{C}(Y, Z)$, defined by $x \mapsto f(x, \cdot)$.
Clearly $f \leq_W F$. If $Y = \mathbb{N}$ then $F \leq_W \hat{f}$. In general, can $f \mapsto F$ be seen as an interesting operator? What can one say about this map in general?

**Background:** For continuous $f$, the currying map is computable; see [8, Prop. 3, part 2]. In probability theory and elsewhere, often both the curried and uncurried functions are of interest; see, e.g., the discussion of disintegration and conditional distributions in [1, Def. 2.1].

- **Question (Brattka).** Does strong Weihrauch reducibility induce a lattice structure? It is clear that the sum operation induces an infimum and that the coproduct, which induces the supremum with respect to ordinary Weihrauch reducibility, does not yield a supremum for strong Weihrauch reducibility. But currently it is not known whether there is some other way to obtain a supremum for strong Weihrauch reducibility.

- **Question (Brattka).** How do different combinations of the stable version of Ramsey’s Theorem for pairs and the cohesiveness problem compare to Ramsey’s Theorem for pairs? We have
  
  $$\text{SRT}^2_2 \sqcup \text{COH} \leq_W \text{SRT}^2_2 \times \text{COH} \leq_W \text{SRT}^2_2 \ast \text{COH}$$

  and
  
  $$\text{SRT}^2_2 \sqcup \text{COH} \leq_W \text{RT}^2_2 \leq_W \text{SRT}^2_2 \ast \text{COH}.$$ 

  What else can be said?

  **In an upcoming paper initiated during the seminar, Damir Dzhafarov, Denis Hirschfeldt and Ludovic Patey establish several negative results about some of the remaining reductions.**

- **Problem (Fernandes, Ferreira and Ferreira [2]).** Define a notion of integration within BTFA that works well for a sufficiently robust class of continuous functions (e.g., a class that contains many analytical functions).

- **Conjecture (Fernandes, Ferreira and Ferreira [2]).** Show that over BTFA (and within the framework of [3]), Weierstrass approximation theorem is equivalent to the totality of the exponential function.

- **Question (Fouché).** Complexity of Fourier dimension: Write $M_+[0, 1]$ for the Radon probability measures on the unit interval. An $s$-Fourier measure on the unit interval is a Radon measure $\mu$ such that its Fourier transform satisfies
  
  $$|\hat{\mu}(\xi)|^2 \leq \frac{1}{(1 + |\xi|)^s},$$

  for all real $\xi$. Define

  $$\text{Fourm} : \subseteq A[0, 1] \times [0, 1] \Rightarrow M_+[0, 1]$$

  by

  $$\mu \in \text{Fourm}(A, s) \iff \mu \text{ is an } s\text{-Fourier measure and supp}\mu \subseteq A.$$ 

  Determine the Weihrauch degree of Fourm.

- **Conjecture (Hölzl and Shafer [4]).** There exist universal tests $U$ and $V$ such that

  $$\text{RD}_U \not\equiv_{sW} \text{RD}_V.$$ 

- **Question (Le Roux & Pauly [5]).** Is there some $k \in \mathbb{N}$ such that $\text{XC}_{[0, 1]} \ast \text{XC}_{[0, 1]} \leq_W \text{XC}_{[0, 1]}^k$?

  Here $\text{XC}_{[0, 1]}$ is the restriction of closed choice on the unit interval to convex sets, i.e. intervals. $\ast$ denotes the sequential composition of Weihrauch degrees.

  **After the seminar, this question has been answered in the negative by Takayuki Kihara.**
Question (Marcone) “What do the Weihrauch hierarchies look like once we go to very high levels of reverse mathematics strength?”

So far the Weihrauch hierarchies have been used to obtain a finer picture of the relationships between statements that are provable in $ACA_0$. Yet the reverse mathematics picture of the relationships between mathematical statements goes well beyond $ACA_0$. Can we use the Weihrauch hierarchies to obtain information about the relationships between statements that are equivalent to $ATR_0$ or to $II_1^1-CA_0$? One could start by looking at different forms of the perfect tree theorem.

Question (Pauly [7]) Is there some $k \in \mathbb{N}$ such that $AoUC_{[0,1]} \ast AoUC_{[0,1]} \leq_W AoUC_k^{[0,1]}$?

Here $AoUC_{[0,1]}$ is the restriction of closed choice on the unit interval to sets that are either the entire unit interval or singletons. $\ast$ denotes the sequential composition of Weihrauch degrees.

After the seminar, this question has been answered in the negative by Takayuki Kihara.

Question (Yokoyama) For given a coloring $P : [\mathbb{N}]^2 \rightarrow 2$, a grouping for $P$ is an infinite family of $\omega$-large finite sets $\{F_0 < F_1 < \ldots \}$ such that

$$\forall i_1 < \ldots < i_n \exists c < k \forall x_1 \in F_{i_1}, \ldots, \forall x_n \in F_{i_n} P(x_1, \ldots, x_n) = c$$

Now GP (grouping principle for $\omega$-largeness) asserts that for any coloring $P : [\mathbb{N}]^2 \rightarrow 2$, there exists an infinite grouping for $P$. Then, what is the reverse mathematical strength of GP? Trivially, it is a consequence of $RT_2^2$.

Ludovic Patey answered this question as follows. He showed that GP does not imply ADS, and it implies $RRT_2^2$. Also, he showed that there exists an $\omega$-model of $RCA_0 + SGP$ with only low sets, where SGP is a grouping principle for stable colorings. The second result give a good information to calibrate the proof theoretic strength of $RT_2^2$. See [6].

References
5 Bibliography on Weihrauch Complexity

For an always up-to-date version of this bibliography see

http://cca-net.de/publications/weibib.php
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Abstract

Over the years, there has been a lot of interplay between circuit complexity and logic. There are tight connections between small-depth circuit classes and fragments and extensions of first-order logic, and ideas from games and finite model theory have provided powerful lower bound techniques for circuits.

In recent years, there has been an impressive and sustained growth of interest and activity in the intersection of finite model theory and Boolean circuit complexity. The central aim of the seminar was to bring together researchers from these two areas to further strengthen the mutual fertilisation. The seminar focussed on the following specific topics:

- The algebraic approach to circuit complexity with its applications to finite model theory
- The logic-circuit connection, with a particular emphasis on circuit lower bounds that trigger results in finite model theory like separations between logics
- New connections between uniformity conditions on circuit families and logical predicates
- Structural complexity and circuit lower bounds inherently using methods from logic and algebra
- Proof systems with low circuit complexity
- Dynamic complexity: understanding the dynamic expressive power of small depth circuit classes

The seminar had 43 participants from 11 countries and was very successful with respect to the exchange of recent results, ideas and methodological approaches.
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This report documents the programme and outcomes of Dagstuhl Seminar 15401 “Circuits, Logic and Games”. This seminar was the third in this series, the earlier two being Dagstuhl Seminars 06451 in November 2006 and 10061 in February 2010.

Goals of the Seminar

Over the years, there has been a lot of interplay between circuit complexity and logic. There are tight connections between small-depth circuit classes and fragments and extensions of first-order logic, and ideas from games and finite model theory have provided powerful lower bound techniques for circuits.

In recent years, there has been an impressive and sustained growth of interest and activity in the intersection of finite model theory and Boolean circuit complexity. The central aim of the seminar was to bring together researchers from these two areas to further strengthen the mutual fertilisation. Given the ubiquitousness of algebraic techniques in circuit complexity, the seminar also included arithmetic circuit complexity in its ambit.

The seminar focussed on the following specific topics:

- The algebraic approach to circuit complexity with its applications to finite model theory
- The logic-circuit connection, with a particular emphasis on circuit lower bounds that trigger results in finite model theory like separations between logics
- New connections between uniformity conditions on circuit families and logical predicates
- Structural complexity and circuit lower bounds inherently using methods from logic and algebra
- Proof systems with low circuit complexity
- Dynamic complexity: understanding the dynamic expressive power of small depth circuit classes

Organization of the Seminar and Activities

The seminar had the participation of 43 members from 11 countries.

The organisers attempted to create a schedule with a judicious mix of survey talks, focussed talks, and free time for unstructured discussions. Participants were invited to present their work and to communicate state-of-the-art advances. Since the participants came from diverse communities, the organisers invited some of them to give long survey-style talks in specific sub-areas. There were five such talks, listed below.

1. Olaf Beyersdorff. Lower bounds: from circuits to QBF proof systems.
   This talk surveyed the relatively new area of proof systems for establishing falseness of fully quantified Boolean formulas. It demonstrated techniques by which lower bounds in circuit complexity can be transferred to lower bounds on the sizes of such proofs.
   This talk described an elegant formalism, combinatorial expressions, that captures bounded depth circuits manipulating infinite data in specified restrictive ways, and showed how one may obtain indefinability results in this model.

   This talk described the recently formalised circuit model of symmetric circuits, its connections with logical definability, and a lower bound technique using games.

   This talk described exciting connections between higher-dimensional generalisations of the extremely simple colour refinement algorithm and a linear programming approach to testing isomorphism.

   This talk surveyed the recent explosion of results concerning size lower bounds in restricted models of algebraic computation, using techniques which seem essentially combinatorial in nature.

In addition, 20 other participants gave short talks on some of their recent work relevant to the seminar theme. These talks covered results in two-variable first-order logic; dynamic complexity; graph colouring; database theory; circuit lower bounds; logics on words; and semigroup techniques. There was also a short session on Thursday devoted to discussing interesting open problems.

Concluding Remarks and Future Plans

The organizers regard the seminar as being quite successful. Most participants felt that they learnt new things from other areas, and were hopeful of using such ideas to make progress in their own research areas.

One aspect noted by the organizers was that a lot of the work discussed at the seminar used techniques from algebra. In fact, there was even a suggestion that if there is a future seminar in this series, it could be called “Circuits, Logic, and Algebra” instead of “Circuits, Logic, and Games”.

The organizers are grateful to the Scientific Directorate of the Center for its support of this seminar.
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3 Overview of Talks

3.1 Crane Beach conjecture and modulo counting quantifiers

Sreejith Ajithkumar (University of Paris VII, FR)

License © Creative Commons BY 3.0 Unported license
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URL http://dx.doi.org/10.1109/LICS.2012.55

We show that the crane beach conjecture holds for first order logic with modulo counting quantifiers (or group quantifiers) in the presence of less than and addition relation.

3.2 Limitations of Algebraic Approaches to Graph Isomorphism Testing

Christoph Berkholz (HU Berlin, DE)
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We investigate the power of graph isomorphism algorithms based on algebraic reasoning techniques like Gröbner basis computation. The idea of these algorithms is to encode two graphs into a system of multivariate polynomial equations that is satisfiable if and only if the graphs are isomorphic, and then to (try to) decide satisfiability of the system using, for example, the Gröbner basis algorithm. In some cases this can be done in polynomial time, in particular, if the equations admit a bounded degree refutation in an algebraic proof systems such as Nullstellensatz or polynomial calculus.

We show that the strength of this algebraic approach is closely related to the Weisfeiler-Lehman algorithm or, equivalently, to the equivalence problem for the \(k\)-variable fragment of first-order counting logic. This shows that logical methods can be used to understand the strength of algebraic approaches for graph isomorphism testing, complementing previous connections of logic and linear programming approaches.

3.3 Lower bounds: from circuits to QBF proof systems

Olaf Beyersdorff (University of Leeds, GB)

License © Creative Commons BY 3.0 Unported license
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The main aim in proof complexity is to understand the complexity of theorem proving. Arguably, what is even more important is to establish techniques for lower bounds, and
the recent history of computational complexity speaks volumes on how difficult it is to develop general lower bound techniques. Understanding the size of proofs is important for at least two reasons. The first is its tight relation to the separation of complexity classes: NP vs. coNP for propositional proofs, and NP vs. PSPACE in the case of proof systems for quantified boolean formulas (QBF). The second reason to study lower bounds for proofs is the analysis of SAT and QBF solvers: powerful algorithms that efficiently solve the classically hard problems of SAT and QBF for large classes of practically relevant formulas.

In this talk we give an overview of the relatively young field of QBF proof complexity. We explain the main resolution-based proof systems for QBF, modelling CDCL and expansion-based solving. In the main part of the talk we will give an overview of current lower bound techniques (and their limitations) for QBF systems. In particular, we exhibit a new and elegant proof technique for showing lower bounds in QBF proof systems based on strategy extraction. This technique provides a direct transfer of circuit lower bounds to lengths of proofs lower bounds.

By using the full spectrum of state-of-the-art circuit lower bounds, our new lower bound method leads to very strong lower bounds for QBF Frege systems:

1. exponential lower bounds and separations for \( \text{AC}^0[p]\)-Frege+\(\forall\)red for all primes \(p\);
2. an exponential separation of \( \text{AC}^0[p]\)-Frege+\(\forall\)red from \(\text{TC}^0\)-Frege+\(\forall\)red;
3. an exponential separation of the hierarchy of constant-depth systems \(\text{AC}^0_d\)-Frege+\(\forall\)red by formulas of depth independent of \(d\).

In the propositional case, all these results correspond to major open problems.

### 3.4 Transductions: From circuits to continuity

Michaël Cadilhac (Universität Tübingen, DE)
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Low circuit complexity classes and regular languages exhibit very tight interactions that shade light on their respective expressiveness. We propose to study these interactions at a functional level, by investigating the deterministic rational transductions computable by constant-depth, polysize circuits. To this end, a circuit framework of independent interest that allows variable output length is introduced. Relying on it, there is a general characterization of the set of transductions realizable by circuits. It is then decidable whether a transduction is definable in \(\text{AC}^0\) and, assuming a well-established conjecture, the same for \(\text{ACC}^0\). This study unveils a crucial property of the functions at hand: the preservation under inverse image of classes of languages. More precisely, with \(C\) a class of languages, a function \(f\) is \(C\)-continuous if every language of \(C\) is mapped by \(f^{-1}\) to another language in \(C\). In this talk, an emphasis is put on the pervasiveness of this notion, and the key problems that arise, in particular deciding \(C\)-continuity of deterministic transductions.
3.5 Combinatorial Expressions and Lower Bounds

Thomas Colcombet (CNRS / University Paris-Diderot, FR)
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In this talk, I present a new paradigm, combinatorial expressions, for computing functions expressing properties over an infinite domain. The main result is a generic technique, for showing indefinability of certain functions by the expressions. It is based the Hales-Jewett theorem, from Ramsey theory. I also show how this formalism is a convenient tool for separating logics over data words.

These results are based on a joint works with Amaldev Manuel, and received funding from the European Union’s Seventh Framework Programme (FP7/2007-2013) under grant agreement no. 259454.
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3.6 Model checking distributed algorithms against propositional dynamic logic with data

Aiswarya Cyriac (Uppsala University, SE)
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In a distributed algorithm, an arbitrary number of processes cooperate to achieve a common goal (e.g., elect a leader). Processes have unique identifiers (pids) from an infinite, totally ordered domain. An algorithm proceeds in synchronous rounds, each round allowing a process to perform a bounded sequence of actions such as send or receive a pid, store it in some register, and compare register contents wrt. the associated total order. An algorithm is supposed to be correct independently of the number of processes. We introduce a logic to specify correctness of distributed algorithms. This logic is inspired by data logics, and can reason about processes and pids. The model checking problem is undecidable in general; we will see some ideas to regain decidability for distributed algorithms over ring topologies. Since the verification of distributed algorithms is undecidable, we propose an underapproximation technique, which bounds the number of rounds. This is an appealing approach, as the number of rounds needed by a distributed algorithm to conclude is often exponentially smaller than the number of processes. We show that round-bounded verification of distributed algorithms over rings is PSPACE-complete.
3.7 Lower Bounds for Symmetric Circuits

Anuj Dawar (University of Cambridge, GB)

Symmetric Circuits provide a natural model for studying the complexity of problems on graphs and similar relational structures. Recent work by Anderson and Dawar establishes a close link between families of symmetric circuits and definability in fixed-point logics. This link can be used to show lower bounds on families of symmetric circuits, using methods from finite model theory. In this talk, we show how this can be done, without reference to logical definability by combining the support theorem of Anderson-Dawar with the bijection games of Hella.

3.8 Canonizing Graphs of Bounded Tree Width in Logspace

Michael Elberfeld (RWTH Aachen, DE)

Graph canonization is the problem of computing a unique representative, a canon, from the isomorphism class of a given graph. This implies that two graphs are isomorphic exactly if their canons are equal. We show that graphs of bounded tree width can be canonized by logarithmic-space (logspace) algorithms. This implies that the isomorphism problem for graphs of bounded tree width can be decided in logspace. In the light of isomorphism for trees being hard for the complexity class logspace, this makes the ubiquitous class of graphs of bounded tree width one of the few classes of graphs for which the complexity of the isomorphism problem has been exactly determined.

3.9 Colour Refinement: A Simple Partitioning Algorithm with Applications From Graph Isomorphism Testing to Machine Learning

Martin Grohe (RWTH Aachen, DE)

Colour refinement is a simple algorithm that partitions the vertices of a graph according their “iterated degree sequences”. It has very efficient implementations, running in quasilinear time, and a surprisingly wide range of applications. The algorithm has been designed in the context of graph isomorphism testing, and it is used as important subroutine in almost all
practical graph isomorphism tools. Somewhat surprisingly, other applications in machine learning, probabilistic inference, and linear programming have surfaced recently.

In my talk, I introduce the basic algorithm as well as higher dimensional extensions known as the $k$-dimensional Weisfeiler-Lehman algorithm. Then I discuss an unexpected connection between colour refinement and a natural linear programming approach to graph isomorphism testing and an application of colour refinement as a pre-processing routine for linear programming.

### 3.10 Bipartite Matching is in Quasi-NC

*Rohit Gurjar (Universität Ulm, DE)*

The bipartite matching problem is known to be in P but not in NC. However, it has a randomized NC algorithm using the famous isolation lemma of Mulmuley, Vazirani and Vazirani, 1987. The isolation lemma states that assigning random weights (polynomially bounded) to the edges of a graph ensures that there is a unique minimum weight perfect matching with a good probability. Derandomizing the isolation lemma, that is constructing such a weight assignment deterministically, would give an NC algorithm for matching. We make a step towards this. We construct such a weight assignment for bipartite graphs with quasi-polynomially bounded weights. This implies that bipartite matching is in Quasi-NC (circuits with polylog depth and quasi-poly size).

### 3.11 Backdoors into Two Occurrences

*Jan Johannsen (LMU München, DE)*

Backdoor sets for the class CNF(2) of CNF-formulas in which every variable has at most two occurrences are studied in terms of parameterized complexity. The question whether there exist a CNF(2)-backdoor set size $k$ is hard for the class W[2], for both weak and strong backdoors, and in both cases it becomes fixed-parameter tractable when restricted to inputs in $d$-CNF for a fixed $d$. Besides that, upper bounds in the W-hierarchy are given for a problem related to the existence of weak backdoor sets, for CNF(2) and other tractable cases of SAT. These imply the first W[2]-completeness results for the problem of finding weak backdoor sets for any tractable cases.
3.12 Quantifying over tuples with Algebra – the multidimensional blockproduct

Klaus-Jörn Lange (Universität Tübingen, DE)

The close connections between polynomially sized circuits of constant depth and first-order logic have been mirrored by algebraic constructions using the blockproduct. This algebraic view had been restricted up to now by only allowing for unary quantifiers using single variables. In this talk the multidimensional blockproduct is introduced which provides a way for the algebraic simulation of first-order quantifiers over tuples of variables.

3.13 Arithmetic circuit complexity and lower bounds

Nutan Limaye (Indian Institute of Technology – Mumbai, IN)

In this talk we will start with a brief introduction to the area of arithmetic circuit complexity. We will then discuss the history of the field and motivation behind some of the important questions being studied in this area.

We will then closely look at the frontier of the current knowledge and discuss some interesting open problems. If time permits, we will discuss some of the recent results.

3.14 Unary temporal and two-variable FO logic with threshold

Kamal Lodaya (The Institute of Mathematical Sciences, IN)

On words, two-variable logic $\text{FO}_2[^{<}]$ is well mapped out (Schützenberger, Therien-Wilke, Etessami-Vardi-Wilke, Schwentick-Therien-Vollmer, Lodaya-Pandya-Shah). Its quantifier structure has also been recently studied (Kufleitner-Weil, Krebs-Straubing). Extensions $\text{FO}_2[^{\text{Num}}]$, $\text{FO}_2[^{\text{Reg}}]$ and $\text{Maj}_2[^{<}]$, the last one going out of first order logic, were studied in the complexity context (Koucký-Pudlak-Therien, Behle-Krebs-Refferscheid).

At the level of alphabet letters we look at an extension $\text{FO}_2[^{<,\text{Th}}]$ with binary predicates $a(x,y)$ which stand for the letter $a$ occurring during the “open” interval $(x,y)$ (Pratt, Segerberg). Alternately we can think of a subalphabet $B$ occurring invariantly during the interval (Manna-Moszkowski).

The definable languages include dot depth two and the logic can define several standard languages above $\text{FO}_2[^{<}]$ which occur in the literature, for example $c^*(ac^*bc^*)^*$, for which it is open whether they can be defined in $\text{AC}^0$ circuits with a linear number of gates. As far as we are aware this is the smallest logic which can express these languages. In fact the logic intersects every level of the until and dot depth hierarchies.

So the question of interest is, where is this logic placed?
3.15 QBF Resolution: How important is width?

Meena Mahajan (The Institute of Mathematical Sciences, IN)

One of the main techniques for proving size and space lower bounds in classical resolution proceeds via width: the results of Ben-Sasson and Wigderson (JACM 2001) and of Atserias and Dalmau (JCSS 2008) show that lower bounds on width imply lower bounds on size and space respectively. We assess the effectiveness of such a technique for the QRes system (used to prove QBFs false). We show through a series of examples that

1. The size-width and space-width relations fail to hold in QRes.
   However the failure is due to wide clauses with many universal variables. So we define existential-width (e-width), counting only the number of existential variables in a clause.
2. The tree-size-vs-e-width and tree-space-vs-e-width relations fail to hold in QRes.
3. The size-vs-e-width relation also fails to hold in QRes.
   Examples 2 and 3 have poly-size proofs but need linear e-width.
4. The QParity formula needs exponential-size proofs, and independently, needs linear e-width.

We also provide a direct and efficient (in size, space and e-width) simulation of tree-like QRes proofs by tree-like proofs in the expansion-based system ∀Exp+Res. Further, we show that the expansion-based systems ∀Exp+Res and IR-calc, provably separate in general, have the same power when restricted to tree-like proofs.

3.16 A Strongly Exponential Separation of DNNFs from CNF Formulas

Stefan Mengel (Artois University – Lens, FR)

Decomposable Negation Normal Forms (DNNFs) are Boolean circuits in negation normal form where the subcircuits leading into each AND gate are defined on disjoint sets of variables. We prove a strongly exponential lower bound on the size of DNNFs for a class of CNF formulas built from expander graphs. As a corollary, we obtain a strongly exponential separation between DNNFs and CNF formulas in prime implicates form. This settles an open problem in the area of knowledge compilation (Darwiche and Marquis, 2002).
3.17 Dynamic Complexity of Reachability and Related Problems

Anish Mukherjee (Chennai Mathematical Institute, IN)
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In most real-life databases data changes frequently and thus makes efficient query answering challenging. Auxiliary data might help to avoid computing query answers from scratch all the time. One way to study this incremental maintenance scenario is from the perspective of dynamic algorithms with the goal of reducing (re-)computation time. Another option is to investigate it from the perspective of low-level parallel computational complexity.

As the “lowest” complexity class AC$^0$ (with a suitable uniformity condition) and the core of the standard database query language SQL both coincide with first-order predicate logic, one naturally arrives at the question which queries can be maintained dynamically with first-order predicate logic (DynFO). The dynamic complexity framework introduced by Patnaik and Immerman models this setting.

Very recently we have shown that the Reachability query can be maintained in DynFO, confirming a two decade old conjecture of Patnaik and Immerman. After surveying previous known upper bounds for the Reachability query and related problems briefly, I will present the main ideas of the proof of this result.

The talk is based on joint work with Samir Datta, Raghav Kulkarni, Thomas Schwentick and Thomas Zeume.

3.18 Word transducers: from 2-way to 1-way

Anca Muscholl (University of Bordeaux, FR)
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URL http://dx.doi.org/10.4230/LIPIcs.FSTTCS.2015.178

Two-way finite-state transducers on words are strictly more expressive than one-way transducers. It has been shown recently how to decide if a two-way functional transducer has an equivalent one-way transducer, but the complexity of the algorithm is non-elementary. We propose an alternative and simpler characterization for sweeping functional transducers, namely, for transducers that can only reverse their head direction at the extremities of the input. Our algorithm works in 2ExpSpace and, in the positive case, produces an equivalent one-way transducer of doubly exponential size. We also show that the bound on the size of the transducer is tight, and that the one-way definability problem is undecidable for (sweeping) non-functional transducers.
3.19 Finite-Degree Predicates and Two-Variable First-Order Logic

Charles Paperman (University of Warsaw, PL)
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We consider two-variable first-order logic on finite words with a fixed number of quantifier alternations. In this talk, we will present results about definability of languages with a neutral letter definable using the order and finite-degree predicates. From these results we derive the strictness of the alternation hierarchy of two-variable logic over this signature as well as a “uniform” lower bounds for the function of addition.

3.20 $\mathbf{AC^0}$ and first order logic, a new approach based on ultrafilters on words

Jean-Eric Pin (University of Paris VII, FR)
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We give a method for specifying ultrafilter equations and identify their projections on the set of profinite words. Let $B$ be the set of languages captured by first-order sentences using unary predicates for each letter, arbitrary uniform unary numerical predicates and a predicate for the length of a word. We illustrate our methods by giving ultrafilter equations characterising $B$ and then projecting these to obtain profinite equations characterising $B \cap \text{Reg}$. This suffices to establish the decidability of the membership problem for $B \cap \text{Reg}$.

3.21 An exponential lower bound for the sum of products of read once formulas

B. V. Raghavendra Rao (Indian Institute of Technology – Madras, IN)
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Read once arithmetic formulas are formulas where every variable is read at most once. We study limitations of polynomials computed by depth two circuits built over read-once formulas of unbounded depth where the total leaf fan-in for $+$ gates is sub-linear. We prove an exponential lower bound on the size of depth-2 arithmetic circuits with sub-linear product fan-in built over ROPs computing the permanent. Our results demonstrate a class of formulas of unbounded depth with exponential size lower bound against the permanent and can be seen as an exponential improvement over the multilinear formula size lower bounds given by Raz [2] for a sub-class of multilinear and non-multilinear formulas. Our proof techniques are
built on the one developed by Raz [2] and later extended by Kumar et al. [1]. Our proofs exploit the structural weakness of CF-ROPs against random partitions.

This is a joint work with C. Ramya.
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3.22 On the generalised colouring numbers of graphs that exclude a fixed minor

Sebastian Siebertz (TU Berlin, DE)

The colouring number \( \text{col}(G) \) of a graph \( G \) is the minimum integer \( k \) such that there exists a linear ordering of the vertices of \( G \) in which each vertex \( v \) has back-degree at most \( k \), i.e., \( v \) has at most \( k \) neighbours \( u \) with \( u < v \). The colouring number is a structural measure that measures the edge density of subgraphs of \( G \). For \( r \geq 1 \), the numbers \( \text{col}_r(G) \) and \( \text{wcol}_r(G) \) generalise the colouring number, where \( \text{col}_1(G) \) and \( \text{wcol}_1(G) \) are equivalent to \( \text{col}(G) \). For increasing values of \( r \) these measures converge to the well-known structural measures tree-width and tree-depth. For an \( n \)-vertex graph, \( \text{col}_n(G) \) is equal to the tree-width of \( G \) and \( \text{wcol}_n(G) \) is equal to the tree-depth of \( G \).

We show that if \( G \) excludes \( K_t \) as a minor, then \( \text{col}_r(G) \leq 3\left(\frac{t-1}{2}\right) \cdot (2r+1) \) and \( \text{wcol}_r(G) \leq (r+1)^3\left(\frac{t-1}{2}\right) \cdot (2r+1) \). These results improve earlier results published in [1].
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3.23 Converse elimination in the algebra of binary relations

Dimitri Surinx (Hasselt University – Diepenbeek, BE)

The algebra of binary relations has a long history, going back to Peirce and Schröder, and was greatly developed by Tarski and his collaborators. The simplest language has only the two operators union and composition, together with the identity relation. We can enrich this basic algebra by adding any of the following operators: converse; intersection; set difference; projection; coprojection; transitive closure; and the diversity relation. Boolean queries on relational structures are expressed in terms of the nonemptiness of an algebraic expression. The algebra without intersection, difference and transitive closure, but with projection, admits converse elimination: every expressible boolean query can already be expressed without using the converse operator. We show an exponential lower bound on the degree of the converse-free expression. Furthermore, we show that converse elimination fails in the presence of transitive closure.

3.24 Static Analysis for Logic-Based Dynamic Programs

Nils Vortmeier (TU Dortmund, DE)

A dynamic program, as introduced by Patnaik and Immerman (1994), maintains the result of a fixed query for an input database which is subject to tuple insertions and deletions. It can use an auxiliary database whose relations are updated via first-order formulas upon modifications of the input database.

This talk discusses static analysis problems for dynamic programs and investigates, more specifically, the decidability of the following three questions. Is the answer relation of a given dynamic program always empty? Does a program actually maintain a query? Is the content of auxiliary relations independent of the modification sequence that lead to an input database?

In general, all these problems can easily be seen to be undecidable for full first-order programs. Therefore we aim at pinpointing the exact decidability borderline for programs.
3.25 Small Dynamic Complexity Classes

Thomas Zeume (TU Dortmund, DE)
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In modern data management scenarios, data is subject to frequent changes. In order to avoid costly re-computations from scratch after each small update, one can try to (re-)use auxiliary data structures that have been already computed before to keep the information about the data up-to-date. However, the auxiliary data structures need to be updated dynamically whenever the data changes.

The descriptive dynamic complexity framework (short: dynamic complexity) introduced by Patnaik and Immerman models this setting. It was mainly inspired by relational databases. For a relational database subject to change, auxiliary relations are maintained with the intention to help answering a query Q. When an update to the database, i.e. an insertion or a deletion of a tuple, occurs, every auxiliary relation is updated through a first-order query that can refer to the database as well as to the auxiliary relations.

In this talk I introduced the dynamic complexity framework and discussed recent work on understanding the limits of expressive power of small dynamic complexity classes.
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4 Open Problems

4.1 Perfect matchings for grid graphs and AC⁰

Kristoffer Arnsfelt Hansen (Aarhus University, DK)
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The width w and length ℓ full grid is the graph with vertices \{(i, j) \mid i \in \{1, \ldots, ℓ\}, j \in \{1, \ldots, w\}\} and edges between vertices \(i, j\) and \(i', j'\) whenever \(|i - i'| + |j - j'| = 1\). A width w and length ℓ grid graph G is simply a subgraph of the width w and length ℓ full grid. In [1] it was shown that deciding whether a perfect matching exists for constant width grid graphs can be decided in ACC⁰. We will now describe an open question originating from that paper, although not appearing there explicitly. Resolving the question in the positive would imply improving the ACC⁰ bound to AC⁰.

Let G be a width w length ℓ grid graph where ℓ is odd. The left-end vertices \(L(G)\) is the set of vertices of G of the form \((1, j)\) and similarly the right-end vertices \(R(G)\) is the set of vertices of G of the form \(ℓ, j\). If \(L(G) = R(G)\) we can form the width w infinite grid graph \(G^\infty\) by an infinite concatenation of G identifying the left-end and right-end vertices of consecutive copies of G.
Assume now that $G^\infty$ has a perfect matching $M$. Let $M'$ be the perfect matching in $G^\infty$ obtained from $M$ by shifting it by one length of $G$ to the right. We can now ask the question: Is it the case that a graph of the form $M \cup M'$ can never have an infinite path?
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4.2 AC$^0$ on trees

Mikołaj Bojańczyk (University of Warsaw, PL)

Normally, AC$^0$ circuits are indexed by lengths of their input. A family of circuits is then viewed as a set of words of arbitrary lengths, and the logical complexity of such word languages can then be studied. In my open problem, I propose to index circuits by unlabelled binary trees (other ideas, like unranked trees or maybe even graphs could also make sense).

If the index of a circuit is a tree $t$, then each gate represents a node of $t$, and therefore a valuation of the gates represents a labelling of the tree with the alphabet $\{0, 1\}$. A family of circuits, indexed by all possible finite unlabelled binary trees, defines a language of trees labelled by $\{0, 1\}$. The question is: which languages of finite binary trees labelled by $\{0, 1\}$ are simultaneously regular and can be defined in AC$^0$? One conjecture is that these are exactly those languages which can be defined in first-order logic with the following predicates:
- $0(x)$, which says that position $x$ has label 0;
- $x < y$, which says that $y$ is a descendant of $x$;
- $\varphi(x)$ for every mso formula $\varphi$ which only uses the left and right child predicates, and which cannot talk about labels.

This conjecture would be a natural generalisation of a characterisation for finite words, where the logic has modular predicates instead of the mso formulas, as shown in [1].
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4.3 Prefix diversity

Michaël Cadilhac (Universität Tübingen, DE)

Let $L$ be a language over $\Sigma$. Its prefix diversity is the function $pd_L: \mathbb{N} \rightarrow \mathbb{N}$ defined by:

$$pd_L(n) = \max_{v_1, \ldots, v_n \in \Sigma^*} \left| \{(v_1 v, v_2 v, \ldots, v_n v) \mid v \in \Sigma^*\} \right| .$$

In words, for a given $n$, this is the maximum different number of behaviors one obtains by reading a word $v$ in $n$ different quotients of $L$. 
This notion was used in different terms by Paz [1] and Turakainen [2] in link with probabilistic automata. They show in particular that any so-called \(Q\)-stochastic language has a prefix diversity bounded by a polynomial.

Open questions: What is the entire class of languages of poly-bounded prefix diversity? Same question with linear? How does it relate to other notions, such as subword complexity?
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4.4 Proof systems computed by NC\(^0\) circuit families.

Karteek Sreenivasaih (MPI für Informatik – Saarbrücken, DE)

A computable function \(f\) is called a proof system for a language \(L\) if and only if \(\text{Range}(f) = L\). We study proof systems computable by NC\(^0\) circuit families. A circuit family \(\{C_n\}\) is in NC\(^0\) if \(C_n\) has bounded fanin gates and constant depth. We say such a family computes a proof system for \(L\) if \(\text{Range}(C_n) = L \cap \{0, 1\}^n\).

The main goal of this line of work is to characterize languages that have proof systems computable in NC\(^0\). However, a list of realistic goals are as follows:

- Characterize regular languages that have NC\(^0\) computable proof systems.
- Does the language of all directed graphs on \(n\) vertices with a path from vertex 0 to vertex \(n\) have an NC\(^0\) proof system?

All related results and open problems can be found in the PhD Thesis available here: http://www.imsc.res.in/xmlui/handle/123456789/361.
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Abstract

This report documents the program and the outcomes of Dagstuhl Seminar 15402 “Self-assembly and Self-organization in Computer Science and Biology”. With the trend of technological systems to become more distributed they tend to resemble closer biological systems. Biological systems on all scale are distributed and most often operate without central coordination. Taking the morphogenesis as an example, it is clear that the complexity and precision of distributed mechanisms in biology supersedes our current design attempts to distributed systems. The seminar assembled together researchers from computer science, engineering, physics and molecular biology working on the problem of decentralized coordination of distributed systems. Within every domain different terms have been coined, different analysis methods have been developed and applied and the seminar aims to foster the exchange of methods and the instantiation and alignment of important problem statements that can span across the disciplines. A representative example for a problem that is studied across domains through different methods is self-assembly. For example, computer scientists consider abstract self-assembly models such as Wang tiles to bound shape complexities while polymer physicists and biologists use molecular dynamics simulations to characterize self-assembly by means of energy and entropy. Because of its well-definedness, we deliberately placed emphasis on self-assembly that is otherwise entailed in the more general term self-organization. Within the domain of self-organization various research threads were represented at the seminar and a certain convergence of underlying concepts was possible. The seminar helped to exchange techniques from different domains and to agree on certain problem statements for future collaborations.
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1 Executive Summary

Heinz Koeppl
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The Seminar brought together researchers from molecular biology, molecular modeling and theoretical computer scientists with interest in formal models of molecular computation and self-organization. Molecular biology provides a rich substrate to implement molecular computation and complex self-assembly algorithms. The Seminar featured several talks
on DNA-assembly systems, that to-date represents the most advanced molecular substrate for self-assembly. The increase in the achievable complexity of such molecular structures asks for a formal description and analysis of those systems using methods from theoretical computer science. The Seminar was successful in identifying common problem statements and in establishing a common scientific language. Apart from self-assembly, the broader term self-organization was mostly represented by research on swarming or self-propelled particle (SPP) models. The common feature of SPP systems and self-assembly is the emergence of global structures through local interaction rules (self-assembled structure vs swarms or flocks). One contribution also featured the combination of swarming and self-assembly system in terms of nucleation studies. Moreover, novel methodological overlap between simulation algorithms for molecular self-assembly and simulation algorithms for SPP systems were identified and elaborated during the workshop.

The seminar was structured as a regular workshop with morning and afternoon sessions but plenty of time was allocated for discussions after each talk. For the first such Dagstuhl Seminar no working groups were defined. For follow-up Seminars on the same topic we aim to additionally define working groups that may also deliver preliminary research results and initiation of new collaborations.

Although the workshop was very interdisciplinary we were able to arrange the presentations into sessions of a coherent theme. The feedback of participants was extremely positive, stating that they could really profit from the technical discussions that accompanied every presentation and that were performed in the free time. Correspondingly, several new collaborations across disciplines were initiated at the seminar.
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3 Overview of Talks

3.1 Engineering Self-Organization: From Networking to Synthetic Biology

Jacob Beal (BBN Technologies – Cambridge, US)

Emerging methods for aggregate programming can greatly simplify the engineering of complex self-organizing systems. The foundation of this approach is field calculus, which provides guaranteed local-to-global mapping and encapsulation of distributed processes. Building on this foundation, composable “building block” algorithms provide resilience guarantees, and are then packaged into accessible APIs that can make the engineering of complex self-organizing systems as simple as the engineering of single-machine programs. These methods are already being applied into electronic networked systems. In order to effectively engineer complex self-organization behaviors with biological organisms, however, the performance and predictability of cellular information processing must be improved. Toward this end, I will review key recent advances in the enabling technologies of biological design automation, CRISPR-based repressor families, and device modeling based on calibrated flow cytometry.

3.2 Self-Organized Actin Patterns in Motile Amoeboid Cells

Carsten Beta (Universität Potsdam, DE)

Numerous cellular functions like cell motility, phagocytosis, and division depend on the coordinated formation of functional cytoskeletal structures that exhibit characteristic length and time scales. Here, we focus on self-organized wave patterns that emerge in the substrate-attached actin cortex of motile cells of the social amoeba Dictyostelium discoideum. We use electric pulse-induced cell fusion to generate giant polynuclear Dictyostelium cells that allow us to observe the wave patterns in a large spatially extended actin cortex, independent of confinement due to limited cell size. We found that waves consist of a PIP3-rich band enclosed by an actin-rich border, i.e., they are composite structures involving both the actin cortex and the composition of the adjacent membrane. They travel across the substrate-attached membrane with a constant speed and display a self-organized width on the order of μm that remains constant independent of the cell size. Also the formation of rotating spiral waves was observed. Upon head-on collision, they mutually annihilate and, thus, show all the typical properties of an excitable system. To investigate whether localized receptor stimuli can induce the spreading of excitable waves, we delivered spatially confined stimuli of the chemoattractant cAMP to the cell membrane. To generate localized cAMP stimuli, either
particles coated with covalently bound cAMP molecules were brought into contact with the cell membrane or a patch of the membrane was aspirated into a glass micropipette to shield this patch against freely diffusing cAMP molecules in the surrounding medium. By imaging the spatiotemporal dynamics of fluorescent markers for PIP3, PTEN and filamentous actin, we observed that the signaling activity remained spatially confined to the stimulated membrane region. Neighboring parts of the membrane that were not exposed to cAMP did not show any sign of excitation, i.e., no receptor-initiated spatial spreading of excitation waves was observed. Finally, we showed data on the transport of micron-sized objects by Dictyostelium cells, demonstrating that motile amoeboid cells can function as small trucks that transport micro-cargo to a desired location.

3.3 Optimizing the Assembly of Stacked Rings

Koan Briggs (University of Kansas, US)

Many macromolecular machines inside the cell exhibit a stacked ring architecture, with multiple uniform-length rings of protein subunits bound to one another. The majority of these machines must adopt their fully assembled quaternary structure in order to function, making the assembly process vital for cellular function and survival. The assembly of protein complexes containing stable substructures has been shown to suffer from a type of kinetic trapping that we term assembly deadlock, which occurs when smaller intermediates are exhausted from the system before all of the fully functional structures have formed. Deadlock can result in plateaus in the assembly dynamics, leading to delays in reaching maximum complex assembly and a reduced final complex concentration. While these plateaus have been extensively studied for simple rings, the effect of assembly deadlock on more general structures like stacked rings remains to be fully investigated. In this work, we focused on the case of a stacked homotrimer; this structure contains both three- and four-member rings as substructures, but is simple enough to allow for extensive investigation. Our mathematical models revealed that this structure could suffer from extreme deadlock that significantly reduces the efficiency of assembly. Using a computationally efficient deterministic simulation approach, we exhaustively analyzed the parameter space of self-assembly for this case, and found that the number and duration of plateaus in the assembly dynamics depended strongly on the pattern of affinities in this structure. Since these complexes are generally only functional when fully assembled, we hypothesized that existing stacked ring architectures would evolve to utilize the most efficient assembly pathways predicted by our models. Analysis of interfaces in solved crystal structures of stacked homotrimers confirmed this prediction. Our findings have important implications for understanding how assembly dynamics have influenced the structural evolution of large macromolecular machines.
3.4 Swarming Models with Repulsive-Attractive Effects

Jose Antonio Carillo (Imperial College London, GB)

I gave an overview of the different levels of description of collective behavior models highlighting some of the interesting mathematical open problems in the subject. Calculus of variations, dynamical systems, mean-field limits for PDEs, kinetic and aggregation-diffusion equations naturally show up as necessary tools to solve some of these questions.

3.5 Three-Dimensional Swarming States Induced by Hydrodynamic Interactions

Maria Rita D’Orsogna (California State University – Northridge, US)

Swarming patterns arising from self-propelled particles have been extensively studied, particularly in two-dimensions and in the absence of an embedding medium. We consider the dynamics of more realistic three-dimensional self-propelled particles interacting in a fluid medium. The fluid interaction terms generated by direct short-ranged pairwise interactions may impart much longer-ranged hydrodynamic forces, effectively amplifying the coupling between individuals. We consider two limiting cases of fluid interactions, a “clear fluid” where particles have direct knowledge of their own velocity, that of others and of the fluid, and an “opaque fluid” where particles are able to determine their velocity only in relation to the surrounding fluid flow. We discuss emergent patterns that are unstable in fluid-free environments and that become stabilized by opaque fluid couplings such as rotating mills.

3.6 If I had a Hammer ...

Hanno Hildmann (NEC Laboratories Europe – Heidelberg, DE)

My talk is about the proverbial hammer with which one would like to address all proverbial nails, and specifically in the context of this seminar, about the nature inspired mechanisms used to design self-organization into the solutions we have worked on at NEC and at BT’s EBTIC. I will talk about a variety of projects which have all been approached with a few different techniques. I will also discuss these techniques and highlight their common elements as well as the parts in which they differ. The “if” part of the title refers to the fact that the aim of this seminar is to discuss a variety of techniques and that I am interested to engage in a discussion with the other participants about other/new techniques I could learn.
3.7 **Porphyrins, Pyrazinacenes and Oxoporphyrinogens: Supramolecular (and other) Effects**

*Jonathan P. Hill (National Institute for Materials Science – Ibaraki, JP)*
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Self-assembly of molecules implies intermolecular processes that can involve hydrogen bonding, van der Waals interactions (e.g., pi-pi stacking), amphiphilicity, coordination chemistry and combinations of these. Here, we will discuss assembly processes of porphyrins, pyrazinacenes and oxoporphyrinogens (amongst others) including how their structures affect the final self-assembly form and any dynamic processes occurring in the structures. These include investigations of supramolecular activity at surfaces and in solutions. For instance, charge transfer within a supramolecular manifold, surface assembly of porphyrin trimers and chiral processes at surfaces and in solution will be presented.

3.8 **Statistical Inference of Cellular Behaviour from Heterogeneous Single-Cell Data**

*Heinz Koeppl (TU Darmstadt, DE)*
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Modeling and inferring stochastic biomolecular processes based on single-cell data requires an extension of the traditional Markov chain description to account for the random molecular environment into which the process of interest is embedded. In particular, we seek an isolated process model that behaves as if the process was still embedded into the molecular environment. Based on that novel process model we develop a Bayesian inference framework that resorts to traditional MCMC schemes in combination with sequential Monte Carlo techniques. We apply the framework to live-cell imaging data of an inducible gene expression system in budding yeast and show that it allows to separate intrinsic from extrinsic noise components from single measurements without the need for dedicated dual-color constructs.

3.9 **Self-propelled Chimeras**

*Nikita Kruk (TU Darmstadt, DE)*
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The appearance of chimera states in a minimal extension of the classical Vicsek model for collective motion of self-propelled particle systems is presented. Inspired by earlier works on chimera states in the Kuramoto model, a phase lag parameter in the particle alignment dynamics is introduced. Compared to the oscillatory networks with fixed site positions, the self-propelled particle systems can give rise to distinct forms of chimeras resembling moving flocks through an incoherent surrounding, for which their parameter domains are
characterized. More specifically, localized directional one-headed and multi-headed chimera states, as well as scattered directional chimeras without space localization are detected. Canonical generalizations of the elementary Vicsek model are discussed and chimera states for them indicating the universality of this novel behavior are shown. A continuum limit of the particle system is derived that preserves the chimeric behavior.

3.10 Principles of Protein Self-Assembly in the Cell

Emmanuel Levy (Weizmann Institute of Science – Rehovot, IL)

A single yeast cell is a few microns in diameter and yet contains about a hundred million proteins. Interactions between these proteins are crucial for the self-organization of the cell and its ability to perform cellular functions. While much information exists on the identity of protein interactions and complexes, little is known about their higher-order organization in living cells. We will present work that aims to better understand this high-order organization. First, we will describe a strategy that we have been developing to probe the local environment of proteins in cells (functional interactions). Second, we will present an analysis where we assess the potential of single point mutations to trigger unwanted interactions, leading to uncontrolled protein super-assembly (dysfunctional interactions). Finally, we will present a minimal protein system that we engineered to model and better understand principles protein self-assembly at the micron scale.

3.11 Chimera State: A Novel Paradigm of Nonlinear Science

Yuri Maistrenko (National Academy of Sciences of Ukraine – Kiev, UA)

Joint work of
Larger, L.; Penkovsky, B.; Sudakov, O.; Osiv, O.; Maistrenko, V.

Main reference
URL http://dx.doi.org/10.1038/ncomms8752

Main reference
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Chimera is a rich class of self-organized solutions developed spontaneously in high dimensional networks with non-local and symmetry breaking coupling features, in which synchronous and asynchronous oscillations co-exist. Its accurate understanding is expected to bring important insight in many complex spatiotemporal phenomena, from living and mechanical systems to optics and turbulence. Chimera state was discovered in 2002 by Kuramoto and Battogtokh for the complex Ginzburg-Landau equation and its phase approximation, the Kuramoto model. Currently, this is an area of intense theoretical and experimental research, for now, chimeras have been found in many systems from various fields. In the lecture, different aspects of chimera state in one-, two- and three-dimensions have been discussed. The main attention was paid on a highly controllable experiment based on optoelectronic delayed feedback applied to a wavelength tunable semiconductor laser and modelled by a modified Ikeda equation. For the system, a wide variety of chimera patterns of different modality is found and interpreted.
The model simulations generate behavior in an excellent qualitative agreement with that exhibited in the experiment. The presentation is illustrated by 3-Dim videos of the complex spatiotemporal chimera dynamics.

3.12 Cell-Free Transcription-Translation: From Gene Circuits to Self-Assembly in a Test Tube

Vincent Noireaux (University of Minnesota – Minneapolis, US)

Cell-free transcription-translation (TX-TL) systems are becoming powerful platforms to construct biochemical systems in vitro through the expression of synthetic gene circuits. In the past decade, considerable efforts have been made to expand the capabilities of those systems. My lab has worked on expanding the transcription repertoire of cell-free expression systems, traditionally based on the T7 RNA polymerase and promoter, to go beyond just in vitro protein production. We developed an all E. coli platform so as to use 10s or 100s of regulatory parts for the construction, execution and characterization of gene circuits outside living cells in either test tube reactions, microfluidics or liposomes. New metabolisms energize gene expression for 8-10 hours to reconstruct complex active biological systems. For example, the phages T7 and phix174 are synthesized in cell-free TX-TL reactions from their genomes. Both phages serve as model systems to study the relationship information to self-assembly. Encapsulated inside cell-sized phospholipid liposomes, the cell-free TX-TL system is used to construct a minimal cell using a bottom-up approach. I will present this cell-free synthetic biology platform and our last experiments.

3.13 Theoretical Modeling of Algorithmic Self-Assembling Systems

Matthew J. Patitz (University of Arkansas – Fayetteville, US)

An introduction to tile-based algorithmic self-assembly will be presented, starting with Winfree’s abstract Tile Assembly Model (aTAM). A series of aTAM results are surveyed, followed by a description of derivative models, such as the 2-Handed Assembly Model, along with related results. Special emphasis is given to results relating to computational universality and intrinsic universality.
3.14 DNA-Based Programmable Molecular Devices

John H. Reif (Duke University – Durham, US)

My talk overviews the use of self-assembly techniques for the construction of DNA nanostructures from strands of synthetic DNA, and the use of chemical reactions on DNA (such as strand-displacement reactions) to allow for molecular devices to operate in a programmable manner. First we overview our prior work: - The self-assembly of DNA lattices from DNA tiles and it’s use for executing molecular computations is described. - Also, our experimental demonstrations of autonomous DNA devices that walk on DNA nanostructures are described. Then various techniques for executing molecular computations currently being developed in my lab will be overviewed, including: - Activatable tiles: which are initial inactive, and then can be activated when needed. - Time-responsive see-saw gates: which can be reset to be reused for multiple computations, - Analog gates: which compute (with inputs and outputs encoded as reactant concentrations) arithmetic operations over the reals. - DNA origami Transformers: which allow DNA origami to be transformed via strand-displacement reactions.

3.15 Thermostat Methods for Canonical Sampling

Matthias Sachs (University of Edinburgh, GB)

The talk comprises a general introduction to stochastic thermostat methods for canonical sampling in molecular dynamics and beyond. I will introduce stochastic thermostats as ergodic extensions of Newton’s equations. A particular focus will be on so called adaptive thermostats i.e. thermostats which still maintain ergodicity with respect to the Gibbs-Boltzmann distribution even if the dynamics of the system are perturbed by external noise.

3.16 Models and Algorithms for Programmable Matter

Christian Scheideler (Universität Paderborn, DE)

Consider programmable matter consisting of simple computational elements, called particles, that can establish and release bonds and can actively move in a self-organized way. I will present a basic model and first results concerning the feasibility of solving basic problems relevant for such programmable matter. As a model, I will use a general form of the amoebot model first proposed in SPAA 2014. Based on that model, efficient local-control algorithms for leadderelection and line formation requiring only particles with constant size memory are presented, and the limitations of solving these problems within the amoebot model are discussed. The details of this talk can be found in [1].
References

3.17 Inverse Reinforcement Learning in Swarm Systems
Adrian Sosic (TU Darmstadt, DE)

Inverse reinforcement learning (IRL) is the problem of recovering a system’s latent reward function from observed system behavior. In this paper, we concentrate on IRL in homogeneous large-scale systems, which we refer to as swarms. We show that, by exploiting the inherent homogeneity of these systems, the IRL objective can be reduced to an equivalent single-agent problem of constant complexity, allowing us to decompose a global system objective into local subgoals at the agent-level. Based on this, we reformulate the corresponding optimal control problem as a fix-point problem pointing towards asymmetric Nash equilibrium, which we solve using a novel heterogeneous learning scheme particularly tailored to the swarm setting. Results on the Vicsek model and the Ising model demonstrate that the proposed framework is able to produce meaningful reward models from which we can learn near-optimal local policies that replicate the observed system dynamics.

3.18 Rule-Based Modeling of Graph-Like Systems
Sandro Stucki (EPFL – Lausanne, CH)

Rule-based modeling (RBM) is a paradigm for describing combinatorially complex stochastic processes with an underlying network structure through a finite set of rewrite rules. In this talk, I will give an overview of RBM – illustrating how it can be used to model biological process in particular – and present some recent work on generating rate-equations and ODEs tracking higher-order statistics from a large class of rule-based systems, as well as an extension of the formalism for modeling steric constraints in molecular self-assembly.
3.19 Coarse-Grained Modelling for Self-Assembly

Petr Šulc (Rockefeller University – New York, US)

We introduce coarse-grained models of DNA and RNA. The models are developed to capture the basic thermodynamics, mechanics and structural properties of DNA and RNA, including the formation of duplex from two single strands. The models are primarily developed for applications in DNA and RNA nanotechnology, but can be used as well for biophysical properties of the molecules. We describe the model development and parametrization, and provide estimates of computational efficiency. We further provide examples of applications of the models, including strand displacement reactions with DNA and RNA, DNA hybridization, the effects of secondary structure on duplex formation, RNA supercoiling, unzipping of an RNA hairpin and RNA pseudoknot folding thermodynamics.

3.20 Effects of Time-delays and Plasticity in Neural Networks

Serhiy Yanchuk (Weierstraß Institut – Berlin, DE)

I split my talk into two parts. Part 1. I firstly review basic properties of systems with time-delays and their implementation with delay-differential equations. In large neural networks, delays can be important for determining spiking patterns and play crucial role for information processing. With the use of time-shift transformation, one can reduce the number of time-delays in the network to the number of independent cycles. In such a situation, the “effective delays”, which determine the dynamics, are given by the sums of time-delays along any independent closed cycle [1]. Part 2. The second topic, which I mention in my talk is the effect of STDP – spike timing-dependent plasticity on the dynamics of noisy neuronal networks. In particular, STDP may produce the resistance to noise. In such a situation, the network with STDP reacts to an application of noise by adjusting the average level of the coupling weights so that the necessary level of synchronization is maintained [2].
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