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DISC, the International Symposium on Distributed Computing, is an international forum on the theory, design, analysis, implementation and application of distributed systems and networks. DISC is organized in cooperation with the European Association for Theoretical Computer Science (EATCS).

This volume contains the papers presented at DISC 2018, the 32nd International Symposium on Distributed Computing, held on October 15–19, 2018 in New Orleans, USA. It includes the citation for the 2018 Edsger W. Dijkstra Prize in Distributed Computing, jointly sponsored by DISC and PODC (the ACM Symposium on Principles of Distributed Computing), that was presented at PODC 2018 to Bowen Alpern and Fred B. Schneider for their paper “Defining Liveness.” The volume also includes the citation for the 2018 Doctoral Dissertation Award, also jointly sponsored by DISC and PODC, that was presented at DISC 2018 to Rati Gelashvili for his PhD thesis titled “On the Complexity of Synchronization,” supervised by Nir Shavit at the Massachusetts Institute of Technology. DISC 2018 also featured three keynote lectures, presented by Sándor P. Fekete (TU Braunschweig, Germany) on “Autonomous Vehicles: From Individual Navigation to Challenges of Distributed Swarms,” Tom Goldstein (University of Maryland, USA) on “Challenges for Machine Learning on Distributed Platforms,” and Michael Mendler (Otto-Friedrich University of Bamberg, Germany) on “Logical Analysis of Distributed Systems: The Importance of Being Constructive.” An abstract of each keynote lecture is included in the proceedings.

Like DISC 2017, DISC 2018 received a very high number of submissions (161 regular papers and 4 brief announcements). Every submission was read and evaluated by at least three members of the PC, assisted by 172 external reviewers, using a refined reviewing process (outlined on page xix). The Program Committee finally selected 38 regular papers and 11 brief announcements for inclusion in the conference program and in the proceedings. Among the latter, 10 are the result of inviting the authors of rejected regular submissions to provide a brief announcement version of their work. Each of those summarizes ongoing work or recent results, which were considered interesting by the PC members and where it could be expected that these results will appear as full papers in later conferences or journals.

The Best Paper Award for DISC 2018 was shared by Gregory Chockler and Alexey Gotsman for their paper “Multi-Shot Distributed Transaction Commit,” and Ali Mashreghi and Valerie King for their paper “Broadcast and Minimum Spanning Tree with o(m) Messages in the Asynchronous CONGEST Model.” Unfortunately, the authors of the nominated best student paper had to withdraw their submission at the very last moment. Revised and expanded versions of several additional selected regular papers will be considered for publication in a special issue of the journal Distributed Computing.

Two workshops were co-located with DISC 2018: The 7th Workshop on Advances in Distributed Graph Algorithms (ADGA), chaired by Merav Parter, on October 15, 2018, and the 2nd Workshop on Storage, Control, Networking in Dynamic Systems (SCNDS), organized by Kishori Konwar and Lewis Tseng, on October 19, 2018.

We wish to thank the many contributors to DISC 2018: the authors of the submitted papers, the PC members and the reviewers, the three keynote speakers, the conference general chair and local organizer Costas Busch, the publicity chair Peter Robinson, the proceedings
Preface

chair Josef Widder, the web chair Wyatt Clements, all the workshop organizers led by the
workshop chair Gokarna Sharma, and the DISC Steering Committee, led by Yoram Moses,
for its guidance. Special thanks go to Andrée W. Richa, the PC chair of DISC 2017, for her
invaluable support, and to Roman Kuznets for providing EasyChair expertise.

October 2018

Ulrich Schmid
DISC 2018 Program Chair
Symposium Organization

DISC, the International Symposium on Distributed Computing, is an annual forum for presentation of research on all aspects of distributed computing. It is organized in cooperation with the European Association for Theoretical Computer Science (EATCS). The symposium was established in 1985 as a biannual International Workshop on Distributed Algorithms on Graphs (WDAG). The scope was soon extended to cover all aspects of distributed algorithms and WDAG came to stand for International Workshop on Distributed Algorithms, becoming an annual symposium in 1989. To reflect the expansion of its area of interest, the name was changed to DISC (International Symposium on Distributed Computing) in 1998, opening the symposium to all aspects of distributed computing. The aim of DISC is to reflect the exciting and rapid developments in this field.
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**2018 Edsger W. Dijkstra Prize in Distributed Computing**

The Edsger W. Dijkstra Prize in Distributed Computing was created to acknowledge outstanding papers on the principles of distributed computing whose significance and impact on the theory or practice of distributed computing have been evident for at least a decade. The Prize is sponsored jointly by the ACM Symposium on Principles of Distributed Computing (PODC) and the EATCS Symposium on Distributed Computing (DISC). This award is presented annually, with the presentation taking place alternately at PODC and DISC. The 2018 Edsger W. Dijkstra Prize in Distributed Computing has been presented at PODC 2018 at the Royal Holloway University, London, UK.

The 2018 Award Committee, composed of Ulrich Schmid (Chair), Yehuda Afek, Idit Keidar, Boaz Patt-Shamir, Sergio Rajsbaum and Gadi Taubenfeld, has selected Bowen Alpern and Fred B. Schneider to receive the 2018 Edsger W. Dijkstra Prize in Distributed Computing for the outstanding paper:

Bowen Alpern and Fred B. Schneider:

**Defining liveness.**


Concurrent and distributed algorithms today are characterized in terms of safety (“bad things” do not happen) and liveness (“good things” do happen). This seminal paper is what gave semantic legitimacy to that decomposition. Safety and liveness for concurrent programs had been suggested earlier by Lamport, but liveness was only formally defined for the first time in the winning paper, where it was accompanied by a compelling justification—that every (what we today call a) “trace property” is the conjunction of a safety and a liveness property. The liveness definition and accompanying decomposition theorem thus establish that safety and liveness are not only intuitively appealing but are also formally orthogonal. As a consequence, they constitute the basic building blocks of all (trace) properties and thus underlie a substantial number of papers that appeared at PODC and DISC so far.

Moreover, subsequent work has shown that invariants suffice for verifying safety properties and that variant functions on well-founded domains are suitable for verifying liveness properties. So, of the possible ways to decompose properties, the decomposition into safety and liveness provides the added value of also suggesting approaches for verifying each property. Further evidence of the importance of this work is that its topological characterizations and decomposition proof have since been scaled-up to safety and liveness hyperproperties, which express confidentiality and other important correctness concerns that trace properties cannot.
The winner of the 2018 Principles of Distributed Computing Doctoral Dissertation Award is Dr. Rati Gelashvili, for his dissertation titled “On the Complexity of Synchronization,” written under the supervision of Prof. Nir Shavit at the Massachusetts Institute of Technology.

The field of distributed algorithms revolves around efficiently solving synchronization tasks, such as leader election and consensus in different models. Gelashvili’s thesis provides an extraordinary study of the complexity of solving synchronization tasks, which is both deep and broad. It makes significant contributions towards understanding the complexity of solving synchronization tasks in various models. In particular, it pushes the boundary of our understanding of consensus, the algorithmic process by which asynchronous computation threads coordinate with each other, which has been the subject of extensive research for over 30 years.

In one part of his thesis, Gelashvili challenges the underpinnings of Herlihy’s consensus-based computability hierarchy, which has been the theoretical basis for classifying the computational power of concurrent data structures and synchronization primitives in multiprocessors and multicore machines for two and a half decades. He observes that Herlihy’s classical hierarchy treats synchronization instructions as distinct objects, an approach that is far from the real-world, where multiprocessors do let processes apply supported atomic instructions to arbitrary memory locations. Gelashvili shows that, contrary to common belief, solving consensus does not require multicore architectures to support “strong” synchronization instructions such as compare-and-swap. Rather, combinations of “weaker” instructions such as decrement and multiply suffice. He goes on to propose an alternative complexity-based hierarchy for concurrent objects. The dissertation further opens a new line of research by proving a linear-space bound for the anonymous case of randomized consensus, the first major progress on this problem in 15 years, which won the Best Paper Award at DISC 2015, and for which Gelashvili developed novel lower bound techniques. Apart from their great importance, these results are also technically complex and mathematically beautiful.

The 2018 Principles of Distributed Computing Doctoral Dissertation Award Committee:
- Lorenzo Alvisi, Cornell
- Idit Keidar (chair), Technion
- Andréa W. Richa, ASU
- Alex Schwarzmann, UConn
Details of the DISC’18 Reviewing Process

Since DISC 2018 was expected to get a similar number of submissions as DISC 2017, a large PC consisting of 39 distinguished members of the community was formed in an attempt to sufficiently cover all the 17 topics specifically addressed in the call for papers. In addition, stimulated by concerns with the reviewing process used at DISC and PODC in the past\(^1\), a number of quality-enhancing measures were foreseen for DISC 2018.

Besides enforcing the requirement for self-contained submissions (15 pages LIPIcs, without references) by disallowing appendices but encouraging full versions on publicly accessible archives like arXiv or HAL, which facilitates a fair comparison of submissions given the tight reviewing time constraints, the following measures were implemented:

(i) To facilitate effective paper bidding, EasyChair’s ability to match the selected topics of the submissions with the selected topics of expertise of the PC members was used to generate an initial bidding proposal for every PC member that could be modified during the actual paper bidding phase. The result of the bidding phase allowed EasyChair to find an optimal paper assignment (3 reviewers per submission) in a single assignment run, in negligible time.

(ii) In order not to rule out the most competent reviewers for a submission by an overly restrictive conflict of interest policy, prohibitive CoI (like supervisor or personal relations, to be declared during bidding as usual) that forbid any access to the reviewing process, and milder forms of CoI (like occasional co-authorship, to be declared in the “comments to the PC section” of the reviews) were distinguished.

(iii) A reviewing process with two intermediate reviews before the final review was enforced. The first intermediate review just asked for the reviewers’ actual expertise for reviewing the assigned papers [1 week after paper assignment], the second intermediate review asked for an estimate of the overall merit figure (and optionally major strengths and weaknesses) [3 weeks after paper assignment]. The intermediate reviews were used to assign additional PC members/reviewers to submissions that either did not have at least 2 reviewers with expertise 3 (“knowledgable”) or 4 (“expert”), or suffered from controversial merit figure estimates (a difference larger or equal to 3, from knowledgable reviewers). At the end, 50 (resp. 3) submissions ended up with 4 (resp. 5) reviewers.

(iv) The full reviews were due 6 weeks after paper assignment, which allowed 3 weeks of discussion before the PC meeting. During paper discussion, the reviewers of a submission were supposed to either (i) resolve controversial merit figures or (ii) to determine both a proponent and an opponent is willing to make his/her case for/against the submission in the PC meeting. At the end, only 8 submissions did not fall under (i) and thus needed to be dealt with in the PC meeting.

(v) The PC meeting (July 9–10, 2018) was set up as a virtual one using Adobe Connect. As there were only few submissions up for discussion, each of those was assigned a fixed time slot where all interested PC members could join. Depending on the outcome of the discussion, either the controversial scores were appropriately modified or additional reviews were provided.

As a result, 23 submissions ended up with an average expertise-weighted score of at least 1.7, which has been set as the threshold for a “safe accept” (at least two “accept”

---

\(^1\) Also raised explicitly by a group of members of the community in the DISC 2017 business meeting.
and no reject), and 16 submissions with an average expertise-weighted score of at least 1.3, which has been set as the threshold for a “possible accept” (at least one “accept” and no reject). The PC eventually decided to accept all these submissions as full papers, and to invite all authors of 25 submissions with an average expertise-weighted score of at least 0.3 (at least two weak accepts) to submit a brief announcement version of their work. Ultimately, 11 accepted this invitation and submitted a brief announcement, all of which were finally accepted after a short round of additional reviewing.
Autonomous Vehicles: From Individual Navigation to Challenges of Distributed Swarms

Sándor P. Fekete
Department of Computer Science, TU Braunschweig, 38106 Braunschweig, Germany
s.fekete@tu-bs.de
https://orcid.org/0000-0002-9062-4241

Abstract
Recent years have seen impressive advancements in the development of robots on four wheels: autonomous cars. While much of this progress is owed to a combination of breakthroughs in artificial intelligence and improved sensors, dealing with complex, non-ideal scenarios, where errors or failures can turn out to be catastrophic is still largely unsolved; this will require combining “fast”, heuristic approaches of machine learning with “slow”, more deliberate methods of discrete algorithms and mathematical optimization. However, many of the real challenges go beyond performance guarantees for individual vehicles and aim at the behavior of swarms: How can we control the complex interaction of a distributed swarm of vehicles, such that the overall behavior can measure up to and go beyond the capabilities of humans? Even though many of our engineering colleagues do not fully realize this yet, there is no doubt that this will have to be based to no small part on expertise in distributed algorithms.

I will present a multi-level overview of results and challenges, ranging from information exchanges of small groups all the way to game-theoretic mechanisms for large-scale control. Application scenarios do not just arise from road traffic (where short response times, large numbers of vehicles and individual interests give rise to many difficulties), but also from swarms of autonomous space vehicles (where huge distances, times and energies make distributed methods indispensable).

2012 ACM Subject Classification Theory of computation → Distributed algorithms, Theory of computation → Algorithmic game theory and mechanism design

Keywords and phrases Autonomous vehicles, interaction, robot swarms, game theory

Digital Object Identifier 10.4230/LIPIcs.DISC.2018.1

Category Invited Talk
Challenges for Machine Learning on Distributed Platforms
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Abstract

Deep neural networks are trained by solving huge optimization problems with large datasets and millions of variables. On the surface, it seems that the size of these problems makes them a natural target for distributed computing. Despite this, most deep learning research still takes place on a single compute node with a small number of GPUs, and only recently have researchers succeeded in unlocking the power of HPC. In this talk, we’ll give a brief overview of how deep networks are trained, and use HPC tools to explore and explain deep network behaviors. Then, we’ll explain the problems and challenges that arise when scaling deep nets over large system, and highlight reasons why naive distributed training methods fail. Finally, we’ll discuss recent algorithmic innovations that have overcome these limitations, including “big batch” training for tightly coupled clusters and supercomputers, and “variance reduction” strategies to reduce communication in high latency settings.

2012 ACM Subject Classification Computing methodologies → Machine learning

Keywords and phrases Machine learning, distributed optimization

Digital Object Identifier 10.4230/LIPIcs.DISC.2018.2

Category Invited Talk

1 How do we train neural nets

Deep neural networks are one of the most flexible and powerful tools in machine learning. Neural networks are complex models that are “trained” by solving a large optimization that minimizes an objective function, called the “loss,” that measures how well the neural net fits to training data. Computing this loss function is expensive because it requires summing over every element in a large training dataset. To avoid this expense, neural optimization problems are commonly solved using stochastic gradient descent (SGD). This algorithm works by randomly sampling a small batch of data on each iteration, forming an approximate loss function using only this small data sample, and then doing an approximate gradient descent step using this approximate loss function. This SGD algorithm was originally adopted because computers in the 1980s didn’t have the computing power to evaluate the exact loss function (which requires the full dataset). SGD only uses a small batch of data on each iteration, and this makes each gradient decent update cheap, but “noisy” (inexact).
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Why is training on HPC platforms hard?

It is commonly said that SGD is an “inherently serial” algorithm; the \((k+1)\)th iteration of SGD uses the result if the \(k\)th iteration as a starting point, and so iterations need to take place one at a time. Furthermore, each iteration is cheap when a small batch size is used. This makes the algorithm hard to scale – when the batch size is small, iterations are cheap and don’t require enough work to spread over a large number of workers. For example, with a minibatch size of 128 data samples (which is fairly standard for many imaging problems) and 128 workers, each worker would be processing only 1 image/sample per iteration, and the workers would have to communicate after each computation. In this case, the communication costs would far outweigh the compute costs, and training would be inefficient. This is largely what motivated the recent emergence of GPUs for machine learning. On a GPU, a single iteration of SGD can be split over 1000s of small cores in a shared memory architecture. In this case, we’re still doing the same old serial SGD algorithm, but using lots of parallelism to get each serial step done faster. This only works on a GPU because all of the cores are synchronized and memory is shared, which means there is little or no communication overhead.

Can’t we just use bigger batch sizes?

There’s an obvious (but naive) solution to the scalability problem described about: increase the batch size. This gives us more accurate (i.e., less “noisy”) gradient computations that should make the algorithm converge faster. With bigger batch sizes, there’s lots more work to do per iteration, and this work can be spread over many workers. Furthermore, if convergence happens in fewer iterations, then this could speed things up and enable training with lower wall-clock time.

But big batch training poses a problem: the argument above assumes that more accurate big-batch gradients work better than less accurate small-batch gradients. Shockingly, this is the opposite of what happens in practice; larger batches and more accurate gradients are worse for neural optimization. You need the noise to find good minimizers. Big-batch algorithms sometimes get stuck in local minimizers of the non-convex loss functions, or else find global minimizers that perform poorly on new data samples that weren’t used for training. In contrast, noisy methods “bounce out” of these local minimizer traps, and tend to find global minimizers that perform well on new data points that aren’t used for training. This good behavior of small batch SGD is known as “implicit regularization”; while there are many minimizers to neural loss functions, small-batch SGD creates a bias towards minimizers that avoid “over-fitting,” and perform well on test data. The difference between small batch and large batch optimization, and the cause of implicit regularization is still not well understood. The qualitative differences between large and small batch training were recently explored in [3].

So what can be done to scale up SGD in distributed environments?

There are three main approaches to scaling up SGD.

- **Find a way to use bigger batches without finding bad minimizers:** While using big batches in a naive way results in poor models, it is possible to use big batches in a more sophisticated way that still performs well. In one approach [2], we start with a small batch size at the early stages of optimization, and quickly expand the batch size to be
very large. We show that this approach helps mitigate the loss in performance that comes from starting with a big batch, while simultaneously making it easier to automate the training process.

- **Find a way to reduce communication overhead so that SGD can tolerate small batches:** This usually requires an algorithm that can do multiple iterations on a worker before communicating back to a central server. By using delayed asynchronous communication, algorithms avoid being communication bound because they keep working while they wait for communication to happen in a separate (often asynchronous) thread. Special variants of SGD can be developed in which workers share information that enables them to “stay on the same page” and search for similar solutions even when communication is infrequent. This direction was explored in [1].

- **Find problem domains where iterations are so expensive that HPC is needed, even for small batch sizes:** One such problem domain is the processing 3D datasets (as opposed to 2D images). Processing videos and 3D volumes requires a large amount of memory and far more FLOPS per byte than 2D processing. This is a new frontier domain where HPC is likely to be dominant.
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Abstract
The design and analysis of complex distributed systems proceeds along numerous levels of abstractions. One key abstraction step for reducing complexity is the passage from analog transistor electronics to synchronously clocked digital circuits. This significantly simplifies the modelling from continuous differential equations over the real numbers to discrete Mealy automata over two-valued Boolean algebra. Although typically taken for granted, this step is magic. How do we obtain clock synchronization from asynchronous communication of continuous values? How do we decide on the discrete meaning of continuous signals without a synchronization clock? From a logical perspective, the possibility of synchronization is paradoxical and appears “out of thin air.” The chicken-or-egg paradox persists at higher levels abstraction for distributed software. We cannot achieve globally consistent state from local communications without synchronization. At the same time we cannot synchronize without access to globally consistent state. From this perspective, distributed algorithms such as for leader election, consensus or mutual exclusion do not strictly solve their task but merely reduce one synchronization problem to another.

This talk revisits the logical justification of the synchronous abstraction claiming that correctness arguments, in so far as they are not merely reductions, must intrinsically depend on reasoning in classical logic. This is studied at the circuit level, where all software reductions must end. The well-known result that some synchronization elements cannot be implemented in delay-insensitive circuits is related to Berry’s Thesis according to which digital circuits are delay-insensitive if and only if they are provably correct in constructive logic. More technically, the talk will show how non-inertial delays give rise to a constructive modal logic while inertial delays are inherently non-constructive. This gives a logical explanation for why inertial delays can be used to build arbiters, memory-cells and other synchronization elements, while non-inertial delays are not powerful enough. Though these results are tentative, they indicate the importance of logical constructiveness for metastable-free discrete abstractions of physical behavior. This also indicates that metastability is an unavoidable artifact of the digital abstraction in classical logic.
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Abstract
This paper studies a variant of the leader election problem under the stone age model (Emek and Wattenhofer, PODC 2013) that considers a network of \( n \) randomized finite automata with very weak communication capabilities (a multi-frequency asynchronous generalization of the beeping model's communication scheme). Since solving the classic leader election problem is impossible even in more powerful models, we consider a relaxed variant, referred to as \( k \)-leader selection, in which a leader should be selected out of at most \( k \) initial candidates. Our main contribution is an algorithm that solves \( k \)-leader selection for bounded \( k \) in the aforementioned stone age model. On (general topology) graphs of diameter \( D \), this algorithm runs in \( \tilde{O}(D) \) time and succeeds with high probability. The assumption that \( k \) is bounded turns out to be unavoidable: we prove that if \( k = \omega(1) \), then no algorithm in this model can solve \( k \)-leader selection with a (positive) constant probability.
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1 Introduction

Many distributed systems rely on the existence of one distinguishable node, often referred to as a leader. Indeed, the leader election problem is among the most extensively studied problems in distributed computing [23, 9, 29, 3]. Leader election is not confined to digital computer systems though as the dependency on a unique distinguishable node is omnipresent in biological systems as well [27, 34, 28]. A similar type of dependency exists also in networks of man-made micro- and even nano-scale sub-microprocessor devices [16].

The current paper investigates the task of electing a leader in networks operating under the stone age (SA) model [20] that provides an abstraction for distributed computing by nodes that are significantly inferior to modern computers in their computation and communication capabilities. In this model, the nodes are controlled by randomized finite automata and
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can communicate with their network neighbors using a fixed message alphabet based on a weak communication scheme that can be viewed as an asynchronous extension of the set broadcast (SB) communication model of [25] (a formal definition of our model is provided in Section 1.1).

Since the state space of a node in the SA model is fixed and does not grow with the size of the network, SA algorithms are inherently uniform, namely, the nodes are anonymous and lack any knowledge of the network size. Unfortunately, classic impossibility results state that leader election is hopeless in these circumstances (even under stronger computational models): Angluin [4] proved that uniform algorithms cannot solve leader election in a network with success probability 1; Itai and Rodeh [26] extended this result to algorithms that are allowed to fail with a bounded probability.

Thus, in the distributed systems that interest us, leader election cannot be solved by the nodes themselves and some “external help” is necessary. This can be thought of as an external symmetry breaking signal that only one node is supposed to receive. Symmetry breaking signals are actually quite common in reality and can come in different shape and form. A prominent example for such external signaling occurs during the development process of multicellular organisms, when ligand molecules flow through a cellular network in a certain direction, hitting one cell before the others and triggering its differentiation [35].

But what if the symmetry breaking signal is noisy and might be received by a handful of nodes? Is it possible to detect that several nodes received this signal? Can the system recover from such an event or is it doomed to operate with multiple leaders instead of one?

In this paper, we study the k-leader selection problem, where at most k (and at least 1) nodes are initially marked as candidates, out of which exactly one should be selected. On top of the relevance of this problem to the aforementioned questions, it is also motivated by the following application. Consider scenarios where certain nodes, including the leader, may get lost during the network deployment process, e.g., a sensor network whose nodes are dropped from an airplane. In such scenarios, one may wish to produce \( k > 1 \) candidate leaders with the purpose of increasing the probability that at least one of them survives; a k-leader selection algorithm should then be invoked to ensure that the network has exactly one leader when it becomes operational.

The rest of the paper is organized as follows. In Section 1.1, we provide a formal definition of the distributed computing model used in the paper. Our results are summarized in Section 1.2 and some additional related literature is discussed in Section 1.3. A k-leader selection algorithm that constitutes our main technical contribution, is presented in Section 2, whereas Section 3 provides some negative results.

1.1 Model

The distributed computing model considered in this paper follows the stone age (SA) model of Emek and Wattenhofer [20]. Under this model, the communication network is represented by a finite connected undirected graph \( G = (V, E) \) whose nodes are controlled by randomized finite automata with state space \( Q \), message alphabet \( \Sigma \), and transition function \( \tau \) whose role is explained soon.

Each node \( v \in V \) of degree \( d_v \) is associated with \( d_v \) input ports (or simply ports), one port \( \psi_v(u) \) for each neighbor \( u \) of \( v \) in \( G \), holding the last message \( \sigma \in \Sigma \) received from \( u \) at \( v \). The communication model is defined so that when node \( u \) sends a message, the same message is delivered to all its neighbors \( v \); when (a copy of) this message reaches \( v \), it is written into port \( \psi_v(u) \), overwriting the previous message in this port. Node \( v \)'s (read-only) access to its own ports \( \psi_v(\cdot) \) is very limited: for each message type \( \sigma \in \Sigma \), it can only distinguish between the case where \( \sigma \) is not written in any port \( \psi_v(\cdot) \) and the case where it is written in at least one port.
The execution is event driven with an asynchronous scheduler that schedules the aforementioned message delivery events as well as node activation events. When node \( v \in V \) is activated, the transition function \( \tau : Q \times \{0, 1\}^\Sigma \rightarrow 2^Q \times \Sigma \) determines (in a probabilistic fashion) its next state \( q' \in Q \) and the next message \( \sigma' \in \Sigma \) to be sent based on its current state \( q \in Q \) and the current content of its ports. Formally, the pair \((q', \sigma')\) is chosen uniformly at random from \( \tau(q, \chi_v) \), where \( \chi_v \in \{0, 1\}^\Sigma \) is defined so that \( \chi_v(\sigma) = 1 \) if and only if \( \sigma \) is written in at least one port \( \psi_v(\cdot) \).

To complete the definition of the randomized finite automata, one has to specify the set \( Q_{in} \subseteq Q \) of initial states that encode the node’s input, the set \( Q_{out} \subseteq Q \) of output states that encode the node’s output, and the initial message \( \sigma_0 \in \Sigma \) written in the ports when the execution begins. SA algorithms are required to have termination detection, namely, every node must eventually decide on its output and this decision is irrevocable.

Following the convention in message passing distributed computing (cf. [32]), the run-time of an asynchronous SA algorithm is measured in terms of time units scaled to the maximum of the time it takes to deliver any message and the time between any two consecutive activations of a node. Refer to [20] for a more detailed description of the SA model.

The crux of the SA model is that the number of states in \( Q \) and the size of the message alphabet \( \Sigma \) are constants independent of the size (and any parameter) of the graph \( G \). Moreover, node \( v \) cannot distinguish between its ports and in general, its degree may be larger than \( |Q| \) (and \( |\Sigma| \)).

**Weakening the Communication Assumptions.** The model defined in the current paper is a restriction of the model of [20], where the algorithm designer could choose an additional constant bounding parameter \( b \in \mathbb{Z}_{>0} \), providing the nodes with the capability to count the number of ports holding message \( \sigma \in \Sigma \) up to \( b \). In the current paper, the bounding parameter is set to \( b = 1 \). This model choice can be viewed as an asynchronous multi-frequency variant of the beeping communication model [11, 2].

Moreover, in contrast to the existing SA literature, the communication graph \( G = (V, E) \) assumed in the current paper may include self-loops of the form \((v, v) \in E\) which means, in accordance with the definition of the SA model, that node \( v \) admits port \( \psi_v(v) \) that holds the last message received from itself. Using the terminology of the beeping model literature (see, e.g., [2]), the assumption that the communication graph is free of self-loops corresponds to a sender collision detection, whereas lifting this assumption means that node \( v \) may not necessarily distinguish its own transmitted message from those of its neighbors.

It turns out that self-loops have a significant effect on the power of SA algorithms. Indeed, while a SA algorithm that solves the maximal independent set (MIS) problem with probability 1 is presented in [20] under the assumption that the graph is free of self-loops, we prove in Section 3 that if the graph is augmented with self-loops, then no SA algorithm can solve this problem with a bounded failure probability. To distinguish between the original model of [20] and the one considered in the current paper, we hereafter denote the latter by \( \text{SA}^\circ \).

---

3 The only assumption we make on the event scheduling is FIFO message delivery: a message sent by node \( u \) at time \( t \) is written into port \( \psi_v(u) \) of its neighbor \( v \) before the message sent by \( u \) at time \( t' > t \).
1.2 Results
Throughout, the number of nodes and the diameter of the graph $G$ are denoted by $n$ and $D$, respectively. We say that an event occurs with high probability (whp) if its probability is at least $1 - n^{-c}$ for an arbitrarily large constant $c$. Our main technical contribution is cast in the following two theorems.

▶ Theorem 1. For any constant $k$, there exists a SA$^{\odot}$ algorithm that solves the $k$-leader selection problem in $\tilde{O}(D)$ time whp.\footnote{The asymptotic notation $\tilde{O}(\cdot)$ may hide $\log^{O(1)} n$ factors.}

▶ Theorem 2. If the upper bound $k$ on the number of candidates may grow as a function of $n$, then there does not exist a SA algorithm (operating on graphs with no self-loops) that solves the $k$-leader selection problem with a failure probability bounded away from 1.

We emphasize that the failure probability of the SA$^{\odot}$ algorithm promised in Theorem 1 (i.e., the probability that the algorithm selects multiple leaders or that it runs for more than $\tilde{O}(D)$ time) is inverse polynomial in $n$ even though each individual node does not (and cannot) possess any notion of $n$ – to a large extent, this, together with the termination detection requirement, capture the main challenge in designing the promised algorithm.\footnote{If we aim for a failure probability inverse polynomial in $k$ (rather than $n$) and we do not insist on termination detection, then the problem is trivially solved by the algorithm that simply assigns a random ID from a set of size $k^{\Theta(1)}$ to each candidate and then eliminates a candidate if it encounters an ID larger than its own.} The theorem assumes that $k = O(1)$ and hides the dependency of the algorithm’s parameters on $k$. A closer look at its proof reveals that our SA$^{\odot}$ algorithm uses local memory and messages of size $O(\log k)$ bits. Theorem 2 asserts that the dependence of these parameters on $k$ is unavoidable. Whether this dependence can be improved beyond $O(\log k)$ remains an open question.

1.3 Additional Related Literature
As mentioned earlier, the SA model was introduced by Emek and Wattenhofer in [20] as an abstraction for distributed computing in networks of devices whose computation and communication capabilities are far weaker than those of a modern digital computer. Their main focus was on distributed problems that can be solved in sub-diameter (specifically, $\log^{O(1)} n$) time including MIS, tree coloring, coloring bounded degree graphs, and maximal matching. This remained the case also in [19], where Emek and Uitto studied SA algorithms for the MIS problem in dynamic graphs. In contrast, the current paper considers the $k$-leader selection problem – an inherently global problem that requires $\Omega(D)$ time.

Computational models based on networks of finite automata have been studied for many years. The best known such model is the extensively studied cellular automata that were introduced by Ulam and von Neumann [31] and became popular with Martin Gardner’s Scientific American column on Conway’s game of life [24] (see also [37]).

Another popular model that considers a network of finite automata is the population protocols model, introduced by Angluin et al. [5] (see also [6, 30]), where the network entities communicate through a sequence of atomic pairwise interactions controlled by a fair (adversarial or randomized) scheduler. This model provides an elegant abstraction for networks of mobile devices with proximity derived interactions and it also fits certain types of chemical reaction networks [18]. Some work on population protocols augments the model with...
a graph defined over the population’s entities so that the pairwise interactions are restricted to graph neighbors, thus enabling some network topology to come into play. However, for the kinds of networks we are interested in, the fundamental assumption of sequential atomic pairwise interactions may provide the population protocol with unrealistic advantage over weaker message passing variants (including the SA model) whose communication schemes do not enable a node to interact with its individual neighbors independently. Furthermore, population protocols are typically required to eventually converge to a correct output and are allowed to return arbitrary (wrong) outputs beforehand, a significantly weaker requirement than the termination detection requirement considered in this paper.

The neat amoebot model introduced by Dolev et al. [17] also considers a network of finite automata in a (hexagonal) grid topology, but in contrast to the models discussed so far, the particles in this network are augmented with certain mobility capabilities, inspired by the amoeba contraction-expansion movement mechanism. Since its introduction, this model was successfully employed for the theoretical investigation of self-organizing particle systems [36, 15, 13, 16, 14, 10, 12], especially in the context of programmable matter.

Leader election is arguably the most fundamental problem in distributed systems coordination and has been extensively studied from the early days of distributed computing [23, 22]. It is synonymous in most models to the construction of a spanning tree – another fundamental problem in distributed computing – where the root is typically the leader. Leader election has many applications including deadlock detection, choosing a key/password distribution center, and implementing a distributed file system manager. It also plays a key role in tasks requiring a reliable centralized coordinating node, e.g., Paxos and Raft, where leader election is used for consensus – yet another fundamental distributed computing problem, strongly related to leader election. Notice that in our model, leader selection does not (and cannot) imply a spanning tree, but it does imply consensus.

Angluin [4] proved that uniform algorithms cannot break symmetry in a ring topology with success probability 1. Following this classic impossibility result, many symmetry breaking algorithms (with and without termination detection) that relax some of the assumptions in [4] were introduced [1, 7, 26, 33, 3]. Itai and Rodeh [26] were the first to design randomized leader election algorithms with bounded failure probability in a ring topology, assuming that the nodes know $n$. Schieber and Snir [33] and Afek and Matias [3] extended their work to arbitrary topology graphs.

2 SA\textsuperscript{$\bigcirc$} Algorithm for $k$-Leader Selection

In this section, we present our SA\textsuperscript{$\bigcirc$} algorithm and establish Theorem 1. We start with some preliminary definitions and assumptions presented in Section 2.1. Sections 2.2 and 2.3 are dedicated to the basic subroutines on which our algorithm relies. The algorithm itself is presented in Section 2.4, where we also establish its correctness. Finally, in Section 2.5, we analyze the algorithm’s run-time.

2.1 Preliminaries

As explained in Section 1.1, the execution in the SA (and SA\textsuperscript{$\bigcirc$}) model is controlled by an asynchronous scheduler. One of the contributions of [20] is a SA synchronizer implementation (cf. the $\alpha$-synchronizer of Awerbuch [8]). Given a synchronous SA algorithm $\mathcal{A}$ whose execution progresses in fully synchronized rounds $t \in \mathbb{Z}_{\geq 0}$ (with simultaneous wake-up), the synchronizer generates a valid (asynchronous) SA algorithm $\mathcal{A}'$ whose execution progresses in pulses such that the actions taken by $\mathcal{A}'$ in pulse $t$ are identical to those taken by $\mathcal{A}$.
in round $t$. The synchronizer is designed so that the asynchronous algorithm $A'$ has the same bounding parameter $b$ (= 1 in the current paper) and asymptotic run-time as the synchronous algorithm $A$.

Although the model considered by Emek and Wattenhofer [20] assumes that the graph has no self-loops, it is straightforward to apply their synchronizer to graphs that do include self-loops, hence it can work also in our $SA$ model. Consequently, in what follows, we restrict our attention to synchronous $SA$ algorithms. Specifically, we assume that the execution progresses in synchronous rounds $t \in \mathbb{Z}_{>0}$, where in round $t$, each node $v$

(1) receives the messages sent by its neighbors in round $t-1$;
(2) updates its state; and
(3) sends a message to its neighbors (same message to all neighbors).

Since we make no effort to optimize the size of the messages used by our algorithm, we assume hereafter that the message alphabet $\Sigma$ is identical to the state space $Q$ and that node $v$ simply sends its current state to its neighbors at the end of every round. Nevertheless, for clarity of the exposition, we sometimes describe the algorithm in terms of sending designated messages, recalling that this simply means that the states of the nodes encode these messages.

To avoid cumbersome presentation, our algorithm’s description does not get down to the resolution of the state space $Q$ and transition function $\tau$. It is straightforward though to implement our algorithm as a randomized finite automaton, adhering to the model presented in Section 1.1. In this regard, at the risk of stating the obvious, we remind the reader that if $k$ is a constant, then a finite automaton supports arithmetic operations modulo $O(k)$.

In the context of the $k$-leader selection problem, we use the verb withdraw when referring to a node that ceases to be a candidate.

### 2.2 The Ball Growing Subroutine

We present a generic ball growing subroutine in graph $G = (V, E)$ with at most $k$ candidates. The subroutine is initiated at (all) the candidates, not necessarily simultaneously, through designated signals discussed later on. During its execution, some candidates may withdraw; in the context of this subroutine, we refer to the surviving candidates as roots.

The ball growing subroutine assigns a level variable $\lambda(v) \in \{0, 1, \ldots, M - 1\}$ to each node $v$, where $M = 2k + 2$. Path $P = (v_1, \ldots, v_q)$ in $G$ is called incrementing if $\lambda(v_{j+1}) = \lambda(v_j) + 1 \mod M$ for every $1 \leq j \leq q - 1$. The set of nodes reachable from a root $r$ via an incrementing path is referred to as the ball of $r$, denoted by $B(r)$. We design this subroutine so that the following lemma holds.

**Lemma 3.** Upon termination of the ball growing subroutine,

(1) every incrementing path is a shortest path (between its endpoints) in $G$;
(2) every root belongs to exactly one ball (its own); and
(3) every non-root node belongs to at least one ball.

**Intuition spotlight:** A natural attempt to design the ball growing subroutine is to grow a breadth first search tree around candidate $r$, layer by layer, so that node $v$ at distance $d$ from $r$ is assigned with level variable $\lambda(v) = d \mod M$. This is not necessarily

$^6$ We emphasize the role of the assumption that when the execution begins, the ports hold the designated initial message $\sigma_0$. Based on this assumption, a node can “sense” that some of its neighbors have not been activated yet, hence synchronization can be maintained right from the beginning.
possible though when multiple candidates exist: What happens if the ball growing processes of different candidates reach \( v \) in the same round? What happens if these ball growing processes reach several adjacent nodes in the same round? If we are not careful, these scenarios may lead to incrementing paths that are not shortest paths and even to cyclic incrementing paths. Things become even more challenging considering the weak communication capabilities of the nodes that may prevent them from distinguishing between the ball growing processes of different candidates.

The ball growing subroutine is implemented under the \( \text{SA}^\subseteq \) model by disseminating \( \text{GrowBall}(\ell) \) messages, \( \ell \in \{0, 1, \ldots, M - 1\} \), throughout the graph. Consider a candidate \( r \) and let \( s(r) \) be the round in which it is signaled to invoke the ball growing subroutine. If \( r \) receives a \( \text{GrowBall}(\cdot) \) message in some round \( t \leq s(r) \), then \( r \) withdraws and subsequently follows the protocol like any other non-root node; otherwise, \( r \) becomes a root in round \( s(r) \). If \( s(r) \) is even (resp., odd), then \( r \) assigns \( \lambda(r) \leftarrow 0 \) (resp., \( \lambda(r) \leftarrow 1 \)) and sends a \( \text{GrowBall}(\lambda(r)) \) message.

Consider a non-root node \( v \) and let \( g(v) \) be the first round in which it receives a \( \text{GrowBall}(\cdot) \) message. Notice that \( v \) may receive several \( \text{GrowBall}(\ell) \) messages with different arguments \( \ell \) in round \( g(v) \) – let \( L \) be the set of all such arguments \( \ell \). Node \( v \) assigns \( \lambda(v) \leftarrow \ell' \) and sends a \( \text{GrowBall}(\ell') \) message at the end of round \( g(v) \), where \( \ell' \) is chosen to be any integer in \( \{0, 1, \ldots, M - 1\} \) that satisfies:

(i) \( \ell' - 1 \mod M \in L \); and
(ii) \( \ell' + 1 \mod M \notin L \).

This completes the description of the ball growing subroutine. Refer to Figure 1 for an illustration.

Intuition spotlight: Condition (i) ensures that \( v \) joins the ball \( B(r) \) of some root \( r \). By condition (ii), nodes do not join \( B(r) \) “indirectly” (this could have led to incrementing paths that are not shortest paths).

Proof of Lemma 3. Consider a (root or non-root) node \( v \in V \) and let \( p(v) \) be the round in which \( v \) starts its active participation in the ball growing process. More formally, if \( v \) is a root (i.e., it is a candidate signaled to invoke the ball growing subroutine strictly before
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receiving any \texttt{GrowBall}(\cdot) message, then \( p(v) = s(v) \); otherwise, \( p(v) = g(v) \). The following properties are established by (simultaneous) induction on the rounds:

- In any round \( t \geq p(v) \), variable \( \lambda(v) \) is even if and only if \( p(v) \) is even.
- In any round \( t \geq p(v) \), node \( v \) has a neighbor \( u \) with \( \lambda(u) = \lambda(v) - 1 \mod M \) if and only if \( v \) is not a root.
- In any round \( t \geq p(v) \), node \( v \) belongs to ball \( B(r) \) for some root \( r \).
- In any round \( t \geq p(v) \), if \( v \in B(r) \) for some root \( r \), then the incrementing path(s) that realize this relation are shortest paths in the graph.
- If \( u, v \in B(r) \) for some root \( r \) and \( p(u) = p(v) \), then \( \lambda(u) = \lambda(v) \).
- The total number of different arguments \( \ell \) in the \texttt{GrowBall}(\ell) messages sent during a single round is at most \( k \).
- Non-root node \( v \) finds a valid value to assign to \( \lambda(v) \) in round \( g(v) = p(v) \).
- The assertion follows.

\textbf{Observation 4.} If \( t \) is the earliest round in which the ball growing process is initiated at some candidate, then the process terminates by round \( t + O(D) \).

\textbf{Boundary Nodes.} We will see in Section 2.4 that our algorithm detects candidate multiplicity by identifying the existence of multiple balls in the graph. The key notion in this regard is the following one (see Figure 1): Node \( v \) is said to be a boundary node if

(1) \( v \in B(r) \cap B(r') \) for roots \( r \neq r' \); or

(2) \( v \in B(r) \) for some root \( r \) and there exists a neighbor \( v' \) of \( v \) such that \( v' \notin B(r) \).

\textbf{Observation 5.} If the graph has multiple roots, then every ball includes at least one boundary node.

Node \( v \) is said to be a locally observable boundary node if it has a neighbor \( v' \) such that \( \lambda(v') \notin \{ \lambda(v) + \ell \mod M \mid \ell = -1, 0, +1 \} \). Notice that by Lemma 3, there cannot be a ball that includes both \( v \) and \( v' \) since then, at least one of the incrementing paths that realize these inclusions is not a shortest path. Therefore, a locally observable boundary node is in particular a boundary node.

\textbf{The Directed Acyclic Graph} \( \vec{G} \). Given two adjacent nodes \( u \) and \( v \), we say that \( v \) is a child of \( u \) and that \( u \) is a parent of \( v \) if \( \lambda(v) = \lambda(u) + 1 \mod M \); a childless node is referred to as a leaf. This induces an orientation on a subset \( F \) of the edges, say, from parents to their children (up the incrementing paths), thus introducing a directed graph \( \vec{G} \) whose edge set is an oriented version of \( F \) (see Figure 1). Lemma 3 guarantees that \( \vec{G} \) is acyclic (so, it is a directed acyclic graph, abbreviated \textit{DAG}) and that it spans all nodes in \( V \). Moreover, the sources and sinks of \( \vec{G} \) are exactly the roots and leafs of the ball growing subroutine, respectively, and the source-to-sink distances in \( \vec{G} \) are upper-bounded by the diameter \( D \) of \( G \).

We emphasize that the in-degrees and out-degrees in \( \vec{G} \) are unbounded. Nevertheless, the simplifying assumption that the messages sent by the nodes encode their local states, including the level variables \( \lambda(\cdot) \) (see Section 2.1), ensures that node \( v \) can distinguish between messages received from its children, messages received from its parents, and messages received from nodes that are neither children nor parents of \( v \).
2.3 Broadcast and Echo over \( \bar{G} \)

The assignment of level variables \( \lambda(\cdot) \) by the ball growing subroutine and the child-parent relations these variables induce provide a natural infrastructure for broadcast and echo (B&E) over the aforementioned DAG \( \bar{G} \) so that the broadcast (resp., echo) process progresses up (resp., down) the incrementing paths. These are implemented based on Broadcast and Echo messages as follows.

The broadcast subroutine is initiated at (all) the roots, not necessarily simultaneously, through designated signals discussed later on and root \( r \) becomes broadcast ready upon receiving such a signal. A non-root node \( v \) becomes broadcast ready in the first round in which it receives Broadcast messages from all its parents. A (root or non-root) node \( v \) that becomes broadcast ready in round \( t^b_0 = t^b_0(v) \) keeps sending Broadcast messages throughout the round interval \([t^b_0, t^b_1)\), where \( t^b_1 = t^b_1(v) \) is defined to be the first round (strictly) after \( t^b_0 \) in which

(i) \( v \) receives Broadcast messages from all its children; and
(ii) \( v \) does not receive a Broadcast message from any of its parents.

(Notice that conditions (i) and (ii) are satisfied vacuously for the leaves and roots, respectively.)

The echo subroutine is implemented in a reversed manner: It is initiated at (all) the leaves, not necessarily simultaneously, after their role in the broadcast subroutine ends so that leaf \( v \) becomes echo ready in round \( t^e_1(v) \). A non-leaf node \( v \) becomes echo ready in the first round in which it receives Echo messages from all its children. A (leaf or non-leaf) node \( v \) that becomes echo ready in round \( t^e_0 = t^e_0(v) \) keeps sending Echo messages throughout the round interval \([t^e_0, t^e_1)\), where \( t^e_1 = t^e_1(v) \) is defined to be the first round (strictly) after \( t^e_0 \) in which

(i) \( v \) receives Echo messages from all its parents; and
(ii) \( v \) does not receive an Echo message from any of its children.

(Notice that conditions (i) and (ii) are satisfied vacuously for the roots and leaves, respectively.)

Lemma 6. The following properties hold for every B&E process:

- Rounds \( t^b_0(v), t^b_1(v), t^e_0(v), \) and \( t^e_1(v) \) exist and \( t^b_0(v) < t^b_1(v) \leq t^e_0(v) < t^e_1(v) \) for every node \( v \).
- If node \( v \) is reachable from node \( u \neq v \) in DAG \( \bar{G} \), then \( t^b_0(u) < t^b_1(v) \) and \( t^e_0(u) > t^e_1(v) \) for \( i \in \{0, 1\} \).
- If \( t \) is the latest round in which the process is initiated at some root, then the process terminates by round \( t + O(D) \).

Proof. Follows since \( \bar{G} \) is a DAG and all paths in \( \bar{G} \) are shortest paths.

Auxiliary Conditions. In the aforementioned implementation of the broadcast (resp., echo) subroutine, being broadcast (resp., echo) ready is both a necessary and sufficient condition for a node to start sending Broadcast (resp., Echo) messages. In Section 2.4, we describe variants of this subroutine in which being broadcast (resp., echo) ready is a necessary, but not necessarily sufficient, condition and the node starts sending Broadcast (resp., Echo) messages only after additional conditions, referred to later on as auxiliary conditions, are satisfied.

Acknowledged Ball Growing. As presented in Section 2.2, the ball growing subroutine propagates from the roots to the leaves. To ensure that root \( r \) is signaled when the construction of its ball \( B(r) \) has finished (cf. termination detection), \( r \) initiates a B&E process one round after it invokes the ball growing subroutine. The valid operation of this process is guaranteed
since the ball growing process propagates at least as fast as the B&E process. We call the combined subroutine acknowledged ball growing.

2.4 The Main Algorithm

Our $k$-leader selection algorithm consists of two phases executed repeatedly in alternation:
- phase 0, a.k.a. the detection phase, that detects the existence of multiple candidates whp;
- phase 1, a.k.a. the elimination phase, in which all candidates but one withdraw with probability at least 1/4.

Starting with a detection phase, the algorithm executes the phases in alternation until the first detection phase that does not detect candidate multiplicity. Each node $v$ maintains a phase variable $\phi(v) \in \{0, 1\}$ that indicates $v$’s current phase.

The two phases follow a similar structure: The (surviving) candidates start by initiating an acknowledged ball growing process. Among its other “duties”, this ball growing process is responsible for updating the phase variables $\phi(\cdot)$ of the nodes: node $v$ with $\phi(v) = p$ that receives a GrowBall($\cdot$) message from node $u$ with $\phi(u) = p + 1 \mod 2$ assigns $\phi(v) \leftarrow p + 1 \mod 2$. When updating the phase variable $\phi(v)$ to $\phi(v) = p + 1 \mod 2$, node $v$ ceases to participate in phase $p$, resetting all phase $p$ variables. Recalling the definition of the ball growing subroutine (see Section 2.2), this means in particular that if a candidate $r$ with $\phi(r) = p$ receives a GrowBall($\cdot$) message from node $u$ with $\phi(u) = p + 1 \mod 2$, then $r$ withdraws and subsequently follows the protocol like any other non-root node.

| Intuition spotlight: | The ball growing process of phase $p + 1 \mod 2$ essentially “takes control” over the graph and “forcibly” terminates phase $p$ (at nodes where it did not terminate already). We design the algorithm to ensure that at any point in time, there is at most one $p$ value for which there is an ongoing ball growing process in the graph (otherwise, we may get to undesired situations such as all candidates withdrawing). |

Upon termination of the acknowledged ball growing process, the roots run $2k$ back-to-back B&E iterations, initiating the broadcast process of the next B&E iteration one round after the echo process of the previous B&E iteration terminates (the choice of the parameter $2k$ will become clear soon). Each node $v$ maintains a variable $\iota(v) \in \{0, 1, \ldots, 2k\}$ that stores $v$’s current B&E iteration. This variable is initialized to $\iota(v) \leftarrow 0$ during the acknowledged ball growing process (considered hereafter as B&E iteration 0) and incremented subsequently from $i - 1$ to $i$ when $v$ becomes broadcast ready in B&E iteration $i$ (see Section 2.3). A phase ends when the echo process of B&E iteration $2k$ terminates.

The $\iota(\cdot)$ variables may differ across the graph and to keep the B&E iterations in synchrony, we augment the B&E subroutines with the following auxiliary conditions (see Section 2.3): Node $v$ with $\iota(v) = i$ (i.e., in B&E iteration $i$) does not start to send Broadcast (resp., Echo) messages as long as it has a non-child (resp., non-parent) neighbor $u$ with $\iota(u) = i - 1$.\(^7\) We emphasize that this includes neighbors $u$ that are neither children nor parents of $v$.

For the sake of the next observation, we globally map the B&E iterations to sequence numbers so that B&E iterations $0, 1, \ldots, 2k$ of the first phase (which is a detection phase) are mapped to sequence numbers $1, 2, \ldots, 2k + 1$, respectively, B&E iterations $0, 1, \ldots, 2k$ of the second phase (which is an elimination phase) are mapped to sequence numbers $2k + 2, 2k + 3, \ldots, 4k + 2$, respectively, and so on. Let $\sigma(\cdot)$ be a variable (defined only for the sake of the analysis) indicating the sequence number of node $v$’s current B&E iteration.

\(^7\) This can be viewed as imposing the $\alpha$-synchronizer of [8] on the B&E iterations of the balls.
Observation 7. For every two roots $r$ and $r'$, we have $|\sigma(r) − \sigma(r')| \leq k − 1$.

We say that round $t$ is 0-dirty (resp., 1-dirty) if some node $v$ with $\phi(v) = 0$ (resp., $\phi(v) = 1$) sends a $\text{GrowBall}(\cdot)$ message in round $t$; the round is said to be clean if it is neither 0-dirty nor 1-dirty. Observation 7 implies that if $\phi(r) = p$ and $\iota(r) = k$ for some root $r$ in round $t$, then $\phi(r') = p$ and $1 \leq \iota(r') \leq 2k − 1$ for any other root $r'$ in round $t$, hence the ball growing process of this phase has already ended and the ball growing process of the next phase has not yet started.

Corollary 8. Let $t_0$ and $t_1$ be some 0-dirty and 1-dirty rounds, respectively. If $t_0 \leq t_1$ (resp., $t_1 \leq t_0$), then there exists some $t_0 < t' < t_1$ (resp., $t_1 < t' < t_0$) such that round $t'$ is clean.

2.4.1 The Detection Phase

In the detection phase, the nodes test for candidate multiplicity in the graph. If the graph contains a single candidate $r$, then the algorithm terminates upon completion of this phase and $r$ is declared to be the leader. Otherwise, certain boundary nodes (see Section 2.2) realize that multiple balls exist in their neighborhoods and signal the roots that they should proceed to the elimination phase (rather than terminate the algorithm) upon completion of the current detection phase. This signal is carried by $\text{Proceed}$ messages delivered from the boundary nodes to the roots of their balls down the incrementing paths in conjunction with the $\text{Echo}$ messages of the (subsequent) B&E iterations.

For the actual candidate multiplicity test, once all nodes in the (inclusive) neighborhood of node $v$ participate in the detection phase, node $v$ checks if it is a locally observable boundary node and triggers a $\text{Proceed}$ message delivery if it is. As the name implies, this check can be performed (locally) under the $\text{SA}^2$ model assuming that the messages sent by the nodes encode their local states, including the level variables.

Intuition spotlight: Although every locally observable boundary node is a boundary node, not all boundary nodes are locally observable: a node may belong to several different balls or two adjacent nodes with the same level variable may belong to different balls. For this kind of scenarios, randomness is utilized to break symmetry between the candidates and identify (some of) the boundary nodes.

Consider some root $r$ with $\phi(r) = 0$ upon termination of the acknowledged ball growing subroutine and recall that at this stage, $r$ runs $2k$ back-to-back B&E iterations. In each round of these $2k$ B&E iterations, $r$ picks some symbol $s$ uniformly at random (and independently of all other random choices) from a sufficiently large (yet constant size) symbol space $\mathcal{S}$ and sends a $\text{RandSymbol}(s)$ message. This can be viewed as a random symbol stream $S_r \in \mathcal{S}^*$ that $r$ generates, round by round, and sends to its children.

The random symbol streams $S_r$ are disseminated throughout $B(r)$ and utilized by the nodes (the boundary nodes in particular) to test for candidate multiplicity. For clarity of the exposition, it is convenient to think of a node $v$ that does not send a $\text{RandSymbol}(s)$ message, $s \in \mathcal{S}$, as if it sends a $\text{RandSymbol}(\bot)$ message for the default symbol $\bot \notin \mathcal{S}$. The mechanism in charge of disseminating $S_r$ up the incrementing paths works as follows: If non-root node $v$ with $\phi(v) = 0$ receives $\text{RandSymbol}(s)$ messages with the same argument $s$ from all its parents at the beginning of round $t$, then $v$ sends a $\text{RandSymbol}(s)$ message at the end of round $t$; in all other cases, $v$ sends a $\text{RandSymbol}(\bot)$ message.
Throughout this process, each node $v$ verifies that

(1) all RandSymbol($s$) messages sent by $v$’s parents in round $t$ carry the same argument $s$;

and

(2) any RandSymbol($s$) message sent by a neighbor $u$ of $v$ with $\lambda(u) = \lambda(v)$ in round $t$ carries the same argument $s$ as in the RandSymbol($s$) message that $v$ sends in round $t$ (this is checked by $v$ in round $t + 1$).

If any of these two conditions does not hold, then $v$ triggers a Proceed message delivery. A root that completes all $2k$ B&E iterations in the detection phase without receiving any Proceed message terminates the algorithm and declares itself as the leader.

**Intuition spotlight:** Since the aforementioned random tests should detect candidate multiplicity whp (i.e., with error probability inverse polynomial in $n$) and since the size of the symbol space $S$ from which the random symbol streams $S_r$ are generated is bounded, it follows that the length of the random symbol streams must be $|S_r| \geq \Omega(\log n)$. How can we ensure that $|S_r| \geq \Omega(\log n)$ if the nodes cannot count beyond some constant?

To ensure that the random symbol stream $S_r$ is sufficiently long, we augment the echo subroutine invoked during B&E iteration $k$ of the detection phase (out of the $2k$ B&E iterations in this phase) with one additional auxiliary condition referred to as the geometric auxiliary condition: Consider some node $v$ with $\phi(v) = 0$ and $\zeta(v) = k$ (i.e., in the $k$-th B&E iteration of the detection phase) and suppose that it becomes echo ready (for B&E iteration $k$) in round $t_0$. Then, $v$ tosses a fair coin $c(t) \in_r \{0, 1\}$ in each round $t \geq t_0$ until the first round $t'$ for which $c(t') = 1$; node $v$ does not send Echo messages until round $t'$. This completes the description of the detection phase.

**Lemma 9.** If multiple roots start a detection phase, then all of them receive a Proceed message before completing their (respective) $2k$ B&E iterations whp.

**Intuition spotlight:** The proof’s outline is as follows. We use the geometric auxiliary conditions to argue that there exists some root that spends $\Omega(\log n)$ rounds in B&E iteration $k$ whp. Employing Observation 7, we conclude that the random symbol stream generated by every root $r$ is $\Omega(\log n)$-long whp. Conditioned on that, we prove that there exists some boundary node $v \in B(r)$ that triggers a Proceed message delivery whp and that the corresponding Proceed message is delivered to $r$ before the phase ends.

**Proof of Lemma 9.** Fix some detection phase. For a root $r$, let $c_r$ be the number of rounds $r$ spends in B&E iterations $1, 2, \ldots, 2k - 1$, that is, the number of rounds in which $1 \leq \zeta(r) \leq 2k - 1$ (during this detection phase). We first argue that $c_r \geq \Omega(\log n)$ for all roots $r$ whp. To that end, let $X_v$ be the number of rounds in which node $v$ is prevented from sending its Echo messages in B&E iteration $k$ due to the geometric auxiliary condition ($t' - t_0$ in the aforementioned notation of the geometric auxiliary condition) and notice that this auxiliary condition is designed so that $X_v$ is a geometric random variable with parameter $1/2$. Therefore,

$$\Pr \left( \bigwedge_{v \in V} X_v < \log(n)/2 \right) = \left( 1 - 2^{-\log(n)/2} \right)^n = \left( 1 - 1/\sqrt{n} \right)^n \leq e^{-\sqrt{n}}.$$

Condition hereafter on the event that $X_{v^*} \geq \log(n)/2$ for some node $v^*$, namely, $v^*$ is prevented from sending its Echo messages (in B&E iteration $k$) for at least $\log(n)/2 = \Omega(\log n)$ rounds. Let $r^*$ be a root such that $v^* \in B(r^*)$. By the definition of auxiliary
conditions, B&E iteration $k$ of $r^{*}$ takes at least $\Omega(\log n)$ rounds. Observation 7 guarantees that by the time $r^{*}$ starts B&E iteration $k$, every other root must have already started B&E iteration 1 (of this detection phase). Moreover, no root can start B&E iteration $2k$ before $r^{*}$ finishes B&E iteration $k$. We conclude that every root $r$ spends at least $\Omega(\log n)$ rounds in B&E iterations 1, 2, $\ldots$, $2k - 1$, thus establishing the argument.

Let $Z_r$ be the prefix of the random symbol stream $S_r$ generated by root $r$ during the first $c_r - 1$ rounds it spends in B&E iterations 1, 2, $\ldots$, $2k - 1$, i.e., during all but the last round of these B&E iterations (the reason for this missing round is explained soon), and let $z_r = |Z_r|$. We have just showed that $z_r = c_r - 1 \geq \Omega(\log n)$ for all roots $r$ whp.

The assertion is established by proving that if multiple roots $r$ exist in the graph and $z_r \geq \Omega(\log n)$ for all of them, then for every root $r$, there exists some node $v \in B(r)$ that triggers a Proceed message delivery while $\nu(v) \leq 2k - 1$ whp. Indeed, if the Proceed message delivery is triggered by $v$ while $\nu(v) \leq 2k - 1$, then a Proceed message is delivered to $r$ with the Echo messages of B&E iteration $2k$ at the latest, thus $r$ does not terminate the algorithm at the end of this detection phase and by the union bound, this holds simultaneously for all roots $r$ whp.

To that end, recall that node $v$ sends a RandSymbol($s$) message with some symbol $s \in S \cup \{1\}$ in every round of the detection phase. In the scope of this proof, we say that $v$ posts the symbol stream $(s_1, \ldots, s_z)$ in rounds $t_1, \ldots, t_z$ if $s_j$ is the argument of the RandSymbol($\cdot$) message sent by $v$ in round $t_j$ for every $1 \leq j \leq z$.

Consider some root $r$ and let $v$ be a boundary node in $B(r)$ that minimizes the distance to $r$. If $v$ is locally observable, then it triggers a Proceed message delivery (deterministically) already when $\nu(v) = 0$, so assume hereafter that $v$ is not locally observable. Let $Q$ be an incrementing $(r, v)$-path and denote the length of $Q$ by $q$. Taking $t$ to be the round in which B&E iteration 1 of $r$ begins, recall that $r$ posts $Z_r$ in rounds $\hat{t}, \hat{t} + 1, \ldots, \hat{t} + z_r - 1$. The choice of $v$ ensures that all nodes of $Q$ other than $v$ are not boundary nodes, therefore if $q \geq 1$ (i.e., if $v \neq r$), then the node that precede $v$ along $Q$ — denote it by $u$ — posts $Z_r$ in rounds $\hat{t} + q - 1, \hat{t} + q, \ldots, \hat{t} + q + z_r - 2$. Moreover, by the definition of $Z_r$, specifically, by the choice of $z_r = c_r - 1$, we know that $0 \leq \nu(v) \leq 2k - 1$ (and $\nu(v) = 0$) in all rounds $\hat{t} \leq t \leq \hat{t} + q + z_r$.

If $v$ belongs to multiple balls, which necessarily means that $v \neq r$ and $q \geq 1$ (see Lemma 3), then $v$ has another parent $v' \neq u$ such that $v' \in B(r')$ for some root $r' \neq r$. The probability that $v'$ posts $Z_r$ in rounds $\hat{t} + q - 1, \hat{t} + q, \ldots, \hat{t} + q + z_r - 2$ is at most $|S|^{-z_r}$. Otherwise, if $v$ belongs only to ball $B(r)$, then all its parents post $Z_r$ in rounds $\hat{t} + q - 1, \hat{t} + q, \ldots, \hat{t} + q + z_r - 2$ (this holds vacuously if $q = 0$ and $v = r$ has no parents), thus $v$ posts $Z_r$ in rounds $\hat{t} + q, \hat{t} + q + 1, \ldots, \hat{t} + q + z_r - 1$. Since $v$ is a non-locally observable boundary node (that belongs exclusively to ball $B(r)$), it must have a neighbor $v'$ with $\lambda(v') = \lambda(v)$ such that $v' \notin B(r)$. The probability that $v'$ posts $Z_r$ in rounds $\hat{t} + q, \hat{t} + q + 1, \ldots, \hat{t} + q + z_r - 1$ is at most $|S|^{-z_r}$ as well. Therefore, the probability that $v$ does not trigger a Proceed message delivery while $\nu(v) \leq 2k - 1$ is upper-bounded by $|S|^{-z_r}$ which completes the proof since $z_r \geq \Omega(\log n)$ and since $|S|$ is an arbitrarily large constant.

2.4.2 The Elimination Phase

In the elimination phase, each candidate $r$ picks a priority $\pi(r)$ uniformly at random (and independently) from a totally ordered priority space $P$; a candidate whose priority is (strictly) smaller than $\pi_{\max} = \max_r \pi(r)$ is withdrawn. Taking the priority space to be $P = \{1, \ldots, k\}$, it follows by standard balls-in-bins arguments that the probability that exactly one candidate picks priority $k$, which implies that exactly one candidate survives, is at least $1/4$ (in fact, it tends to $1/4$ as $k \to \infty$).
We augment the ball growing subroutine invoked at the beginning of the elimination phase with the following mechanism: When candidate \( r \) is signaled to invoke the ball growing subroutine (so that it becomes a root), it appends its priority \( \pi(r) \) to the \( \text{GrowBall}(\cdot) \) message it sends. A non-root node \( v \) that joins the ball of \( r \) records \( r \)'s priority in variable \( \pi(v) \leftarrow \pi(r) \). A (root or non-root) node \( v \) that receives a \( \text{GrowBall}(\cdot) \) message with priority (strictly) larger than \( \pi(v) \), behaves as if this is the first \( \text{GrowBall}(\cdot) \) message it receives in this phase. In particular, \( v \) resets all the variables of this phase and (re-)joins a ball from scratch. If \( v \) is a root, then it also withdraws.

Notice that Observation 7 still holds for the aforementioned augmented implementation of the ball growing subroutine. Therefore, when root \( r \) reaches B&E iteration \( k \), i.e., \( \iota(r) = k \), all other roots \( r' \) are in some B&E iteration \( 1 \leq \iota(r') \leq 2k - 1 \) which means that there is no “active” ball growing processes in the graph, that is, the current round is clean (of \( \text{GrowBall}(\cdot) \) messages). Since a candidate \( r \) with \( \pi(r) < \pi_{\text{max}} \) is certain to be withdrawn by some \( \text{GrowBall}(\cdot) \) message appended with priority \( \pi > \pi(r) \), we obtain the following observation.

**Observation 10.** If root \( r \) completes its \( 2k \) B&E iterations in an elimination phase, then with probability at least \( 1/4 \), no other candidates exist in the graph.

### 2.5 Run-Time

The correctness of our algorithm follows from Lemma 9 and Observation 10. To establish Theorem 1, it remains to analyze the algorithm’s run-time.

The first thing to notice in this regard is that the geometric auxiliary condition does not slow down the \( k \)-th iteration of the detection phase by more than an \( O(\log n) \) factor whp. Combining Observation 4 with Lemma 6, we can prove by induction on the phases that the \( j \)-th phase (for \( j \leq n^{O(1)} \)) ends by round \( O(D(k + \log n)) \) whp, which is \( O(D \log n) \) assuming that \( k \) is fixed. The analysis is completed due to Observation 10 ensuring that the algorithm terminates after \( O(\log n) \) elimination phases whp.

### 3 Negative Results

We now turn to establish some negative results that demonstrate the necessity of the assumption that \( k = O(1) \). Our attention in this section is restricted to SA and SA\(^{\circ} \) algorithms operating under a fully synchronous scheduler on graph families \( \{L_n\}_{n \geq 1} \) and \( \{L_n^{\circ}\}_{n \geq 1} \), where \( L_n \) is a simple path of \( n \) nodes and \( L_n^{\circ} \) is \( L_n \) augmented with self-loops.

The main lemma established in this section considers the \( k \)-candidate binary consensus problem, a version of the classic binary consensus problem [21]. In this problem, each node \( v \) gets a binary input \( \text{in}(v) \in \{0, 1\} \) and returns a binary output \( \text{out}(v) \in \{0, 1\} \) under the following two constraints: (1) all nodes return the same output; and (2) if the nodes return output \( b \in \{0, 1\} \), then there exists some node \( v \) such that \( \text{in}(v) = b \). In addition, at most \( k \) (and at least 1) nodes are initially marked as candidates (thus distinguished from the rest of
the nodes). We emphasize that the marked candidates do not affect the validity of the output. Since a $k$-leader selection algorithm clearly implies a $k$-candidate binary consensus algorithm, Theorem 2 is established by proving Lemma 11. Note that the proof of this lemma is based on a probabilistic indistinguishability argument, similar to those used in many distributed computing negative results, starting with the classic result of Itai and Rodeh [26].

\textbf{Lemma 11.} If the upper bound $k$ on the number of candidates may grow as a function of $n$, then there does not exist a SA algorithm that solves the $k$-candidate binary consensus problem on the graphs in $\{L_n\}_{n \geq 1}$ with a failure probability bounded away from 1.

\textbf{Proof.} Assume by contradiction that there exists such an algorithm $A$ and let $\Sigma$ denote its message alphabet. For $b = 0, 1$, consider the execution of $A$ on an instance that consists of path $L_2$, where node $v_1$ is a candidate, node $v_2$ is not a candidate, and $\text{in}(v_1) = \text{in}(v_2) = b$. By definition, there exist constants $p_b > 0$ and $\ell_b$ and message sequences $S_{b,1}, S_{b,2} \in \Sigma^{\ell_b}$ such that when $A$ runs on this instance, with probability at least $p_b$, node $v_j$, $j \in \{1, 2\}$, reads message $S_{b,j}(t)$ in its (single) port in round $t = 1, \ldots, \ell_b$ and outputs out$(v_j) = b$ at the end of round $\ell_b$.

Now, consider graph $L_n$ for some sufficiently large $n$ (whose value will be determined later on) and consider a subgraph of $L_n$, referred to as a $Q_b$-gadget, that consists of $2\ell_b + 2$ contiguous nodes $v_1, \ldots, v_{2\ell_b+2}$ of the underlying path $L_n$, all of which receive input in$(v_i) = b$. Moreover, the nodes $v_1, \ldots, v_{2\ell_b+2}$ are marked as candidates in an alternating fashion so that if $v_i$ is a candidate, then $v_{i+1}$ is not a candidate, by the requirement that $v_{\ell+1}$ is a candidate and $v_{\ell+2}$ is not. The key observation is that when $A$ runs on $L_n$, with probability at least $q_0 = p_b^{2\ell_b+2}$, the nodes $v_{\ell+1}$ and $v_{\ell+2}$ of the $Q_b$-gadget read messages $S_{b,1}(t)$ and $S_{b,2}(t)$, respectively, in (all) their ports in round $t = 1, \ldots, \ell_b$ and output $b$ at the end of round $\ell_b$, independently of the random bits of the nodes outside the $Q_b$-gadget.

Fix $\ell = \ell_b + \ell_1 + 2$ and define a $Q$-gadget to be a subgraph of $L_n$ that consists of a $Q_0$-gadget appended to a $Q_1$-gadget, so, in total, the $Q$-gadget is a (sub)path that contains $2\ell_0 + 2\ell_1 + 4 = 2\ell$ nodes, $\ell$ of which are candidates. Following the aforementioned observation, when $A$ runs on $L_n$, with probability at least $q = q_0 \cdot q_1$, some nodes in the $Q$-gadget output 0 and others output 1; we refer to this (clearly invalid) output as a failure event of the $Q$-gadget.

Since $p_0, p_1, \ell_0$, and $\ell_1$ are constants that depend only on $A$, $\ell = \ell_0 + \ell_1 + 2$, $q_0 = p_0^{2\ell_0+2}$ and $q_1 = p_1^{2\ell_1+2}$ are also constants that depend only on $A$, and thus $q = q_0 \cdot q_1$ is also a constant that depends only on $A$. Take $z$ to be an arbitrarily large constant. If $n$ is sufficiently large, then we can embed $y = \lfloor z/q \rfloor$ pairwise disjoint $Q$-gadgets in $L_n$. Indeed, these $Q$-gadgets account to a total of $\ell \cdot y$ candidates and recalling that $z$, $q$, and $\ell$ are constants, this number is smaller than $k = k(n)$ for sufficiently large $n$. When $A$ runs on $L_n$, each of these $y$ $Q$-gadgets fails with probability at least $q$ (independently). Therefore, the probability that all nodes return the same binary output is at most $(1 - q)^y$. The assertion follows since this expression tends to 0 as $y \to \infty$ which is obtained as $z \to \infty$. $\blacksquare$

The proof of Lemma 11 essentially shows that no SA algorithm can distinguish between $L_2$ and $L_n$ with a bounded failure probability. When the path is augmented with self-loops, we can use a very similar line of arguments to show that no SA algorithm can distinguish between $L_1^\circ$ and $L_n^\circ$ with a bounded failure probability. This allows us to establish the following lemma that should be contrasted with the SA MIS algorithm of [20] that works on general topology graphs (with no self-loops) and succeeds with probability 1.

\textbf{Lemma 12.} There does not exist a SA algorithm that solves the MIS problem on the graphs in $\{L_n^\circ\}_{n \geq 1}$ with a failure probability bounded away from 1.
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1 Introduction

The complexity and simplicity of most distributed computing problems depend on the inherent a-priori knowledge given to all participants. Usually, the more information processors in a network start with, the more efficient and simple the algorithm for a problem is. Sometimes, this information renders an otherwise unsolvable problem, solvable.

In game-theoretic distributed computing, algorithms run in a network of rational agents that may deviate from an algorithm if they deem the deviation more profitable for them. Rational agents have always been assumed to know the number of participants in the
network [1, 4, 7, 24, 43], when in fact this assumption is not only very unrealistic in today's Internet, but also provides agents with non-trivial information which is critical for equilibrium.

Consider for example a large world-wide social network on which a distributed algorithm between a large portion of its members is run. It does not necessarily have the time to verify the number of participants, or the service it provides with the algorithm will be irrelevantly slow. If \( n \) is known to all participants, as was assumed in previous works about rational agents, that would not be a problem. However, what if \( n \) is not known beforehand and this allows one of the participants to skew the result in his favor?

The problems we examine here can be solved in the game-theoretic setting when \( n \) is a-priori known. However, learning the size of the network reliably is not possible with rational agents and thus we show that some a-priori knowledge of \( n \) is critical for equilibrium. That is, without any knowledge of \( n \), equilibrium for these problems is impossible. In contrast, these problems can be solved without knowledge of \( n \) if the participants are not rational, since we can acquire the size of the network using broadcast and echo.

When \( n \) is not a-priori known, agents may deviate from the algorithm by duplicating themselves to affect the outcome. This deviation is also known as a Sybil Attack [20], commonly used to manipulate internet polls, increase page rankings in Google [15] and affect reputation systems such as eBay [14, 16]. In this paper, we use a Sybil Attack to prove impossibility of equilibria. For each problem presented, an equilibrium when \( n \) is known is provided here, or in previous work. Thus when \( n \) is not known an agent must duplicate to increase its utility, or otherwise if no agent duplicates and the network is 2-connected, a simple broadcast and echo would reveal the actual network size \( n \) and the existing equilibrium would apply. Obviously, deviations from the algorithm that include both duplicating and additional cheating, such as lying about the input of duplicated agents or fixing the result of a random coin flip, are also possible. When considering a deviation, an agent assumes it is the only deviating agent, and we assume that there are no coalitions of cheating agents.

Intuitively, the more agents an agent is disguised as, the more power to affect the output of the algorithm it has. For every problem, we strive to find the maximum number of duplications a cheater may be allowed to duplicate without gaining the ability to affect the output, i.e., equilibrium is still possible. This maximum number of duplications depends on whether other agents will detect that a duplication has taken place, since the network could not possibly be this large. To detect this situation they need to possess some knowledge about the network size, or about a specific structure.

We translate this intuition into a precise relation between the lower bound \( \alpha \) and the upper bound \( \beta \geq \alpha \) on \( n \), that must be a-priori known in order for equilibrium to be possible. We denote this relation \( f \)-bound. These bounds hold for both deterministic and non-deterministic algorithms.

These bounds show what algorithms may be used in specific networks. For example, in an internal business network, some algorithms may work because every member in the network knows there are no more than several thousand computers in the network, while for other algorithms this knowledge is not tight enough.

Table 1 summarizes our contributions and related previous work (where there is a citation). Known \( n \) refers to algorithms in which \( n \) is a-priori known to all agents. Unknown \( n \) refers to algorithms or impossibility of equilibrium when agents a-priori know no bound on \( n \). The \( f \)-bound for each problem is a function \( f \) for which there is an equilibrium when the a-priori bounds on \( n \) satisfy \( \alpha \leq \beta \leq f(\alpha) \), and no equilibrium exists when \( \beta > f(\alpha) \). A problem is \( \infty \)-bound if there is an equilibrium given any finite bound, but no equilibrium exists if no bound or information about \( n \) is a-priori given. A problem is unbounded if there is an equilibrium even when neither \( n \) nor any bound on \( n \) is given.
Table 1 Summary of paper contributions, equilibria and impossibility results for different problems with different a-priori knowledge about $n$.

* $f$-bound proven for a ring graph, otherwise holds for any 2-connected graph

<table>
<thead>
<tr>
<th>Problem</th>
<th>Known $n$</th>
<th>Unknown $n$</th>
<th>$f$-bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coloring</td>
<td>✓</td>
<td>Impossible</td>
<td>$\infty^*$</td>
</tr>
<tr>
<td></td>
<td>Section 4</td>
<td>Section 3</td>
<td></td>
</tr>
<tr>
<td>Leader Election</td>
<td>ADH’13 [4]</td>
<td>Impossible</td>
<td>$(\alpha + 1)$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ADH’13 [4]</td>
<td></td>
</tr>
<tr>
<td>Knowledge Sharing</td>
<td>✓</td>
<td>Impossible</td>
<td>$(2\alpha - 2)^*$</td>
</tr>
<tr>
<td></td>
<td>AGLS’14 [7]</td>
<td>Section 3</td>
<td></td>
</tr>
<tr>
<td>2-Knowledge Sharing</td>
<td>✓</td>
<td>Impossible</td>
<td>$\infty$</td>
</tr>
<tr>
<td></td>
<td>AGLS’14 [7]</td>
<td>Section 3</td>
<td></td>
</tr>
<tr>
<td>Partition, Orientation</td>
<td>✓</td>
<td>✓</td>
<td>Unbounded</td>
</tr>
<tr>
<td></td>
<td>Section 5</td>
<td>Section 5</td>
<td></td>
</tr>
</tbody>
</table>

1.1 Related Work

The connection between distributed computing and game theory stemmed from the problem of secret sharing [37]. Further works continued the research on secret sharing and multiparty computation when both Byzantine and rational agents are present [2, 18, 21, 22, 23, 31].

Another line of research presented the BAR model (Byzantine, acquiescent and rational) [8, 33, 42], while a related line of research discusses converting solutions with a mediator to cheap talk [2, 3, 12, 13, 19, 27, 32, 38, 40, 41].

Abraham, Dolev, and Halpern [4] were the first to present protocols for networks of rational agents, specifically protocols for Leader Election. In [7] the authors continue this line of research by providing basic building blocks for game theoretic distributed algorithms, namely a wake-up and knowledge sharing equilibrium building blocks. Algorithms for consensus, renaming, and leader election are presented using these building blocks. Consensus was researched further by Halpern and Vilacça [24], who showed that there is no ex-post Nash equilibrium, and a Nash equilibrium that tolerates $f$ failures under some minimal assumptions on the failure pattern. Yifrach and Mansour [43] studied fair Leader Election protocols, giving an almost tight resilience analysis. Bank, Sulamy, and Waserman [11] examined the case where the id space is limited, calculating the minimal threshold for equilibrium.

Coloring and Knowledge Sharing have been studied extensively in a distributed setting [9, 10, 17, 26, 28, 29, 39]. An algorithm for Knowledge Sharing with rational agents was presented in [7], while Coloring with rational agents has not been studied previously, to the best of our knowledge.

Distributed algorithms in which $n$ is not known either implicitly or explicitly have been extensively studied in many other contexts, see for example [5, 25]. In last year’s DISC in the permissionless network model and the context of consensus for blockchain [34, 35, 36] similar bounds (factor 2 in their case) on the number of cheating agents have been proved for the consensus task, in the synchronous case.

2 Model

We use the standard message-passing, synchronous model, where the network is a bidirectional graph $G = (V, E)$ with $n$ nodes, each node representing an agent with unlimited computational power, and $|E|$ edges over which they communicate in rounds. $G$ is assumed to be 2-vertex-
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Throughout the entire paper, \( n \) always denotes the actual number of nodes in the network.

Initially, each agent knows its own id and input, but not the id or input of any other agent. For any information that an agent does not know, we assume its prior is uniformly distributed over all possible values. For example, considering the prior of an agent over the ids of all other agents, at round 0 each possible permutation of the \( n - 1 \) ids in the network is equally possible. Similarly for all possible sets of input vectors, preference vectors, network size, etc. Furthermore, we assume all agents start the protocol together at round 0, i.e., all agents wake-up at the same time. If not, we can use the Wake-Up [7] building block to relax this assumption.

2.1 Equilibrium in Distributed Algorithms

Informally, a distributed algorithm is an equilibrium if no agent at no point in the execution can do better by unilaterally deviating from the algorithm. When considering a deviation, an agent assumes all other agents follow the algorithm, i.e., it assumes it is the only agent deviating. We assume there are no coalitions of cheating agents.

Formally, let \( o_a \) be the output of agent \( a \), let \( \Theta \) be the set of all possible output vectors, and denote the output vector \( O = (o_1, \ldots, o_n) \in \Theta \), where \( O[a] = o_a \). Let \( \Theta_L \) be the set of legal output vectors, in which the protocol terminates successfully, and let \( \Theta_E \) be the set of erroneous output vectors, such that \( \Theta = \Theta_L \cup \Theta_E \) and \( \Theta_L \cap \Theta_E = \emptyset \).

Each agent \( a \) has a utility function \( u_a : \Theta \to \mathbb{N} \). The higher the value assigned by \( u_a \) to an output vector, the better this vector is for \( a \). As in previous works [4, 7, 43], the utility function is required to satisfy the Solution Preference which guarantees that an agent never has an incentive to fail the algorithm. Otherwise, they would simply be Byzantine faults. An agent fails the algorithm only when it detects that another agent had deviated.

\[ \forall a, O_L \in \Theta_L, O_E \in \Theta_E : u_a(O_L) \geq u_a(O_E) \]

We differentiate the legal output vectors, which ensure the output is valid and not erroneous, from the correct output vectors, which are output vectors that are a result of a correct execution of the algorithm, i.e., without any deviation. For example, in a Consensus protocol that decides by a majority and a network where the majority of agents received 1 as input and at least one agent received 0, deciding on 0 is legal, as it is a valid output for Consensus, but incorrect, as it necessarily resulted in a deviation from the protocol in use.

The Solution Preference guarantees agents never prefer an erroneous output. However, they may prefer a legal but incorrect output.

The Solution Preference property introduces the threat agents face when deviating: Agents know that if another agent catches them cheating, it outputs \( \bot \) and the algorithm fails. In other words, the output is erroneous, i.e., in \( \Theta_E \).

For simplicity, we assume agents only have preferences over their own output, i.e., for any \( O_1, O_2 \in \Theta_L \) in which \( O_1[a] = O_2[a] \), \( u_a(O_1) = u_a(O_2) \). Additionally, each agent \( a \) has a

---

1 This property was shown necessary in [7], since if a bottleneck node exists it can alter any message passing through it. Such a deviation cannot be detected since all messages between the sub-graphs this node connects must traverse through it. This node can then skew the algorithm according to its preferences.
single preferred output value $p_a$, and we normalize the utility function values, such that\(^2\):

$$
u_a(O) = \begin{cases} 
1 & a = p_a \text{ and } O \in \Theta_L \\
0 & a \neq p_a \text{ or } O \in \Theta_E 
\end{cases} \quad (1)$$

Our results hold for any utility function that satisfies Solution Preference. For clarity and ease of presentation we assume Equation 1.

\textbf{Definition 2 (Expected Utility).} Let $r$ be a round in a specific execution of an algorithm. Let $a$ be an arbitrary agent. For each possible output vector $O$, let $x_O(s,r)$ be the probability, estimated by agent $a$ at round $r$, that $O$ is output by the algorithm if $a$ takes step $s$\(^3\), and all other agents follow the algorithm. The Expected Utility $u_a$ estimates for step $s$ in round $r$ of that specific execution is:

$$E_{s,r}[u_a] = \sum_{O \in \Theta} x_O(s,r) \cdot u_a(O)$$

An agent will deviate whenever the deviating step has a strictly higher expected utility than the expected utility of the next step of the algorithm, even if that deviating step also increases the risk of an erroneous output.

Let $\Lambda$ be an algorithm. If by deviating from $\Lambda$ and taking step $s$, the expected utility of $a$ is higher, we say that agent $a$ has an incentive to deviate (i.e., cheat). For example, at round $r$ algorithm $\Lambda$ may dictate that $a$ flips a fair binary coin and sends the result to all of its neighbors. Any other action by $a$ is considered a deviation: whether the message was not sent to all neighbors, sent later than it should have, or whether the coin toss was not fair, e.g., $a$ only sends 0 instead of a random value. If no agent can unilaterally increase its expected utility by deviating from $\Lambda$, we say that the protocol is an equilibrium. Equilibrium is defined over a single deviating agent, i.e., there are no coalitions of agents.

\textbf{Definition 3 (Distributed Equilibrium).} Let $s(r)$ denote the next step of algorithm $\Lambda$ in round $r$. $\Lambda$ is an equilibrium if for any deviating step $\bar{s}$, at any round $r$ of every possible execution of $\Lambda$:

$$\forall a, r, \bar{s} : E_{s(r),r}[u_a] \geq E_{\bar{s},r}[u_a]$$

2.2 Knowledge Sharing

The Knowledge Sharing problem (adapted from [7]) is defined as follows:

1. Each agent $a$ has a private input $i_a$, in addition to its id, and a function $q$, where $q$ is identical at all agents.
2. A Knowledge Sharing protocol terminates legally if all agents output the same value, i.e., $\forall a, b : a = b \neq \bot$. Thus the set $\Theta_L$ is defined as: $O \in \Theta_L \iff \forall a, b : O(a) = O(b) \neq \bot$.
3. A Knowledge Sharing protocol terminates correctly (as described in Section 2.1) if each agent outputs at the end the value $q(I)$ over the input values $I = \{i_1, \ldots, i_n\}$ of all other agents\(^4\).

\(^2\) This is the weakest assumption since it still leaves a cheating agent with the highest incentive to deviate, while still satisfying Solution Preference. A utility assigning a lower value for failure than $a \neq p_a$ would deter a cheating agent from deviating.

\(^3\) A step specifies the entire operation of the agent in a round. This may include drawing a random number, performing any internal computation, and the contents and timing of any message delivery.

\(^4\) Notice that any output is legal as long as it is the output of all agents, but only a single output value is considered correct for a given input vector.
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4. The function \( q \) satisfies the Full Knowledge property:

▶ **Definition 4 (Full Knowledge Property).** A function \( q \) fulfills the full knowledge property if, for each agent that does not know at least one input value of another agent, any output in the range of \( q \) is equally possible. Formally, for any \( 1 \leq j \leq m \), fix \( (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_m) \) and denote \( z_y = |\{x_j | q(x_1, \ldots, x_j, \ldots, x_m) = y\}|. \) A function \( q \) fulfills the full knowledge property if, for any possible output \( y \) in the range of \( q \), \( z_y \) is the same.

We assume that each agent \( a \) prefers a certain output value \( p_a \).

### 2.2.1 2-Knowledge Sharing

The 2-Knowledge Sharing problem is a Knowledge Sharing problem with exactly 2 distinct possible output values.

### 2.3 Coloring

In the Coloring problem \([17, 28]\), \( \Theta_L \) is any \( O \) such that \( \forall a : o_a \neq \bot \) and \( \forall (a, b) \in E : o_a \neq o_b \). We assume that every agent \( a \) prefers a specific color \( p_a \).

### 3 Impossibility With No Knowledge

Here we prove that the common assumption that \( n \) is known is the key to the possibility of equilibrium for many problems: Without any a-priori knowledge about \( n \), neither Knowledge Sharing nor Coloring have equilibria.

Let \( a \) be a malicious agent with \( \delta \) outgoing edges. A possible deviation for \( a \) is to simulate imaginary agents \( a_1, a_2 \) and to answer over some of its edges as \( a_1 \), and over the others as \( a_2 \), as illustrated in Figure 1. From this point on \( a \) acts as if it is 2 agents. Here we assume that the id space is much larger than \( n \), allowing us to disregard the probability that the fake id collides with an existing id, an issue dealt with in \([11]\).

In our proofs we consider a weakened cheating agent that must decide on its duplication scheme at the very beginning of the algorithm, before any messages are exchanged. Thus, when the algorithm begins, it runs in a modified graph \( G' \) that is not the true graph \( G \) and contains duplications, but cannot be altered further by a cheater during the run of the algorithm. If this weakened cheater contradicts the possibility of equilibria, then surely a cheater that can make additional duplications while the algorithm runs would be able to

---

\( 5 \) The definition assumes input values are drawn uniformly, otherwise the definition of \( z_y \) can be expanded to the sum of probabilities over every input value for \( x_j \).
adapt to the information it receives and increase its utility by creating more duplications\textsuperscript{6}. This weakening only strengthens our impossibility proofs.

Regarding the output vector, notice that an agent that pretends to be more than one agent still outputs a single output at the end. The duplication causes agents to execute the algorithm as if it is executed on a graph $G'$ (with the duplicated agents) instead of the original graph $G$; however, the output is considered legal if $O = (o_a, o_b, \ldots) \in \Theta_L$ rather than if $(o_{a_1}, o_{a_2}, o_b, \ldots) \in \Theta_L$.

It is important to emphasize that for any non-trivial distributed algorithm that is an equilibrium, the outcome cannot be calculated using only private data without communication. For rational agents, no agent can calculate the output privately at the beginning of the algorithm, since if it could calculate the output and know that its resulting utility will be 0, it would surely lie over its initial information to avoid losing, preventing equilibrium. If it knows its resulting utility is 1, it has no incentive to cheat. But there isn’t always a solution in which everyone gains. This means that at round 0, for any agent $a$ and any step $s$ of the algorithm that does not necessarily result in algorithm failure, it must hold that:

$$E_s, 0 \left\{ u_a \right\} \in \{0, 1\}$$

(a value of 0 means an agent will surely not get its preference, and 1 means it is guaranteed to get its preference).

In this section we label agents in the graph as $a_1, \ldots, a_n$, set in a clockwise manner in a ring and in an arbitrary order in any other topology. These labels are not known to the agents themselves.

3.1 Impossibility of Knowledge Sharing

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure2.pdf}
\caption{Graph $H$ created by two arbitrary sub-graphs $D, E$.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{figure3.pdf}
\caption{Example of agent $a$ pretending to be $E' = E \cup \{a_1, a_2\}$.}
\end{figure}

\textbf{Theorem 5.} There is no algorithm for Knowledge Sharing that is an equilibrium in a 2-connected graph when agents have no a-priori knowledge of $n$.

\textbf{Proof.} Assume by contradiction that $\Lambda$ is a Knowledge Sharing algorithm that is an equilibrium in any graph of agents who have absolutely no knowledge about $n$. Let $D, E$ be two arbitrary 2-connected graphs of rational agents. Consider the execution of $\Lambda$ on graph $H$ created by $D, E$, and adding two nodes $a_1, a_2$ and connecting these nodes to 1 or more arbitrary nodes in both $D$ and $E$ (see Figure 2).

Recall that the vector of agents’ inputs is denoted by $I = i_1, i_2, \ldots, i_n$, and $n = |H| = |D| + |E| + 2$. Let $t_D$ be the first round after which $q(I)$ can be calculated from the collective information that all agents in $D$ have (regardless of the complexity of the computation), and

\textsuperscript{6} A cheater can be forced to commit using a \textit{Wake-Up} protocol. Since no mechanism exists to ensure authenticity, an agent will choose what information to send (false ID, false input, false neighbors). The exchanged information, as Theorem 5 shows, is already altered by a cheater and the process is \textit{not} an equilibrium.
similarly $t_E$ the first round after which $q(I)$ can be calculated in $E$. Consider the following three cases:

1. $t_E < t_D$: $q(I)$ cannot yet be calculated in $D$ at round $t_E$. Let $E' = E \cup \{a_1, a_2\}$. Since $E \subset E'$, the collective information in $E'$ at round $t_E$ is enough to calculate $q(I)$. Since $n$ is not known, an agent $a$ could emulate the behavior of $E'$, making the agents believe the algorithm runs on $H$ rather than $D$. In this case, the cheating agent knows at round $t_E$ the value of $q(I)$ in this execution, but the collective information of agents in $D$ is not enough to calculate $q(I)$, which means the output of agents in $D$ still depends on messages from $E'$, the cheater. Thus, if $a$ learns that the output $q(I) \neq p_a$, it can simulate all possible runs of the algorithm in a state-tree, and select a course of action that has at least some probability of leading to an outcome $q(I) = p_a$. Such a message surely exists because otherwise, $D$ would have also known the value of $q(I)$. In other words, $a$ finds a set of messages that might cause the agents in $D$ to decide a value $x \neq q(I)$. In the case where $p_a = x$, agent $a$ increases its expected utility by sending a set of messages different than that decreed by the protocol. Thus, agent $a$ has an incentive to deviate, contradicting distributed equilibrium.

2. $t_D = t_E$: both $E$ and $D$ have enough collective information to calculate $q(I)$ at the same round. The collective information in $E$ at round $t_E$ already exists in $E'$ at round $t_E - 1$. Since $t_D = t_E$, the collective information in $D$ is not enough to calculate $q(I)$ in round $t_E - 1$. Thus, similarly to Case 1, $a$ can emulate $E'$ and has an incentive to deviate.

3. $t_E > t_D$: Symmetric to Case 1.

Thus, $\Lambda$ is not an equilibrium for the Knowledge Sharing problem.

**Corollary 6.** When a cheating agent pretends to be more than $n$ agents, there is no algorithm for Knowledge Sharing that is an equilibrium when agents have no a-priori knowledge of $n$.

**Proof.** Let $H$ be a graph such that $|D| = |E|$. Follow the proof of Theorem 5.

### 3.2 Impossibility of Coloring

The proof of Theorem 5 relies on the Full Knowledge property of the Knowledge Sharing problem, i.e., no agent can calculate the output before knowing all the inputs. Recall that the Coloring problem, however, is a more local problem [30], and nodes may color themselves without knowing anything about distant nodes.

**Theorem 7.** There is no algorithm for Coloring that is an equilibrium in a 2-connected graph when agents have no a-priori knowledge of $n$.

**Proof.** Our proof is constructed by showing a type of graph in which a cheater could deviate to increase its expected utility, regardless of the algorithm. Surprisingly, this graph is simply a ring. Recall that an agent outputs a single color, even if it pretends to be several agents. In Coloring, a cheating agent only wishes to influence the output color of its original neighbors to enable it to output its preferred color while maintaining the legality of the output. The key to showing an incentive to deviate is defining a way to assess the precise point in which a cheater gains an advantage. We do this by generalizing the notion of expected utility.

**Definition 8 (Group Expected Utility).** Let $r$ be a round in an execution $\varepsilon$, and let $M$ be a group of agents. For any set $S = \{s_1, \ldots, s_{|M|}\}$ of steps of agents in $M$, let $\Psi$ be the set of all possible executions for which the same messages traverse the links that income and output to/from $M$ as in $\varepsilon$ until round $r$, and in round $r$ each agent in $M$ takes the corresponding step in $S$. For each possible output vector $O$, let $x_O$ be the sum of probabilities over $\Psi$ that...
O is decided by the protocol. For any agent v, the Group Expected Utility of u_v by M taking steps S at round r in execution ε is: \( E_{M,S,\varepsilon}[u_v] = \sum_{O \in \Theta} x_O u_v(O) \)

Note that agents can also estimate the expected utility of other agents by considering a different utility function over the same output vectors of the execution ε.

Assume by contradiction that \( \Gamma \) is a Coloring algorithm that is an equilibrium in a ring with \( n \) agents \( \{a_1, \ldots, a_n\} \). Let \( G \) be a ring with a segment of \( k \) consecutive agents, \( k \geq 3 \), all of which have the same color preference \( p \). Assume w.l.o.g., they are centered around \( a_n \) if \( k \) is odd and around \( a_n, a_1 \) if even. Let \( L \) be the group of agents \( \{a_n-1, \ldots, a_{\lceil \frac{n}{2} \rceil}+1\} \), and \( R \) the group of agents \( \{a_1, \ldots, a_{\lfloor \frac{n}{2} \rfloor}-1\} \). Denote \( L' = L \cup \{a_{\lceil \frac{n}{2} \rceil}, a_n\} \) and \( R' = V \setminus L' \) (see Figures 4 and 5).

**Definition 9.** Let \( Y \) be a group of agents (e.g., \( L \) or \( R \)). In any round \( r \) in an execution, let \( S^r(Y) \) denote the vector of steps of agents in \( Y \) according to the protocol. We say \( Y \) knows the utility of agent \( a \) if it holds that \( E_{Y,S^r(Y)}[u_a] \in \{0,1\} \). We say \( Y \) does not know the utility of agent \( a \) if \( 0 < E_{Y,S^r(Y)}[u_a] < 1 \).

Recall that at round 0 no agent (or group of agents) knows its utility or the utility of any other agent. Consider an execution of \( \Gamma \) on ring \( G \) and the groups \( L, R \) in the following cases:

1. \( L \) does not know \( u_{a_n} \) throughout the entire execution of the algorithm, i.e., for agents in \( L \) it holds that \( 0 < Pr[a_n \neq p] < 1 \). Then if \( L \) is emulated by a cheating agent, it has an incentive to deviate and set its output to \( p \) (as otherwise its utility is guaranteed to be 0).
2. \( L \) knows \( u_{a_n} \) at some round \( t_L \), and \( R \) does not know \( u_{a_n} \) before round \( t_L \). Consider round \( t_L - 1 \) and group \( L' \). In round \( t_L \), \( L \) knows the utility of \( a_n \), thus the collective information of agents in \( L \) at round \( t_L \) already exists in \( L' \) at round \( t_L - 1 \). If \( L' \) knows that \( u_{a_n} = 1 \), then its utility is already 1; otherwise, \( L' \) knows that \( u_{a_n} = 0 \). Consider the group \( R' \subset R \), that does not know \( u_{a_n} \) at round \( t_L - 1 \). If \( L' \) is emulated by a cheating agent \( a \), it can send messages that increase its probability to output \( p \) from 0 to some positive probability, increasing its expected utility and thus it has an incentive to deviate.
3. \( R \) knows \( u_{a_n} \) before round \( t_L \): symmetric to Case 2.

By the contradictory example for a ring, there is no equilibrium for Coloring 2-connected graphs when agents have no a-priori knowledge of \( n \).
4 Algorithms

Here we present algorithms for Knowledge Sharing (Section 4.1) and Coloring (Section 4.2). In the previous section we saw that in Knowledge Sharing, if a duplicating agent can pretend to be more than \( n \) agents equilibrium is impossible (Corollary 6). The Knowledge Sharing algorithm presented here is an equilibrium in a ring when no cheating agent pretends to be more than \( n \) agents, proving a tight bound and improving the Knowledge Sharing algorithm in [7]. The Coloring algorithm is an equilibrium in any 2-connected graph when agents a-priori know \( n \).

Notice that using an algorithm as a subroutine is not trivial in this setting, even if the algorithm is an equilibrium, as the new context as a subroutine may allow agents to deviate towards a different objective than was originally proven. Thus, whenever a subroutine is used, its equilibrium should be proved.

4.1 Knowledge Sharing in a Ring

First we describe the Secret-Transmit\((i_a, r, b)\) building block in which an agent \( a \) transmits its input \( i_a \) to an agent \( b \) of its choosing, such that \( b \) learns \( i_a \) at round \( r \) and no other agent in the ring learns any information about this input. Several Secret-Transmits can be executed concurrently. To achieve this, agent \( a \) selects a random number \( R_a \), and let \( X_a = R_a \oplus i_a \). It sends \( R_a \) clockwise and \( X_a \) counter-clockwise until each reaches the agent before \( b \). At round \( r - 1 \), these neighbors of \( b \) simultaneously send \( b \) the values \( X_a \) and \( R_a \), thus \( b \) receives the information at round \( r \).

We assume a global orientation around the ring. This assumption can be easily relaxed via Leader Election [7], which is an equilibrium in this application since the orientation has no effect on the output. The algorithm works as follows:

Algorithm 1 Knowledge Sharing in a Ring.

1: All agents execute Wake-Up [7] to learn the ids of all agents and \( n' \), the size of the ring (which may include duplications)
2: For each agent \( a \), denote \( b_1^a \) the clockwise neighbor of \( a \), and \( b_2^a \) the agent at distance \( \lfloor n'/2 \rfloor \) counter-clockwise from \( a \)
3: Each agent \( a \) simultaneously performs:
   SecretTransmit\((i_a, n', b_1^a)\)
   SecretTransmit\((i_a, n', b_2^a)\)
4: At round \( n' + 1 \), each agent sends its input around the ring
5: At round \( 2n' \) output \( q(I) \)

\[\textbf{Theorem 10.} \] In a ring, Algorithm 1 is an equilibrium when no cheating agent pretends to be more than \( n \) agents.

\textbf{Proof.} Assume by contradiction that a cheating agent pretending to be \( d \leq n \) agents has an incentive to deviate. W.l.o.g., the duplicated agents are \( a_1, \ldots, a_d \) (recall the indices \( 1, \ldots, n' \) are not known to the agents).

Let \( n' \) be the size of the ring including the duplicated agents, i.e., \( n' = n + d - 1 \). The clockwise neighbor of \( a_{n'} \) is \( a_1 \), denoted \( b_{a_{n'}}^1 \). Denote \( a_c = b_{a_{n'}}^{c-1} \), the agent at distance \( \lfloor n'/2 \rfloor \) counter-clockwise from \( a_{n'} \), and note that \( c \geq d \).

When \( a_{n'} \) calls Secret-Transmit to \( a_1 \), \( a_{n'} \) holds \( R_{n'} \) of that transmission until round \( n' - 1 \). When \( a_{n'} \) calls Secret-Transmit to \( a_c \), \( a_{c+1} \) holds \( X_{n'} \) of that transmission until
round \( n' - 1 \). By our assumption, the cheating agent duplicated into \( a_1, \ldots, a_d \). Since \( d < c + 1 \), the cheater receives at most one piece (\( X_n' \) or \( R_n' \)) of each of \( a_{u'u}' \)'s transmissions before round \( n' \). So, there is at least one input that the cheater does not learn before round \( n' \). According to the Full Knowledge property (Definition 4), for the cheater at round \( n' - 1 \) any output is equally possible, so its expected utility for any value it sends is the same, thus it has no incentive to cheat regarding the values it sends in round \( n' - 1 \).

Let \( a_j \in \{a_1, \ldots, a_d\} \) be an arbitrary duplicated agent. In round \( n' \), \( i_{a_j} \) is known by its clockwise neighbor \( b^1_{a_j} \) and by \( b^2_{a_j} \), the agent at distance \( \lceil \frac{n'}{2} \rceil \) counter-clockwise from \( a_j \). Since the number of counter-clockwise consecutive agents in \( \{b^1_{a_j}, a_j, \ldots, b^2_{a_j}\} \) is greater than \( \lceil \frac{n'}{2} \rceil \geq n \), at least one of \( b^1_{a_j}, b^2_{a_j} \) is not a duplicated agent. Thus, at round \( n' \), the input of each agent in \( \{a_1, \ldots, a_d\} \) is already known by at least one agent \( \notin \{a_1, \ldots, a_d\} \).

At round \( n' - 1 \) the cheating agent does not know the input value of at least one other agent, so by the Full Knowledge property it has no incentive to deviate. At round \( n' \) for each duplicated agent, its input is already known by a non-duplicated agent, which disables the cheater from lying about its input from round \( n' \) and on.

Thus, the cheating agent has no incentive to deviate, contradicting our assumption. \hfill \( \blacktriangleright \)

In other words, in Algorithm 1 an agent has no incentive to deviate unless it duplicates more than \( n \) agents.

4.2 Coloring in General Graphs

Here, agents are given exact a-priori knowledge of \( n \). Since agent \( ids \) are private and agents may cheat about their \( id \), \( ids \) cannot be used to decide which of two neighbors that desire the same color actually gets it. However, an orientation over an edge is shared by both agents, and an acyclic orientation over the graph can be used to break ties.

Note that since the agents are rational, unless agent \( a \) knows that one or more of its neighbors output \( a \)'s preferred color \( p_a \), it will output \( p_a \) itself, regardless of the algorithm step, which is a deviation. Thus, any coloring algorithm must ensure that whenever an agent can output its preferred color, it does, otherwise the agent has a trivial incentive to deviate.

We present Algorithm 2 that uses two subroutines to obtain a coloring. Draw (Algorithm 3) is an equilibrium in which agent \( a \) randomizes a number different from those of its neighbors and commits to it. Prompt (Algorithm 4) is a query that ensures \( a \) receives the correct drawn number from a neighbor. A full explanation is provided in the full paper [6].

\( \blacktriangleright \) Theorem 11. Algorithm 2 is an equilibrium for Coloring when agents a-priori know \( n \).

Proof. Let \( a \) be an arbitrary agent. Assume in contradiction that at some round \( r \) there is a possible cheating step \( s \) such that \( s \neq s_r \) and \( E_{s,r}[u_a] > E_{s',r}[u_a] \).

Consider the possible deviations for \( a \) in every phase of Algorithm 2:

- Wake-Up: The order by which agents initiate Algorithm 3 has no effect on the order by which they will later set their colors. Hence, \( a \) has no incentive to publish a false \( id \) in the Wake-Up building block.
- \( Draw \) is an equilibrium: An agent and a witness send a random number simultaneously.
- Publishing a false \( S \)'s value will be caught by the verification in step 10 of Algorithm 2.
- Sending a color message not in order will be immediately recognized by the neighbors, since \( S \) values were verified.
- Agent \( a \) might output a different color than the color dictated by Algorithm 2. But if the preferred color is available, then outputting it is the only rational behavior. Otherwise, the utility for the agent is already 0 in any case. \hfill \( \blacktriangleright \)
Algorithm 2 Coloring via Acyclic Orientation (for agent $a$).

1: Run Wake-Up \hspace{1em} \triangleright \text{After which all agents know graph topology}
2: set $T := \emptyset$ \hspace{1em} \triangleright \text{$T$ is the set of values already taken by $a$’s neighbors ($N(a)$)}
3: for $i = 1, \ldots, n$ do
4: \hspace{1em} if $id_a = i^\text{th}$ largest $id$ in $V$ then \hspace{1em} \triangleright \text{Draw random numbers in order of $id$}
5: \hspace{2em} Draw($T$)
6: \hspace{1em} else
7: \hspace{2em} wait $|Draw|$ rounds \hspace{1em} \triangleright \text{Wait for $Draw$, takes a constant number of rounds}
8: \hspace{2em} if received $S(v)$ from $v \in N(a)$ then \hspace{1em} \triangleright \text{$S(v)$ is the value of $v$ from $Draw$}
9: \hspace{3em} $T := T \cup \{S(v)\}$ \hspace{1em} \triangleright \text{Add $S(v)$ to set of taken values}
10: for $u \in N(a)$ simultaneously do
11: \hspace{1em} Prompt($u$) \hspace{1em} \triangleright \text{Since we must validate the value received in line 8}
12: \hspace{2em} wait until all prompts are completed in the entire graph \hspace{1em} \triangleright \text{At most $n$ rounds}
13: for round $t = 1, \ldots, n$ do:
14: \hspace{1em} if $S(a) = t$ then \hspace{1em} \triangleright \text{Wait for your turn, decreed by your $S$ value}
15: \hspace{2em} if $\forall v \in N(a) : o_v \neq p_a$ then $o_a := p_a$
16: \hspace{2em} else $o_a := \text{minimum color unused by any } v \in N(a)$
17: \hspace{2em} send $o_a$ to $N(a)$

Algorithm 3 Draw($T$) Subroutine (for agent $a$ and the witness $w(a)$).

Denote $X = \{1, \ldots, n\} \setminus T$ \hspace{1em} \triangleright $X$ is the set of numbers not drawn by neighbors
1: $w(a) := \text{node } b \text{ s.t. } id_b \text{ is minimal in } N(a)$ \hspace{1em} \triangleright $N(a)$ is the set of neighbors of $a$
2: send witness to $w(a)$ \hspace{1em} \triangleright $w(a)$ is set by a preceding call to $Draw$
3: $r(a) := \text{random } \{1, \ldots, |X|\}$ drawn by $a$
4: $r(w(a)) := \text{random } \{1, \ldots, |X|\}$ drawn by $w(a)$
5: send $r(a)$ to $w(a)$
6: receive $r(w(a))$ from $w(a)$ \hspace{1em} \triangleright $a$ and witness jointly draw a random number
7: Let $q := r(a) + r(w(a)) \mod |X|$. Set $S(a) := q^{\text{th}}$ largest number in $X$
8: send $S(a)$ to all $u \in N(a)$ \hspace{1em} \triangleright $S(a)$ and publish to neighbors

Algorithm 4 Prompt($b$) Subroutine (for agent $a$).

upon receiving a prompt($b$) message from $b \in N(a)$:
1: $p := \text{shortest simple path } a \to w(a) \to b$ \hspace{1em} \triangleright $w(a)$ is set by a preceding call to $Draw$
2: send $S(a), b$ via $p$ \hspace{1em} \triangleright $S(a)$ is asked to relay $S(a)$, $v$ fails the algorithm
3: send $S(a)$ to $b$ via $e = (a, u)$ \hspace{1em} \triangleright $b$ validates that both messages received are consistent
Table 2 Knowledge Bounds; summary of results.

<table>
<thead>
<tr>
<th>Bound</th>
<th>Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha + 1$</td>
<td>Leader Election</td>
</tr>
<tr>
<td>$2\alpha - 2$</td>
<td>Knowledge Sharing*</td>
</tr>
<tr>
<td>$\infty$</td>
<td>Coloring*, 2-Knowledge Sharing</td>
</tr>
<tr>
<td>unbounded</td>
<td>Partition, Orientation</td>
</tr>
</tbody>
</table>

5 How Much Knowledge Is Necessary?

In Section 3 we have shown that with rational agents, knowledge of $n$ is crucial; however, in some cases, bounds on the value of $n$ may be enough for equilibrium. In this section we examine the effects of a-priori knowledge that bound the possible value of $n$. We show that the possibility of equilibria depends on the range $[\alpha, \beta]$ in which $n$ might be, and show these ranges for different problems. Table 2 summarizes our results.

Partition and Orientation have equilibria without any knowledge of $n$; however, the former is constrained to even-sized rings, and the latter is a trivial problem in distributed computing (radius 1 in the LOCAL model [29]).

Definition 12 (($\alpha, \beta$)-Knowledge). We say agents have ($\alpha, \beta$)-Knowledge about the actual number of agents $n$, $\alpha \leq \beta$, if all agents a-priori know that the value of $n$ is in $[\alpha, \beta]$. Agents have no information about the distribution over $[\alpha, \beta]$, i.e., they assume it is uniform.

Definition 13 (f-Bound). Let $f : \mathbb{N} \rightarrow \mathbb{N}$. A problem $P$ is $f$-bound if:

- There exists an algorithm for $P$ that is an equilibrium given ($\alpha, \beta$)-Knowledge for any $\alpha, \beta$ such that $\beta \leq f(\alpha)$.
- For any algorithm for $P$, there exist $\alpha, \beta$ where $\beta > f(\alpha)$ such that given ($\alpha, \beta$)-Knowledge the algorithm is not an equilibrium.

In other words, a problem is $f$-bound if given ($\alpha, \beta$)-Knowledge, there is an equilibrium when $\beta \leq f(\alpha)$, and there is no equilibrium if $\beta > f(\alpha)$.

A problem is $\infty$-bound if there is an equilibrium given any bound $f$, but there is no equilibrium with (1, $\infty$)-Knowledge. A problem is unbounded if there is an equilibrium with (1, $\infty$)-Knowledge.

Consider an agent $a$ at the start of a protocol given ($\alpha, \beta$)-Knowledge. If $a$ pretends to be a group of $d$ agents, it can be caught when $d + n - 1 > \beta$, since agents might count the number of agents and catch the cheater. Moreover, any duplication now involves some risk since the actual value of $n$ is not known to the cheater (similar to [11]).

An arbitrary cheating agent $a$ simulates executions of the algorithm for every possible duplication, and evaluates its expected utility. Denote $D$ a duplication scheme in which an agent pretends to be $d$ agents. Let $P_D = P[d + n - 1 \leq \beta]$ be the probability, from agent $a$’s perspective, that the overall size does not exceed $\beta$. If for agent $a$ there exists a duplication scheme $D$ at round 0 such that $\mathbb{E}_{D,0}[u_a] \cdot P_D > \mathbb{E}_{a(0),0}[u_a]$, then agent $a$ has an incentive to deviate and duplicate itself. For each problem we look for the maximal range of $\alpha, \beta$ where no $d$ exists that satisfies the inequality above.

5.1 Knowledge Sharing

Theorem 14. Knowledge Sharing in a ring is $(2\alpha - 2)$-bound.
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Proof. Assume agents have \((\alpha, \beta)\)-knowledge for some \(\alpha, \beta\). A cheating agent \(a\) chooses \(d\), the number of agents it pretends to be, that maximizes its expected utility.

Let \(k\) be the size of the range of the output function \(q\) (Definition 4). By Definition 4, any output is equally possible. Therefore, without deviation the expected utility of \(a\) at round 0 is: \(E_{a(0),0}[u_a] = \frac{1}{k}\).

Corollary 6 shows that when a cheating agent pretends to be more than \(n\) agents, it gains an advantage (thus there is no equilibrium). According to Theorem 10, Algorithm 1 is an equilibrium for Knowledge Sharing in a ring when a cheating agent pretends to be \(n\) agents or less. If \(n\) is in the range \([\alpha, \beta]\), \(a\) duplicates to \(d\) agents to maximize the probability that \(d > n\) and thus the duplication increases its expected utility, while also minimizing the probability that \(d + n - 1 > \beta\) and \(a\) is caught.

To successfully gain an advantage \(a\) must duplicate to at least \(d \geq \alpha\), or otherwise \(d\) is surely less than \(n\) and by Theorem 10, there is an equilibrium. Further notice that \(d \leq \lfloor \frac{n}{2} \rfloor + 1\) (the +1 is \(a\) itself) since a higher value of \(d\) increases the probability of \(a\) to be caught without increasing the probability of gaining any advantage.

From \(a\)'s perspective at the beginning of the algorithm, the value of \(n\) is uniformly distributed over \([\alpha, \beta]\). Let \(X > \frac{n}{4}\) be the utility \(a\) gains by pretending to be \(d > n\) agents if it is not caught, i.e., if \(d + n - 1 \leq \beta\). The probability to duplicate to \(d > n\) agents and not be caught is \(\frac{d - \alpha}{\beta - \alpha + 1}\). On the other hand, when pretending to be \(d \leq n\) agents without being caught the utility of \(a\) does not change and is \(\frac{1}{k}\), and this has a probability of \(\frac{\lfloor \frac{n}{2} \rfloor + 1 - d}{\beta - \alpha + 1}\). In all other cases \(d + n - 1 > \beta\) and \(a\) is caught, resulting in a utility of 0. Thus, the expected utility of agent \(a\) at round 0 is:

\[
E_{D,0}[u_a] = X \cdot \frac{d - \alpha}{\beta - \alpha + 1} + \frac{1}{k} \cdot \frac{\lfloor \frac{n}{2} \rfloor + 1 - d}{\beta - \alpha + 1} \tag{2}
\]

The expected utility in (2) reaches a maximum at \(d = \lfloor \frac{n}{2} \rfloor + 1\), so set \(d\) to that number as the best cheating strategy. Recall that \(a\) deviates from the algorithm whenever \(E_{D,0}[u_a] > \frac{1}{k}\):

\[
E_{D,0}[u_a] = X \cdot \frac{\lfloor \frac{n}{2} \rfloor + 1 - \alpha}{\beta - \alpha + 1} + \frac{1}{k} \cdot \frac{\lfloor \frac{n}{2} \rfloor - \lfloor \frac{n}{2} \rfloor}{\beta - \alpha + 1} > \frac{1}{k} \tag{3}
\]

As \(k\) grows, \(\frac{1}{k}\) approaches 0. By setting \(\frac{1}{k} = 0\) Equation 3 shows that agent \(a\) has an incentive to deviate when \(\lfloor \frac{n}{2} \rfloor + 1 - \alpha > 0\). When \(\beta\) is even: \(\beta > 2\alpha - 2\), otherwise: \(\beta > 2\alpha - 1\). Thus, Algorithm 1 is an equilibrium for Knowledge Sharing when agents have \((\alpha, \beta)\)-knowledge such that \(\beta \leq 2\alpha - 2\), and there exist \(\alpha, \beta > 2\alpha - 2\) such that there is no equilibrium for Knowledge Sharing when agents have \((\alpha, \beta)\)-knowledge. By Definition 13, Knowledge Sharing is \((2\alpha - 2)\)-bound in rings.

To find the \(f\)-bound for any specific value of \(k\) and in any graph, we derive \(\beta\) as a function of \(\alpha\):

\[
\begin{align*}
\beta \text{ is even} & \quad \beta(kX - 2) > 2\alpha kX - 2kX - 2\alpha + 2 \\
\beta \text{ is odd} & \quad \beta(kX - 2) > 2\alpha kX - kX - 2\alpha 
\end{align*} \tag{4}
\]

\textbf{Corollary 15.} 2-Knowledge Sharing in a ring is \(\infty\)-bound.

Proof. The inequalities in 4 are satisfiable only if \(X > 2 \cdot \frac{1}{k}\). Since \(X \leq 1\), the inequalities cannot be satisfied in 2-Knowledge Sharing \((k = 2)\) and \(a\) has no incentive to deviate, given any bound on \(n\).
Algorithm 5 Coloring in a Ring.

1: Wake-Up to learn the size of the ring.
2: Assume arbitrary global direction over the ring (can be relaxed via Leader Election \cite{7}).
3: Run 2-Knowledge Sharing to randomize a single global bit \( b \in \{0,1\} \).
4: Publish the preferred color of each agent simultaneously over the entire ring.
5: In each group of consecutive agents that prefer the same color, if \( b = 0 \) the even agents (according to the orientation) output their preferred color, else the odd agents do.
6: If an agent has no neighbors who prefer the same color, it outputs its preferred color.
7: Any other agent outputs the minimal available color.

5.2 Coloring

\textbf{Theorem 16.} Coloring in a ring is \( \infty \)-bound.

\textbf{Proof.} Consider Algorithm 5 which solves coloring in a ring using 2-Knowledge Sharing. It is easy to see that Algorithm 5 is an equilibrium and results in a legal coloring of the ring. It uses 2-Knowledge Sharing and thus, following Corollary 15, it proves Theorem 16.

5.3 Leader Election

In the Leader Election problem, each agent \( a \) outputs \( o_a \in \{0,1\} \), where \( o_a = 1 \) means that \( a \) was elected leader and \( o_a = 0 \) means otherwise. \( \Theta_L = \{ O | \exists a : o_a = 1, \forall b \neq a : o_b = 0 \} \). An agent prefers either 0 or 1.

\textbf{Theorem 17.} Leader Election is \( (\alpha + 1) \)-bound.

\textbf{Proof.} Recall that any Leader Election algorithm must be fair \cite{4}, i.e., every agent must have equal probability of being elected leader for the algorithm to be an equilibrium.

Given \( f(\alpha) = \alpha + 1 \), the actual number of agents \( n \) is either \( \alpha \) or \( \alpha + 1 \). If an agent follows the protocol, the probability of being elected is \( \frac{1}{n} \). If it duplicates itself once, the probability that one of its instances is elected is \( \frac{2}{n+1} \), but if \( n = \alpha + 1 \) then \( n' > \beta \), it is easily detected and its utility is 0. Thus \( E_{D,0}[u_a] = \frac{2}{n+1} < \frac{1}{\beta} \), i.e., no agent has an incentive to deviate.

Given \( f(\alpha) = \alpha + 2 \), then \( n \) is in \( [\alpha,\alpha + 2] \). If an agent follows the protocol, its expected utility is still \( \frac{1}{n} \). If it duplicates itself once, the probability that a duplicate is elected is still \( \frac{2}{n+1} \), however \textit{only} if \( n = \alpha + 2 \) then \( n' > \beta \) and the cheater is caught. Thus, \( E_{D,0}[u_a] = \frac{2}{3n+1} > \frac{1}{n} \) for any \( n > 3 \). So the agent has an incentive to deviate.

5.4 Ring Partition

In the Ring Partition problem, the agents of an even-sized ring are partitioned into two, equally-sized groups: group 0 and group 1. An agent prefers to belong to either group 0 or 1. In the full paper \cite{6} we prove:

\textbf{Theorem 18.} Ring Partition is unbounded.

5.5 Orientation

In the Orientation problem, the two ends of each edge must agree on a direction for the edge. An agent prefers certain directions for its edges. In the full paper \cite{6} we prove:

\textbf{Theorem 19.} The Orientation problem is unbounded.
Discussion

In this paper we have shown that the assumption that \( n \) is a-priori known, commonly made in previous works, has a critical role in the possibility of equilibrium. In realistic scenarios, the exact size of the network may not be known to all members, or only estimates on the exact size are known in advance. In such networks, the use of duplication gives an agent power to affect the outcome of most algorithms, and in some cases makes equilibrium impossible. In this work we did not identify any problem that requires exact knowledge of \( n \) for equilibrium. Even in Leader Election, equilibrium is possible as long as \( n \) is known to be in a margin of 2.

When bounds on \( n \) are known, the \( f \)-bounds we have proven in Section 5 show that the initial knowledge required for equilibrium depends on the balance between two factors: The amount of duplications necessary to increase an agent’s expected utility, and the probability that the cheater is caught duplicating. In order for an agent to have an incentive to duplicate itself, an undetected duplication needs to be more profitable than following the algorithm while also involving low risk of being caught.

Our results suggest several open directions that may be of interest:
1. Finding an equilibrium for Knowledge Sharing in a general graph with at most \( n \) duplications. This would be the missing piece that, along with our impossibility proof in Theorem 5, would prove the \( f \)-bound of \( 2\alpha - 2 \) is tight for general graphs.
2. Algorithms and impossibility results for other problems, as well as tight \( f \)-bounds.
3. Finding a problem that is \( \alpha \)-bound, i.e., has an equilibrium only when \( n \) is known exactly.
4. Finding more problems that have equilibrium without any knowledge of \( n \) in any graph (unlike Partition) and a non-constant radius in the LOCAL model (unlike Orientation).
5. Exploring the effects of initial knowledge of \( n \) in an asynchronous setting.
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Abstract
We study distributed algorithms for the maximum matching problem in the CONGEST model, where each message must be bounded in size. We give new deterministic upper bounds, and a new lower bound on the problem.

We begin by giving a distributed algorithm that computes an exact maximum (unweighted) matching in bipartite graphs, in $O(n \log n)$ rounds. Next, we give a distributed algorithm that approximates the fractional weighted maximum matching problem in general graphs. In a graph with maximum degree at most $\Delta$, the algorithm computes a $(1-\varepsilon)$-approximation for the problem in time $O\left(\log(\Delta W)/\varepsilon^2\right)$, where $W$ is a bound on the ratio between the largest and the smallest edge weight. Next, we show a slightly improved and generalized version of the deterministic rounding algorithm of Fischer [DISC ’17]. Given a fractional weighted maximum matching solution of value $f$ for a given graph $G$, we show that in time $O(\log^2(\Delta) + \log^* n)/\varepsilon)$, the fractional solution can be turned into an integer solution of value at least $(1-\varepsilon)f$ for bipartite graphs and $(1-\varepsilon) \cdot \frac{2-\varepsilon}{2} \cdot f$ for general graphs, where $g$ is the length of the shortest odd cycle of $G$. Together with the above fractional maximum matching algorithm, this implies a deterministic algorithm that computes a $(1-\varepsilon) \cdot \frac{2-\varepsilon}{2}$-approximation for the weighted maximum matching problem in time $O\left(\log(\Delta W)/\varepsilon^2 + (\log^2(\Delta) + \log^* n)/\varepsilon\right)$.

On the lower-bound front, we show that even for unweighted fractional maximum matching in bipartite graphs, computing an $(1-O(1/\sqrt{n}))$-approximate solution requires at least $\tilde{\Omega}(D + \sqrt{n})$ rounds in CONGEST. This lower bound requires the introduction of a new 2-party communication problem, for which we prove a tight lower bound.
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1 Introduction

In the maximum matching problem, we are given a graph $G$, and asked to find a maximum-size set of edges of $G$ which do not share any vertices. In the weighted version of the problem, the graph edges are associated with weights, and our goal is to find a set of vertex-disjoint edges that maximizes the total weight. Maximum matching is a fundamental graph optimization problem, extensively studied in the classical centralized setting, as well as in other settings such as streaming algorithms (e.g., [24]) and sublinear-time approximation (e.g., [29]). The problem has also received significant attention from the distributed computing community, so far focusing on approximation algorithms (cf. Section 2).

In this paper we study maximum matching in the CONGEST model, a synchronous network communication model where messages are bounded in size. We consider both exact and approximate maximum matching, weighted and unweighted, and give new upper bounds and a lower bound. Our upper bounds are deterministic, while the lower bound holds for randomized algorithms as well. Our contributions are as follows.

1.1 Exact Unweighted Maximum Matching in Bipartite Graphs

In the sequential world, the fastest-known algorithm for finding a maximum matching in unweighted bipartite graphs is the Hopcroft–Karp algorithm [17]. Its running time is $O(m \cdot \sqrt{n})$ on graphs with $n$ nodes and $m$ edges. Its central building block is a fast way, using breadth-first-search, to find a maximal set of node-disjoint augmenting paths: paths of alternating matching and non-matching edges, used to increase the size of the matching.

A naive implementation of the Hopcroft–Karp algorithm in the CONGEST model would yield an algorithm requiring $O(n^{3/2})$ rounds. Taking inspiration and ideas from Hopcroft–Karp, we are able to instead give an algorithm that takes only $O(n \log n)$ rounds. More specifically, we obtain the following result.

▶ Theorem 1. The deterministic round complexity in the CONGEST model of computing an exact maximum matching in unweighted, bipartite graphs is $O(s^* \log s^*)$, where $s^*$ is the size of a maximum matching.

Note that the algorithm is not assumed to initially know the value $s^*$.

The core of our algorithm is a procedure that finds a single augmenting path of length $k$ in $O(k)$ rounds. Together with the well-known fact that if we are given a matching of size $s^* - \ell$, we are guaranteed to have an augmenting path of length at most $O(s^*/\ell)$, this procedure implies the above result. To our knowledge, this is the first non-trivial algorithm for exact bipartite maximum matching in the CONGEST model.

1.2 Approximate Fractional Weighted Maximum Matching

One strategy for computing an approximate maximum matching is to first solve the fractional version of the problem, and then round the solution to obtain an integral matching. A fractional matching is the natural linear programming (LP) relaxation of the notion of a matching, where instead of taking a set of edges (where each edge is “taken” or “not taken”), we instead assign each edge $e \in E$ a value $y_e \in [0,1]$. Whereas before, we required that each node participate in at most one edge of the matching, we now require that for each node $v$, the sum of the values of $v$’s edges must be at most 1. This is a linear constraint: $\sum_{u \in N(v)} y_{(u,v)} \leq 1$.

To compute a fractional matching, we can thus bring to bear the powerful machinery of linear programming (LP). In particular, the fractional maximum matching problem is a packing LP. Packing LPs and their duals, covering LPs, are a class of LPs for which there
are particularly efficient distributed solutions (e.g., [19, 26]). In this paper, we extend an approach that was developed by Eisenbrand, Funke, Garg, and Könemann [9] to solve the fractional set cover problem. We prove the following theorem.

**Theorem 2.** Let $G = (V, E, w)$ be a weighted graph. Assume that $\Delta$ is the maximum degree of $G$, and let $W$ denote the ratio between the largest and smallest edge weight. Then, for every $\varepsilon > 0$, there is a deterministic $O(\log(\Delta W)/\varepsilon^2)$-time CONGEST algorithm to compute a $(1 - \varepsilon)$-approximation for the maximum weighted fractional matching problem in $G$.

The algorithm is based on another distributed implementation of the algorithm of [9], which appeared in [19]. The algorithm of [19] is general: it approximates general covering and packing LPs. When applied to the weighted fractional matching problem, the algorithm of [19] computes a $(1 - \varepsilon)$-approximation in time $O(\log(\Delta W)/\varepsilon^4)$, which was the best $(1 - \varepsilon)$-approximation for the problem in the CONGEST model prior to the present work.

As we are only interested in the matching problem, our algorithm is simpler than the algorithm of [19], and more importantly, our algorithm significantly improves the $\varepsilon$-dependency of computing a $(1 - \varepsilon)$-approximate fractional matching in the CONGEST model.

### 1.3 Deterministic Rounding of Fractional Matchings

After computing a fractional matching, we wish to round the edge values to $\{0, 1\}$, to obtain an integral matching with roughly the same weight.

Randomized rounding of LP solutions, in order to obtain approximate solutions of the corresponding integer LPs, has been used for a while, even in the distributed context (e.g., [18, 19]). However, deterministic distributed rounding algorithm have only been studied recently. In [11], Fischer gave an amazingly simple and elegant deterministic $O(\log^2 \Delta)$-time algorithm, which rounds a fractional unweighted matching into an integral matching that is smaller by only a constant factor. Repeating this rounding step $O(\log n)$ times, Fischer obtains a maximal matching in deterministic time $O(\log^2 \Delta \log n)$.

At its core, the approach of Fischer [11] solves the problem on bipartite graphs, and it decomposes the problem of rounding a fractional matching to the problem of rounding fractional matchings on paths and even cycles. Our contribution in this part of the paper is two-fold. First, while Fischer loses a constant factor when rounding the matching, we show that a simple change in the algorithm allows us to only lose a factor $(1 - \varepsilon)$ on bipartite graphs. Second, we generalize the technique to also work for weighted (fractional) matching.

**Theorem 3.** Let $G = (V, E, w)$ be a weighted graph, $y$ be a fractional matching of $G$, and $\varepsilon > 0$ be a parameter. There is a deterministic $O(\log^2(\Delta/\varepsilon) + \log^* n)$-time CONGEST algorithm that computes an matching $M$ of $G$ such that the ratio between the total weight of $M$ and the value of the given fractional weighted matching $y$ is at least $1 - \varepsilon$ if $G$ is bipartite, and at least $(1 - \varepsilon) \cdot \frac{g - 1}{g}$ if $G$ is not bipartite and $g$ is the length of the shortest odd cycle of $G$.

In combination with Theorem 2, we obtain a deterministic CONGEST algorithm to compute a $(1 - \varepsilon)$-approximate maximum weighted matching in bipartite graphs in time $O\left(\frac{\log(\Delta W)}{\varepsilon^2} + \frac{\log^2(\Delta/\varepsilon) + \log^* n}{\varepsilon}\right)$. For general graphs, we obtain a $(2/3 - \varepsilon)$-approximate maximum weighted matching in the same asymptotic time. To the best of our knowledge, this is the first CONGEST algorithm that obtains an approximation ratio better than $1/2$ for the weighted maximum matching problem in general graphs.

---

3 Actually, the earlier polylog-time deterministic algorithms for computing a maximal matching [14, 15] can also be interpreted as approximate rounding algorithms. However, these algorithms are not explicitly phrased in this way.
1.4 Lower Bound for \((1 - O(1/\sqrt{n}))\)-Approximate Fractional Matching

As we said above, in this paper we show that a \((1 - \varepsilon)\)-approximate maximum matching in bipartite graphs can be computed in time \(\tilde{O}(1/\varepsilon^2)\) (ignoring the logarithmic terms in \(n, \Delta\) and \(W\)). Is this dependence on \(\varepsilon\) optimal? We do not yet know, but we are able to show that \(\tilde{O}(1/\varepsilon)\) rounds are necessary, for sufficiently small \(\varepsilon\):

\[\textbf{Theorem 4.} \text{ There exists a constant } \alpha \in (0, 1), \text{ such that any randomized algorithm that computes a } (1 - \alpha/\sqrt{n})\text{-multiplicative approximation to the maximum fractional matching in unweighted, bipartite graphs with diameter } O(\log n) \text{ requires } \Omega(\sqrt{n}/\log n) \text{ rounds.}\]

The lower bound is based on the framework of [27], and it is shown by reduction from two-party communication complexity. Given a fast algorithm \(A\) for approximate fractional matching, we construct a protocol for two players, Alice and Bob, to solve a communication complexity problem, by simulating the execution of \(A\) in a network that the players construct.

In contrast to [27], here we are not interested in a verification problem. In [27], in addition to the network graph, there is a set of marked edges, and the goal is to check whether the marked edges satisfy some property. Thus, we can give the algorithm a “hard subgraph to check”, even if the corresponding search problem is easy: e.g., [27] shows that checking if the marked edges form a spanning tree is hard (\(\tilde{\Omega}(\sqrt{n} + D)\) rounds), even though constructing a spanning tree is easy (\(O(D)\) rounds). Here, we do not give the algorithm a set of marked edges, and instead we allow the algorithm to compute any feasible fractional matching.

To prove the lower bound, we argue that a good approximation to the maximum matching on odd paths “looks different” from one on even paths, and this difference allows us to solve a communication complexity problem, \(\text{PXA}\), that we introduce for this purpose. We prove, using information complexity [4], that the randomized communication complexity of \(\text{PXA}\) is linear. One unusual feature of this lower bound is that at the end of the simulation, each player only knows part of the matching constructed. Thus, we cannot guarantee that both players will “see” the difference between odd and even paths, but at least one of them will. The problem \(\text{PXA}\) reflects this: instead of asking the players to agree on an output, each player produces its own output, and at least one of them must “be correct”.

For lack of space, many technical details are omitted in this version of the paper. They appear in the full version of the paper [1].

2 Related Work

We survey here only the most directly relevant work. In particular, we mostly focus on the CONGEST model, and we discuss only some of the work for the LOCAL model, where messages do not need to be of bounded size.

The first polynomial-time algorithm for unweighted maximum matching in general graphs was given by Edmonds [7, 8]. It was preceded by the algorithm of Hopcroft and Karp [17], which is restricted to bipartite graphs. Our exact algorithm for bipartite graphs is inspired by and uses insights from the Hopcroft–Karp algorithm.

Because exact maximum matching is a “global problem”, work on distributed algorithms has mostly been focused on approximation algorithms. The first ones were for the maximal matching problem; in the unweighted case, a maximal matching is also a \(1/2\)-approximation to the maximum matching. Even in the 80s, simple and elegant solutions for maximal matching in \(O(\log n)\) rounds were known [2, 16, 23]. (These papers give \(\text{PRAM}\) algorithms, but they translate to the CONGEST model easily.) The best randomized distributed algorithm for maximal matching is due to Barenboim et al. [5], and has time complexity \(O(\log \Delta + \log^3 \log n)\).
On the deterministic side, maximal matching was first shown to be solvable in polylogarithmic distributed time, \(O(\log^4 n)\) rounds, in \([14,15]\). While they do not explicitly analyze the message size, we believe that their algorithm can be implemented in the CONGEST model. Currently, the best deterministic algorithm (in CONGEST and LOCAL) is from \([11]\), and requires \(O(\log^2 \Delta \log n)\) rounds. As one of our algorithms heavily builds on the techniques of \([11]\), we discuss them in more detail in Section 6. The best lower bound for maximal matching, and more generally, for obtaining constant or polylogarithmic approximations for unweighted maximum matching, is \(\Omega\left( \min \left\{ \frac{\log \Delta}{\log \log \Delta} \cdot \sqrt{\frac{\log n}{\log \log n}} \right\} \right)\) \([20]\). The lower bound even holds for randomized algorithms in the LOCAL model.

Beyond the simple 1/2-approximation provided by a maximal matching, there is series of works on the distributed complexity of obtaining a \((1 - \varepsilon)\)-approximate maximum cardinality matching. All are based on the framework of Hopcroft and Karp \([17]\), of repeatedly computing a (nearly) maximal vertex-disjoint set of short augmenting paths. The first such algorithm is \([21]\), a randomized CONGEST algorithm with time complexity \(O(\log n)\) for every constant \(\varepsilon > 0\); however, the dependence on \(\varepsilon\) is exponential in \(1/\varepsilon\). This was recently improved in \([3]\), which gives a randomized algorithm with time complexity \(O\left( \text{poly}(1/\varepsilon) \cdot \frac{\log \Delta}{\log \log \Delta} \right)\). Note that the \(\Delta\)-dependency of the running time matches the lower bound of \([20]\). There are also deterministic distributed algorithms to obtain a \((1 - \varepsilon)\)-approximate maximum cardinality matching in polylogarithmic time \([6,10,12,13]\), but they require the LOCAL model.

As for weighted matching, the first paper to explicitly study distributed approximation of the weighted maximum matching is \([28]\). They give a randomized \(O(\log^2 n)\)-time algorithm with an approximation ratio of 1/5. This result for the weighted case was later improved in \([22]\) and in \([21]\), which give \(O(\log n)\)-round randomized CONGEST algorithms with approximation ratios \((1/4 - \varepsilon)\) and \((1/2 - \varepsilon)\), respectively. In \([3]\), Bar-Yehuda et al. improve the running time and provide a \((1/2 - \varepsilon)\)-approximation in time \(O(\log \Delta / \log \log \Delta)\). The only known polylog-time deterministic CONGEST algorithm for approximate weighted maximum matching in general graphs is the \((1/2 - \varepsilon)\)-approximation algorithm by Fischer \([11]\), which runs in \(O(\log^2 \Delta \cdot \log \frac{1}{\varepsilon})\) rounds.

### 3 Model and Definitions

#### Communication model.

Our algorithms and lower bounds are designed for the CONGEST model \([25]\). The network is modeled as an undirected \(n\)-node graph \(G = (V, E)\), where each node has a unique \(O(\log n)\)-bit identifier. Time is divided into synchronous rounds; in each round, each node can send an \(O(\log n)\)-bit message to each of its neighbors in \(G\). We are interested in the time complexity of an algorithm, which is defined as the number of rounds that are required until all nodes terminate.

For simplicity, we assume that all nodes know the maximum degree \(\Delta\) of \(G\). In all our algorithms, one can replace the value of \(\Delta\) by a polynomial upper bound, without changing the asymptotic results. We note that at the cost of a slightly more complicated algorithm, the knowledge of \(n\) and \(\Delta\) can also be dropped completely. If the edges of \(G\) have weights, we assume that \(w_e > 0\) is the weight of edge \(e\). We assume that the weights are normalized such that for all \(e \in E\), we have \(0 < w_e \leq 1\). We further assume that the nodes know a value \(W\) such that the smallest weight is at least \(1/W\).

#### Distributed matching.

When we say that a distributed algorithm computes a matching, we mean that when the algorithm terminates, each node of the graph knows which of its edges is in the matching (if any). Since the graph is undirected, both endpoints of an edge must agree about whether it is in the matching or not. For fractional matching, each node knows the value of all of its edges, and again, both endpoints of the edge agree on its value.
Notation. Let $G = (V, E)$ be an undirected graph. The bipartite double cover of $G$ is the graph $G_2 := G \times K_2 = (V \times \{0, 1\}, E_2)$, where there is an edge between two nodes $(u, i)$ and $(v, j)$ in $E_2$ if and only if $\{u, v\} \in E$ and $i \neq j$. Hence, in $G_2$, every node $u$ of $G$ is replaced by two nodes $(u, 0)$ and $(u, 1)$ and every edge $\{u, v\}$ of $G$ is replaced by the two edges $\{(u, 0), (v, 1)\}$ and $\{(u, 1), (v, 0)\}$. If $G$ is a weighted graph with edge weights $w_e$ for $e \in E$, we assume that the bipartite double cover $G_2$ is also weighted and each edge of $G_2$ has the same weight as the underlying edge in $G$. Throughout the paper, log refers to the logarithm to base 2.

4 Exact Integral Maximum Matching in Bipartite Graphs

Here we present an $O(n \log n)$-round deterministic algorithm to compute a maximum integral matching for a given $n$-node bipartite graph. The algorithm is based on finding augmenting paths and using them to increase the size of the matching we are constructing, as in the celebrated Hopcroft–Karp sequential algorithm for matching in bipartite graphs [17]. We give a somewhat informal description of the algorithm here; the full version appears in [1].

Let us review some basic notions. Given a matching $M$, we say that a node $v \in V$ is matched if one of its edges is in the matching, and otherwise we say that $v$ is free. A path $u_0, u_1, \ldots, u_k$ is called alternating (with respect to $M$) if $u_0$ is free, every odd-numbered edge $\{u_{2i}, u_{2i+1}\}$ (where $2i + 1 \leq k$) is in the matching $M$, and every even-numbered edge $\{u_{2i+1}, u_{2i+2}\}$ (where $2i + 2 \leq k$) is not in the matching. If an alternating path ends in a free node, then it is called an augmenting path, and in this case we can increase the size of the matching by removing all the even-numbered edges along the path from the matching, and instead adding all the odd-numbered edges.

Our algorithm is based on the following observation, which forms the basis for the Hopcroft–Karp algorithm:

\textbf{Lemma 5} ([17]). Consider an unweighted graph $G$, and let $M^*$ be a maximum matching in $G$. Then for any positive integer $\ell$ and any matching $M$ in $G$, if $|M| \leq (1 - 1/\ell)|M^*|$, then there is an augmenting path of length less than $2\ell$ in $G$ w.r.t. $M$.

From Lemma 5 we get an upper bound on the length of the shortest augmenting path remaining for a matching of given size:

\textbf{Corollary 6.} If the maximum matching in $G$ has size $s^*$, and $M$ is a matching of size $|M| = i$, then $M$ has an augmenting path of length less than $2[s^*/(s^* - i)]$.

\textbf{Proof.} We have: $|M| = i = s^* - (s^* - i) = s^* (1 - 1/[s^*/(s^* - i)]) \leq s^* (1 - 1/[s^*/(s^* - i)])$. Therefore, by Lemma 5, there is an augmenting path of length less than $2[s^*/(s^* - i)]$. ▶

Note that the length of the shortest remaining augmenting path depends on the size $s^*$ of the maximum matching, which we do not know. To get an upper bound on the length of the shortest augmenting path, we need a lower bound on $s^*$. Thus, we first deterministically compute a 2-approximation $\hat{s} \in \lceil s^*/2 \rceil$, using, e.g., [11] or [19], in $O(\log n)$ rounds. We set $s = 2\hat{s}$. We are guaranteed that $s \geq s^*$, and hence $s/(s - i) \geq s^*/(s^* - i)$, so we can safely use $s$ in place of $s^*$ when computing an upper bound on the length of the shortest augmenting path.

The core of our algorithm is a procedure called \textbf{SetupPath}: given an upper bound $k$ on the length of the shortest augmenting path, \textbf{SetupPath}(k) finds an augmenting path in $O(k)$ rounds. We describe this procedure below, but before showing how we find an augmenting path, let us describe the overall structure of the algorithm.
Let $s^*$ be the size of the maximum matching in $G$. Our strategy is as follows: we start with an empty matching $M$, and improve it by searching for augmenting paths one-by-one: for each $i = 1, 2, \ldots, n - 1$, we call SetupPath$(2[\lceil s/(s-i) \rceil])$, spending $O(s/(s-i))$ rounds searching for an augmenting path of length $O(s/(s-i))$; if we find one, we apply it to $M$ to increase its size by at least 1. Note that by Corollary 6 and the fact that $s \geq s^*$, if $|M| = i$, then indeed there is an augmenting path of length less than $2[\lceil s/(s-i) \rceil]$. (If $|M| > i$, then we might not find an augmenting path in the current iteration, but this is fine; we move on to the next value of $i$.)

The time spent constructing the matching is $\sum_{i=1}^{n-1} O(s/(s-i)) = O(s \log s) = O(s^* \log s^*)$.

Now let us explain how we find each augmenting path.

### 4.1 Setting Up an Augmenting Path: Procedure SetupPath

In the SetupPath procedure, we are given an upper bound $2k+1$ on the length of the shortest remaining augmenting path, and we want to find and “set up” a collection of vertex-disjoint augmenting paths, in $O(k)$ rounds. Setting up a path means assigning the path a unique path ID, informing all path nodes that they are on the path, and having them confirm that they will participate in the path. Once this is done, we augment the matching along all augmenting paths that were successfully set up. (To augment along the path, we only need each path node to know its successor and predecessor on the path.) Note that unlike Hopcroft–Karp, here we do not insist on finding a maximal set of vertex-disjoint augmenting paths; we are satisfied with merely finding and setting up one augmenting path, provided there is one with length $\leq 2k+1$.

**Finding the path**

To find the augmenting path, we perform a $k+1$-round BFS along alternating paths, starting from all free nodes. Initially, each free node sends out a BFS token carrying its ID along all its edges, and tries to have the network propagate this token along alternating paths: in odd rounds the token is sent along edges that are not in the matching, and in even rounds it is sent along matching edges. However, every node in the network forwards at most one BFS token, the first one it receives. (If multiple BFS tokens are received in the same round, the one with the smallest ID will be forwarded.) BFS tokens received in subsequent rounds (or in the same round but with a larger ID) are discarded.

During the BFS traversal, each node $v$ stores the BFS token that it propagated, if there is one, in a local variable $src_v$. Also, node $v$ stores the neighbor from which $src_v$ was received in the local variable $pred_v$. (If $src_v$ was received from multiple neighbors in the same round, then $v$ chooses an arbitrary neighbor.)

An augmenting path is detected in round $r$ if in this round, two adjacent nodes $u, v$ both send each other BFS tokens of distinct free nodes $src_u \neq src_v$. This means that the alternating-path BFS started by $src_u$ has “met” the one started by $src_v$, yielding an augmenting path (i.e., an alternating path that starts and ends at a free node).

We show that if $2\ell + 1$ is the length of the shortest augmenting path in the graph, $u$ is the free node with the minimum ID among the nodes that have augmenting paths of length $2\ell + 1$, and $v$ is the node with the minimum ID to which $u$ has an augmenting path of length $2\ell + 1$, then some augmenting path between $u$ and $v$ is detected in round $\ell + 1$. This is because only free nodes start a BFS traversal, and no free node can “block” the BFS started by $u$ unless it has a shorter alternating path to the same node. But this would then imply
a shorter augmenting path than the one \( u \) has, and we assumed that \( u \) has the shortest augmenting path present. Since we know that there exists an alternating path with length at most \( 2k + 1 \), we only need to develop the BFS to depth \( k + 1 \) before some augmenting path is detected. Therefore this phase requires \( k + 1 \) rounds.

**Setting up the path**

When \( u \) and \( v \) detect an augmenting path in round \( r \), they assign it the path identifier \((r, \{\text{src}_u, \text{src}_v\}, \{u, v\})\). Path identifiers are sorted in lexicographic order, and we assume some fixed ordering on unordered pairs of IDs. If a node detects more than one augmenting path at the same time, it keeps the one with the smallest path identifier. (This can happen if the augmenting path has length 1, that is, if there are two adjacent free nodes.)

Next, \( u \) and \( v \) inform all the path nodes of the detected path’s ID, by sending messages backwards along the \text{pred} pointers of the nodes on the path. As we traverse backwards, each node stores its successor on the path in a local variable \text{succ}. (Note that the \text{succ} fields point “inwards”, towards the edge that detected the path.)

Eventually, each free node receives a (possibly empty) list of augmenting path IDs for which it is an endpoint. (Note that each inner path node can only receive one path ID; only endpoints of the path may receive more than one path ID.) At this point, each free node selects the smallest path ID (in lexicographic order), and discards the others. We know that of the augmenting paths detected, the one with the smallest path ID will be selected by both its endpoints, so at least one augmenting path survives.

We now sweep forward along each selected path, to confirm that it is properly set up: the two endpoints send each other confirmation messages carrying the path ID, by having the path nodes forward the messages along the path. If an inner path node does not receive confirmation from both endpoints, it discards the path, and similarly, if an endpoint of the path does not receive confirmation from the other endpoint, it discards the path.

5 Fractional Matching Approximation

We first describe a distributed approximation scheme for the weighted fractional matching problem. The algorithm is based on distributed algorithm for general covering and packing linear programs, which appeared in [19]. Further, the distributed algorithm in [19] itself is based on a sequential fractional set cover algorithm by Eisenbrand, Funke, Garg, and Könemann [9].

**Reduction to the Bipartite Case:** We first show how to reduce the problem of computing a fractional (weighted) matching for a general graph \( G \) to the fractional maximum matching problem on two-colored bipartite graphs.

\begin{lemma}
Let \( G = (V, E) \) be a graph with positive edge weights \( w_e \geq 0 \) for all \( e \in E \) and let \( H = (V \times \{0, 1\}, E_H) \) be the bipartite double cover of \( G \).

1. Let \( \alpha \) be a fractional matching of \( G \) and let \( \mathbf{y} \) be an edge vector of \( H \) such that for every edge \( \{(u, i), (v, 1-i)\} \) of \( H \), \( y_{((u, i), (v, 1-i))} = \alpha_{\{u,v\}} \). Then, \( \mathbf{y} \) is a fractional matching of \( H \) of size \( \sum_{e \in E_H} w_e y_e = 2 \cdot \sum_{e \in E} w_e \alpha_e \).

2. Let \( \mathbf{z} \) be a fractional matching of \( H \) and let \( \mathbf{y} \) be an edge vector of \( G \) such that for every edge \( \{u, v\} \) of \( G \), \( y_{\{u,v\}} = (z_{\{(u,0), (v,0)\}} + z_{\{(u,1), (v,1)\}})/2 \). Then \( \mathbf{y} \) is a fractional matching of \( G \) of size \( \sum_{e \in E} w_e y_e = \frac{1}{2} \cdot \sum_{e' \in E_H} w_{e'} z_{e'} \).

\end{lemma}

\textbf{Proof.} Follows immediately from the definition of the bipartite double (cf. Section 3). ▶
Distributed Algorithm for 2-Colored Bipartite Graphs

In light of Lemma 7, we can w.l.o.g. assume that we are given a weighted bipartite graph \( B = (V_0 \cup V_1, E, w) \) for which the bipartition is given (i.e., a node knows whether it is in \( V_0 \) or in \( V_1 \)). We further define \( V := V_0 \cup V_1 \) to be the set of all nodes.

Formulation as a Linear Program. The maximum weighted fractional matching problem can be phrased as a packing linear program (LP). As it will be convenient to describe our algorithm, we use the following non-standard way to describe the maximum matching problem as an LP. Consider some fractional matching \( z \) that assigns a value \( z_e \geq 0 \) to each edge \( e \in E \). Instead of directly computing the variables \( z_e \), we make a simple change of variable and we assign a value \( y_e \geq 0 \) to each edge such that \( y_e = w_e \cdot z_e \). In terms of the variables \( y_e \), we then obtain the following packing LP:

\[
\max \sum_{e \in E} y_e \text{ s.t. } \forall v \in V : \sum_{e \in E : v \in e} \frac{y_e}{w_e} \leq 1 \text{ and } \forall e \in E : y_e \geq 0. \tag{1}
\]

After solving (1), we obtain a weighted fractional matching \( z \) of the same quality by setting \( z_e := y_e / w_e \) for each edge \( e \in E \). The dual covering LP of (1) is defined as follows:

\[
\min \sum_{v \in V} x_v \text{ s.t. } \forall e = \{u, v\} \in E : \frac{x_u}{w_e} + \frac{x_v}{w_e} \geq 1 \text{ and } \forall v \in V : x_v \geq 0. \tag{2}
\]

Note that (2) is a variation of the fractional vertex cover LP. We will design an algorithm that solves (2) and (1) at the same time. The algorithm is based on an adaptation of the greedy set cover algorithm (the vertex cover problem is a special case of the set cover problem). It is therefore most natural to think of the algorithm primarily as an algorithm for solving (2).

The Distributed Fractional Matching Algorithm. Our algorithm has a real-valued parameter \( \alpha > 1 \) and an integer parameter \( f \geq 1 \). The values of both parameters will be fixed later. Recall that we assume that all edge weights \( w_e \) are normalized and the node know a value \( W \geq 1 \) such that \( 1/W < w_e \leq 1 \) for all edges \( e \in E \).

The algorithm maintains a variable \( x_v \geq 0 \) for each node \( v \in V \) and variables \( y_e \geq 0 \) and \( r_e \in [0, 1] \) for each edge \( e \in E \). Initially, we set \( x_v := 0 \), \( y_e := 0 \), and \( r_e := 1 \) for all nodes \( v \in V \) and all edges \( e \in E \). Throughout the algorithm, the values of \( x_v \) and \( y_e \) only increase and the value of \( r_e \) only decreases. We further define a generalized notion of the degree of a node \( v \) as \( \gamma(v) := \sum_{e \in E : v \in e} \frac{w_e}{r_e} \) and we define \( \hat{\gamma}(v) := \max_{u \in \{v\} \cup N(v)} \gamma(u) \).

Our algorithm consists of phases: a node \( v \) participates in a phase as long as \( \gamma(v) > 0 \) and \( v \) terminates as soon as \( \gamma(v) = 0 \). Alg. 1 gives the details of a single phase.

Before analyzing the algorithm in detail, we make some simple observations. First note that whenever we increase some variable \( x_v \) by 1, in line 8, we make sure that the total increase to the edge variables \( y_e \) is also equal to 1. The increase of the variables \( y_e \) is proportional to their contribution to the generalized node degree \( \gamma(v) \). At the end, we therefore have \( \sum_{v \in V} x_v = \sum_{e \in E} y_e \). Further, consider some node \( v \in V \) and some incident edge \( e \). Each time, we increase \( x_v \) by 1, we divide \( r_e \) by a factor \( \alpha^{1/w_e} \). We set \( r_e = 0 \) as soon as \( r_e \) becomes less than \( \alpha^{-f} \) at the end of the algorithm, for every edge \( e = \{u, v\} \), we therefore have \( x_u + x_v \geq w_e \cdot f \) and thus \( \frac{x_u}{w_e} + \frac{x_v}{w_e} \geq f \). Hence, all inequalities of the LP (2) are “over-satisfied” by a factor at least \( f \) and we can therefore obtain a feasible solution \( x' \) for LP (2) by setting \( x'_e := x_e / f \). The solution \( y \) for the fractional matching LP (1) is feasible. In order to obtain a feasible solution \( y' \), we compute the value \( Y_e := \sum_{v \in E : v \in e} \frac{y_e}{w_e} \) for each nodes \( v \) and for each edge \( e = \{u, v\} \), we set \( y'_e := y_e / \max\{Y_u, Y_e\} \). By LP duality,
Algorithm 1: A single phase of the fractional matching algorithm.

for \( i \in \{0, 1\} \) do

for all \( v \in V_i \) in parallel do

if \( \gamma(v) > 0 \) then

\[ \theta_v := \frac{\hat{\gamma}(v)}{\alpha}; \]

while \( \gamma(v) \geq \theta_v \) do

\[ x_v := x_v + 1; \]

for all \( e \in E : v \in e \) do

\[ y_e := y_e + \frac{r_{e/w_e}}{\gamma(e)}; \]
\[ r_e := r_e/\alpha^{1/w_e}; \]

if \( r_e \leq \alpha^{-f} \) then \( r_e := 0 \)

The optimal solutions of (1) and (2) have the same values and we can therefore lower bound the approximation ratio of our fractional matching algorithm by the ratio \( f/\max_{v \in V} Y_v \leq 1 \).

The following lemma and corollary show that for suitable choices of the parameters \( \alpha \) and \( f \), this ratio can be made arbitrarily close to 1. The proof is similar to the analyses in [9,19] and it appears in the full version of this paper [1].

Lemma 8. At the end of running the above fractional weighted matching algorithm, for all nodes \( v \in V \), we have

\[ Y_v \leq \frac{\alpha^2}{\alpha - 1} \cdot (\ln(W\Delta) + (f + 1)\ln \alpha). \]

Corollary 9. Let \( \varepsilon \in (0, 1/2] \) be a parameter. By choosing \( \alpha = 1 + \varepsilon/c \) and choosing \( f = 2c \cdot \ln(\Delta W')/\varepsilon^2 \) for a sufficiently large constant \( c \), the above fractional matching algorithm can be used to compute a \( (1 - \varepsilon) \)-approximate fractional weighted matching in an arbitrary weighted graph \( G = (V, E) \).

It remains to bound the time complexity of the algorithm in the distributed setting. The proof appears in the full version of this paper [1]. It shows that a single phase of the algorithm can be implemented in \( O(1) \) CONGEST model rounds and that the total number of phases is \( O(\log(W\Delta)/\varepsilon^2) \).

Lemma 10. The described fractional weighted matching algorithm can be implemented in \( O(f + \log_\alpha(W\Delta)) \) rounds in the CONGEST model.

Together with Corollary 9, Lemma 10 directly proves Theorem 2.

6 Deterministic Rounding of Fractional Matchings

For rounding the obtained fractional matching from Section 5, we adapt the technique by Manuela Fischer in [11]. In [11], Fischer shows how to round a fractional matching to an integral matching at the cost of losing a non-trivial constant factor (in the unweighted and in the weighted case). We show that a simple adaptation of the algorithm allows to keep the loss within a \( (1 + \varepsilon) \)-factor in the unweighted bipartite case. We further show that the method can also be generalized to the weighted bipartite case while only losing a \( (1 + \varepsilon) \)-factor in the rounding.
Normalizing the Fractional Matching. As for the fractional maximum matching problem in Section 5, we first solve the problem in 2-colored bipartite graphs, and we then show how to extend the solution to general graphs. The following lemma further shows that we can assume that we start with a normalized fractional matching where all the fractional edge values are of the form $2^{-i}$ for some integer $i \geq 0$. The relatively straightforward proof of the following lemma is omitted in this short version of the paper.

**Lemma 11.** At the cost of at most an $\varepsilon$-fraction of an optimal matching, the problem of rounding a weighted fractional matching $y$ of a graph $G$ with maximum degree $\Delta$ can be reduced to the problem of rounding a weighted fractional matching $y'$ on a multigraph $G'$ such that for all edges $e$ of $G'$, we have $y'_e = 2^{i}$ for some non-negative integer $i = \Theta(\log(\Delta/\varepsilon))$.

Basic Rounding Strategy. We use the same basic rounding approach as Fischer [11]. In the following, we assume that we are given a bipartite (multi-)graph $B = (V_0 \cup V_1, E)$ and a normalized fractional matching $y$ that assigns a value $y_e = 2^{-i}$ for some integer $i \geq 0$ to each edge $e \in E$. For convenience, let $E_i$ be the set of edges $e \in E$ for which $y_e = 2^{-i}$ and let $B_i := (V_0 \cup V_1, E_i)$ be the subgraph of $B$ induced by the edges in $E_i$. Assume further that $k$ is the largest integer such that $E_k \neq \emptyset$, i.e., for which there is some edges $e \in E$ with $y_e = 2^{-k}$. For a given parameter $\delta > 0$, we describe a rounding algorithm that rounds each edge $e \in E_k$ either to value 0 or to value $2^{-(k-\delta)}$ such that the total value of the fractional (weighted) matching does not decrease by more than a factor $1 - \delta$.

In order to do the rounding of the edges in $E_k$, we define a virtual graph $B'_k$ as follows. For each node $v \in V$, let $d_k(v)$ be the number of edges in $E_k$ that are incident to $v$. If $d_k(v) \geq 1$, we create $s_v := \lceil d_k(v)/2 \rceil$ virtual nodes $v_1, \ldots, v_{s_v}$, and we arbitrarily divide the $d_k(v)$ edges in $E_k$ that are incident to $v$ among the nodes $v_1, \ldots, v_{s_v}$, such that each node $v_i$ receives at most two such edges (i.e., if $d_k(v)$ is even, all virtual nodes $v_i$ get two edges and if $d_k(v)$ is odd, one of the virtual nodes gets one edge and the others get two edges). Note that the graph $B'_k$ has maximum degree 2 and because $B'_k$ is bipartite, it means that it consists of disjoint paths and even cycles. The next lemma shows that we can use an arbitrary matching of $B'_k$ to select the set of edges in $E_k$, which are rounded up to value $2^{-(k-\delta)}$. The proof of the lemma appears in the full version [1].

**Lemma 12.** Let $M'_k$ be a matching of the graph $B'_k$ and let $M_k$ the corresponding subset of edges of $E_k$. Further, let $y'$ be obtained from the fractional matching $y$ of $B$ by setting $y'_e = y_e$ for all $e \notin E_k$, $y'_e = 2y_e$ for all $e \in M_k$ and $y'_e = 0$ for all $e \in E_k \setminus M_k$. Then $y'$ is a valid fractional matching of $B$.

Further, if the total weight of $M'_k$ is at least $(1 - \delta)/2$ of the total weight of $B'_k$ for some $\delta \geq 0$, the total weight of $y'$ is at most a $(1 - \delta)$-factor smaller than the total weight of $y$.

The above rounding of edges is the main difference between the approach of [11] and our algorithm. In [11], to be on the safe side, the fractional matching value of the edge incident to a virtual node of degree 1 is always rounded down unless the total fractional matching value at the respective node is far from 1. This simple change makes the rounding more efficient and it also makes it easier to argue that the rounded matching is not much smaller than the original matching, in particular in the case of weighted matchings. Lemma 12 implies that rounding fractional matchings to integral matchings essentially boils down to computing almost maximum (weighted) matchings in graphs of maximum degree 2.

Approximating Maximum Matching in Paths and Cycles. As discussed above, Lemma 12 essentially reduces the problem of rounding (weighted) fractional matchings to solving the weighted maximum matching problem in paths and cycles.
Lemma 13. Let $G = (V, E)$ be a weighted $n$-node graph with maximum degree 2 and assume that $W$ is the total weight of all edges of $G$. Let $\delta > 0$ be a parameter, and let $g$ be the length of the shortest odd cycle of $G$. In the CONGEST model, a matching of weight at least $\frac{2 - 1}{g} \cdot (1 - \delta) \cdot W/2$ can be computed in time $O(1/\delta \cdot \log^* n)$.

If $G = (V_0 \cup V_1, E)$ is a bipartite graph for which the bipartition $(V_0, V_1)$ is given, there is an $O(1/\delta)$-time algorithm that computes a matching of total weight at least $(1 - \delta)W/2$.

Proof Sketch. The full proof of the lemma appears in the full version [1]. The main idea of the proof is as follows. For short paths and cycles, it is straightforward to compute the required matchings. For long paths, we define an edge to be $\ell$-light if its weight is at most the average weight in some subpath of length $\ell$. We then choose a set $L$ of $\ell$-light edges such that after removing those edges, the matchings of the remaining paths can be computed efficiently (either because the paths are sufficiently short or in the case of 2-colored bipartite graphs because we have a 2-edge coloring of the paths that allows to find the matching). If the $\ell$-light edges in $L$ are sufficiently separated, one can show that we only lose a $(1 - O(1/\ell))$-factor in the matching size.

Putting the Pieces Together. We now have all the tools that are needed for the rounding and we can therefore prove Theorem 3.

Proof of Theorem 3. First of all, we assume that $y$ is at least a $1/3$-approximation. If not, one can directly apply the weighted $(2 + \varepsilon)$-approximation algorithm of [11] to obtain the claim of the theorem. Because $y$ is at least a $1/3$-approximation and because the optimal fractional matching size is at least $\sum_{e \in E} w_e/\Delta$, we directly round down matching values that are smaller than $\varepsilon/(12\Delta)$, i.e., if $y_e \leq \varepsilon/(12\Delta)$, we set $y_e := 0$. This reduces the value of the weighted fractional matching $y$ at most by a factor $(1 - \varepsilon/4)$.

Using Lemma 7, we now first move to the bipartite double cover of $G$ and by using Lemma 11, we create a multi-graph in which all matching values are negative powers of 2. Assume that the smallest matching value is $2^{-k}$. Because all matching values of $y$ are at least $\varepsilon/(12\Delta)$, we have $k = O(\log(\Delta/\varepsilon))$. We apply $k$ iterations of the basic rounding, each time, we round the edges of the currently smallest values. In order to lose at most another $(1 - \varepsilon/4)$-factor throughout the $k$ phases of rounding, we make sure that in each of the $k$ iterations, we only lose a $(1 - O(\varepsilon/k))$-factor. In Lemma 12, we therefore have to set $\delta = O(\varepsilon/k) = O(\varepsilon/\log(\Delta/\varepsilon))$. Because $B'_k$ is a 2-colored bipartite graph, Lemma 13 implies that the matching of $B'_k$ which is necessary by Lemma 12 can be computed in time $O(1/\delta) = O(\log(\Delta/\varepsilon)/\varepsilon)$. After the $k$ steps of rounding, we therefore obtain a matching of the bipartite double cover $H$ of $G$ of size at least $(1 - \varepsilon/2)$ times the value of the given fractional matching of $H$. When using Lemma 7 to transform this matching back to $G$, we only obtain a fractional matching of $G$. However, this fractional matching is half-integral and rounding it to an integer matching can therefore be achieved by another application of Lemma 13. However, this time, we do not have a 2-coloring of the graph and $G$ might also not be bipartite. The time for this last rounding step is therefore $O(\log^* n/\varepsilon)$ and we lose a factor $(1 - O(\varepsilon)) \cdot 2^{-1/g}$.  

---

4 Note that if $G$ is bipartite, we have $g = \infty$. 

7 Lower Bound

In this section we show that computing a $(1 - O(1/\sqrt{n}))$-approximation to the maximum fractional matching requires $\Omega(\sqrt{n})$ rounds, even in bipartite graphs of diameter $O(\log n)$, and even for randomized algorithms which may err with constant probability.

Our graph construction is based on [27]: it is a collection of $\Theta(\sqrt{n})$ long paths, of length $\Theta(\sqrt{n})$, connected to each other by a tree, which reduces the diameter to $O(\log n)$. The lower bound is by reduction from a 2-party communication complexity problem that we introduce for this purpose. Our lower bound is, very informally speaking, “all about” distinguishing even paths from odd paths; the communication complexity problem reflects this, and it asks the players to distinguish “odd inputs” from “even inputs”.

One might wonder why we do not simply reduce from Set Disjointness, as is usually done (e.g., in [27]). The reason is that Set Disjointness is a decision problem: given sets $X, Y \subseteq [n]$, the players must decide whether $X \cap Y = \emptyset$. This suffices for [27], because the typical setup there is that the input graph has some marked edges in it, and the goal is to decide whether the subgraph induced by the marked edges satisfies some property. In contrast, here we are interested in a search problem: unlike [27], we do not have a set of marked edges as part of the input; there is only the network graph, on which the algorithm must approximate the maximum fractional matching.

Another difficulty that we must overcome is that our reduction does not allow both players to compute the same output. Instead, the players may output different bits, and we view their answer is the Boolean AND of their output bits.

The 2-Player Communication Problem

Let XOR-to-And, or $XA$ for short, be the following problem: the players receive input bits $x, y \in \{0, 1\}$, respectively, and their goal is to output bits $a, b \in \{0, 1\}$, respectively, such that $a \land b = x \oplus y$. That is, if $x \oplus y = 1$, then both players should output 1, but if $x \oplus y = 0$, then at least one player should output 0.

For $n \geq 1$, let $PXA_{n, \delta}$ (“promise XOR-to-And”) be the following problem: the players are given $n$ copies of $XA$, $x_1, y_1, \ldots, x_n, y_n$, with the promise that for at least $n/3$ copies $i$ we have $x_i \oplus y_i = 1$, and for at least $(2/5)n$ copies $i$ we have $x_i \oplus y_i = 0$. The goal is to solve at least $\delta n$ of the copies correctly; that is, the players should produce outputs $a_1, b_1, \ldots, a_n, b_n$ such that for at least $\delta n$ coordinates $i$ we have $a_i \land b_i = x_i \oplus y_i$. The players are not charged for writing their outputs, only for the communication between them.

\textbf{Theorem 14.} The randomized communication complexity of $PXA_{n, \delta}$ is $\Omega((1 - \delta)n)$.

We omit the proof of the communication lower bound here, as it uses standard techniques in information complexity [4]; see the full version [1] for this proof.

The Reduction

Given a CONGEST algorithm $A$ that computes a $(1 - \Theta(1/\sqrt{n}))$-multiplicative approximation to the maximum fractional matching, we construct a 2-party protocol for $PXA_{\Theta(\sqrt{n}, \delta)}$ (for a small constant $\delta$).

Fix a parameter $k = \Theta(\sqrt{n})$, and assume for simplicity that $n/k$ is an integer. Assume that the algorithm $A$ runs in time at most $n/k - 1 = O(\sqrt{n})$.

On inputs $x, y \in \{0, 1\}^n$, Alice and Bob construct a graph $G_{x,y} = (V, E_{x,y})$, consisting of $k$ paths, each of length $2n/k$, denoted $\pi_0, \ldots, \pi_{k-1}$, where $\pi_i = (i, 0), (i, 1), \ldots, (i, 2n/k)$ for each $i \in [k]$.  
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A complete binary tree, with $n/k + 1$ leaves denoted $\ell_0, \ldots, \ell_{n/k}$. Each leaf $\ell_i$ is connected to each path node $(j, 2i)$ for $j = 0, \ldots, n/k$. The edges $\{(\ell_i, (j, 2i))\}_{j \in [k], i \in [n/k + 1]}$ are called bridges.

An additional $n/k + 1$ nodes denoted $x_0, \ldots, x_{n/k}$, with an edge $\{\ell_i, x_i\}$ connecting $x_i$ to the tree leaf $\ell_i$ for each $i \in [n/k + 1]$. Nodes $x_0, \ldots, x_{n/k}$ are called spines.

For each $i \in [k]$, if $x_i = 1$, Alice prepends an edge $e_i^A = \{(i, A), (i, 0)\}$ at the beginning of the path $\pi_i$.

For each $i \in [k]$, if $y_i = 1$, Bob appends an edge $e_i^B = \{(i, B), (i, 2n/k)\}$ at the end of the path $\pi_i$.

Let $\pi_i^{x/y}$ be the extended path $\pi_i$, after Alice or Bob either add or do not add their edge to their respective endpoints of $\pi_i$. The length of each extended path $\pi_i^{x/y}$ is $2n/k + 1$ if $x_i \oplus y_i = 1$, and either $2n/k$ or $2n/k + 2$ if $x_i \oplus y_i = 0$. We argue that a good approximate matching algorithm must distinguish between these two cases on a noticeable fraction of the paths, allowing the players to solve $\text{PXA}$.

The players simulate the execution of $A$ for $n/k - 1$ rounds, until it terminates. The simulation is very similar to the one in [27], with each player initially simulating almost all nodes of the graph, but simulating fewer and fewer nodes as the execution of the algorithm progresses. Specifically, at each time $t \leq n/k - 1$, let $V_A^t = [k] \times \{A, 0, 1, \ldots, 2n/k - t\}$ and $V_B^t = [k] \times \{B, t, t + 1, \ldots, 2n/k\}$ be the path nodes simulated by Alice and Bob, respectively, at time $t$. At each time $t$, each player can compute the messages that the nodes in $V_A^{t+1}$ (resp. $V_B^{t+1}$) will receive in the current round from their neighbors on the path, because it knows the neighbors’ local states at time $t$. In addition to the path nodes, the players also simulate the tree nodes and the spine nodes, fewer and fewer in each round. This part of the simulation is again very similar to [27], and we omit it here.

When $A$ terminates, both players know the states of nodes $(i, n/k - 1), (i, n/k), (i, n/k + 1)$ for each $i \in [k]$. This overlap is important for our reduction.

Let $E_A$ be the set of edges such that at the end of the simulation, Alice has the local states of both endpoints of the edge, and therefore knows the value the algorithm assigned to this edge. Similarly define $E_B$ for Bob. Let $M$ be the fractional matching computed by the algorithm.

**Producing Outputs**

After the simulation ends, the players examine the fractional matching produced by the algorithm, and use it to produce outputs, as follows.

For a path $\pi = u_0, \ldots, u_{k-1}$, let $\pi^{-1} = u_{k-1}, \ldots, u_0$ be the inverse path, and let odd-edges$(\pi) = \{u_{2i}, u_{2i+1}\} | 2i + 1 < k$ be the set of odd-numbered edges along the path (the first edge, the third edge, and so on). Note that if $\pi$ has odd length (an odd number of edges), then odd-edges$(\pi) = $ odd-edges$(\pi^{-1})$, but if $\pi$ has even length, then odd-edges$(\pi)$ and odd-edges$(\pi^{-1})$ are a partition of the edges of $\pi$.

For each $i \in [k]$, Alice outputs $a_i = 1$ iff from her perspective, every odd-numbered edge “that she can still see” has value greater than $1/2$. That is, $a_i = 1$ iff for every $e \in$ odd-edges$(\pi_i^{x/y}) \cap E_A$ we have $M(e) > 1/2$. Bob does the same, but he views the path in reverse, because he is at the other end of it: he outputs $b_i = 1$ iff for every $e \in$ odd-edges$(\pi_i^{x/y})^{-1} \cap E_B$ we have $M(e) > 1/2$. We argue that this odd-looking decision rule indeed captures the fact that $M$ “looks different” on odd-length and even-length paths.
Correctness of the Deduction

First, note that we can effectively ignore the bridge edges, and assume that they have weight zero: If $M$ assigns non-zero weight to some bridge edge $\{e_i, (j, 2i)\}$, we can “shift” this weight onto the corresponding spine edge $\{e_i, x_i\}$ and zero out the weight of the bridge edge. The resulting matching $M'$ agrees with $M$ on all the path edges, but since it now induces disconnected components consisting of the $k$ paths and the tree (the bridges have value 0), it must “solve each path individually”. We can also ignore the tree and spines, because they do not contribute too much to the total value. For simplicity, let us assume here that $M$ is a $(1 - \Theta(1/\sqrt{n}))$-multiplicative approximation to the maximum matching on the paths $\pi_1^{x,y}, \ldots, \pi_k^{x,y}$.

Next, observe that if $M$ is a $(1 - \Theta(1/\sqrt{n}))$-multiplicative approximation to the maximum fractional matching, then for a constant fraction of our $k = \Theta(\sqrt{n})$ paths, $M$ must be an $O(1)$-additive approximation to the maximum fractional matching on the path: the optimal fractional matching has total value at most $2n$ on all the paths (this is a coarse upper bound), so missing even a constant value $\alpha \in (0, 1)$ on $\beta\sqrt{n}$ paths leads to a multiplicative approximation of only $1 - \alpha/2\sqrt{n}$.

We set the constants so that for a $\delta$-fraction of the $k$ paths, $M$ is at least a $1/3$-additive approximation. Then we show that for any path $\pi_i^{x,y}$, if $M$ achieves a $1/3$-additive approximation to the maximum matching on $\pi_i^{x,y}$, then the players correctly solve coordinate $i$.

That is, $a_i \wedge b_i = x_i \oplus y_i$.

The heart of the lower bound is the following simple observation:

**Lemma 15.** Let $\pi$ be a path with $2r + 1$ edges, $r \geq 0$, and let $M$ be a $1/3$-additive approximation to the maximum fractional matching on $\pi$. Then for all $e \in \text{odd-edges}(\pi)$ we have $M(e) > 1/2$.

**Proof.** Suppose not, and let $e \in \text{odd-edges}(\pi)$ be an edge with $M(e) \leq 1/2$. Removing edge $e$ from $\pi$ splits the path into two even-length paths (the suffix and the prefix), with combined length $2r$. On an even path of $2i$ edges, the maximum fractional matching has total value $i$, and therefore the total value of $M$ on the two even-length paths is at most $r$. Because $M(e) \leq 1/2$, the total value of $M$ on $\pi$ is at most $r + 1/2$. But the maximum fractional matching on $\pi$ has total value $r + 1$, so $M$ is not a $1/3$-additive approximation. ◀

**Corollary 16.** If $M$ is a $1/3$-additive approximation on $\pi_i^{x,y}$, and $x_i \oplus y_i = 1$ (so $\pi_i^{x,y}$ has odd length), then for every odd-numbered edge $e \in \text{odd-edges}(\pi_i^{x,y})$ we have $M(e) > 1/2$.

This shows that for odd-length paths that are well-approximated by $M$, the players do indeed solve $XA$ correctly. What about even-length paths? Here the situation is even simpler:

**Lemma 17.** If $x_i \oplus y_i = 0$, then there exists an edge

$$e \in (\text{odd-edges}(\pi_i^{x,y}) \cap E_A) \cup (\text{odd-edges}(\pi_i^{x,y})^{-1}) \cap E_B)$$

with $M(e) \leq 1/2$.

**Proof.** Recall that when $x_i \oplus y_i = 0$, the length of $\pi_i^{x,y}$ is even, and therefore $\text{odd-edges}(\pi_i^{x,y})$ and $\text{odd-edges}(\pi_i^{x,y})^{-1}$ form a partition of the path edges. Recall also that the overlap of the edges simulated by the players at the end, $E_A \cap E_B$, contains at least two adjacent edges on each path. Because $M$ is feasible, it assigns value $\leq 1/2$ to at least one of these edges, and since the edge is either in $\text{odd-edges}(\pi_i^{x,y})$ or in $\text{odd-edges}(\pi_i^{x,y})^{-1}$, at least one of the players will output 0. ◀
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Abstract

Consensus and State Machine Replication (SMR) are generally considered to be equivalent problems. In certain system models, indeed, the two problems are computationally equivalent: any solution to the former problem leads to a solution to the latter, and vice versa.

In this paper, we study the relation between consensus and SMR from a complexity perspective. We find that, surprisingly, completing an SMR command can be more expensive than solving a consensus instance. Specifically, given a synchronous system model where every instance of consensus always terminates in constant time, completing an SMR command does not necessarily terminate in constant time. This result naturally extends to partially synchronous models. Besides theoretical interest, our result also corresponds to practical phenomena we identify empirically. We experiment with two well-known SMR implementations (Multi-Paxos and Raft) and show that, indeed, SMR is more expensive than consensus in practice. One important implication of our result is that – even under synchrony conditions – no SMR algorithm can ensure bounded response times.
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Introduction

Consensus is a fundamental problem in distributed computing. In this problem, a set of distributed processes need to reach agreement on a single value [32]. Solving consensus is one step away from implementing State Machine Replication (SMR) [49, 31]. Essentially, SMR consists of replicating a sequence of commands – often known as a log – on a set of processes which replicate the same state machine. These commands represent the ordered input to the state machine. SMR has been successfully deployed in applications ranging from storage systems, e.g., LogCabin built on Raft [43], to lock [13] and coordination [27] services. At a high level, SMR can be viewed as a sequence of consensus instances, so that each value output from an instance corresponds to a command in the SMR log.

From a solvability standpoint and assuming no malicious behavior, SMR can use consensus as a building block. When the latter is solvable, the former is solvable as well (the reverse direction is straightforward). Most previous work in this area, indeed, explain how to build SMR assuming a consensus foundation [21, 36, 33], or prove that consensus is equivalent from a solvability perspective with other SMR abstractions, such as atomic broadcast [14, 42]. An important body of work also studies the complexity of individual consensus instances [28, 22, 35, 47]. SMR is typically assumed to be a repetition of infinitely many consensus instances [29, 34] augmented with a reliable broadcast primitive [14], so at first glance it seems that the complexity of an SMR command can be derived from the complexity of the underlying consensus. We show that this is not the case.

In practice, SMR algorithms can exhibit irregular behavior, where some commands complete faster than others [12, 40, 54]. This suggests that the complexity of an SMR command can vary and may not necessarily coincide with the complexity of consensus. Motivated by this observation, we study the relation between consensus and SMR in terms of their complexity. To the best of our knowledge, we are the first to investigate this relation. In doing so, we take a formal, as well as a practical (i.e., experimental) approach. Counter-intuitively, we find that SMR is not necessarily a repetition of consensus instances.

We show that completing an SMR command can be more expensive than solving a consensus instance. Constructing a formalism to capture this result is not obvious. We prove our result by considering a fully synchronous system, where every consensus instance always completes in a constant number of rounds, and where at most one process in a round can be suspended (e.g., due to a crash or because of a network partition). A suspended process in a round is unable to send or deliver any messages in that round. Surprisingly, in this system model, we show that it is impossible to devise an SMR algorithm that can complete a command in constant time, i.e., completing a command can potentially require a non-constant number of rounds. We also discuss how this result applies in weaker models, e.g., partially synchronous, or if more than one process is suspended per round (see Section 3.2).

At a high level, the intuition behind our result is that a consensus instance “leaks,” so that some processing for that instance is deferred for later. Simply put, even if a consensus instance terminates, some protocol messages belonging to that instance can remain undelivered. Indeed, consensus usually builds on majority quorum systems [51], where a majority of processes is sufficient and necessary to reach agreement; any process which is not in this majority may be left out. Typically, undelivered messages are destined to processes which are not in the active majority – e.g., because they are slower, or they are partitioned from the other processes. Such a leak is inherent to consensus: the instance must complete after gathering a majority, and should not wait for additional processes. If a process is not in the active majority, that process might as well be faulty, e.g., permanently crashed.
In the context of an SMR algorithm, when successive consensus instances leak, the same process can be left behind across multiple SMR commands; we call this process a *straggler*. Consequently, the deferred processing accumulates. It is possible, however, that this straggler is in fact correct. This means that eventually the straggler can become part of the active quorum for a command. This can happen when another process fails and the quorum must switch to include the straggler. When such a switch occurs, the SMR algorithm might not be able to proceed before the straggler recovers the whole chain of commands that it misses. Only after this recovery completes can the next consensus instance (and SMR command) start. Another way of looking at our result is that a consensus instance can neglect stragglers, whereas SMR must deal with the potential burden of helping stragglers catch-up.

We experimentally validate our result in two well-known SMR systems: a Multi-Paxos implementation (LibPaxos [3]) and a Raft implementation (etcd [2]). Our experiments include the wide-area and clearly demonstrate the difference in complexity, both in terms of latency and number of messages, between a single consensus instance and an SMR command. Specifically, we show that even if a single straggler needs to be included in an active quorum, SMR performance noticeably degrades. It is not unlikely for processes to become stragglers in practical SMR deployments, since these algorithms typically run on commodity networks [6]. These systems are subject to network partitions, processes can be slow or crashed, and consensus-based implementations can often be plagued with corner-cases or implementation issues [8, 30, 13, 25], all of which can lead to stragglers.

Our contribution in this paper is twofold. First, we initiate the study of the relation, in terms of complexity, between consensus and SMR. We devise a formalism to capture the difference in complexity between these two problems, and use this formalism to prove that completing a single consensus instance is not equivalent to completing an SMR command in terms of their complexity (i.e., number of rounds). More precisely, we prove that it is impossible to design an SMR algorithm that can complete a command in constant time, even if consensus always completes in constant time. Second, we experimentally validate our theoretical result using two SMR systems in both a single-machine and a wide-area network.

Roadmap. The rest of this paper is organized as follows. We describe our system model in Section 2. In Section 3 we present our main result, namely that no SMR algorithm can complete every command in a constant number of rounds. Section 4 presents experiments to support our result. We describe the implications of our result in Section 5, including ways to circumvent it and a trade-off in SMR. Finally, Section 6 concludes the paper.

2 Model

This paper studies the relation in terms of complexity between consensus and State Machine Replication (SMR). In this section we formulate a system model that enables us to capture this relation, and also provide background notions on consensus and SMR.

We consider a synchronous model and assume a finite and fixed set of processes $\Pi = \{p_1, p_2, \ldots, p_n\}$, where $|\Pi| = n \geq 3$. Processes communicate by exchanging messages. Each message is taken from a finite set $M = \{m_1, \ldots\}$, where each message has a positive and a bounded size, which means that there exists a $B \in \mathbb{N}^+$ such that $\forall m \in M, 0 < |m| \leq B$.

\footnote{We note that this leaking property seems not only inherent in consensus, but in any equivalent replication primitive, such as atomic broadcast.}
A process is a state machine that can change its state as a consequence of delivering a message or performing some local computation. Each process has access to a read-only global clock, called round number, whose value increases by one on every round. In each round, every process $p_i$: (1) sends one message to every other process $p_j \neq p_i$ (in total $p_i$ sends $n - 1$ messages in each round);\(^2\) (2) delivers any messages sent to $p_i$ in that round; and (3) performs some local computation.

An algorithm in such a model is the state machine for each process and its initial state. A configuration corresponds to the internal state of all processes, as well as the current round number. An initial configuration is a configuration where all processes are in their initial state and the round number is one. In each round, up to $n(n - 1)$ messages are transmitted. More specifically, we denote a transmission as a triplet $(p, q, m)$ where $p, q \in \Pi(p \neq q)$ and $m \in M$. For instance, transmission $(p_i, p_j, m_{i,j})$ captures the sending of message $m_{i,j}$ from process $p_i$ to process $p_j$. We associate with each round an event, corresponding to the set of transmissions which take place in that round; we denote this event by $\tau \subseteq \{(p_i, p_j, m_{i,j}) : i, j \in \{1, \ldots, n\} \land i \neq j\}$. An execution corresponds to an alternating sequence of configurations and events, starting with an initial configuration. An execution $e^+$ is called an extension of a finite execution $e$ if $e$ is a prefix of $e^+$. Given a finite execution $e$, we denote with $E(e)$ the set of all extensions of $e$. We assume deterministic algorithms; the sequence of events uniquely defines an execution.

Failures. Our goal is to capture the complexity—i.e., cost in terms of number of synchronous rounds—of a consensus instance and of an SMR command, and expose any differences in terms of this complexity. Towards this goal, we introduce a failure mode which omits all transmissions to and from at most one process per round.

We say that a process $p_i$ is suspended in round $r$ associated with the event $\tau$, if $\forall m \in M$ and $\forall j \in \{1, \ldots, n\}$ with $j \neq i$, $(p_i, p_j, m) \notin \tau$ and $(p_j, p_i, m) \notin \tau$, hence $|\tau| = n(n - 1) - 2(n - 1) = (n - 1)(n - 2)$. If a process $p_i$ is not suspended in a round $r$, we say that $p_i$ is correct in round $r$. In a round associated with an event $\tau$ where all processes are correct there are no omissions, hence $|\tau| = n(n - 1)$. A process $p_i$ is correct in a finite execution $e$ if there is a round in $e$ where $p_i$ is correct. Process $p_i$ is correct in an infinite execution $e$ if there are infinitely many rounds in $e$ where $p_i$ is correct. For our result, it suffices that in each round a single process is suspended. Note that each round in our model is a communication-closed layer [18], so messages omitted in a round are not delivered in any later round.

A suspended process represents a scenario where a process is slowed down. This may be caused by various real-world conditions, e.g., a transient network disconnect, a load imbalance, or temporary slowdown due to garbage collection. In all of these, after a short period, connections are dropped and message buffers are reclaimed; such conditions can manifest as message omissions. The notion of being suspended also represents a model where processes may crash and recover, where any in-transit messages are typically lost.

There is a multitude of work [44, 45, 47, 9, 48] on message omissions (e.g., due to link failures) in synchronous models. Our system model is based on the mobile faults model [44]. Note however that our model is stronger than the mobile faults model, since we consider that either exactly zero or exactly $2(n - 1)$ message omissions occur in a given round.\(^3\) Other powerful frameworks, such as layered analysis [41], the heard-of model [15], or RRFD [20] can be used to capture omission failures, but we opted for a simpler approach that can specifically express the model which we consider.

\(^2\) As a side note, if a process $p_i$ does not have something to send to process $p_j$ in a given round, we simply assume that $p_i$ sends an empty message.

\(^3\) If a process $p$ is suspended, then $n - 1$ messages sent by $p$ and $n - 1$ messages delivered to $p$ are omitted.
Algorithm 1 Consensus.

1: procedure Propose($p_i, v_i$) \triangleright $p_i$ proposes value $v_i$
2: 
3: \triangleright round 1
4: \forall p \in \Pi \setminus \{p_i\}, send(p, v_i) \triangleright $\Pi$ is the set of processes
5: values ← \{ $v_i$ \} \cup \{ each value $v$ delivered from process $p$ (\forall p \in \Pi \setminus \{p_i\}) \}
6: if $|values| \neq 1$ then \triangleright $p_i$ is correct in round 1
7: \triangleright decision ← deterministicFunction(values)
8: else $\triangleright p_i$ was suspended
9: $\triangleright p_i$ cannot decide yet
10: \triangleright round $k$ ($k \geq 2$): consensus instance completes in round 2
11: \forall p \in (\Pi \setminus \{p_i\}) \cup \{client\}, send(p, decision) \triangleright broadcast decided value
12: values ← \{decision\} \cup \{ each decision $d$ delivered from process $p$ (\forall p \in \Pi \setminus \{p_i\}) \}
13: decision ← $d$ where $d$ \in values and $d \neq \bot$

2.1 Consensus

In the consensus problem, processes have initial values which they propose, and have to decide on a single value. Consensus [10] is defined by three properties: validity, agreement, and termination. Validity requires that a decided value was proposed by one of the processes, whilst agreement asks that no two processes decide differently. Finally, termination states that every correct process eventually decides. In the interest of having an “apples to apples” comparison with SMR commands (defined below, Section 2.2), we introduce a client (e.g., learner in Paxos terminology [33]), and say that a consensus instance completes as soon as the client learns about the decided value. This client is not subject to being suspended, and after receiving the decided value, the client broadcasts this value to the other processes. Algorithm 1 is a consensus algorithm based on this idea.

It is easy to see that in such a model consensus completes in two rounds: processes broadcast their input, and every process uses some deterministic function (e.g., maximum) to decide on a specific value among the set of values it delivers. Since all processes deliver exactly the same set of $n - 1$ (or $n$) values, they reach agreement. In the second round, all processes send their decided value (a process that was suspended in the first round might send $\bot$) to all the other processes, including the client. Since $n \geq 3$ and at least $n - 1$ processes are correct in the second round, the client delivers the decided value (i.e., a value that is not $\bot$) and thus the consensus instance completes by the end of round two. Afterwards (starting from the third round), the client broadcasts the decided value to all the processes, so eventually every correct process decides, satisfying termination. Note that if a process is suspended in the first round (but correct in the second round), it will decide in the second round, after delivering the decided value from some other process. Algorithm 1 represents this solution in which the red and blue lines correspond to the synchronous model’s send and deliver actions respectively.

We remark that Algorithm 1 does not contradict the lossy link impossibility result of Santoro and Widmayer [44], even though our model permits more than $n - 1$ message omissions in a round, since the model we consider is stronger.

We emphasize that although correct processes can decide in the first round, we consider that the consensus instance completes when the client delivers the decided value. Hence, the consensus instance in Algorithm 1 completes in the second round. In more practical terms, this consensus instance has a constant cost.
2.2 State Machine Replication

The SMR approach requires a set of processes (i.e., replicas) to agree on an ordered sequence of commands [31, 49]. We use the terms replica and process interchangeably. Informally, each replica has a log of the commands it has performed, or is about to perform, on its copy of the state machine.

**Log.** Each replica is associated with a sequence of decided and known commands which we call the log. The commands are taken from a finite set \( C = \{c_1, \ldots, c_k\} \). We denote the log with \( \ell(e, p) \) where \( e \) is a finite execution, \( p \) is a replica, and each element in \( \ell(e, p) \) belongs to the set \( C \cup \{\epsilon\} \). Specifically, \( \ell(e, p) \) corresponds to commands known by replica \( p \) after all the events in a finite execution \( e \) have taken place (e.g., \( \ell(e, p) = c_1, c_2, \ldots, c_n \)). For \( 1 \leq i \leq |\ell(e, p)| \), we denote with \( (e, p) \), the \( i \)-th element of sequence \( \ell(e, p) \). If there is an execution \( e \) and \( \exists p \in \Pi \) and \( \exists i \in \mathbb{N}^+ \) such that \( \ell(e, p)_i = \epsilon \), this means that replica \( p \) does not have knowledge of the command for the \( i \)-th position in its log, while at least one replica does have knowledge of this command (i.e., \( \exists p' \neq p \in \Pi : \ell(e, p')_i \neq \epsilon \)). We assume that if a process knows about a command \( c \), then \( c \) exists in \( \ell(e, p) \). To keep our model at a high-level, we abstract over the details of how each command appears in the log of each replica, since this is typically algorithm-specific. Additionally, state-transfer optimizations or snapshotting [43] are orthogonal to our discussion.

An SMR algorithm is considered valid if the following property is satisfied for any finite execution \( e \) of that algorithm: \( \forall p, p' \in \Pi \) and for every \( i \) such that \( 1 \leq i \leq \min(|\ell(e, p)|, |\ell(e, p')|) \), if \( \ell(e, p)_i \neq \ell(e, p')_i \), then either \( \ell(e, p)_i = \epsilon \) or \( \ell(e, p')_i = \epsilon \). In other words, consider a replica \( p \) which knows a command for a specific log position \( i \), i.e., \( \ell(e, p)_i = c_k \), where \( c_k \in C \). Then for the same log position \( i \), any other process \( p' \) can either know command \( c_k \) (i.e., \( \ell(e, p')_i = c_k \)), not know the command (i.e., \( \ell(e, p')_i = \epsilon \)), or have no information regarding the command (i.e., \( |\ell(e, p')| < i \)). In this paper, we only consider valid SMR algorithms.

In what follows, we define what it means for a replica to be a straggler, as well as how replicas first learn about commands.

**Stragglers.** Intuitively, stragglers are replicas that are missing commands from their log. More specifically, let \( L = \max_p |\ell(e, p)| \). We say that \( q \) is a \( k \)-straggler if the number of non-\( \epsilon \) elements in \( \ell(e, q) \) is at most \( L - k \). A replica \( p \) is a straggler in an execution \( e \) if there exists a \( k \geq 1 \) such that \( p \) is a \( k \)-straggler. Otherwise, we say that the replica is a non-straggler. A replica is suspended for a number of rounds could potentially miss commands and hence become a straggler.

**Client.** Similar to the consensus client, there is a client process in SMR as well. In SMR, however, the client proposes commands. The client acts like the \((n+1)\)-th replica in a system with \( n \) replicas and its purpose is to supply one command to the SMR algorithm, wait until it receives (i.e., delivers) a response for the command it sent, then send another command, etc. A client, however, is different from the other replicas, since an SMR algorithm has no control over the state machine operating in the client and the client is never suspended. A client operates in lock-step\(^4\) as follows:

---

\(^4\) Clients need not necessarily operate in lock-step, but can employ pipelining, i.e., can have multiple commands outstanding. Practical systems employ pipelining [43, 3, 2], and we account for this aspect later in our practical experiments of Section 4.
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sends a command \( c \in C \) to all the \( n \) replicas in some round \( r \);
- waits until some replica responds to the client’s command (i.e., the response of applying the command).\(^5\)

A replica \( p \) can respond to a client command \( c \) only if it has all commands preceding \( c \) in its log. This means that \( \exists i : \ell(e, p)_i = c \) and \( \forall j < i, \ell(e, p)_j \neq c \). We say that the client is suggesting a command \( c \) at a round \( r \) if the client sends a message containing command \( c \) to all the replicas in round \( r \). Similarly, we say that a client gets a response for command \( c \) at a round \( r \) if some replica sends a message to the client containing the response of the command \( c \) in round \( r \).

**SMR Algorithm.** Algorithm 1 shows that consensus is solvable in our model. It seems intuitive that SMR is solvable in our model as well. To prove that this is the case, we introduce an SMR algorithm. Roughly speaking, this algorithm operates as follows. Each replica contains an ordered log of decided commands. A command is decided for a specific log position by executing a consensus instance similar to Algorithm 1. The SMR algorithm takes care of stragglers through the use of helping. Specifically, each replica tries to help stragglers by sending commands which the straggler might be missing. Due to space constraints, we defer the detailed description and the proof of the SMR algorithm, which can be seen as a contribution in itself, to our corresponding technical report [4]. As we show next (Section 3), no SMR algorithm can respond to a client in a finite number of rounds. Hence, even with helping, our SMR algorithm cannot guarantee a constant response either. Finally, note that our definition of a valid SMR algorithm does not include a liveness property since this is not needed for our result. Nevertheless, the SMR algorithm we propose guarantees that if a client suggests a command, then the client eventually gets a response.

## 3 Complexity Lower Bound on State Machine Replication

We now present the main result of our paper. Roughly speaking, we show that there is no State Machine Replication (SMR) algorithm that can always respond to a client in a constant number of rounds. We also discuss how this result extends beyond the model of Section 2.

### 3.1 Complexity Lower Bound

We briefly describe the idea behind our result. We observe that there is a bounded number of commands that can be delivered by a replica in a single round, since messages are of bounded size, a practical assumption (Lemma 1). Using this observation, we show that in a finite execution \( e \), if each replica \( p_i \) is missing \( \beta_i \) commands, then an SMR algorithm needs \( \Omega(\min \beta_i) \) rounds to respond to at least one client command suggested in an extension \( e^+ \in E(e) \) (Lemma 2). Finally, for any \( r \in \mathbb{N}^+ \), we show how to construct an execution \( e \) where each replica misses enough commands in \( e \), so that a command suggested by a client in an extension \( e^+ \in E(e) \) cannot get a response in less than \( r \) rounds (Theorem 3). Hence, no SMR algorithm in our model can respond to every client command in a constant number of rounds.

**Lemma 1.** A single replica can deliver up to a bounded number (that we denote by \( \Psi \)) of commands in a round.

---

\(^5\) We consider that a command is applied instantaneously on the state machine (i.e., execution time for any command is zero).
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Figure 1 Constructed execution of Theorem 3. Red dashed lines correspond to rounds where a replica is suspended. Replica \( p_1 \) is suspended for \( a_1 \) rounds, replica \( p_2 \) for \( a_2 \) rounds, etc.

Proof. Since any message \( m \) is of bounded size \( B \) (\( \forall m \in M, |m| \leq B \)), the number of commands message \( m \) can contain is bounded. Let us denote with \( \psi \) the maximum number of commands any message can contain. Since the number of commands that can be contained in one message is at most \( \psi \), a replica can transmit at most \( \psi \) commands to another replica in one round. Therefore, in a given round a replica can deliver from other replicas up to \( \Psi = (n-1)\psi \) commands. In other words, a replica cannot recover faster than \( \Psi \) commands per round.

\[\Box\]

Lemma 2. For any finite execution \( e \), if each replica \( p_i \) is a \( \beta_i \)-straggler (i.e., \( p_i \) misses \( \beta_i \) commands), then there is a command suggested by the client in some execution \( e^+ \in E(e) \) such that we need at least \( \lceil \min_i(\beta_i/\Psi) \rceil \) rounds to respond to it.

Proof. Consider an execution \( e^+ \in E(e) \) such that in a given round \( r \), a client suggests to all replicas a command \( c \), where round \( r \) exists in \( e^+ \) but does not exist in \( e \). This implies that replicas are not yet aware of command \( c \) in \( e \), so command \( c \) should appear in a log position \( i \) where \( i \) is greater than \( \max_p[\ell(e, p)] \). In order for a replica to respond to the client’s command \( c \), the replica first needs to have all the commands preceding \( c \) in its log. For this to happen, some replica needs to get informed about \( \beta_i \) commands. Note that from Lemma 1, a replica can only deliver \( \Psi \) commands in a round. Therefore, a replica needs at least \( \lceil \min_i(\beta_i/\Psi) \rceil \) rounds to get informed about the commands it is missing (i.e., recover), and hence we need at least \( \lceil \min_i(\beta_i/\Psi) \rceil \) rounds for the client to get a response for \( c \).

\[\Box\]

Theorem 3. For any \( r \in \mathbb{N}^+ \) and any SMR algorithm with \( n \) replicas (\( n \geq 3 \)), there exists an execution \( e \), such that a command \( c \) which the client suggests in some execution \( e^+ \in E(e) \) cannot get a response in less than \( r \) rounds.

Proof. Assume by contradiction that, given an SMR algorithm, each command suggested by a client needs at most a constant number of rounds \( k \) to get a response. Since we can get a response to a command in at most \( k \) rounds, we can make a replica “miss” any number of commands by simply suspending it for an adequate amount of rounds.

To better convey the proof we introduce the notion of a phase. A phase is a conceptual construct that corresponds to a number of contiguous rounds in which a specific replica is suspended. Specifically, we construct an execution \( e \) consisting of \( n \) phases. Figure 1 conveys the intuition behind this execution. In the \( i \)-th phase, replica \( p_i \) is suspended for \( \alpha_i \) rounds, and \( \alpha_i \neq \alpha_j \) for \( i \neq j \). The idea is that after the \( n \)-th phase, each replica is a straggler and needs more than \( k \) rounds to become a non-straggler and be able to respond to a client command suggested in a round \( o \), where \( o \) exists in \( e^+ \) but not in \( e \). We start from the \( n \)-th phase, going backwards. In the \( n \)-th phase, we make replica \( p_n \) miss enough commands, say \( \beta_n \). In general, the number \( \beta_n \) of commands is such, that if a client suggests a command
at the end of the \(n\)-th phase, the client cannot get a response from within \(k\) rounds of the command being suggested. For this to hold, it suffices to miss \(\beta_n = k \Psi + 1\) commands. In order to miss \(\beta_n\) commands, we have to suspend \(p_n\) for at least \(\beta_n k\) rounds, since a client may submit a new command every (at most) \(k\) rounds. Thus, we set \(\alpha_n = \beta_n k\). Similarly, replica \(p_{n-1}\) has to miss enough commands (\(\beta_{n-1}\)) such that it cannot get all the commands in less than \(k\) rounds. Note that after \(p_{n-1}\) was suspended for \(\alpha_{n-1}\) rounds, replica \(p_n\) took part in \(\alpha_n\) rounds. During these \(\alpha_n\) rounds, replica \(p_{n-1}\) could have recovered commands it was missing. Therefore, \(p_{n-1}\) must miss at least \(\beta_{n-1} = (\alpha_n + k) \Psi + 1\) commands and \(\alpha_{n-1} = \beta_{n-1} k\). In the same vein, \(\forall i \in \{1, \ldots, n\}\) \(\beta_i = ((\sum_{j=i+1}^{n} \alpha_j) + k) \Psi + 1\).

With our construction we succeed in having \(\beta_i / \Psi = ((\sum_{j=i+1}^{n} \alpha_j) + k + 1) / \Psi > k\) for every \(i \in \{1, \ldots, n\}\). Therefore, using Lemma 2, after the \(n\) phases, each replica needs more than \(k\) rounds to get informed about commands it is missing from its log, a contradiction. \(\blacksquare\)

Theorem 3 states that there exists no SMR algorithm in our model that can respond to every client command in a constant number of rounds.

3.2 Extension to other Models

The system model we use in this paper (Section 2) lends itself to capture naturally the difference in complexity (i.e., number of rounds) between consensus and SMR. It is natural to ask whether this difference extends to other system models – and which are those models. Identifying all the models where our result applies, or does not apply, is a very interesting topic which is beyond the scope of this paper, but we briefly discuss it here.

Consider models which are stronger than ours. An example of a stronger model is one that is synchronous with no failures; such a model would disallow stragglers and hence both consensus and SMR can be solved in constant time. Similarly, if the model does not restrict the size of messages (see Lemma 1), then an SMR command can complete in constant time, circumventing our result. We further discuss how our result can be circumvented in Section 5.

A more important case is that of weaker, perhaps more realistic models. If the system model is too weak – if consensus is not solvable [19] – then it is not obvious how consensus relates to SMR in terms of complexity. Such a weak model, however, can be augmented, for instance with unreliable failure detectors [14], allowing consensus to be solved. Informally, during well-behaved executions of such models, i.e., executions when the system behaves synchronously and no failures occur [28], SMR commands can complete in constant time.

Most practical SMR systems [16, 13, 43, 40] typically assume a partially synchronous or an asynchronous model with failure detectors [14], and executions are not well-behaved, because failures are prone to occur [6]. We believe our result applies in these practical settings, concretely within synchronous periods (or when the failure detector is accurate, respectively) of these models. During such periods, if at least one replica can suffer message omissions, completing an SMR command can take a non-constant amount of time. Indeed, in the next section, we present an experimental evaluation showing that our result holds in a partially synchronous system.

4 The Empirical Perspective

Our goal in this section is to substantiate empirically the theoretical result of Section 3. We first cover details of the experimental methodology. Then we discuss the evaluation results both in a single-machine environment, as well as on a practical wide-area network (WAN).
4.1 Experimental Methodology

We use two well-known State Machine Replication (SMR) systems: (1) LibPaxos, a Multi-Paxos implementation [3], and (2) etcd [2], a mature implementation of the Raft protocol [43]. We note that LibPaxos distinguishes between three roles of a process: proposer, acceptor, and learner [33]. To simplify our presentation, we unify the terminology so that we use the term replica instead of acceptor, the term client replaces learner, and the term leader replaces proposer. Each system we deploy consists of three replicas, since this is sufficient to validate our result and moreover it is a common deployment practice [16, 23]. We employ one client. In LibPaxos, we use a single leader, which corresponds to a separate role from replicas. In Raft, one of the three replicas acts as the leader.

Using these two systems, we measure how consensus relates to SMR in terms of cost in the following three scenarios:

1. **Graceful**: when network conditions are uniform and no failures occur; this scenario only applies to the single-machine experiments of Section 4.2;
2. **Straggler**: a single replica is slower than the others (i.e., this is a straggler) but no failures occur, so the SMR algorithm needs not rely on the straggler;
3. **Switch**: a single replica is a straggler and a failure occurs, so the SMR algorithm has to include the straggler on the critical path of agreement on commands.

Due to the difficulty of running synchronous rounds in a practical system, our measurements are not in terms of rounds (as in the model of Section 2). Instead, we take a lower-level perspective. We report on the cost, i.e., number of messages, and the latency measured at the client.\(^6\) Specifically, in each experiment, we report on the following three measurements.

First, we present the cost of each consensus instance \(i\) in terms of number of messages which belong to instance \(i\), and which were exchanged between replicas, as well as the client. Each consensus instance has an identifier (called \(iid\) in LibPaxos and \(index\) in Raft), and we count these messages up to the point where the instance completes at the client. Recall that in our model (Section 2.1) we similarly consider consensus to complete when the client learns the decided value. This helps us provide an “apples to apples” comparison between the cost of consensus instances and SMR commands (which we describe next).

Second, we measure the cost of each SMR command \(c\). Each command \(c\) is associated with a consensus instance \(i\). The cost of \(c\) is similar to the cost of \(i\): we count messages exchanged between replicas and the client for instance \(i\).\(^7\) The cost of a command \(c\), however, is a more nuanced measurement. As we discussed already, a consensus instance typically leaks messages, which can be processed later. Also, both systems we consider use pipelining, so that a consensus instance \(i\) may overlap with other instances while a replica is working on command \(c\). Specifically, the cost of \(c\) can include messages leaked from some instance \(j\), where \(j < i\) (because a replica cannot complete command \(c\) without having finished all previous instances) but also from some instance \(k\), with \(k > i\) (these future instances are being prepared in advance in a pipeline, and are not necessary for completing command \(c\)).

Third, we measure the latency for completing each SMR command. An SMR command starts when the client submits this command to the leader, and ends when the client learns the command. In LibPaxos, this happens when the client gathers replies for that command from two out of three replicas; in Raft, the leader notifies the client with a response.

\(^6\) Note that it is simple to convert rounds to messages, considering our description of rounds in Section 2.

\(^7\) For LibPaxos, the cost of consensus and SMR includes additionally messages involving the leader.
Figure 2: Experimental results with LibPaxos on a single-machine setup. We compare the cost of SMR commands with the cost of consensus instances in three scenarios.

(a) **Graceful** scenario: all replicas experience uniform conditions and no failures occur.

(b) **Straggler** scenario: one of the three replicas is a straggler.

(c) **Switch** scenario: one of the three replicas is a straggler and the active quorum switches to include this straggler.

We consider both a single-machine setup and a WAN. The former setup serves as a controlled environment where we can vary specifically the variable we seek to study, namely the impact of a straggler when quorums switch. For this experiment, we use LibPaxos and we discuss the results thoroughly. The latter setup reflects real-world conditions which we use to validate against our findings in the single-machine setup, and we experiment with both systems. In all executions the client submits 1000 SMR commands; we ignore the first 100 (warm-up) and the last 50 commands (cool-down) from the results. We run the same experiment three times to confirm that we are not presenting outlying results.
4.2 Experimental Results on a Single Machine

We experiment on an Intel Core i7-3770K (3.50GHz) equipped with 16GB of RAM. Since there is no network in these experiments, spurious network conditions – which can arise in practice, as we shall see next in Section 4.3 – do not create noise in our results. To make one of the replicas a straggler, we make this replica relatively slower through a random delay (via the `select` system call) of up to 500us when this replica processes a protocol message.

In Figure 2a we show the evolution of the three measurements we study for the graceful execution. The mean latency is 5590us with a standard deviation of 730us, i.e., the performance is very stable. This execution serves as a baseline.

In Figure 2b we present the result for the straggler scenario. The average latency, compared with Figure 2a, is slightly smaller, at 5005us; the standard deviation is 403us. The explanation for this decrease is that there is less contention (because the straggler backs-off periodically), so the performance increases. In this scenario, additionally, there is more variability in the cost of SMR commands, which is a result of the straggler replica being less predictable in how many protocol messages it handles per unit of time.

For both Figures 2a and 2b, the average cost of an SMR command is the same as the average cost of a consensus instance, specifically around 12 messages. There is, however, a greater variability in the cost of SMR commands – ranging from 5 to 30 messages – while consensus instances are more regular – between 11 and 13 messages. As we mentioned already, the variability in the cost of SMR springs from two sources: (1) consensus instances leak into each other, and (2) the use of pipelining, a crucial part in any practical SMR algorithm, which allows consensus instances to overlap in time [27, 46].

Pipelining allows the leader to have multiple outstanding proposals, and these are typically sent and delivered in a burst, in a single network-level packet. This means that some commands can comprise just a few messages (all the other messages for such a command have been processed earlier with previous commands, or have been deferred), whereas some commands comprise many more messages (e.g., messages leaked from previous commands, or processed in advance from upcoming commands). In our case, the pipeline has size 10, and we can distinguish in the plots that the bumps in the SMR cost have this frequency. Larger pipelines allow higher variability in the cost of SMR. Importantly, to reduce the effect of pipelining on the cost of SMR commands, this pipeline size of 10 is much smaller than it is used in practice, which can be 64, 128, or larger [2, 3].

Figure 2c shows the execution where we stop one replica, so the straggler has to take part in the active quorum. The moment when the straggler has to recover all the missing state and start participating is evident in the plot. This happens at SMR command 450. We observe that SMR command 451 has considerably higher cost. This cost comprises all the messages which the straggler requires to catch-up, before being able to participate in the next consensus instance. The cost of consensus instance 451 itself is no different than other consensus instances. Since the straggler becomes the bottleneck, the latency increases and remains elevated for the rest of the execution. The average latency in this case is noticeably higher than in the two previous executions, at 10730us (standard deviation of 4726us). For this execution, we observe the same periodical bumps in the cost of SMR commands. Because the straggler replica is on the critical path of agreement, these bumps are more pronounced and less frequent: the messages concerning the straggler (including to and from other replicas or the client) accumulate in the incoming and outgoing queues and are processed in bursts.
Straggler scenario: the replica in Frankfurt is a straggler, since this is the farthest from the leader in Ireland. The system forms a quorum using the replicas in London and Paris.

Switch scenario: at SMR command 450 we switch out the replica in London. The straggler in Frankfurt then becomes part of the active quorum.

Figure 3 Experimental results with LibPaxos on the WAN. Similar to Figure 2, we compare the cost of SMR commands with the cost of consensus instances.

4.3 Wide-area Experiments

We deploy both LibPaxos and Raft on Amazon EC2 using t2.micro virtual machines [1]. For LibPaxos, we colocate the leader with the client in Ireland, and we place the three replicas in London, Paris, and Frankfurt, respectively. Similarly, for Raft we colocate the leader replica along with the client in Ireland, and we place the other two replicas in London and Frankfurt.

Under these deployment conditions, the replica in Frankfurt is naturally the straggler, since this is the farthest node from Ireland (where the leader is in both systems). Therefore, we do not impose any delays, as we did in the earlier single-machine experiments. Furthermore, colocating the client with the leader minimizes the latency between these two, so the latency measurements we report indicate the actual latency of SMR.

Figures 3 and 4 present our results for LibPaxos and Raft, respectively. To enhance visibility, please note that we use different scales for the $y$ and $y2$ axes. These experiments do not include the graceful scenario, because the WAN is inherently heterogeneous.

The most interesting observation is for the switch scenarios, i.e., Figures 3b and 4b. In these experiments, when we stop one of the replicas at command 450, there is a clear spike in the cost of SMR, which is similar to the spike in Figure 2c. Additionally, however, there is also a spike in latency. This latency spike does not manifest in single-machine experiments, where communication delays are negligible. Moreover, on the WAN the latency spike extends over multiple commands, because the system has a pipeline so the latency of each command being processed in the pipeline is affected while the straggler is catching up. After this spike, the latency decreases but remains slightly more elevated than prior to the switch, because the active quorum now includes the replica from Frankfurt, which is slightly farther away; the difference in latency is roughly 5ms.
State Machine Replication Is More Expensive Than Consensus

(a) **Straggler** scenario: the replica in Frankfurt is a straggler. The active quorum consists of the leader in Ireland and the replica in London.

(b) **Switch** scenario: we stop the replica in London at SMR command 450. Thereafter, the active quorum must switch to include the straggler in Frankfurt.

**Figure 4** Experimental results with Raft on the WAN. Similar to Figures 2 and 3, we compare the cost of SMR commands with the cost of consensus instances.

Beside the latency spike at SMR command 450, these experiments reveal a few other glitches, for instance around command 830 in Figure 3a, or command 900 in Figure 4b. In fact, we observe that unlike our single-machine experiments, the latency exhibits a greater variability. As we mentioned already, this has been observed before [12, 40, 54] and is largely due to the heterogeneity in the network and the spurious behavior this incurs. This effect is more notable in LibPaxos, but Raft also shows some variability. The latter system reports consistently lower latencies because an SMR command completes after a single round-trip between the leader and replicas [43].

As a final remark, our choice of parameters is conservative, e.g., execution length or pipeline width. For instance, in executions longer than 1000 commands we can exacerbate the difference in cost between SMR commands and consensus instances. Longer executions allow a straggler to miss even more state which it needs to recover when switching.

5 Discussion

The main implication of Theorem 3 is that it is impossible to devise a State Machine Replication (SMR) algorithm that can bound its response times. There are several conditions, however, which allow to circumvent our lower bound, which we discuss here. Moreover, when our result does apply, we observe that SMR algorithms can mitigate, to some degree, the performance degradation in the worst-case, i.e., when quorums switch and stragglers become necessary. These algorithms experience a trade-off between best-case and worst-case performance. We also discuss how various SMR algorithms deal with this trade-off.
Circumventing the Lower Bound. Informally, our result applies to SMR systems which fulfill two basic characteristics: i) messages are bounded in size, and ii) replicas can straggle for arbitrary lengths of time. Simply put, if one of these conditions does not hold, then we can circumvent Theorem 3. We discuss several cases when this can happen.

For instance, if the total size of the state machine is bounded, as well as small in size, then the whole state machine can potentially fit in a single message, so a straggler can recover in bounded time. This is applicable in limited practical situations. We are not aware of any SMR protocol that caps its state. But this state can be very small in some applications, e.g., if SMR is employed towards replicating only a critical part of the application, such as distributed locks or coordination kernels [27, 39].

The techniques of load shedding or backpressure [53] can be employed to circumvent our result. These are application-specific techniques which, concretely, allow a system to simply drop or deny a client command if the system cannot fulfill that command within bounded time. Other, more drastic, approaches to enforce strict latencies involve resorting to weak consistency or combining multiple consistency models in the same application [24], or provisioning additional replicas proactively when stragglers manifest [17, 50].

Best-case Versus Worst-case Performance Trade-off. When our lower bound holds, an SMR algorithm can take steps to ameliorate the impact which stragglers have on performance in the worst-case (i.e., when quorums switch). Coping with stragglers, however, does not come for free. The best-case performance can suffer if this algorithm expends resources (e.g., additional messages) to assist stragglers. Concretely, these resources could have been used to sustain a higher best-case throughput. When a straggler becomes necessary in an active quorum, however, this algorithm will suffer a smaller penalty for switching quorums and hence the performance in the worst-case will be more predictable.

This is the trade-off between best- and worst-case performance, which can inform the design of SMR algorithms. Most of the current well-known SMR protocols aim to achieve superior best-case throughput by sacrificing worst-case performance. This is done by reducing the replication factor, also known as a thrifty optimization [40]. In this optimization, the SMR system uses only $F + 1$ instead of $2F + 1$ replicas – thereby stragglers are non-existent – so as to reduce the amount of transmitted messages and hence improve throughput or other metrics [3, 38, 40]. In the worst-case, however, when a fault occurs, this optimization requires the SMR system to either reconfigure or provision an additional replica on the spot [37, 38], impairing performance.

Multi-Paxos proposes a mode of operation that can strike a good balance between best- and worst-case performance [32]. Namely, replicas in this algorithm can have gaps in their logs. When gaps are allowed, a replica can participate in the agreement for some command on log position $k$ even if this replica does not have earlier commands, i.e., commands in log positions $l$ with $l < k$. As long as the leader has the full log, the system can progress. Even when quorums switch, stragglers can participate without recovery. If the leader fails, however, the protocol halts [52, 11] because no replica has the full log, and execution can only resume after some replica builds the full log by coordinating with the others. It would be interesting in future work to experiment with an implementation that allows gaps, but LibPaxos does not follow this approach [3], and we are not aware of any such implementation.

\[8\] We do not argue that we can guarantee bounded response times in a general setting, only in the model we consider in Section 2.
It is interesting to note that there is not much work on optimizing SMR performance for the worst-case, e.g., by expediting recovery [11], and this is a good avenue for future research, perhaps with applicability in performance-sensitive applications. We believe SMR algorithms are possible where replicas balance among themselves the burden of keeping each other up to date collaboratively, e.g., as attempted in [7]. This would minimize the amount of missing state overall (and at any single replica), so as to be prepared for the worst-case, while minimizing the impact on the best-case performance.

6 Concluding Remarks

We examined the relation between consensus and State Machine Replication (SMR) in terms of their complexity. We proved the surprising result that SMR is more expensive than a repetition of consensus instances. Concretely, we showed that in a synchronous system where a single instance of consensus always terminates in a constant number of rounds, completing one SMR command can potentially require a non-constant number of rounds. Such a scenario can occur if some processes are stragglers in the SMR algorithm, but later the stragglers become active and are necessary to complete a command. We showed that such a scenario can occur if even one process is a straggler at a time.

Our result – that an SMR algorithm cannot guarantee a constant response time, even if otherwise the system behaves synchronously – brought into focus a trade-off in SMR. In a nutshell, this is the trade-off between the best-case performance and the worst-case performance of an SMR algorithm. On the one hand, such an algorithm can optimize for the worst-case performance. In this case, the algorithm can dedicate resources (e.g., by provisioning additional processes or assisting stragglers) to preserve its performance even when faults manifest, translating into lower tail latencies; there are certain classes of SMR-based applications where latencies and their variability are very important [5, 16, 17]. On the other hand, an SMR algorithm can optimize for best-case performance, i.e., during fault-free periods, so that the algorithm advances despite stragglers being left arbitrarily behind [26, 40]. This strategy means that the algorithm can achieve superior throughput, but its performance will be more sensible to faults.

Additionally, we supported our formal proof with experimental results using two well-known SMR implementations (a Multi-Paxos and a Raft implementation). Our experiments highlighted the difference in cost between a single consensus instance and an SMR command. To the best of our knowledge, we are the first to formally – as well as empirically – investigate the performance-cost difference between consensus and SMR.
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Many fundamental problems in shared-memory distributed computing, including mutual exclusion [8], consensus [18], and implementations of many sequential objects [14], are known to require linear space in the worst case. However, these lower bounds all work by constructing particular executions for any given algorithm that may be both very long and very improbable. The significance of these bounds is justified by an assumption that any space that is used in some execution must be allocated for all executions. This assumption is not consistent with the storage allocation mechanisms of actual practical systems.

We consider the consequences of adopting a per-execution approach to space complexity, where an object only counts toward the space complexity of an execution if it is used in that execution. This allows us to show that many known randomized algorithms for fundamental problems in shared-memory distributed computing have expected space complexity much lower than the worst-case lower bounds, and that many algorithms that are adaptive in time complexity can also be made adaptive in space complexity.

For the specific problem of mutual exclusion, we develop a new algorithm that illustrates an apparent trade-off between low expected space complexity and low expected RMR complexity. Whether this trade-off is necessary is an open problem.

For some applications, it may be helpful to pay only for objects that are updated, as opposed to those that are merely read. We give a data structure that requires no space to represent objects that are not updated at the cost of a small overhead on those that are.
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1 Introduction

The space complexity of shared-memory distributed data structures and protocols, measured in terms of the number of distinct objects needed to implement them, is typically linear in the number of processes. On the upper bound side, this follows from the ability to implement most algorithms using a single output register for each process (which might hold very large values). On the lower bound side, linear lower bounds have long been known for fundamental problems like mutual exclusion [8] and implementing many common shared-memory objects [14]; and have been shown more recently for consensus [10, 18].

Linear bounds are not terrible, but they do limit the scalability of concurrent data structures for very large numbers of processes. The structure of the known lower bound proofs suggest that executions requiring linear space may be rare: known bounds on mutual exclusion and perturbable objects may construct exponentially long executions, while the bounds on consensus depend on constructing very specific executions that are avoidable if the processes can use randomization.

We propose considering per-execution bounds on the space complexity of a shared-memory protocol, where the protocol is charged only for those objects that it actually uses during the execution. This allows for expected space-complexity bounds and high-probability space complexity bounds, which would be meaningless if an algorithm is charged for all objects, used or not.

We define this measure formally in Section 2. We believe that our measure gives a more refined description of the practical space complexity of many shared-memory algorithms, and observe in our analysis of previously known algorithms in Section 3 that our measure formalizes notions of allocate-on-use space complexity that have already been informally considered by other researchers.

Charging only for objects used has strong practical justifications:

- In a system that provides storage allocation as part of its memory management, it may be that unused registers or pages have no actual cost to the system. Alternatively, it may be possible to construct high-level storage allocation mechanisms even in an adversarial setting that allow multiple protocols with dynamic space needs to share a large fixed block of memory.

- Given an algorithm with low expected space complexity – or better yet, with high-probability guarantees of low space complexity – we may be able to run it in fixed space at the cost of accepting a small chance that the algorithm fails by attempting to exceed its space bound. Thus randomized space complexity can be a tool for trading off space for probability of failure.

To show the applicability of our measure, we also include several positive results: In Section 3, we demonstrate that many known algorithms for fundamental shared-memory algorithms either have, or can be made to have with small tweaks, low space complexity in most executions. In Section 4, we describe a new randomized algorithm for mutual exclusion that achieves $O(\log n)$ space complexity with high probability for polynomially many invocations.

In Section 5, we consider an alternative measure that charges only objects that are updated and not those that are only read. We show that this is equivalent up to logarithmic factors to the allocate-on-use measure.

Finally, we discuss open problems in Section 6.
1.1 Model

We consider a standard asynchronous shared-memory model in which a collection of \( n \) processes communicate by performing operations on shared-memory objects. Concurrency is modeled by interleaving operations; each operation takes place atomically and is a step of the process carrying it out. For convenience, we assume that the identity of an operation includes the identity both of the process carrying out the operation and of the object to which it is applied. An execution is a sequence of operations.

Scheduling is controlled by an adversary. If the processes are randomized, then each process has access to local coins that may or may not be visible to the adversary. An adaptive adversary may observe the internal states of the processes, including the results of local coin-flips, but cannot predict the outcome of future coin-flips. An oblivious adversary simply provides in advance a list of which process carries out an operation at each step, without being able to react to the choices made by the processes. We may also consider adversaries with powers intermediate between these two extremes. In each case, the interaction between the processes and the adversary gives a probability distribution over executions. But rather than make this probability distribution explicit, we will usually just generalize the notion of an execution to a random variable \( H \) that maps to each possible execution with a probability determined by the distribution.

1.1.1 Time complexity

The individual step complexity of an algorithm executed by a single process is the number of steps carried out by that process before it finishes. The total step complexity is the total number of steps over all processes. For mutual exclusion algorithms, we may consider the remote memory reference (RMR) complexity, in which read operations on a register are not counted if (a) the register has not changed since the last read by the same process (in the distributed shared memory model) or (b) no operation has been applied to the registers since the last read by the same process (in the cache-coherent model).

2 Space complexity

The traditional measure of space complexity is worst-case space complexity, the number of distinct objects used by the protocol across all executions. We consider instead the space complexity of individual executions.

\[ \text{Definition 1.} \] The space complexity of an execution \( H \) of a shared-memory system is the number of distinct objects \( O \) such that \( H \) includes at least one operation on \( O \).

For randomized algorithms, this allows us to talk about expected space complexity – the expected value of the space complexity of the execution resulting from the random choices of the processes – and high-probability bounds on space complexity – where the bound applies to the space complexity of all but a polynomially-small fraction of executions.

For adaptive algorithms, this allows the space complexity of an execution to depend on the number of participating processes.

3 Examples of allocate-on-use space complexity

In this section, we analyze the space complexity of several recent algorithms from the literature. These include the current best known algorithms (in terms of expected individual step complexity) for implementing test-and-set \([11]\) and consensus \([3]\) from atomic registers,
assuming an oblivious adversary. We also include some related algorithms to demonstrate how charging only for objects used can illuminate trade-offs that might not otherwise be visible.

**Theorem 2.**

1. Let $H$ be an execution of the RatRace algorithm for adaptive test-and-set of Alistarh et al. [2], with $k$ participants. Then the space complexity of $H$ is $\Theta(k)$ with high probability.

2. Let $H$ be an execution of the randomized test-and-set of Alistarh and Aspnes [1]. Then the space complexity of $H$ is $\Theta(\log \log n)$ with high probability.

3. Let $H$ be an execution of the randomized test-and-set of Giakkoupis and Woelfel [11]. Then the space complexity of $H$ is $\Theta(\log n)$ with high probability.

4. Let $H$ be an execution of the $\Theta(\log \log n)$ expected time $m$-valued randomized consensus protocol of Aspnes [3]. Then the space complexity of $H$ is $\Theta\left(\log \log n \cdot \frac{\log m}{\log \log m}\right)$ in expectation.

**Proof.**

1. The RatRace algorithm works by having each processes randomly select a path through a binary tree until it manages to acquire a node using a splitter [16], then fight its way back to the root by winning a 3-process consensus object at each node. Both the splitter and consensus object associated with each node require a constant number of registers to implement, so the space complexity is determined by the number of nodes in the subtree traversed by processes. An analysis of a similar algorithm for adaptive collect [6] is used to show that the size of the tree is $\Theta(k)$ with high probability, so $\Theta(k)$ of the $O(n^3)$ registers pre-allocated in the RatRace algorithm are used. This implies that the algorithm uses $\Theta(k)$ space with high probability.

Because our model does not require pre-allocating a specific bounded address space, RatRace can be modified to use an unbounded number of possible processes and still get the claimed bounds as a function of $k$.

2. The Alistarh-Aspnes TAS runs the processes through a sequence of $\Theta(\log \log n)$ sifter objects, each implemented using a one-bit atomic register. The authors show that with high probability, a constant number of processes remain at the end of this sequence, which then enter a RatRace TAS object. The sifter array uses $\Theta(\log \log n)$ space in all executions. From the previous argument, the RatRace object uses $O(1)$ space with high probability.

3. The Giakkoupis-Woelfel TAS also uses a sequence of sifter objects; these reduce the number of remaining processes to $O(1)$ in only $\Theta(\log^2 n)$ rounds, but the cost is an increase in the space required for each object to $O(\log n)$. However, after the first sifter the number of remaining processes drops to $O(\log n)$ with high probability, so subsequent sifter objects can be implemented in $O(\log \log n)$ space. This makes the space required dominated by the initial sifter object, giving the claimed bound.

4. The Aspnes consensus algorithm uses a sequence of rounds, where each round uses a structure based on the Alistarh-Aspnes sifter to reduce the number of distinct identities followed by an adopt-commit object to detect agreement. This produces agreement in $\Theta(\log \log n)$ rounds on average.

Using the adopt-commit of Aspnes and Ellen [4], we get $\Theta(1)$ space for each round for the sifter plus $\Theta\left(\frac{\log m}{\log \log m}\right)$ for the adopt-commit object. Multiplying by $\Theta(\log \log n)$ expected rounds gives the claimed bound.

$\blacksquare$
Curiously, all of the variation in space usage for the test-and-set algorithms analyzed above can be attributed to RatRace, either by itself or as a backup for a faster algorithm for winnowing the processes down to a constant number. Using a worst-case measure of space complexity hides the cost of these winnowing steps behind the polynomial worst-case space complexity of RatRace. Using our measure instead exposes an intriguing trade-off between time and space complexity, where the Alistarh-Aspnes algorithm obtains \( O(\log \log n) \) space complexity at the cost of \( \Theta(\log \log n) \) individual step complexity, while the Giakkoupis-Woelfel algorithm pays \( O(\log n) \) space complexity but achieves a much better \( \Theta(\log^* n) \) individual step complexity. Whether this trade-off is necessary is an open problem.

### 4 Monte Carlo Mutual Exclusion

In this section, we present a Monte Carlo mutual exclusion algorithm, which uses only \( O(\log n) \) registers, and against a weak adaptive adversary satisfies mutual exclusion with high probability for polynomially many passages through the critical section. This can be used directly, or can be combined with Lamport’s fast mutual exclusion algorithm [15] to give an algorithm that uses \( O(\log n) \) space initially, then backs off to a traditional \( O(n) \) space algorithm when the Monte Carlo algorithm fails. The combined algorithm thus guarantees mutual exclusion in all executions while using only \( O(\log n) \) space with high probability for polynomially many passages through the critical section.

A mutual exclusion algorithm provides two methods, \texttt{lock()} and \texttt{unlock()}. Each process repeatedly calls \texttt{lock()} followed by \texttt{unlock()}. When a process’s \texttt{lock()} call terminates, it is in the \textbf{critical section} (CS). The algorithm satisfies \textbf{mutual exclusion}, if for any execution, no processes are in the critical section at the same time. An infinite execution is \textbf{fair}, if each process that is in the CS or has a pending \texttt{lock()} or \texttt{unlock()} call either takes infinitely many steps or enters the remainder section (which happens when it is not in the CS and has no \texttt{lock()} or \texttt{unlock()} call pending). A mutual exclusion algorithm is \textbf{deadlock-free}, if in any infinite fair execution, each \texttt{lock()} and \texttt{unlock()} call terminates. If it is randomized, and in an infinite fair execution each \texttt{lock()} and \texttt{unlock()} call terminates with probability 1, then we call it \textbf{randomized deadlock-free}.

Burns and Lynch [8] proved that any deterministic deadlock-free mutual exclusion algorithm implemented from registers, requires at least \( n \) of them. For fewer than \( n \) registers, the proof constructs exponentially long executions such that at the end two processes end up in the CS. But there are no mutual exclusion algorithms known that use \( o(n) \) registers and do not fail provided that only polynomially many \texttt{lock()} calls are made. Here we present a randomized algorithm that has this property with high probability, i.e., it uses only \( O(\log n) \) registers, and in an execution with polynomially many \texttt{lock()} calls mutual exclusion is satisfied with high probability.

Our algorithm works for a weak adaptive adversary, which cannot intervene between a process’s coin flip and its next shared step. I.e., it schedules a process based on the entire system state, and then that process flips its next coin, and immediately performs its following shared memory step.

The time efficiency of mutual exclusion algorithms is usually measured in terms of remote memory references (RMR) complexity. Here we consider the standard cache-coherent (CC) model. Each processor keeps local copies of shared variables in its cache; the consistency of copies in different caches is maintained by a coherence protocol. An RMR occurs whenever a process writes a register (which invalidates all valid cache copies of that register), and when a process reads a register of which it has no valid cache copy. The RMR complexity of a mutual
exclusion algorithm is the maximum number of RMRs any lock() and unlock() method incurs. The best deterministic mutual exclusion algorithms use $O(n)$ registers and have an RMR complexity of $O(\log n)$ [17], which is tight [5]. Randomized Las Vegas algorithms can beat the deterministic lower bound (e.g. [7, 13, 12]), but they all use at least a linear or even super-linear number of registers and stronger compare-and-swap primitives.

Our algorithm has an expected amortized RMR complexity of $O(n)$: In any execution with $L$ lock() calls, the total expected number of RMRs is $O(n \cdot L)$.

4.1 The algorithm

Pseudocode for our Monte Carlo mutual exclusion algorithm is given in Figure 1.

The idea of the algorithm is that to reach the critical section, a process must climb a slippery ladder whose rungs are a set of $\Gamma = O(\log n)$ Boolean registers $S_0, \ldots, S_{\Gamma-1}$. Each of these registers is initially 0.

To climb the ladder, a process executing a lock() call attempts to acquire each rung by flipping a coin. With probability $1/2$, it writes a 1 to the register and continues to the next. With probability $1/2$, it reads the register instead. If the process reads a 0, it tries again; if a 1, it falls back to the bottom of the ladder. The first process to write a 1 will always rise, preventing deadlock. Roughly half of the remaining processes that reach each rung will fall, leaving only a single process with high probability after $O(\log n)$ rungs. For processes that fall, the number of steps they take in their ascent has a geometric distribution, so each such process takes $O(1)$ steps per attempt.

At the bottom of the ladder, a process spins on an auxiliary register $A$, that is modified only by processes executing unlock() calls. This ensures that the expected amortized RMR complexity of each passage through the critical section is $O(n)$, as each call to unlock() releases at most $n$ processes, each of which takes $O(1)$ steps before spinning on $A$ again.

To avoid ABAs, register $A$ stores a sequence number that increases with each write. This means that for infinitely many lock() calls, the values stored in $A$ are unbounded. But if each process calls lock() at most polynomially many times (after which no guarantee for the mutual exclusion property can be made anyway), then $O(\log n)$ bits suffice for $A$.

▶ Theorem 3. There is a randomized exclusion algorithm implemented from $O(\log n)$ bounded shared registers with expected amortized RMR complexity $O(n)$, such that for a polynomial number of lock() calls, the algorithm is randomized deadlock-free, and satisfies mutual exclusion with high probability.

4.2 Proof of Theorem 3

The proof is divided into three parts. Section 4.2.1 shows mutual exclusion holds for polynomially many passages through the critical section with high probability. Section 4.2.2 shows deadlock-freedom. Section 4.2.3 gives the bound on RMR complexity.

4.2.1 Mutual exclusion

We consider a random execution of the algorithm, and let $C_t$ denote the configuration reached at point $t$, and $L_t$ denote the number of completed lock() calls at point $t$.

The idea of this part of the proof is that we define a potential function $\Phi(C_t)$ that becomes exponentially large if more than one process enters the critical section simultaneously. We then show that the expected value of $\Phi(C_t)$ is proportional to $L_t$, and in particular that it is small if few lock() calls have finished. This gives a bound on the probability that two processes are in the critical section using Markov’s inequality.
Class \texttt{Lock}(\Gamma)\texttt{.}

\begin{verbatim}
shared:
  Boolean Register \(S_0,\ldots, S_{\Gamma-1}\)
  Register \(A\) initially \((\bot, 0)\)

local:
  Integers \(i, seq = 0\) (\(seq\) has global scope)

Method \texttt{lock()}
1 \(i = 0\)
2 \textbf{while} \(i < \Gamma\) \textbf{do}
3   \textbf{Choose random} \(rnd \in \{R, W\}\) \textbf{s.t.} \(Prob(rnd = W) = \frac{1}{2}\)
4   \textbf{if} \(rnd = R\) \textbf{then}
5     \textbf{if} \(S_i = 1\) \textbf{then}
6       \(i = 0\)
7     \textbf{end}
8   \textbf{else}
9     \(S_i\).\texttt{write}(1); \(i = i + 1\)
10  \textbf{end}
11  \textbf{if} \(i = 0\) \textbf{then}
12     \(a = A\)
13     \textbf{if} \(S_0 = 1\) \textbf{then}
14       \textbf{while} \(A = a\) \textbf{do} “nothing” \textbf{end}
15     \textbf{end}
16 \textbf{end}
\end{verbatim}

Method \texttt{unlock()}
17  \(i = \Gamma\)
18  \textbf{while} \(i > 0\) \textbf{do}
19    \(S_{i-1}\).\texttt{write}(0); \(i := i - 1\)
20  \textbf{end}
21  \(A\).\texttt{write}(myID, \(seq + 1\)); \(seq = seq + 1\)
\end{verbatim}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{Monte Carlo Mutual Exclusion.}
\end{figure}

To denote the value of a local variable of a process \(p\), we add subscript \(p\) to the variable name. For example, \(i_p\) denotes the value of \(p\)'s local variable \(i\). To bound the probability of error, we define a potential function. The potential of a process \(p \in \{1,\ldots, n\}\) is

\[
\alpha(p) = \begin{cases} 
-1 & \text{if } p \text{ is poised to read in lines 12-14 and entered this section through line 6} \\
2^p - 1 & \text{otherwise.}
\end{cases}
\]

(4.1)

Hence, \(\alpha(p) = -1\) if and only if \(p\) is poised in lines 12-14, and prior to entering that section it read \(S_{i_p} = 1\) in line 5. The potential of register index \(j \in \{0,\ldots, \Gamma - 1\}\) is

\[
\beta(j) = -S_j \cdot w^j
\]

(4.2)
Finally, the potential of the system at time $t$ is

$$\Phi(C_t) = \sum_{p=1}^{n} \alpha(p) + \sum_{j=0}^{\Gamma - 1} \beta(j) + (n - 1)$$

(4.3)

**Lemma 4.** Suppose at some point $t_1$ process $p$ reads $S_{i_p} = 1$ in line 5, and at a point $t_2 \geq t_1$ it reads $S_{i_p} = 1$ in line 5. Then at some point $t' \in [t_1, t_2]$ either the value of $S_0$ changes from 0 to 1, or the value of $A$ changes.

**Proof.** After reading $S_{i_p} = 1$ at point $t_1$, process $p$ proceeds to execute line 13, and thus it executes lines 12–14 during $[t_1, t_2]$. Let $t' \in [t_1, t_2]$ be the point when it reads $S_0$ in line 13.

First assume $S_0 = 0$ at point $t'$. Then $p$ enters the while-loop in line 14, and does not leave the while-loop until $A$ has changed at least once since $p$'s previous read of $A$ in line 12. Hence, in that case $A$ changes at some point between $[t_1, t_2]$, and the claim is true.

Now assume $S_0 = 0$ at point $t'$. We show that $S_0$ changes from 0 to 1 at some point in $[t', t_2]$, which proves the claim. If $j_2 = 0$, then at point $t_2$ process $p$ reads $S_0 = 1$, so this is obvious. Hence, assume $j_2 > 0$. Then before point $t_2$ process $p$ must increment its local variable $i_p$ by at least one, which means it writes 1 to $S_0$ in line 9.

**Lemma 5.** For a random execution that ends at point $t$ with $L$ lock() calls completed, $E[\Phi(C_t)] \leq 2n(L + 1)$.

**Proof.** Consider the initial configuration $C_0$ where each process is poised to begin a lock() call and all registers are 0. Then for all processes $p$, $\alpha(p) = 0$, and for all $j \in \{0, \ldots, \Gamma - 1\}$, $\beta(j) = 0$. Hence, $\Phi(C_0) = n - 1 < n$. We bound the expected value of $\Phi(C_t)$ in subsequent steps by case analysis. Whenever the adversary schedules a process $p$ that has a pending lock() or unlock() call, $p$ will do one of the following:

1. Set $S_{i_p} = 0$ in line 20;
2. Exit Lines 12–14 having entered from line 5;
3. Exit Lines 12–14 having entered from line 6;
4. Stay in Lines 12–14;
5. Choose $\text{rnd}_{i_p}$ at random in line 3 and then immediately either read $S_{i_p}$ in line 5 or write $S_{i_p}$ in line 9.

We will show that in cases (1), (2), (4), and (5) the expected change in $\Phi$ is less than or equal to 0. In case (3) $\Phi$ increases by 1. However, case (3) can only occur at most twice per process per successful lock call leading to our bound on $\Phi(C_t)$.

1. Suppose $p$ sets $S_{i_p} = 0$ in line 20. Then $\alpha(p)$ decreases by $2^{i_p - 1}$. If $S_{i_p} = 1$ was 1, then $\beta_{i_p - 1}$ increases by $S_{i_p - 1}$ and $\Phi$ does not change. If $S_{i_p} = 0$ was 0, then $\Phi$ decreases.
2. Next suppose $p$ reads $S_0 = 0$ in line 13 or reads some $A \neq a_p$ in line 14 having entered from line 5 (i.e., $\alpha(p) = 0$). Then $p$ becomes poised to execute line 3 and $\Phi$ does not change.
3. Next suppose $p$ reads $S_0 = 0$ in line 13 or $p$ reads some $A \neq a_p$ in line 14 having entered from line 6$^{p_6} = R$ (i.e., when $\alpha(p) = -1$). Then no register gets written, $p$’s local variable $i$ remains at value 0, and $p$ ceases to be poised to execute a line in the range 12-14, so $\alpha(p)$ increases from $-1$ to 0. So $\Phi$ increases by 1.
4. Next, suppose $p$ reads $S_0 = 1$ in line 13, reads $A$ in line 12, or reads $A = a_p$ in line 14. Then no register gets written, $\alpha(p)$ does not change, and $p$’s local variable $i$ remains at 0, so $\Phi$ stays the same.
5. Finally, suppose that when $p$ gets scheduled it chooses $\text{rnd}_{i_p}$ at random, and then it either reads or writes $S_{i_p}$, depending on its random choice $\text{rnd}_{i_p}$. First assume $S_{i_p} = 0$ when $p$ gets scheduled. If $\text{rnd}_{i_p} = R$, then $p$ reads $S_{i_p}$ in line 5, and becomes poised to either
read \( A \) in line 12 (if \( i_p = 0 \)) entering this section from line 5 so \( \alpha(p) \) does not change, or becomes poised to choose \( rnd_p \) at random again in line 3. In either case \( \Phi \) does not change. If \( rnd_p = W \), then \( p \) proceeds to write 1 to \( S_{ip} \) in line 9, increments its local variable \( i \) to \( i'_p = i_p + 1 \), and either enters the critical section (if \( i'_p = \Gamma \)), or becomes poised to make another random choice in line 3. Hence, the value of \( \alpha(p) \) increases by \( 2^{i_p} \) (from \( 2^{i_p} - 1 \) to \( 2^{i_p+1} - 1 \)). Since \( S_{ip} \) changes from 0 to 1, the value of \( \beta(i_p) \) decreases by \( 2^{i_p} \). Therefore, the change of potential \( \Phi \) is 0.

Now suppose \( S_{ip} = 1 \) when \( p \) gets scheduled. If \( rnd_p = R \), then \( p \) reads \( S_{ip} = 1 \) in line 5, and then immediately sets \( i \) to 0, and becomes poised to read \( A \) in line 12 entering from line 6. Thus, \( p \)'s new potential is -1. No register gets written, so \( \Phi \) changes by the same amount as \( \alpha(p) \), which is \( -2^{i_p} \). If \( rnd_p = W \), then \( p \) writes 1 to \( S_{ip} \) in line 5, then increments its local variable \( i \) to \( i'_p = i_p + 1 \), and either enters the critical section if \( i'_p = \Gamma \), or become poised to make another random choice in line 3. Hence, \( p \)'s potential increases by \( 2^{i_p} \). To summarize, if \( S_{ip} = 1 \), then with probability \( 1/2 \) the value of \( \Phi \) increases by \( 2^{i_p} \), and with probability \( 1/2 \) it decreases by \( 2^{i_p} \). Therefore the expected value of \( \Phi \) does not change in this case.

The only time \( \Phi \) can increase in expectation is in case (3), in which case it increases by 1. We will now show that for any process \( p \), this case can happen at most twice per critical section. Case (3) can only occur by entering lines 12–14 by reading \( S_{ip} = 1 \) in line 5.

By Lemma 4 we have that if process \( p \) reads \( S_{ip} = 1 \) at \( t_1 \) and \( t_2 > t_1 \), then the value of \( S_0 \) changes from 0 to 1 or the value of \( A \) changes at some point \( t' \in [t_1, t_2] \). Let \( U_t \) be the number of completed unlock() calls, \( L_t \) be the number of completed lock() calls, and \( A_t \) be the value of \( A_{seq} \) at time \( t \). Since \( A_{seq} \) is only incremented at the end of a completed lock call, \( A_t \leq U_t \). Since an unlock call is preceded by a successful lock() call, \( U_t \leq L_t \). Hence \( A_t \leq L_t \). The number of times \( S_0 \) changes from 0 to 1 is also bounded by one more than the number of completed lock() calls at time \( t \). Value 0 is written to \( S_0 \) only once per unlock() call. Thus the number of times \( S_0 \) changes from 0 to 1 is at most \( 1 + U_t \leq 1 + L_t \), and at any time \( t \), the number of times a process \( p \) has taken a step of type (3) is at most \( 1 + 2L_t \). We thus have

\[
E[\Phi(C_t)] \leq \Phi(C_0) + n(1 + 2L) = (n - 1) + n + 2nL < 2n(L + 1). \tag{4.4}
\]

\[\Box\]

**Lemma 6.** In any execution, at any point there exists at least one process \( p_{max} \) with local variable \( i_{p_{max}} \) such that \( S_j = 0 \) for all \( j \in \{i_{p_{max}}, \ldots, \Gamma - 1\} \).

**Proof.** Consider any point \( t \) during an execution of the mutual exclusion algorithm. Let \( p_{max} \) be a process such that \( i_{p_{max}} \) is maximal at that point. For the purpose of contradiction assume there is an index \( j \in \{i_{p_{max}}, \ldots, \Gamma - 1\} \), such that \( S_j = 1 \) at point \( t \). Let \( p' \) be the last process that writes 1 to \( S_j \) at some point \( t' \leq t \). I.e.,

\[
S_j = 1 \text{ throughout } (t', t]. \tag{4.5}
\]

Moreover, when \( p' \) writes 1 to \( S_j \) in line 9 at point \( t' \), \( i_{p'} = j \), and immediately after writing it increments \( i_{p'} \) to \( j + 1 \). Since \( i_{p'} \leq i_{p_{max}} \leq j \) at point \( t \), process \( p' \) must at some later point \( t^* \in (t', t) \) decrement \( i_{p'} \) from \( j + 1 \) to \( j \). This can only happen when \( p' \) executes line 20 while \( i_{p'} = j + 1 \). But then \( p' \) also writes 0 to \( S_j \) at \( t^* \in (t', t) \), which contradicts (4.5). \[\Box\]

**Lemma 7.** In any reachable configuration \( C \), \( \Phi(C) \) is non-negative.
Proof. By Lemma 6 there exists a process \( p_{\text{max}} \) such that \( S_j = 0 \) for all \( j \in \{i_{p_{\text{max}}}, \ldots, r-1\} \). Then
\[
\alpha(p_{\text{max}}) = 2^{i_{p_{\text{max}}} - 1} = \sum_{j=0}^{i_{p_{\text{max}}} - 1} 2^j \geq \sum_{j=0}^{\Gamma-1} S_j \cdot 2^j = -\sum_{j=0}^{\Gamma-1} \beta(j).
\]
Since \( \alpha(p) \geq -1 \) for each other process \( p \)
\[
\Phi(C) = n - 1 + \sum_p \alpha(p) + \sum_{j=0}^{\Gamma-1} \beta(j) \geq n - 1 + \sum_{p \neq p_{\text{max}}} \alpha(p) \geq n - 1 + \sum_{p \neq p_{\text{max}}} -1 = 0.\]

**Lemma 8.** If \( C \) is a configuration in which at least two processes are in the critical section, \( \Phi(C) \geq 2^\Gamma \).

Proof. Suppose that in \( C \), distinct processes \( p_1 \) and \( p_2 \) are in the critical section. Then
\[
\alpha(p_1) = \alpha(p_2) = 2^\Gamma - 1. \quad \text{Since} \quad \alpha(p) \geq -1 \quad \text{for each other process, and} \quad \beta(j) \geq -2^j
\]
\[
\Phi(C) \geq (2(2^\Gamma - 1) + (n-2) \cdot (-1)) + \left( \sum_{j=0}^{\Gamma-1} -2^j \right) + (n-1) = 2^\Gamma.
\]

**Lemma 9.** For \( \Gamma = c \log n \), the probability that mutual exclusion is violated at any point before \( L \) \( \text{lock() calls finish} \) is \( O(L^2 \cdot n^{-c+1}) \).

Proof. Let \( t_j \) for \( j \in \{2, \ldots, L\} \) be the point when the \( j \)-th \( \text{lock()} \) call completes. By Lemma 5, \( E[\Phi(C_{t_j})] = O(n \cdot j) \), so by Lemmas 7, 8 and Markov’s inequality,
\[
\Pr\left[ C_{t_j} \in C_{\text{fail}} \right] \leq \Pr \left[ \Phi(C_{t_j}) \geq 2^\Gamma \right] = O \left( \frac{n \cdot j}{2^\Gamma} \right).
\]

Mutual exclusion is violated before \( L \) \( \text{lock()} \) calls finish if and only if it is violated after \( \ell \) \( \text{lock()} \) calls finish for some \( \ell \in \{2, \ldots, L-1\} \). The probability of that event is
\[
\Pr \left[ \exists j \in \{2, \ldots, L-1\} : C_{t_j} \in C_{\text{fail}} \right] \leq \Pr \left[ \exists j \in \{2, \ldots, L-1\} : \Phi(C_{t_j}) \geq 2^\Gamma \right] \\
\leq \sum_{j=2}^{L-1} \Pr \left[ \Phi(C_{t_j}) \geq 2^\Gamma \right] = O \left( \frac{n \cdot L^2}{2^\Gamma} \right) = O \left( \frac{n \cdot L^2}{n^c} \right) = O \left( \frac{L^2}{n^{c-1}} \right).
\]

**4.2.2 Deadlock-freedom**

**Lemma 10.** The algorithm is randomized deadlock-free.

Proof. Consider any point \( t \) in an infinite fair execution, in which at least one process has a pending \( \text{lock() call} \). We will show that some process enters the critical section after point \( t \) with probability \( 1 \).

Suppose no process enters the critical section in \([t, \infty)\). Since \( \text{unlock()} \) is wait-free, there is a point \( t_1 \geq t \) such that after \( t_1 \) there are no more pending \( \text{unlock()} \) calls. Hence, throughout \([t_1, \infty)\) no process writes 0 to any register \( S_j, j \in \{0, \ldots, \Gamma-1\} \). In other words, only value 1 may get written to any register \( S_j \) after point \( t_1 \). Since there are only a finite
number of registers \( S_j \), there is a point \( t_2 \) such that no register \( S_j, j \in \{0, \ldots, \Gamma - 1\} \), changes value after \( t_2 \). By Lemma 6 there is a process \( p_{\text{max}} \) such that at point \( t_2 \) we have \( S_j = 0 \) for all \( j \in \{i_{p_{\text{max}}}, \ldots, \Gamma - 1\} \). Let \( \ast \) be the value of \( i_{p_{\text{max}}} \) at point \( t_2 \). Thus,

\[
S_i = \cdots = S_{\Gamma - 1} = 0 \text{ throughout } [t_2, \infty).
\] (4.7)

If \( \ast > 0 \), then at \( t_2 \) process \( p_{\text{max}} \) is not poised to execute a shared memory operation in lines 12-14 (because \( i_{p_{\text{max}}} = \ast \) at that point). Hence, \( p_{\text{max}} \) is either poised to read in line 5 or to write in line 9. The latter is not possible, as \( p_{\text{max}} \) would eventually write 1 to \( S_\ast \), contradicting (4.7). If \( p_{\text{max}} \) reads in line 5, then it reads 0 from \( S_{i_{p_{\text{max}}}} \), where \( i_{p_{\text{max}}} = \ast > 0 \), and so it will begin another iteration of the while-loop with \( i_{p_{\text{max}}} = \ast \). Repeating the argument, \( p_{\text{max}} \) will execute an infinite number of iterations of the outer while-loop, each time choosing at random \( \text{rnd} = R \), and then reading \( S_\ast \) in line 5. This event has probability 0.

Hence, consider the case \( \ast = 0 \). First assume that at some point after \( t_2 \) some process \( p \) is not poised to execute line 14. Then due to (4.7) the if-condition in line 13 remains false for \( p \) throughout \([t_3, \infty)\), so \( p \) executes an infinite number of iterations of the outer while-loop. With probability 1 process \( p \) will eventually in some iteration choose \( \text{rnd} = \Gamma \) in line 3 and then write 1 to some register \( S_j, j \in \{0, \ldots, \Gamma - 1\} \). This contradicts (4.7) since we assumed \( \ast = 0 \).

Thus, throughout \([t_2, \infty)\) all processes with pending \( \text{lock}() \) calls are stuck in the inner while-loop in line 14. Consider any process \( q \) stuck in the while-loop, and let \( T \) be the point when it read \( A \) for last time prior to becoming stuck. Let \( a^\ast \) be the value of \( A \) at point \( T \). Register \( A \) gets only written in line 22, and due to the increasing sequence number, the same value never gets written twice. Hence, since \( q \) is stuck in line 14, it reads \( A = a^\ast \) infinitely many times, and thus no process writes \( A \) throughout \([T, \infty)\). (4.8)

But at some point \( T_1 > T \) and before \( q \) becomes stuck in the while-loop, it reads \( S_0 = 1 \) in line 13. By (4.7), after \( T_1 \) some process writes 0 to \( S_0 \), and then it will eventually write to \( A \). This contradicts (4.8). ◀

### 4.2.3 RMR Bound

**Lemma 11.** In an execution with \( L \) invoked \( \text{lock}() \) calls, the expected total number of RMRs is \( O((n + \Gamma)L) \).

The remainder of this section is devoted to the proof of this lemma.

Let \( X_{p,\ell} \) denote the number of RMRs a process \( p \) incurs in line \( \ell \), where \( \ell \) is one of 5, 9, 12, 13, 14, 20, and 22. These are the only lines where a process executes shared memory operations, so the total number of RMRs is obtained by summing over all \( X_{p,\ell} \).

We now consider a random execution, and condition on the event that the random execution contains \( L \text{ lock}() \) calls.

**Lemma 12.** For each \( j \in \{0, \ldots, \Gamma - 1\} \), each process incurs in total at most \( L + 1 \) RMRs by reading value 0 from register \( S_j \).

**Proof.** Value 0 is written to \( S_j \) (in line 20) only once per \( \text{unlock}() \) call. Only the first read by a process in the execution, or the first read following such a write of value 0 can at the same time return 0 and incur an RMR. Now the claimed bound follows from the fact that there are at most \( L \text{ lock}() \), and thus at most \( L \text{ unlock}() \) calls. ◀
Lemma 13. For any process $p$ we have

\[ X_{p,12} + X_{p,14} \leq L + 1 \text{ and } X_{p,13} \leq 2(L + 1). \]

**Proof.** The value of $A$ changes at most once per `unlock()` call, and thus at most $L$ times during execution $E$. Hence, process $p$ incurs at most $L + 1$ RMRs by reading $A$. This proofs the claimed upper bound on $X_{p,12} + X_{p,14}$.

By Lemma 12, the number of RMRs incurred by $p$'s reads of value 0 in line 13 is at most $L + 1$. If process $p$ reads 1 from $S_0$ in that line, then, due to the while-loop in line 14, it does not read $S_0$ again until $A$ changed at least once since $p$'s preceding read of $A$ in line 12. In particular, for each read of value 1 from $S_0$, there is a distinct RMR incurred by $p$ when reading $A$ in line 14. Hence, $X_{p,13} \leq L + 1 + X_{p,14} \leq 2(L + 1)$. □

Lemma 14. $E[\sum_p X_{p,9}] = O((n + \Gamma)L)$

**Proof.** For $b \in \{0, 1\}$ let $Z_b$ denote the number of times a write in line 9 (by any process) overwrites value $b$ with value 1. Thus,

\[ \sum_p X_{p,9} = Z_0 + Z_1. \]

(4.9)

Since each register $S_j$ is reset to 0 only once per `unlock()` call, it can change from 0 to 1 at most $L + 1$ times. Accounting for $\Gamma$ registers, we obtain

\[ Z_0 \leq \Gamma(L + 1). \]

(4.10)

Now suppose $S_j = 1$ when process $p$ makes a random choice in line 3. With probability $1 - 1/w$ process $p$ decides to read, and if it does so, it reads $S_j = 1$. Hence, $p$ overwrites in 9 a register that has value 1 in expectation at most $1/(1 - 1/w) - 1 = 1/(w - 1)$ times before $p$ reads a register with value 1 in line 5. By Lemma 4 between any two such reads, either $S_0$ changes from 0 to 1 or $A$ changes, and each of these events happens at most once per `unlock()` call. Thus, the expected number of times process $p$ writes to a register $S_j$ that has value 1 is at most $1 + 1/(w - 1) \cdot L$. Summing over all processes we obtain $E[Z_1] = O(n \cdot L)$ (recall that $Z_0 = Z_1 = 0$ if $L = 0$). Now the claim follows from (4.9) and (4.10). □

Lemma 15. For any process $p$ we have

\[ E[X_{p,5}] = O((n + \Gamma)L). \]

**Proof.** Let $Y_p$ denote the number of times process $p$ reads a value of 1 in line 5. By Lemma 4, between any two such consecutive reads, either the value of $A$ changes, or $S_0$ changes from 0 to 1. Since $S_0$ can change from 1 to 0 at most $L$ times (once for each `unlock()` call), it can change from 0 to 1 at most $L + 1$ times. The value of $A$ can also change at most once for each `unlock()` call, and thus at most $L$ times. Hence, $Y_p \leq 2L + 2$.

By Lemma 12 process $p$ incurs at most $L + 1$ RMRs by reading value 0 from $S_0$ in line 5. Now suppose $j > 0$. Then $p$ reads $S_j$ only after writing 1 to $S_{j-1}$ in line 9, which contributes to $X_{p,5}$. Because $p$ chooses to write $S_j$ (instead of reading it) with probability $1/w$, the expected number of times $p$ can read $S_j$ in consecutive iterations of the while-loop (and thus before changing $i_p$) is at most $w - 1$. Hence, for all $x$,

\[ E[X_{p,5} \mid X_{p,9} = x] \leq E[Y_p \mid X_{p,9} = x] + L + 1 + x(w - 1) \leq 3(L + 1) + x(w - 1) \]

Summing this conditional expectation weighted with $Pr[X_{p,9} = x]$ over all values of $x$, yields

\[ E[X_{p,5}] \leq 3L + 3 + E[X_{p,9}] \cdot (w - 1). \]

Now the claim follows from Lemma 14. □
Lemma 11 now follows from Lemmas 12, 13, and 14:

Proof of Lemma 11. If \( L = 0 \), then no process calls \texttt{lock()} or \texttt{unlock()}, so the lemma is trivially true. Hence, we assume w.l.o.g. that \( L \geq 1 \). Since there are at most \( L \) \texttt{unlock()} calls in total, we have

\[
\sum_p X_{p,20} \leq \Gamma \cdot L \quad \text{and} \quad \sum_p X_{p,22} \leq L.
\]

\(\blacksquare\)

4.3 When the algorithm fails

Because the algorithm is randomized, there is a nonzero chance that it violates mutual exclusion even in short executions. We can guard against this using Lamport’s fast mutual exclusion algorithm [15], which is now often abstracted in the form of a splitter object [16]. Lamport’s fast mutual exclusion algorithm uses \( O(1) \) space and \( O(1) \) time to either allow a process into the critical section or deny it entry, and works as long as at most one process at a time invokes it. Because our algorithm guarantees mutual exclusion for polynomially many critical sections with high probability, in most executions we will not see multiple processes attempting to access the Lamport mutex, and so each process will successfully acquire this mutex. In the even that a process does not acquire the Lamport mutex, then our algorithm has failed; the process can then unlock the randomized algorithm and move over to a backup algorithm to attempt to acquire a mutex there. A 2-process mutex algorithm (using \( O(1) \) space and \( O(1) \) time) can then be used to choose between processes leaving the Lamport mutex and the backup mutex.

Because the combined mutex never uses more than \( O(n) \) objects, the high-probability \( O(\log n) \) space bound also gives a bound on expected space. The full result is:

\(\triangleright\) Corollary 16. There is a randomized mutual exclusion algorithm with expected amortized RMR complexity \( O(n) \), such that the algorithm is randomized deadlock-free; satisfies mutual exclusion in all executions; uses at most \( O(n) \) objects in all executions; and, for a polynomial number of \texttt{lock()} calls, uses \( O(\log n) \) objects in expectation and with high probability.

5 Simulating allocation on update

With a more refined space complexity measure comes the need to develop new tools for minimizing this measure. In this section, we describe a technique for designing protocols where the space complexity is proportional to the number of objects that are \texttt{updated} as opposed to all objects that are accessed. We distinguish between \texttt{update} operations that can change an object’s state and \texttt{read} operations that cannot; an object is considered to be updated if an update operation is applied to it, even if its state is not changed by this particular application.

Counting only updates corresponds to an \texttt{allocate-on-update} model where merely reading an object costs nothing. We show that this model gives costs equivalent up to a factor logarithmic in size of the address space to the \texttt{allocate-on-use} model of Definition 1.

To obtain this result, we construct a data structure where the objects \( O_1, O_2, \ldots \) are the leaves of a binary search tree whose internal nodes are one-bit registers that record if any object in their subtree has been updated. A read operation on some object \( O_i \) starts at the root of the tree and follows the path to \( O_i \) until it sees a 0, indicating that \( O_i \) can be treated as still being in its initial state, or reaches \( O_i \) and applies the operation to it. Conversely, an update operation starts by updating \( O_i \) and then sets all the bits in order along the path from \( O_i \) to the root.
The structure of the tree is based on the well-known correspondence between binary trees and prefix-free codes. Here the left edge leaving each node is labeled with a 0 and the right edge with a 1, the path to each leaf gives a code word, and the path to each internal node gives a proper prefix of a code word. The particular code we will use to construct the tree is the Elias gamma code [9]. This encodes each positive integer $i$ as a sequence of bits, by first expressing $i$ as its unique binary expansion $1i_1i_2 \ldots i_n$, and then constructing a codeword $\gamma(i) = 0^{i_1}i_2\ldots i_n$. This gives a codeword for each positive integer $i$ with length $2\lfloor \log i \rfloor + 1 = O(\log i)$. The first few levels of the resulting tree are depicted in Figure 2.

Pseudocode for the simulation is given in Algorithm 4. Each register is labeled by a codeword prefix. The objects are labeled with their original indices.

Lemma 17. Algorithm 4 gives a linearizable implementation of $O_1, O_2, \ldots$, such that in any execution in which update operations start on at most $m$ objects, and the maximum index of these objects is $s$:
1. The space complexity is $O(m \log s)$.
2. The step complexity of an apply($\pi$) operation where $\pi$ is an update to $O_i$ is $O(\log i)$.
3. The step complexity of an apply($\pi$) operation where $\pi$ is a read of $O_i$ is $O(\min(\log i, \log s))$.

Proof. We start by showing linearizability.

Given a concurrent execution $H$ of Algorithm 4, we will construct an explicit linearization $S$. The first step in this construction is to assign a linearization point to each operation $\pi$ in $H$. If $\pi$ is an update operation on some object $O_i$, its linearization point is the first step in $H$ at which (a) $\pi$ has been applied to $O_i$, and (b) every bit in an ancestor of $O_i$ is set. If $\pi$ is a read operation, its linearization point is the step at which either $\pi$ is applied to $O_i$, or the process executing $\pi$ reads a 0 from an ancestor of $O_i$. In the case of an update operation $\pi$, the linearization point follows the step in which $\pi$ is applied to $O_i$ and precedes the return of $\pi$ (since $\pi$ cannot return without setting all ancestors of $O_i$ to 1). In the case of a read operation $\pi$, the linearization point corresponds to an actual step of $\pi$. In both cases, the linearization point of $\pi$ lies within $\pi$’s execution interval.
Algorithm 4: Applying operation $\pi$ to object $O_i$.

\begin{verbatim}
procedure apply($\pi$)
    Let $O_i$ be the object on which $\pi$ is an operation
    Let $x_1x_2\ldots x_k$ be the encoding of $i$
    if $\pi$ is an update then
        $r \leftarrow \pi(O_i)$
        for $j \leftarrow k-1 \ldots 0$ do
            $R_{x_1\ldots x_j} \leftarrow 1$
        end
        return $r$
    else
        for $j \leftarrow 0 \ldots k-1$ do
            if $R_{x_1\ldots x_j} = 0$ then
                return $\pi$ applied to the initial state of $O_i$
            end
        end
        // Reached only if all nodes on path are 1
        return $\pi(O_i)$
    end
end
\end{verbatim}

If we declare $\rho \preceq \sigma$ whenever $\rho$'s linearization point precedes $\sigma$'s, we get a preorder on all operations in $H$. Because each operation's linearization point lies within its execution interval, this preorder is consistent with the observed execution order in $H$. But it is not necessarily a total order because update operations that are applied to the same object $O_i$ may be assigned the same linearization point: the first step at which all ancestors of $O_i$ are 1. Should this occur, we break ties by ordering such updates according to the order in which they were applied to $O_i$. We now argue that the resulting total order gives a sequential execution $S$ on $O_1, O_2, \ldots$. This requires showing that each operation that returns in $H$ returns the same value in $H$ as it would in $S$.

Fix some particular $O_i$. The operations on $O_i$ can be divided into three groups:
1. Read operations that observe 0 in an ancestor of $O_i$.
2. Update operations that are applied to $O_i$ before all ancestors of $O_i$ are 1.
3. Read or update operations that are applied to $O_i$ after all ancestors of $O_i$ are 1.

That these groups include all operations follows from the fact that any update operation is applied either before or after all ancestors of $O_i$ are 1, and any read operation that does not observe a 0 will eventually be applied to $O_i$ after all ancestors of $O_i$ are 1.

Now observe that all operations in the first group are assigned linearization points before the step at which all ancestors of $O_i$ are 1; in the second group, at this step; and in the third group, after this step. So $S$ restricted to $O_i$ consists of a group of read operations that return values obtained from the initial state of $O_i$, consistent with having no preceding updates; followed by a sequence of updates linearized in the same order that they are applied to $O_i$ in $H$; followed by a sequence that may contain mixed updates and reads that are again linearized in the same order that they are applied to $O_i$ in $H$. Since the first group of operations contain only read operations, the operations applied to $O_i$ in $H$ start with the same initial state as in $S$, and since they are the same operations applied in the the same order, they return the same values.
For space complexity, observe that any object accessed in the execution is either (a) an object $O_i$ that is updated; (b) a register that is the ancestor of an object that is updated; or (c) a register or object all of whose ancestors are set to $1$. Since a register is set to $1$ only if it is an ancestor of an updated object, and since each such register has at least one child that is either in category (a) or (b), there is an injection from the set of registers and objects in category (c) to their parents in category (b). Category (a) requires $m$ space; (b) requires $O(m \log s)$ space; and thus (c) also requires $O(m \log s)$ space. This gives $O(m \log s)$ space total.

Time complexity of updates is immediate from the code; apply($\pi$) traverses $O(\log i)$ nodes to reach $O_i$. For reads, apply($\pi$) follows a path of length $O(\log i)$ that stops early if it reaches a node not on the path to an updated object; since any such path to an updated object has length $O(\log s)$, this gives the claimed bound.  

We believe that these overheads are the best possible using a binary tree structure. However, using a tree with higher arity (equivalent to using a code with a larger alphabet) could produce a lower time complexity overhead at the cost of more wasted space. We do not have a lower bound demonstrating that this particular trade-off is necessary, so the exact complexity of simulating allocate-on-update in the simpler allocate-on-access model remains open.

## 6 Open problems

While we have started a formal approach to analyzing allocate-on-use space complexity for shared-memory distributed algorithms, much remains to be done.

We have demonstrated that it is possible to solve mutual exclusion for a polynomial number of locks with logarithmic space complexity with high probability. Our algorithm pays for its low space complexity with linear RMR complexity. Curiously, it is possible to achieve both $O(1)$ space and RMR complexity with high probability using very long random delays under the assumption that critical sections are not held for long; this follows from Lamport’s fast mutual exclusion algorithm [15] and is essentially a randomized version of the delay-based algorithm of Fischer described by Lamport. However, this algorithm has poor step complexity even in the absence of contention. We conjecture that there exists a randomized algorithm for mutual exclusion that simultaneously achieves $O(\log n)$ space complexity, $O(\log n)$ RMR complexity, and $O(\log n)$ uncontended step complexity, all with high probability assuming polynomially many passages through the critical section.

We have also shown that a system that assumes an allocate-on-update model can be simulated in the stricter allocate-on-access model with a logarithmic increase in the number of objects used. It is not clear whether this overhead is necessary, or whether it could be eliminated with a more sophisticated simulation.
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Abstract
The landscape of the distributed time complexity is nowadays well-understood for subpolynomial complexities. When we look at deterministic algorithms in the LOCAL model and locally checkable problems (LCLs) in bounded-degree graphs, the following picture emerges:

- There are lots of problems with time complexities \( \Theta(\log^* n) \) or \( \Theta(\log n) \).
- It is not possible to have a problem with complexity between \( \omega(\log^* n) \) and \( o(\log n) \).
- In general graphs, we can construct LCL problems with infinitely many complexities between \( \omega(\log n) \) and \( n^{o(1)} \).
- In trees, problems with such complexities do not exist.

However, the high end of the complexity spectrum was left open by prior work. In general graphs there are problems with complexities of the form \( \Theta(n^\alpha) \) for any rational \( 0 < \alpha \leq 1/2 \), while for trees only complexities of the form \( \Theta(n^{1/k}) \) are known. No LCL problem with complexity between \( \omega(\sqrt{n}) \) and \( o(n) \) is known, and neither are there results that would show that such problems do not exist. We show that:

- In general graphs, we can construct LCL problems with infinitely many complexities between \( \omega(\sqrt{n}) \) and \( o(n) \).
- In trees, problems with such complexities do not exist.

Put otherwise, we show that any LCL with a complexity \( o(n) \) can be solved in time \( O(\sqrt{n}) \) in trees, while the same is not true in general graphs.
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1 Introduction

Recently, in the study of distributed graph algorithms, there has been a lot of interest on structural complexity theory: instead of studying the distributed time complexity of specific graph problems, researchers have started to put more focus on the study of complexity classes in this context.

LCL problems. A particularly fruitful research direction has been the study of distributed time complexity classes of so-called LCL problems (locally checkable labellings). We will define LCLs formally in Section 2.2, but the informal idea is that LCLs are graph problems in which feasible solutions can be verified by checking all constant-radius neighbourhoods. Examples of such problems include vertex colouring with $k$ colours, edge colouring with $k$ colours, maximal independent sets, maximal matchings, and sinkless orientations.

LCLs play a role similar to the class NP in the centralised complexity theory: these are problems that would be easy to solve with a nondeterministic distributed algorithm – guess a solution and verify it in $O(1)$ rounds – but it is not at all obvious what the distributed time complexity of solving a given LCL problem with deterministic distributed algorithms is.

Distributed structural complexity. In the classical (centralised, sequential) complexity theory one of the cornerstones is the time hierarchy theorem [12]. In essence, it is known that giving more time always makes it possible to solve more problems. Distributed structural complexity is fundamentally different: there are various gap results that establish that there are no LCL problems with complexities in a certain range. For example, it is known that there is no LCL problem whose deterministic time complexity on bounded-degree graphs is between $\omega(\log^* n)$ and $o(\log n)$ [7].

Such gap results have also direct applications: we can speed up algorithms for which the current upper bound falls in one of the gaps. For example, it is known that $\Delta$-colouring in bounded-degree graphs can be solved in $\text{polylog } n$ time [17]. Hence 4-colouring in 2-dimensional grids can be also solved in $\text{polylog } n$ time. But we also know that in 2-dimensional grids there is a gap in distributed time complexities between $\omega(\log^* n)$ and $o(\sqrt{n})$ [5], and therefore we know we can solve 4-colouring in $O(\log^* n)$ time.

The ultimate goal here is to identify all such gaps in the landscape of distributed time complexity, for each graph class of interest.

State of the art. Some of the most interesting open problems at the moment are related to polynomial complexities in trees. The key results from prior work are:

- In bounded-degree trees, for each positive integer $k$ there is an LCL problem with time complexity $\Theta(n^{1/k})$ [8].
- In bounded-degree graphs, for each rational number $0 < \alpha \leq 1/2$ there is an LCL problem with time complexity $\Theta(n^\alpha)$ [1].

However, there is no separation between trees and general graphs in the polynomial region. Furthermore, we do not have any LCL problems with time complexities $\Theta(n^\alpha)$ for any $1/2 < \alpha < 1$.

Our contributions. This work resolves both of the above questions. We show that:

- In bounded-degree graphs, for each rational number $1/2 < \alpha < 1$ there is an LCL problem with time complexity $\Theta(n^\alpha)$.
- In bounded-degree trees, there is no LCL problem with time complexity between $\omega(\sqrt{n})$ and $o(n)$. 
Hence whenever we have a slightly sublinear algorithm, we can always speed it up to \( O(\sqrt{n}) \) in trees, but this is not always possible in general graphs.

**Key techniques.** We use ideas from the classical centralised complexity theory – e.g., Turing machines and regular languages – to prove results in distributed complexity theory.

In the positive result, the key idea is that we can take any linear bounded automaton \( M \) (a Turing machine with a bounded tape), and construct an LCL problem \( \Pi_M \) such that the distributed time complexity of \( \Pi \) is a function of the sequential running time of \( M \).

Prior work [1] used a class of counter machines for a somewhat similar purpose, but the construction in the present work is much simpler, and Turing machines are more convenient to program than the counter machines used in the prior work.

To prove the gap result, we heavily rely on Chang and Pettie’s [8] ideas: they show that one can relate LCL problems in trees to regular languages and this way generate equivalent subtrees by “pumping”. However, there is one fundamental difference:

- Chang and Pettie first construct certain universal collections of tree fragments (that do not depend on the input graph), use the existence of a fast algorithm to show that these fragments can be labelled in a convenient way, and finally use such a labelling to solve any given input efficiently.
- We work directly with the specific input graph, expand it by “pumping”, and apply a fast algorithm there directly.

**Open problems.** Our work establishes a gap between \( \Theta(n^{1/2}) \) and \( \Theta(n) \) in trees. The next natural step would be to generalise the result and establish a gap between \( \Theta(n^{1/(k+1)}) \) and \( \Theta(n^{1/k}) \) for all positive integers \( k \).

## 2 Model and related work

As we study LCL problems, a family of problems defined on bounded-degree graphs, we assume that our input graphs are of degree at most \( \Delta \), where \( \Delta = O(1) \) is a known constant.

Each input graph \( G = (V, E) \) is simple, connected, and undirected; here \( V \) is the set of nodes and \( E \) is the set of edges, and we denote by \( n = |V| \) the total number of nodes in the input graph.

### 2.1 Model of computation

The model considered in this paper is the well studied LOCAL model [14,18]. In the LOCAL model, each node \( v \in V \) of the input graph \( G \) runs the same deterministic algorithm. The nodes are labelled with unique \( O(\log n) \)-bit identifiers, and initially each node knows only its own identifier, its own degree, and the total number of nodes \( n \).

Computation proceeds in synchronous rounds. At each round, each node

- sends a message to its neighbours (it may be a different message for different neighbours),
- receives messages from its neighbours,
- performs some computation based on the received messages.

In the LOCAL model, there is no restriction on the size of the messages or on the computational power of a node. Hence, after \( t \) rounds in the LOCAL model, each node has knowledge about the network up to distance \( t \) from him. The time complexity of an algorithm running in the LOCAL model is determined by this radius-\( t \) that each node needs to explore in order to solve a given problem. It is easy to see that, in this setting, every problem can be solved in diameter time.
2.2 Locally checkable labellings

Locally checkable labelling problems (LCLs) were introduced in the seminal work of Naor and Stockmeyer [15]. These problems are defined on bounded degree graphs, so let $F$ be the family of such graphs. Also, let $\Sigma_{in}$ and $\Sigma_{out}$ be respectively input and output label alphabets. Each node $v$ of a graph $G \in F$ has an input $i(v) \in \Sigma_{in}$, and must produce an output $o(v) \in \Sigma_{out}$. The output that each node must produce depends on the constraints defined with the LCL problem. Hence, let $C$ be the set of legal configurations. A problem $\Pi$ is an LCL problem if

- $\Sigma_{in}$ and $\Sigma_{out}$ are of constant size;
- there exists an algorithm $A$ able to check the validity of a solution in constant time in the LOCAL model.

Hence, if the solution produced by the nodes is in the set $C$ of valid configurations, then, by just looking at its local neighbourhood, each node must output ‘accept’, otherwise, at least one node must output ‘reject’. An example of an LCL problem is vertex colouring, where we have a constant size palette of colours; nodes can easily check in 1 round whether the produced colouring is valid or not.

2.3 Related work

**Cycles and paths.** LCL problems are fully understood in the case of cycles and paths. In these graphs it is known that there are LCL problems having complexities $O(1)$, e.g. trivial problems, $\Theta(\log^* n)$, e.g. 3 vertex-colouring, and $\Theta(n)$, e.g. 2 vertex-colouring [9,14]. Chang, Kopelowitz, and Pettie [7] showed two automatic speedup results: any $o(\log^* n)$-time algorithm can be converted into an $O(1)$-time algorithm; any $o(n)$-time algorithm can be converted into an $O(\log^* n)$-time algorithm.

**Oriented grids.** Brandt et al. [5] studied LCL problems on oriented grids, showing that, as in the case of cycles and paths, the only possible complexities of LCLs are $O(1)$, $\Theta(\log^* n)$, and $\Theta(n)$, on $n \times n$ grids. However, while it is decidable whether a given LCL on cycles can be solved in $t$-rounds in the LOCAL model [5,15], it is not the case for oriented grids [5].

**Trees.** Although well studied, LCLs on trees are not fully understood yet. Chang and Pettie [8] show that any $n^{o(1)}$-time algorithm can be converted into an $O(\log n)$-time algorithm. In the same paper they show how to obtain LCL problems on trees having deterministic and randomized complexity of $\Theta(n^{1/k})$, for any integer $k$. However, it is not known if there are problems of complexities between $o(n^{1/k})$ and $\omega(n^{1/(k+1)})$.

**General graphs.** Another important direction of research is understanding LCLs on general (bounded-degree) graphs. Using the techniques presented by Naor and Stockmeyer [15], it is possible to show that any $o(\log \log^* n)$-time algorithm can be sped up to $O(1)$ rounds. It is known that there are LCL problems with complexities $\Theta(\log^* n)$ [2,3,10,16] and $\Theta(\log n)$ [4,7,11]. On the other hand, Chang et al. [7] showed that there are no LCL problems with deterministic complexities between $\omega(\log^* n)$ and $o(\log n)$. It is known that there are problems (for example, $\Delta$-colouring) that require $\Omega(\log(n))$ rounds [4,6], for which there are algorithms solving them in $O(\text{polylog } n)$ rounds [17]. Until very recently, it was thought that there would be many other gaps in the landscape of complexities of LCL problems in general graphs. Unfortunately, it has been shown in [1] that this is not the case: it is possible to obtain LCLs with numerous different deterministic time complexities, including $\Theta(\log^n n)$ and $\Theta(\log^* \log^* n)$ for any $\alpha \geq 1$, $2^{\Theta(\log^n n)}$, $2^{\Theta(\log^* \log^* n)}$, and $\Theta((\log^* n)^\alpha)$ for any $\alpha \leq 1$, and $\Theta(n^\alpha)$ for any $\alpha < 1/2$ (where $\alpha$ is a positive rational number).
3 Near-linear complexities in general graphs

In this section we show the existence of LCL problems having complexities in the spectrum between $\omega(\sqrt{n})$ and $o(n)$. We first give the definition of a standard model of computation, that is Linear Bounded Automata, and we then show that it is possible to encode the execution of an LBA as a locally checkable labelling. We then define an LCL problem where interesting instances are those in which one encodes the execution of a specific LBA in a multidimensional grid. Depending on the number of dimensions of the grid, and on the running time of the LBA, we obtain different time complexities.

3.1 Linear bounded automata

A Linear Bounded Automaton (LBA) $M_B$ consists of a Turing machine with a tape of bounded size $B$, able to recognize the boundaries of the tape [13, p. 225]. We consider a simplified version of LBAs, where the machine is initialized with an empty tape (no input is present). We describe this simplified version of LBAs as a 5-tuple $M = (Q, q_0, f, \Gamma, \delta)$, where:
- $Q$ is a finite set of states;
- $q_0 \in Q$ is the initial state;
- $f \in Q$ is the final state;
- $\Gamma$ is a finite set of tape alphabet symbols, containing a special symbol $b$ (blank), and two special symbols, $L$ and $R$, called left and right markers;
- $\delta: Q \setminus \{ f \} \times \Gamma \rightarrow Q \times \Gamma \times \{-, \leftarrow, \rightarrow\}$ is the transition function.

The tape (of size $B$) is initialized in the following way:
- the first cell contains the symbol $L$;
- the last cell contains the symbol $R$;
- all the other cells contain the symbol $b$.

The head is initially positioned on the cell containing the symbol $L$. Then, depending on the current state and the symbol present on the current position of the tape head, the machine enters a new state, writes a symbol on the current position, and moves to some direction.

In particular, the transition function $\delta$ is going to be described by a finite set of 5-tuples $(s_0, t_0, s_1, t_1, d)$ where:
1. The first 2 elements specify the input:
   - $s_0$ indicates the current state;
   - $t_0$ indicates the tape content on the current head position.
2. The remaining 3 elements specify the output:
   - $s_1$ is the new state;
   - $t_1$ is the new tape content on the current head position;
   - $d$ specifies the new position of the head:
     - ‘$\rightarrow$’ means that the head moves to the next cell;
     - ‘$\leftarrow$’ indicates that the head moves to the previous cell;
     - ‘$\rightarrow$’ means the head does not move.

If $\delta$ is not defined on the current state and tape content, the machine terminates. The growth of an LBA $M_B$, denoted with $g(M_B)$, is defined as the running time of $M_B$. For example, it is easy to design a machine $M$ that implements a binary counter, counting from all-0 to all-1, and this gives a growth of $g(M_B) = \Theta(2^B)$.

Also, it is possible to define a unary $k$-counter, that is, a list of $k$ unary counters (where each one counts from 0 to $B - 1$ and then overflows and starts counting from 0 again) in which when a counter overflows, the next is incremented. It is possible to achieve a growth
of \( g(M_B) = \Theta(B^k) \) by carefully implementing these counters (for example by using a single tape of length \( B \) to encode all the \( k \) counters at the cost of using more machine states and tape symbols).

3.2 Grid structure

Each LCL problem we will construct in Section 3.4 is designed in a way that ensures that the hardest input graphs for the LCL problem, i.e., the graphs providing the lower bound instances for the claimed time complexity, have a (multidimensional) grid structure. In this section, we introduce a class of graphs with this structure.

Let \( i \geq 2 \) and \( d_1, \ldots, d_i \) be positive integers. The set of nodes of an \( i \)-dimensional grid graph \( G \) consists of all \( i \)-tuples \( u = (u_1, \ldots, u_i) \) with \( 0 \leq u_j \leq d_j \) for all \( 1 \leq j \leq i \). We call \( u_1, \ldots, u_i \) the coordinates of node \( u \) and \( d_1, \ldots, d_i \) the sizes of the dimensions 1, \ldots, \( i \).

Let \( u \) and \( v \) be two arbitrary nodes of \( G \). There is an edge between \( u \) and \( v \) if and only if \( ||u - v||_1 = 1 \), i.e., all coordinates of \( u \) and \( v \) are equal, except one that differs by 1.

3.2.1 Grid labels

In addition to the graph structure, we add constant-size labels to each grid graph. Each edge \( e = \{u, v\} \) is assigned two labels \( L_u(e) \) and \( L_v(e) \), one for each endpoint. Label \( L_u(e) \) is chosen as follows:

\[ L_u(e) = \text{Next}_j \text{ if } v_j - u_j = 1; \]
\[ L_u(e) = \text{Prev}_j \text{ if } u_j - v_j = 1. \]

Label \( L_v(e) \) is chosen analogously. If we want to focus on a specific label of some edge \( e \) and it is clear from the context which of the two edge labels is considered, we may refer to it simply as the label of \( e \).

The labelling of the edges here is just a matter of convenience. We could equally well assign the labels to nodes instead of edges, satisfying the formal criteria of an LCL problem (and, for that matter, combine all input labels, and later output labels, of a node into a single input, resp. output, label). Furthermore, we could also equally well encode the labels in the graph structure. Hence all new time complexities presented in Section 3.4 can also be achieved by LCL problems without input labels.

In the full version of this paper we prove that, assuming that the considered graph contains a node not having any edge labelled with \( \text{Prev}_j \), for all dimensions \( j \), then nodes can locally check if they are in a valid grid graph.

3.2.2 Unbalanced grid graphs

In Section 3.2.1, we saw the basic idea behind ensuring that non-grid graphs are not among the hardest instances for the LCL problems we construct. In this section, we will study the ingredient of our LCL construction that guarantees that grid graphs where the dimensions have “wrong” sizes are not worst-case instances. More precisely, we want that the hardest instances for our LCL problems are grid graphs with the property that there is at least one dimension \( 2 \leq j \leq i \) whose size is not larger than the size of dimension 1. In the following, we will show how to make sure that unbalanced grid graphs, i.e., grid graphs that do not have this property, allow nodes to find a valid output without having to see too far. In a sense, in any constructed LCL, a locally checkable proof (of a certain well-specified kind) certifying that the input graph is an unbalanced grid graph constitutes a valid (global) output.
Consider a grid graph with $i$ dimensions of sizes $d_1, \ldots, d_i$. If $d_1 < d_j$ for all $2 \leq j \leq i$, the following output labelling is regarded as correct in any constructed LCL problem:

- For all $0 \leq t \leq d_1$, node $v = (v_1, \ldots, v_i)$ satisfying $v_1 = \ldots = v_i = t$ is labelled \textit{Unbalanced}.
- All other nodes are labelled \textit{Exempt}.

This labelling is clearly locally checkable, i.e., it can be described as a collection of local constraints: Each node $v$ labelled \textit{Unbalanced} checks that it has exactly two “diagonal neighbours” and that their positions relative to $v$ are consistent with the above output specification. Node $v$ also may have only one diagonal neighbour, but only if it has no incident edge labelled $\text{Prev}_j$, or if it has an incident edge labelled $\text{Next}_j$ for all $2 \leq j \leq i$, but no incident edge labelled $\text{Next}_1$. The latter condition ensures that the described diagonal chain of labels terminates at the end of dimension 1, but not at the end of any other dimension, thereby guaranteeing that grid graphs that are not unbalanced do not allow the output labelling specified above. Finally, the unique node without any incident edge labelled $\text{Prev}_j$ checks that it is labelled \textit{Unbalanced}, in order to prevent the possibility that each node simply outputs \textit{Exempt}. We refer to Figure 1 for an example of an unbalanced 2-dimensional grid and its labelling.

3.3 Machine encoding

After examining the cases of the input graph being a non-grid graph or an unbalanced grid graph, in this section, we turn our attention towards the last remaining case: that is the input graph is actually a grid graph for which there is a dimension with size smaller than or equal to the size of dimension 1. In this case, we require the nodes to work together to create a global output that is determined by some LBA. Essentially, the execution of the LBA has to be written (as node outputs) on a specific part of the grid graph. In order to formalise this relation between the desired output and the LBA, we introduce the notion of an LBA \textit{encoding graph} in the following.

3.3.1 Labels

Let $M_B$ be an LBA, where $B$ denotes the size of the tape. Let $S_\ell = (s_\ell, h_\ell, t_\ell)$ be the whole state of $M_B$ after step $\ell$, where $s_\ell$ is the machine internal state, $h_\ell$ is the position of the head, and $t_\ell$ is the whole tape content. The content of the cell in position $y \in \{0, \ldots, B - 1\}$ after step $\ell$ is denoted by $t_\ell[y]$. We denote by $(x, y)_k$ the node $v = (v_1, \ldots, v_i)$ having $v_1 = x$, $v_k = y$, and $v_j = 0$ for all $j \notin \{1, k\}$. An (output-labelled) grid graph of dimension $i$ is an LBA \textit{encoding graph} if there exists a dimension $2 \leq k \leq i$ satisfying the following.
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- $d_k + 1$ is equal to $B$.
- For all $0 \leq x \leq \min\{g(M_B), d_1\}$ and all $0 \leq y \leq B - 1$, it holds that:
  - Node $(x, y)_k$ is labelled with $\text{Tape}(t_x[y])$.
  - Node $(x, y)_k$ is labelled with $\text{State}(s_x)$.
  - Node $(x, h_x)_k$ is labelled with $\text{Head}$.
  - Node $(x, y)_k$ is labelled with $\text{Dimension}(k)$.
- All other nodes are labelled with $\text{Exempt}$.

Intuitively, the 2-dimensional surface expanding in dimensions 1 and $k$ (having all the other coordinates equal to 0), encodes the execution of the LBA. The described labelling is locally checkable, see the full version of this paper for details.

3.4 LCL construction

Fix an integer $i \geq 2$, and let $M$ be an LBA with growth $g$. As we do not fix a specific size of the tape, $g$ can be seen as a function that maps the tape size $B$ to the running time of the LBA executed on a tape of size $B$. We now construct an LCL problem $\Pi_M$ with complexity related to $g$. Note that $\Pi_M$ depends on the choice of $i$. The general idea of the construction is that nodes can either:
- produce a valid LBA encoding, or
- prove that dimension 1 is too short, or
- prove that there is an error in the (grid) graph structure.

We need to ensure that on balanced grid graphs it is not easy to claim that there is an error, while allowing an efficient solution on invalid graphs, i.e., graphs that contain a local error (some invalid label), or a global error (a grid structure that wraps, or dimension 1 too short compared to the others).

3.4.1 LCL Problem $\Pi_M$

Denote by $\mathcal{L}$ the set of output labels used for producing an LBA encoding graph. Formally, we specify the LCL problem $\Pi_M$ as follows. The input label set for $\Pi_M$ is the set of labels used in the grid labelling. The possible output labels are the following:
1. the labels from $\mathcal{L}$;
2. an unbalanced label, $\text{Unbalanced}$;
3. an exempt label, $\text{Exempt}$;
4. an error label $\text{Error}$;
5. error pointers, i.e., all possible pairs $(s, r)$, where $s$ is either $\text{Next}_j$ or $\text{Prev}_j$ for some $1 \leq j \leq i$, and $r \in \{0, 1\}$ is a bit whose purpose it is to distinguish between two different types of error pointers, type 0 pointers and type 1 pointers.

Note that the separate mention of $\text{Exempt}$ in this list is not strictly necessary since $\text{Exempt}$ is contained in $\mathcal{L}$, but we want to recall the fact that $\text{Exempt}$ can be used in both a proof of unbalance and an LBA encoding.

Intuitively, nodes that notice that there is/must be an error in the grid structure, but are not allowed to output $\text{Error}$ because the grid structure is valid in their local neighborhood, can point in the direction of an error. However, the nodes have to make sure that the error pointers form a chain that actually ends in an error. In order to make the proofs in this section more accessible, we distinguish between the two types of error pointers mentioned above; roughly speaking, type 0 pointers will be used by nodes that (during the course of the algorithm) cannot see an error in the grid structure, but notice that the grid structure
wraps around in some way, while type 1 pointers are for nodes that can actually see an error. If the grid structure wraps around, then there must be an error somewhere (and nodes that see that the grid structure wraps around know where to point their error pointer to), except in the case that the grid structure wraps around “nicely” (e.g., along one dimension). This exceptional case is the only scenario where, deviating from the above, an error pointer chain does not necessarily end in an error, but instead may form a cycle; however, since the constraints we put on error pointer chains are local constraints (as we want to define an LCL problem), the global behaviour of the chain is irrelevant. We will not explicitly prove the global statements made in this informal overview; for our purposes it is sufficient to focus on the local views of nodes.

Note that if a chain of type 0 error pointers does not cycle, then at some point it will turn into a chain of type 1 error pointers, which in turn will end in an error. Chains of type 1 error pointers cannot cycle. We refer to Figure 2 for an example of an error pointer chain.

An output labelling for problem $\Pi M$ is correct if the following conditions are satisfied.
1. Each node $v$ produces at least one output label. If $v$ produces at least two output labels, then all of $v$’s output labels are contained in $L\{\text{Exempt}\}$.
2. Each node at which the input labelling does not satisfy the local grid graph constraints given in Section 3.2.1 outputs $\text{Error}$. All other nodes do not output $\text{Error}$.
3. If a node $v$ outputs $\text{Exempt}$, then $v$ has at least one incident edge $e$ with input label $L_v(e) \in \{\text{Prev}_1, \ldots, \text{Prev}_i\}$.
4. If the output labels of a node $v$ are contained in $L\{\text{Exempt}\}$, then either there is a node in $v$’s 2-radius neighbourhood that outputs an error pointer, or the output labels of all nodes in $v$’s 2-radius neighbourhood are contained in $L$. Moreover, in the latter case $v$’s 2-radius neighbourhood has a valid grid structure and the local constraints of an LBA encoding graph, given in Section 3.1, are satisfied at $v$.
5. If the output of a node $v$ is $\text{Unbalanced}$, then either there is a node in $v$’s $i$-radius neighbourhood that outputs an error pointer, or the output labels of all nodes in $v$’s $i$-radius neighbourhood are contained in $\{\text{Unbalanced}, \text{Exempt}\}$. Moreover, in the latter case $v$’s $i$-radius neighbourhood has a valid grid structure and the local constraints for a proof of unbalance, given in Section 3.2.2, are satisfied at $v$.
6. Let $v$ be a node that outputs an error pointer $(s, r)$. Then $z_v(s)$ is defined, i.e., there is exactly one edge incident to $v$ with input label $s$. Let $u$ be the neighbour reached by following this edge from $v$, i.e., $u = z_v(s)$. Then $u$ outputs either $\text{Error}$ or an error pointer $(s', r')$, where in the latter case the following hold:
   - $r' \geq r$, i.e., the type of the pointer cannot decrease when following a chain of error pointers;
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Let $B$ be the smallest positive integer satisfying $n \leq B^{i-1} \cdot g(M_B)$. We will only consider LBAs with the property that $B \leq g(M_B)$ and for any two tape sizes $B_1 \geq B_2$ we have $g(M_{B_1}) \geq g(M_{B_2})$. The LCL problem $\Pi_M$ has time complexity $\Theta(n/B^{i-1}) = \Theta(g(M_B))$. The following theorem is proved in the full version of this paper.

**Theorem 1.** Problem $\Pi_M$ has time complexity $\Theta(g(M_B))$.

### 3.4.3 Instantiating the LCL construction

Our construction is quite general and allows to encode a wide variety of LBAs to obtain many different LCL complexities. As a proof of concept, we show some complexities that can be obtained using some specific LBAs.

- By using a $k$-unary counter, for constant $k$, we obtain a growth of $\Theta(B^k)$.
- By using a binary counter, we obtain a growth of $\Theta(2^B)$.

**Theorem 2.** For any rational number $0 \leq \alpha \leq 1$, there exists an LCL problem with time complexity $\Theta(n^\alpha)$.

**Proof.** Let $j > k$ be positive integers satisfying $\alpha = k/j$. Given an LBA with growth $\Theta(B^k)$ and using a $(j-k+1)$-dimensional grid graph, we obtain an LCL problem with complexity $\Theta(n/B^{j-k})$. We have that $n = \Theta(B^{j-k} \cdot g(M_B)) = \Theta(B^j)$, which implies $B = \Theta(n^{1/j})$. Thus the time complexity of our LCL problem is $\Theta(n^{1/j} / n^{1/j}) = \Theta(n^\alpha)$.

**Theorem 3.** There exist LCL problems of complexities $\Theta(n^{1/\log_2 n})$, for any positive integer $i$.

**Proof.** Given an LBA with growth $\Theta(2^B)$ and using an $(i+1)$-dimensional grid graph, we obtain an LCL problem with complexity $\Theta(n/B^i)$. We have that $n = \Theta(B^i \cdot g(M_B)) = \Theta(B^i \cdot 2^B)$, which implies $B = \Theta(\log n)$. Thus the time complexity of our LCL problem is $\Theta(n/\log n)$.

### 4 Complexity gap on trees

In this section we prove that, on trees, there are no LCLs having complexity $T$ between $\omega(\sqrt{n})$ and $o(n)$. We show that, given an algorithm $A$ that solves a problem in time $T$, it is possible to speed up its running time to $O(\sqrt{n})$, by first constructing a virtual tree $S$ in which a ball of radius $T$ corresponds to a ball of radius $O(\sqrt{n})$ of the original graph, and then find a valid output for the original graph, having outputs for the virtual graph $S$. 

We now show how to distributedly construct a new virtual tree, starting from a tree $T$, called the skeleton of $T$. Intuitively, $T'$ is obtained by removing all subtrees of $T$ having a height that is less than some threshold $\tau$.

More formally, let $\tau = c\sqrt{\Delta}$, for some constant $c$ that will be fixed later. Each node $v$ starts by gathering its $\tau$-radius neighbourhood, $\text{Ball}_v$. Also, let $d_v$ be the degree of node $v$ in $T$. We partition $\text{Ball}_v$, $\forall v \in V$, in $d_v$ components (one for each neighbour of $v$), and let us denote these components with $C_i(v)$, where $1 \leq i \leq d_v$. Each component $C_i(v)$ contains all nodes of $\text{Ball}_v$ present in the subtree rooted at the $i$-th neighbour of $v$, excluding $v$.

Then, each node marks as Del all the components that have low depth and broadcasts this information. Informally, nodes build the skeleton tree by removing all the components that are marked as Del by at least one node. More precisely, each node $v$, for each $C_i(v)$, if $\text{dist}(v, w) < \tau$ for all $w \in V(C_i(v))$, marks all edges in $E(C_i(v)) \cup \{(v, u)\}$ as Del, where $u$ is the $i$-th neighbor of $v$. Then, $v$ broadcasts $\text{Ball}_v$ and the edges marked as Del to all nodes at distance at most $\tau + 2c$. Finally, when a node $v$ receives messages containing edges that have been marked with Del by some node, then also $v$ internally marks as Del those edges.

Now we have all the ingredients to formally describe how we construct the skeleton tree. The skeleton tree $T' = (V', E')$ is defined in the following way. Intuitively, we keep only edges that have not been marked Del, and nodes with at least one remaining edge (i.e., nodes that have at least one incident edge not marked with Del). In particular, $E' = \{e \in E(T) \mid e \text{ is not marked Del}\}$, and $V' = \{u \in V \mid \exists w \in V \text{ s.t. } \{u, w\} \in E'\}$. Also, we want to keep track of the mapping from a node of $T'$ to its original node in $T$; let $\phi$ be such a mapping. Finally, we want to keep track of deleted subtrees, so let $T'_v$ be the subtree of $T$ rooted at $v \in V'$ containing all nodes of $C_j(v)$, for all $j$ such that $C_j(v)$ has been marked as Del. See Figure 3 for an example.

### 4.2 Virtual tree

We now show how to distributedly construct a new virtual tree, starting from $T'$, that satisfies some useful properties. Informally, the new tree is obtained by pumping all paths contained in $T'$ having length above some threshold. More precisely, by considering only degree-2 nodes of $T'$ we obtain a set of paths. We split these paths in shorter paths of length $l \ (c \leq l \leq 2c)$ by computing a $(c + 1, c)$ ruling set. Then, we pump these paths in order to obtain the final tree. Recall a $(\alpha, \beta)$-ruling set $R$ of a graph $G$ guarantees that nodes in $R$ have distance at least $\alpha$, while nodes outside $R$ have at least one node in $R$ at distance at most $\beta$. It can be distributedly computed in $O(\log^* n)$ rounds using standard colouring algorithms [14].
The new tree is obtained by replacing a subpath of a version of it, that satisfies some useful properties. We will later define a function, called poles, and given another graph $H'$, it replaces $H$ with $H'$. This function is a simplified version of the function Replace presented in [8] in Section 3.3.

**Definition 4 (Replace).** Let $H$ be a subgraph of $G$. The poles of $H$ are those vertices in $V(H)$ adjacent to some vertex in $V(G) \setminus V(H)$. Let $F = (v_1, \ldots, v_p)$ be a list of the poles of $H$, and let $F' = (v'_1, \ldots, v'_p)$ be a list of nodes contained in $H'$ (called poles of $H'$). The graph $G' = \text{Replace}(G, (H, F), (H', F'))$ is defined in the following way. Start with $G$, replace $H$ with $H'$, and replace any edge $\{u, v_i\}$, where $u \in V(G) \setminus V(H)$, with $\{u, v'_i\}$.

Informally, we will use the function Replace to substitute each path $Q \in \mathcal{Q}$ with a longer version of it, that satisfies some useful properties. We will later define a function, Pump, that is used to obtain these longer paths. The function Pump is defined in an analogous way to the function Pump presented in [8] in Section 3.8. We now show which properties it satisfies.

**Definition 5 (Properties of Pump).** Given a path $Q \in \mathcal{Q}$ of length $l$ ($c \leq l \leq 2c$), consider the subgraph $Q^T$ of $T$, containing, for each $v \in V(Q)$, the tree $T_{\chi(v)}$, where $\chi(v) = \psi(v)$), that is, the path $Q$ augmented with all the nodes deleted from the original tree that are connected to nodes of the path. Let $v_1, v_2$ be the endpoints of $Q$.

The function $\text{Pump}(Q^T, B)$ produces a new tree $P^T$ having two endpoints, $v'_1$ and $v'_2$, satisfying that the path between $v'_1$ and $v'_2$ has length $l'$, such that $cB \leq l' \leq c(B + 1)$. The new tree is obtained by replacing a subpath of $Q$, along with the deleted nodes connected to it, with many copies of the replaced part, concatenated one after the other. Let

More formally, we start by splitting the tree in many paths of short length. Let $v$ a node in $V'$ and $d_{v}^{T'}$ its degree in $T'$. Let $T''$ be the forest obtained by removing from $T'$ each node $v$ having $d_{v}^{T'} > 2$. $T''$ is a collection $\mathcal{P}$ of disjoint paths. Let $\psi$ be the mapping from nodes of $T''$ to their corresponding node in $T'$. See Figure 4 for an example.

We now want to split long paths of $\mathcal{P}$ in shorter paths. In order to achieve this, nodes of the same path can efficiently find a $(c + 1, c)$ ruling set in the path containing them. Nodes not in the ruling set form short paths of length $l$, such that $c \leq l \leq 2c$, except for some paths of $\mathcal{P}$ that were already too short, or subpaths at the two ends of a longer path. Let $Q$ be the subset of the resulting paths having length $l$ satisfying $c \leq l \leq 2c$. See Figure 5 for an example.

In order to obtain the final tree, we use the following function, called Replace. Informally, given a graph $G$ and a subgraph $H$ connected to the other nodes of $G$ via a set of nodes $F$, called poles, and given another graph $H'$, it replaces $H$ with $H'$. This function is a simplified version of the function Replace presented in [8] in Section 3.3.

![Figure 4](image1.png) Example of the tree $T''$ obtained from $T'$; nodes with degree greater than 2 (in blue) are removed from $T'$.

![Figure 5](image2.png) Blue nodes break the long paths $P$ of $T''$ shown on the left into short paths $Q$ shown in black on the right; short paths (in the example, paths with length less than 4) are ignored.
\[ G' = \text{Replace}(G, (Q^T, (v_1, v_2)), (P^T, (v'_1, v'_2))). \] Pump satisfies that nodes \( v'_1, v'_2 \in G' \) have the same view as \( v_1, v_2 \in G \) at distance \( 2r \) (where \( r \) is the LCL checkability radius). Note that, in the formal definition of \( \text{Pump} \), we will set \( c \) as a function of \( r \).

See Figure 6 for an example of \( Q^T \).

The final tree \( S \) is obtained from \( T \) by replacing each path \( Q \in \mathcal{Q} \) in the following way. Let \( Q^T \) be the set containing all \( Q^T \). Replace each subgraph \( Q^T \) with \( P^T = \text{Pump}(Q^T, B) \). Note that a node \( v \) can not see the whole set \( Q \), but just all the paths \( Q \in \mathcal{Q} \) that end at distance at most \( \tau + 2c \) from \( v \). Thus each node locally computes just a part of \( S \), that is enough for our purpose. We call the subgraph of \( Q^T \) induced by the nodes of \( Q \) the main path of \( Q^T \), and we define the main path of \( P^T \) in an analogous way. See Figure 7 for an example.

Finally, we want to keep track of the real nodes of \( S \). Nodes of \( S \) are divided in two parts, \( S_o \) and \( S_p \). The set \( S_o \) contains all nodes of \( T' \) that are not contained in any \( Q^T \), and all nodes that are at distance at most \( 2r \) from nodes not contained in any \( Q^T \), while \( S_p = V(S) \setminus S_o \).

Let \( \eta \) be a mapping from real nodes of the virtual graph \( (S_o) \) to their corresponding node of \( T \) (this is well defined, by the properties of \( \text{Pump} \)), and let \( T_o = \{ \eta(v) \mid v \in S_o \} \) (note that also \( \eta^{-1} \) is well defined for nodes in \( T_o \)). Informally, \( T_o \) is the subset of nodes of \( T \) that are far enough from pumped regions of \( S \), and have not been removed while creating \( T' \).

Note that we use the function \( \eta \) to distinguish between nodes of \( S \) and nodes of \( T \), but \( \eta \) is actually the identity function between a subset of shared nodes. Let \( \text{Virt} \) be the function that maps \( T \) to \( S \), that is, \( S = \text{Virt}(T, B, c) \). See Figure 8 for an example.

### 4.3 Properties of the virtual tree

The following lemma bounds the size of the graph \( S \), compared to the size of \( T \).

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure6}
\caption{Example of \( Q^T \), obtained by merging the path nodes (in black) with previously removed trees connected to them (in red).}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure7}
\caption{\( S \) (on the right) is obtained by pumping the black paths.}
\end{figure}

\textbf{Lemma 6.} The tree \( S \) has at most \( N = c(B + 1)n \) nodes, where \( n = |V(T)| \), and \( S = \text{Virt}(T, B, c) \).

\textbf{Proof.} \( S \) is obtained by pumping \( T \). The main path of the subtree obtained by pumping some \( Q^T \in \mathcal{Q}^T \) has length at most \( c(B + 1) \). This implies that each node of the main path of \( Q^T \) is copied at most \( c(B + 1) \) times. Also, a deleted tree \( T_o \) rooted at some path node \( v \) is not connected to more than one path node. Thus, \textit{all} nodes of \( T \) are copied at most \( c(B + 1) \) times. \hfill \( \blacksquare \)
The following lemma bounds the size of \( T' \) compared to the size of \( T'' \). Notice that, this is the exact point in which our approach stops working for time complexities of \( O(\sqrt{n}) \) rounds. This is exactly what we expect, since we know that there are LCL problems on trees having complexity \( \Theta(\sqrt{n}) \) [8].

**Lemma 7.** For any path \( P = (x_1, \ldots, x_k) \) of length \( k \geq c\sqrt{n} \) that is a subgraph of \( T' \), at most \( \frac{\sqrt{n}}{c} \) nodes in \( V(P) \) have degree greater than 2.

**Proof.** If a node \( x_j \in P \) has \( d_{T''}^v \geq 2 \), it means that it has at least one neighbour \( z \notin \{ x_{j-1}, x_{j+1} \} \) in \( T'' \) such that there exists a node \( w \) satisfying \( \text{dist}(x_j, w) \geq \tau \) such that the shortest path connecting \( x_j \) and \( w \) contains \( z \). Thus, for each node in \( P \) with \( d^v_\tau > 2 \), we have at least other \( \tau \) nodes not in \( P \). If at least \( \frac{\sqrt{n}}{c} + 1 \) nodes of \( P \) have degree greater than 2, we would obtain a total of \( (\frac{\sqrt{n}}{c}+1) \cdot \tau > n \) nodes, a contradiction.

The following lemma compares distances in \( T \) with distances in \( S \).

**Lemma 8.** There exists some constant \( c \) such that, if nodes \( u, v \) of \( T_o \) are at distance at least \( c\sqrt{n} \) in \( T \), then their corresponding nodes \( \eta^{-1}(v) \) and \( \eta^{-1}(u) \) are at distance at least \( cB\sqrt{n}/3 \) in \( S \).

**Proof.** Consider a node \( u \) at distance at least \( \tau \) from \( v \) in \( T \). There must exist a path \( P \) in \( T' \) connecting \( \phi^{-1}(u) \) and \( \phi^{-1}(v) \). By Lemma 7, at most \( \frac{\sqrt{n}}{c} \) nodes in \( P \) have degree greater than 2, call the set of these nodes \( X \). We can bound the number of nodes of \( P \) that are not part of paths that will be pumped in the following way:

- At most \( \frac{\sqrt{n}}{c+1} + \frac{\sqrt{n}}{c} + 1 \) nodes can be part of the ruling set. To see this, order the nodes of \( P \) from left to right in one of the two canonical ways. The first summand bounds all the ruling set nodes whose right-hand short path is of length at least \( c \), the second one bounds the ruling set nodes whose right-hand short path ends in a node \( x \in X \), and the last one considers the path that ends in \( \phi^{-1}(u) \) or \( \phi^{-1}(v) \).
- At most \( \frac{\sqrt{n}}{c}(1 + 2(c-1)) \) nodes are either in \( X \) or in short paths of length at most \( c-1 \) on the sides of a node in \( X \).
- At most \( 2(c-1) \) nodes are between \( \phi^{-1}(u) \) (or \( \phi^{-1}(v) \)) and a ruling set node.

While pumping the graph, in the worst case we replace paths of length \( 2c \) with paths of length \( cB \), thus \( \text{dist}(\phi^{-1}(u), \phi^{-1}(v)) \geq (c\sqrt{n} + 1 + (\frac{\sqrt{n}}{c+1} + \frac{\sqrt{n}}{c} + 1 + \frac{\sqrt{n}}{c}(1+2(c-1)) + 2(c-1))) \cdot \frac{B}{2} - 1 \), which is greater than \( cB\sqrt{n}/3 \) for \( c \) and \( n \) greater than a large enough constant.

### 4.4 Solving the problem faster

We now show how to speed up the algorithm \( A \) and obtain an algorithm running in \( O(\sqrt{n}) \).

First, note that if the diameter of the original graph is \( O(\sqrt{n}) \), every node sees the whole graph in \( O(\sqrt{n}) \) rounds, and the problem is trivially solvable by bruteforce. Thus, in the following we assume that the diameter of the graph is \( \omega(\sqrt{n}) \). This also guarantees that \( T_o \) is not empty.
Informally, nodes can distributedly construct the virtual tree $S$ in $O(\sqrt{n})$ rounds, and safely execute the original algorithm on it. Intuitively, even if a node $v$ sees just a part of $S$, we need to guarantee that this part has large enough radius, such that the original algorithm can’t see outside the subgraph of $S$ constructed by $v$.

More precisely, all nodes do the following. First, they distributedly construct $S$, in $O(\sqrt{n})$ rounds. Then, each node $v$ in $T_o$ (nodes for which $\eta^{-1}(v)$ is defined), simulates the execution of $A$ on node $\eta^{-1}(v)$ of $S$, by telling $A$ that there are $N = c(B+1)n$ nodes. Then, each node $v$ in $T_o$ outputs the same output assigned by $A$ to node $\eta^{-1}(v)$ in $S$. Also, each node $v$ in $T_o$ fixes the output for all nodes in $T_o$ ($\eta$ can be defined also for them, $v$ sees all of them, and the view of these nodes is contained in the view of $v$, thus it can simulate $A$ in $S$ for all of them).

Let $\Lambda$ be the set of nodes that already fixed an output, that is, $\Lambda = \{(u) \cup V(T_o) \mid u \in T_o\}$. Intuitively $\Lambda$ contains all the real nodes of $S$ (nodes with a corresponding node in $T$) and leaves out only nodes that correspond to pumped regions. Finally, nodes in $V(T) \setminus \Lambda$ find a valid output via bruteforce.

We need to prove two properties, the first shows that a node can safely execute $A$ on the subgraph of $S$ that it knows, while the second shows that it is always possible to find a valid output for nodes in $V(T) \setminus \Lambda$ after having fixed outputs for nodes in $\Lambda$.

Let us choose a $B$ satisfying $\tau_{\text{orig}}(N) \leq cB\sqrt{n}/3$, where $\tau_{\text{orig}}(N)$ is the running time of $A$. Note that $B$ can be an arbitrarily large function of $n$. Such a $B$ exists for all $\tau_{\text{orig}}(x) = o(x)$.

We prove the following lemma.

\begin{lemma}
For nodes in $T_o$, it is possible to execute $A$ on $S$ by just knowing the neighbourhood of radius $2c\sqrt{n}$ in $T$.
\end{lemma}

\textbf{Proof.} First, note that by Lemma 6, the number of nodes of the virtual graph, $|V(S)|$, is always at most $N$, thus, it is not possible that a node of $S$ sees a number of nodes that is more than the number claimed when simulating the algorithm.

Second, since $B$ satisfies $\tau_{\text{orig}}(N) \leq cB\sqrt{n}/3$, and since, by Lemma 8 and the bound of $c\sqrt{n}$ on the depth of each deleted tree $T_o$, the nodes outside a $2c\sqrt{n}$ ball of nodes in $T_o$ are at distance at least $cB\sqrt{n}/3$ in $S$, the running time of $A$ is less than the radius of the subtree of $S$ rooted at a node $v$ that $v$ distributedly computed and is aware of. This second part also implies that nodes in $T_o$ do not see the whole graph, thus they cannot notice that the value of $N$ is not the real size of the graph.

\subsection{4.5 Filling gaps by bruteforce}

Using similar techniques presented in [8] we can show that, by starting from a tree $T$ in which nodes of $\Lambda$ have already fixed an output, we can find a valid output for all the other nodes of the graph, in constant time. See the full version for the details.
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Abstract

A population protocol is a sequence of pairwise interactions of $n$ agents. During one interaction, two randomly selected agents update their states by applying a deterministic transition function. The goal is to stabilize the system at a desired output property. The main performance objectives in designing such protocols are small number of states per agent and fast stabilization time.

We present a fast population protocol for the exact-majority problem, which uses $\Theta(\log n)$ states (per agent) and stabilizes in $O(\log^{5/3} n)$ parallel time (i.e., in $O(n\log^{5/3} n)$ interactions) in expectation and with high probability. Alistarh et al. [SODA 2018] showed that exact-majority protocols which stabilize in expected $O(n^{1-\Omega(1)})$ parallel time and have the properties of monotonicity and output dominance require $\Omega(\log n)$ states. Note that the properties mentioned above are satisfied by all known population protocols for exact majority, including ours. They also showed an $O(\log^2 n)$-time exact-majority protocol with $O(\log n)$ states, which, prior to our work, was the fastest exact-majority protocol with polylogarithmic number of states. The standard design framework for majority protocols is based on $O(\log n)$ phases and requires that all
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1 Introduction

We consider population protocols [4] for exact-majority voting. The underlying computation system consists of a population of $n$ anonymous (i.e., identical) agents, or nodes, and a scheduler which keeps selecting pairs of nodes for interaction. A population protocol specifies how two nodes update their states when they interact. The computation is a (perpetual) sequence of interactions between pairs of nodes. The objective is for the whole system to eventually stabilize in configurations which have the output property defined by the considered problem. In the general case, the nodes can be connected according to a specified graph $G = (V, E)$ and two nodes can interact only if they are joined by an edge. Following the scenario considered in most previous work on population protocols, we assume the complete communication graph and the random uniform scheduler. That is, each pair of (distinct) nodes has equal probability to be selected for interaction in any step and each selection is independent of the previous interactions.

The model of population protocols was proposed in Angluin et al. [4] and has subsequently been extensively studied to establish its computational power and to design efficient solutions for fundamental tasks in distributed computing such as various types of consensus-reaching voting. The survey from Aspnes and Ruppert [6] includes examples of population protocols, early computational results, and variants of the model. The main design objectives for population protocols are small number of states and fast stabilization time. The original definition of the model assumes that the agents are copies of the same finite-state automaton, so the number of states (per node) is constant. This requirement has later been relaxed by allowing the number of states to increase (slowly) with the population size, to study trade-offs between the memory requirements and the running times.

The (two-opinion) exact-majority voting is one of the basic settings of consensus voting [3, 4, 5]. Initially each node is in one of two distinct states $q_A$ and $q_B$, which represent two distinct opinions (or votes) $A$ and $B$, with $a_0$ nodes holding opinion $A$ (starting in the state $q_A$) and $b_0$ nodes holding opinion $B$. We assume that $a_0 \neq b_0$ and denote the initial imbalance between the two opinions by $\epsilon = |a_0 - b_0|/n \geq 1/n$. The desired output property is that all nodes have the opinion of the initial majority. An exact majority protocol should guarantee that the correct answer is reached, even if the difference between $a_0$ and $b_0$ is only 1 (cf. [3]). In contrast, approximate majority would require correct answer only if the initial imbalance is sufficiently large. In this paper, when we refer to “majority” protocol/voting/problem we always mean the exact-majority notion.
Formal Model. We will now give further formalization of a population protocol and its time complexity. Let $S$ denote the set of states, which can grow with the size $n$ of the population (but keeping it low remains one of our objectives). A configuration of the system is an assignment of states to nodes. Let $q(v,t) \in S$ denote the state of a node $v \in V$ at step $t$ (that is, after $t$ individual interactions); $(v,q(v,t))_{v \in V}$ is the configuration of the system at this step. Two interacting nodes change their states according to a common deterministic transition function $\delta: S \times S \rightarrow S \times S$. A population protocol also has an output function $\gamma: S \rightarrow \Gamma$, which is used to specify the desired output property of the computation. For majority voting, $\gamma: S \rightarrow \{A, B\}$, which means that a node in a state $q \in S$ assumes that $\gamma(q)$ is the majority opinion. The system is in an (output) correct configuration at a step $t$ if for each $v \in V$, $\gamma(q(v,t))$ is the initial majority opinion. We consider undirected individual communications, that is, the two interacting nodes are not designated as initiator and responder, so the transition functions must be symmetric. Thus if $\delta(q',q'') = (r', r'')$, then $\delta(q'',q') = (r'', r')$, implying, for example, that $\delta(q,q) = (r, r)$.

We say that the system is in a stable configuration if no node will ever again change its output in any configuration that can be reached. The computation continues (since it is perpetual) and nodes may continue updating their states, but if a node changes from a state $q$ to another state $q'$ then $\gamma(q') = \gamma(q)$. Thus a majority protocol is in a correct stable configuration if all nodes output the correct majority opinion and will do so in all possible subsequent configurations. Two main types of output guarantee categorize population protocols as either always correct, if they reach the correct stable configuration with probability 1, or w.h.p. correct. A protocol of the latter type reaches a correct stable configuration w.h.p., allowing that with some low but positive probability an incorrect stable configuration is reached or the computation does not stabilize at all.

The notion of time complexity of population protocols which has lately been used to derive lower bounds on the number of states [1, 2], and the notion which we use also in this paper, is the stabilization time $T_S$ defined as the first round when the system enters a correct stable configuration. We follow the common convention of defining the parallel time as the number of interactions divided by $n$. Equivalently, we group the interactions in rounds of length $n$, called also (parallel) steps, and take the number of rounds as the measure of time. In our analysis we also use the term period, which we define as a sequence of $n$ consecutive interactions, but not necessarily aligned with rounds.

The main result of this paper is a majority protocol with stabilization time $O(\log^{5/3} n)$ w.h.p. and in expectation while using logarithmically many states. According to [2] this number of states is asymptotically optimal for protocols with $\mathbb{E}(T_S) = O(n^{1-\epsilon})$, and to the best of our knowledge this is the first result that offers stabilization in time $O(\log^{2-\Omega(1)} n)$ with poly-logarithmic state space.

Related Literature. Draief and Vojnović [12] and Mertzios et al. [17] analyzed two similar four-state majority protocols. Both protocols are based on the idea that the two opinions have weak versions $a$ and $b$ in addition to the main strong versions $A$ and $B$. The strong opinions are viewed as tokens moving around the graph. Initially each node $v$ has a strong opinion $A$ or $B$, and during the computation it has always one of the opinions $a$, $b$, $A$ or $B$ (so
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3 A property $P(n)$, e.g. that a given protocol reaches a stable correct configuration, holds w.h.p. (with high probability), if it holds with probability at least $1 - n^{-\alpha}$, where constant $\alpha > 0$ can be made arbitrarily large by changing the constant parameters in $P(n)$ (e.g. the constant parameters of a protocol).

4 Some previous papers (e.g. [1, 11]) refer to this stabilization time as the convergence time.
is in one of these four states). Two interacting opposite strong opinions cancel each other and change into weak opinions. Such pairwise canceling ensures that the difference between the numbers of strong opinions \( A \) and \( B \) does not change throughout the computation (remaining equal to \( a_0 - b_0 \)) and eventually all strong opinions of the initial minority are canceled out. The surviving strong opinions keep moving around the graph, converting the weak opposite opinions. Eventually every node has the opinion (strong or weak) of the initial majority.

Mertzios et al. [17] called their protocol the 4-state ambassador protocol (the strong opinions are ambassadors) and proved the expected stabilization time \( O(n^3) \) for any graph and \( O((n \log n) / |a_0 - b_0|) \) for the complete graph. Draief and Vojnović [12] called their 4-state protocol the binary interval consensus, viewing it as a special case of the interval consensus protocol of Bénédit et al. [7], and analyzed it in the continuous-time model. For the uniform edge rates (the continuous setting roughly equivalent to our setting of one random interaction per one time unit) they showed that the expected stabilization time for the complete graph is at most \( 2n(\log n + 1) / |a_0 - b_0| \). They also derived bounds on the expected stabilization time for cycles, stars and Erdős-Rényi graphs.

The appealing aspect of the four-state majority protocols is their simplicity and the constant-size local memory, but the downside is polynomially slow stabilization if the initial imbalance is small. The stabilization time decreases if the initial imbalance increases, so the performance would be improved if there were a way of boosting the initial imbalance. Alistarh et al. [3] achieved such boosting by multiplying all initial strong opinions by the integer parameter \( r \geq 2 \). The nodes keep the count of the number of strong opinions they currently hold. When eventually all strong opinions of the initial minority are canceled, \( |a_0 - b_0| r \) strong opinions of the initial majority remain in the system. This speeds up both the canceling of strong opinions and the converting of weak opinions of the initial minority, but the price is the increased number of states. Refining this idea, Alistarh et al. [1] obtained a majority protocol which has stabilization time \( O(\log^3 n) \) w.h.p. and in expectation and uses \( O(\log^2 n) \) states.

A suite of constant-state polylogarithmic-time population protocols for various functions, including exact majority, was proposed by Angluin et al. [5]. Their protocols are w.h.p. correct and, more significantly, require a unique leader to synchronize the progress of the computation. Their majority protocol w.h.p. reaches a correct stable configuration within \( O(\log^2 n) \) time (with the remaining low probability, it either needs more time to reach the correct output or it stabilizes with an incorrect output) and requires only a constant number of states, but the presence of the leader node is crucial.

The protocols developed in [5] introduced the idea of alternating cancellations and duplications, an idea that has been frequently used in subsequent majority protocols and also forms the basis of our new protocol. This idea has the following interpretation within the framework of canceling strong opinions. The canceling stops when it is guaranteed that w.h.p. the number of remaining strong opinions is less than \( \delta n \), for some small constant \( \delta < 1/2 \).

Now each remaining strong opinion duplicates (once): if a node with a strong opinion interacts with a node which does not hold a strong opinion then both nodes adopt the same strong opinion. This process of duplicating opinions lasts long enough to guarantee, again w.h.p., that all strong opinions have been duplicated. One phase of (partial) cancellations followed by (complete) duplications takes w.h.p. \( O(\log n) \) time, and \( O(\log n) \) repetitions of this phase increases the difference between the numbers of strong opinions \( A \) and \( B \) to \( \Theta(n) \).

With such large imbalance between strong opinions, w.h.p. within additional \( O(\log n) \) time the minority opinion is completely eliminated and the majority opinion is propagated to all nodes.
Bilke et al. [11] showed that the cancellation-duplication framework from [5] can be implemented without a leader if the agents have enough states to count their interactions. They obtained a majority protocol which has stabilization time $O(\log^2 n)$ w.h.p. and in expectation, and uses $O(\log^2 n)$ states. Berenbrink et al. [10] generalized the previous results on majority protocols by working with $k \geq 2$ opinions (plurality voting) and arbitrary graphs. Their protocol is based on the methodology introduced earlier for load balancing [18] and achieves $O(\text{polilog} n)$ time using a polynomial number of states and assuming that the initial advantage of the most common opinion is $\Omega(n/\text{polylog } n)$. For the case of complete graphs and $k = 2$, their protocol runs w.h.p. in $O(\log n)$ time.

Recently Alistarh et al. [2] showed that any majority protocol which has expected stabilization time of $O(n^{1-\epsilon})$, where $\epsilon$ is any positive constant, and satisfies the conditions of monotonicity and output dominance\(^5\), requires $\Omega(\log n)$ states. They also presented a protocol which uses only $\Theta(\log n)$ states and has stabilization time $O(\log^2 n)$ w.h.p. and in expectation. Their lower and upper bounds raised the following questions. Can exact majority be computed in poly-logarithmic time with $o(\log n)$ states, if the time is measured in some natural and relevant way other than time until (correct) stabilization? Can exact majority be computed in $o(\log^2 n)$ time with poly-logarithmically many states? (The protocol in [2] and all earlier exact majority protocols which use poly-logarithmically many states have time complexity at least of the order of $\log^2 n$.) Regarding the first question, one may consider the convergence time instead of the stabilization time. For a random (infinite) sequence $\omega$ of interaction pairs, let $T_C = T_C(\omega)$ denote the convergence time, defined as the first round when (at some interaction during this round) the system enters a correct configuration (all nodes correctly output the majority opinion) and remains in correct configurations in all subsequent interactions (of this sequence $\omega$). Clearly $T_C \leq T_S$, since reaching a correct stable configuration implies that whatever the future interactions may be, the system will always remain in correct configurations.

Very recently Kosowski and Uznański [16] and Berenbrink et al. [8] have shown that the convergence time $T_C$ can be poly-logarithmic while using $o(\log n)$ states. In [16] the authors design a programming framework and accompanying compilation schemes that provide a simple way of achieving protocols (including majority) which are w.h.p. correct, use $O(1)$ states and converge in expected poly-logarithmic time. They can make their protocols always-correct at the expense of having to use $O(\log \log n)$ states per node, while keeping poly-logarithmic time, or increasing time to $O(n')$, while keeping a constant bound on the number of states. In [8] the authors show an always-correct majority protocol which converges w.h.p. in $O(\log^2 n/\log s)$ time and uses $\Theta(s + \log n)$ states and an always-correct majority protocol which stabilizes w.h.p. in $O(\log^2 n/\log s)$ time and uses $O(s \cdot \log n/\log s)$ states, where parameter $s \in [2, n]$.

The recent population protocols for majority voting often use similar technical tools (mainly efficient constructions of phase clocks) as protocols for another fundamental problem of leader election. There are, however, notable differences in computational difficulty of both problems, so advances in one problem do not readily imply progress with the other problem. For example, leader election admits always-correct protocols with poly-logarithmically fast stabilization and $\Theta(\log \log n)$ states [13] (the lower bound here is only $\Omega(\log \log n)$ [1]). Gasieniec and Stachowiak [14] have recently shown that leader election can be completed in

\(^5\) Informally, the running time of a monotonic protocol does not increase if executed with a smaller number of agents. The output dominance means that if the positive counts of states in a stable configuration are changed, then the protocol will stabilize to the same output.
expected time asymptotically significantly better than \( \log^2 n \), but the best known time-bound for w.h.p.-correctness is \( O(\log^2 n) \). The ideas in [14], however, are specific to leader election and we do not see how they could be applied to improve expected time of majority voting.

Our Contributions. We present a majority population protocol with stabilization time \( O(\log^{5/3} n) \) w.h.p. and in expectation and \( O(\log n) \) states. Since our protocol satisfies the conditions of monotonicity and output dominance, in view of the lower bound shown in [2], this implies the \( O(\log n) \) number of states being asymptotically optimal for this type of protocols. The main contribution of our protocol is that no majority protocol with \( O(\text{polylog} n) \) states and running time \( O(\log^{2-\alpha} n) \), for any constant \( \alpha > 0 \), has been known before, not even if the weaker notions of the “convergence time” or “w.h.p. correctness” were considered.

All known fast majority protocols with a poly-logarithmic number of states are based in some way on the idea (introduced in [5]) of a sequence of \( \Omega(\log n) \) canceling-doubling phases. Each phase has length \( \Omega(\log n) \) and the nodes are synchronized when they proceed from phase to phase. Our new protocol still uses the overall canceling-doubling framework (as explained in Section 2) but with shorter phases of length \( \Theta(\log^{2/3} n) \) each, at the expense of weakening synchronization. We note that all existing majority protocols known to us cease to function properly with sub-logarithmic phases. Such phases are too short to synchronize nodes, resulting in there being, at the same time, nodes from different phases, and the computation potentially getting stuck (opposite opinions from different phases cannot cancel each other or we lose correctness). Moreover, we do not even have the guarantee that every node will be activated at all during a short phase – in fact, we know some nodes will not. The existing protocols require each node to be activated at least logarithmically many times during each phase.

Our main technical contributions are mechanisms to deal with the nodes which advance too slowly or too quickly through the short phases, that is, the nodes which are not in sync with the bulk. In a nutshell, we group \( \log^{1/3} n \) phases in one epoch, show that the configuration of the system remains reasonably tidy throughout one epoch even without explicit synchronization, and introduce “cleaning-up” and synchronization at the boundaries between epochs. We believe that some of our algorithmic and analytical ideas developed for fast majority voting may be of independent interest.

Outline. The remainder of the paper is organized as follows. We first, in Section 2, describe the \( O(\log^2 n) \)-time, \( O(\log^2 n) \)-state Majority protocol presented in [11], which we use as the baseline implementation of the canceling-doubling framework. We refer to the structure and the main properties of this protocol when describing and analysing our new faster protocols. In Section 3 we present our main protocol FastMajority1, which stabilizes in \( O(\log^{5/3} n) \) time and uses \( \Theta(\log^2 n) \) states, and in Section 4 we outline the analysis of this protocol. In Section 5 we outline how to modify protocol FastMajority1 yielding protocol FastMajority2, which has the same \( O(\log^{5/3} n) \) bound on the running time but uses only \( \Theta(\log n) \) states. Further details of our protocols, including pseudocode and detailed proofs, are given in the full version of the paper [9].

2 Exact majority: the general idea of canceling-doubling phases

We view the \( A/B \) votes as tokens which can have different values (or magnitudes). Initially each node has one token of type \( A \) or \( B \) with value 1 (the base, or original, value of a token). Throughout the computation, each node either has one token or is empty. In the following we say that two tokens meet if their corresponding nodes interact.
When two opposite tokens $A$ and $B$ of the same value meet, then they can cancel each other and the nodes become empty. Such an interaction is called canceling of tokens.

When a token of type $X \in \{A, B\}$ and value $z$ interacts with an empty node, then this token can split into two tokens of type $X$ and half the value $z/2$, and each of the two involved nodes takes one token. We call such an interaction splitting, duplicating or doubling of a token.

We also use the notion of the age of a token, the number of times it has undergone splitting. Thus the relation between the value $z$ and the age $g$ of a token is $z = 1/2^g$. Each node stores only the age of the token it possesses (if any), as its value can easily be computed from its age and vice-versa. Note that any sequence of canceling and splitting interactions preserves the difference between the sum of the values of all $A$ and $B$ tokens. This difference is always equal to the initial imbalance. The primary objective is to eliminate all minority tokens. When only majority tokens are left in the system (and this is recognized by at least of the the nodes), the majority opinion can be propagated to all nodes \(w.h.p.\) within additional $O(\log n)$ time via a broadcast process. In the broadcast process, if two nodes interact and one of the nodes is in a final state, then the other node adopts the opinion of the first node and switches to the final state as well, except when a conflict occurs. In such a case some backup protocol is initiated that guarantees that the process always converges to the correct result. Since a conflict occurs with a small probability only, the running time of the overall protocol is $O(\log^2 n)$ with high probability and in expectation. The details of this standard process of propagating the outcome will be omitted from our descriptions and analysis. That is, from now on we assume that the objective is to eliminate the minority tokens.

From a node’s local point of view, the computation of the $O(\log^2 n)$-time, $O(\log^2 n)$-state Majority protocol consists of at most $\log n + 2$ phases and each phase consists of at most $C \log n$ interactions, where $C$ is a suitably large constant. Each node keeps count of phases and steps (interactions) within the current phase, and maintains further information which indicates the progress of computation. More precisely, each node $v$ keeps the following data, which require $\Theta(\log^2 n)$ states.

- $v$.

- $v$.

- $v$.

- $v$.

- $v$.

- $v$.

If a node $v$ is in neither of the two special states done and fail, then we say that $v$ is in a normal state: $v$.

A node $v$ is in Phase $i$ if $v$.

If $v$ is in Phase $i$ and is not empty, then the age of the token at $v$ is either $i$ if $v$.

Thus the phase of a token (more correctly, the token’s host node) and the flag doubled indicate the age of this token. Throughout the whole computation, the pair $\langle v$.

This counter is incremented by 1 at the end of each interaction. Thus, for example, if $v$.

The beginning, the middle and the final parts of a phase are buffer zones, consisting of $c \log n$ steps each. The purpose of these parts is to ensure that the nodes progress through the current phase in a synchronized way.
The second part is the canceling stage and the fourth part is the doubling stage, each consisting of \((c - 3c)/2 \log n\) steps. If two interacting nodes are in the canceling stage of the same phase and have opposite tokens then the tokens are canceled. If two interacting nodes are in the doubling stage of the same phase, one of them has a token which has not doubled yet in this phase and the other is empty, then this is a doubling interaction. If nodes were simply incrementing their step counters by 1 at each interaction, then those counters would start diverging too much for the canceling-doubling process to work correctly.

An important aspect of the Majority protocol, as well as our new faster protocols, is the following mechanism for keeping the nodes sufficiently synchronized. When two interacting nodes are in different phases then the node in the lower phase jumps up to (that is, sets its step counter to) the beginning of the next phase. The Majority protocol relies on this synchronization mechanism in the high-probability case when all nodes are in two adjacent parts of a phase (that is, either in two adjacent parts of the same phase, or in the final part of one phase and the beginning part of the next phase.) In this case the process of pulling all nodes up to the next phase follows the pattern of broadcast. The node, or nodes, which have reached the beginning of the next phase by way of normal one-step increments broadcast the message “if you are not yet in my phase then proceed to the next phase.” By the time the broadcast is completed (that is, by the time when the message has reached all nodes), all nodes are together in the next phase. It can be shown that there is a constant \(\beta_3\) such that \(w.h.p.\) the broadcast completes in \(\beta_3 n \log n\) random pairwise interactions (see, for example [5]; other papers may refer to this process as epidemic spreading or rumor spreading).

The constant \(c\) in the definition of the parts of a phase is suitably smaller than the constant \(C\), but sufficiently large to guarantee the following two conditions: (a) the broadcast from a given node to all other nodes completes \(w.h.p.\) within \((c/5)n \log n\) interactions; and (b) for a sequence of \((C/2)n \log n\) consecutive interactions, \(w.h.p.\) for each node \(v\) and each \(0 < t \leq (C/2)n \log n\), the number of times \(v\) is selected for interaction within the first \(t\) interactions differs from the expectation \(2t/n\) by at most \((c/5)n \log n\). Condition (a) implies that after \((c/5)n \log n\) interactions, \(w.h.p.\) all nodes are in the next phase. Using Condition (b) with \(t = (c/5)n \log n\), we can also claim that \(w.h.p.\) at this point all nodes are within the first \((3/5)c \log n\) steps of the next phase (all nodes are in the next phase and no node interacted more than the expected \((2/5)c \log n\) plus \((1/5)c \log n\) times). Finally Condition (b) applied to all \((c/5)n \log n \leq t \leq (C/2)n \log n\) implies that \(w.h.p.\) the differences between the individual counts of node interactions do not diverge by more than \(c \log n\) throughout this phase. We set \(c = C^{3/4}\) and take \(C\) large enough so that \(c \leq C/9\) (to have at least \(3c \log n\) steps in the canceling and doubling stages) and both Conditions (a) and (b) hold. This way we achieve the following synchronized progress of nodes through a phase: \(w.h.p.\) all nodes are in the same part of the same phase before they start moving on to the next part. Moreover, also \(w.h.p.\), for each canceling or doubling stage there is a sequence of \(\Theta(n \log n)\) consecutive interactions when all nodes remain in this stage and each one of them is involved in at least \(c \log n\) interactions.

Thus throughout the computation of the Majority protocol, \(w.h.p.\) all nodes are in two adjacent parts of a phase. In particular, \(w.h.p.\) the canceling and doubling activities of the nodes are separated. This separation ensures that the cancellation of tokens creates a sufficient number of empty nodes to accommodate new tokens generated by token splitting in the subsequent doubling stage. If two interacting nodes are not in the same or adjacent parts of a phase (a low, but positive, probability), then their local times (step counters) are considered inconsistent and both nodes enter the special fail state. The details of the Majority protocol are given in pseudocode in the full version [9].

\[ \text{broadcast complete } \Rightarrow \text{nodes are in the next phase and no node interacted more than the expected } \]
From a global point of view, \(w.h.p\). each new phase \(p\) starts with all nodes in normal states in the beginning of this phase. We say that this phase completes successfully if all nodes are in normal states in the beginning part of the next phase \(p + 1\). At this point all tokens have the same value \(1/2^{p+1}\), and the difference between the numbers of opposite tokens is equal to \(2^{p+1}|a_0 - b_0|\). The computation \(w.h.p\). keeps successfully completing consecutive phases, each phase halving the value of tokens and doubling the difference between \(A\) tokens and \(B\) tokens, until the critical phase \(p_c\), which is the first phase \(0 \leq p_c \leq \log n - 1\) when the difference between the numbers of opposite tokens is

\[2^{p_c}|a_0 - b_0| > n/3.\]  

The significance of the critical phase is that the large difference between the numbers of opposite tokens means that \(w.h.p\). all minority tokens will be eliminated in this phase, if they have not been eliminated yet in previous phases. More specifically, at the end of phase \(p_c\), \(w.h.p\). only tokens of the majority opinion are left and each of these tokens has value either \(1/2^{p_c+1}\) if the token has split in this phase, or \(1/2^{p_c}\) otherwise. If at least one token has value \(1/2^{p_c}\), then this token has failed to double during this phase and assumes that the computation has completed. Such a node enters the \(\text{done}\) state and broadcasts its (majority) opinion to all other nodes. In this case phase \(p_c\) is the final phase.

If at the end of the critical phase all tokens have value \(1/2^{p_c+1}\) then no node knows yet that all minority tokens have been eliminated, so the computation proceeds to the next phase \(p_c + 1\). Phase \(p_c + 1\) will be the final phase, since it will start with more than \((2/3)n\) tokens and all of them of the same type, so at least one token will fail to double and will assume that the computation has completed and will enter the \(\text{done}\) state. The failure to double is taken as an indication that \(w.h.p\). all tokens of opposite type have been eliminated. Some tokens may still double in the final phase and enter the next phase (later receiving the message that the computation has completed) but \(w.h.p\). no node reaches the end of phase \(p_c + 2 \leq \log n + 1\). Thus the \(\text{done}\) state is reached \(w.h.p\). within \(O(\log^2 n)\) parallel time.

The computation may fail \(w.l.p.\) when the step counters of two interacting nodes are not consistent, or a node reaches phase \(\log n + 2\), or two nodes enter the \(\text{done}\) state with opposite-type tokens. Whenever a node realizes that any of these low-probability events has occurred, it enters the \(\text{fail}\) state and broadcasts this state.

It is shown in \([11]\) that the \textit{Majority} protocol stabilizes, either in the correct all-\(\text{done}\) configuration or in the all-\(\text{fail}\) configuration, within \(O(\log^2 n)\) time \(w.h.p.\) and in expectation. The standard technique of combining a fast protocol, which \(w.l.p.\) may fail, with a slow always-correct backup protocol gives an \textit{extended Majority} protocol, which requires \(\Theta(\log^2 n)\) states per node and computes the exact majority within \(O(\log^2 n)\) time \(w.h.p.\) and in expectation. The idea is to run both the fast and the slow protocols in parallel and make the nodes in the \(\text{fail}\) state adopt the outcome of the slow protocol. The slow protocol runs in expected polynomial, say \(O(n^\alpha)\), time, but its outcome is used only with low probability of \(O(n^{-\alpha})\), so it contributes only \(O(1)\) to the overall expected time.

We omit the details of using a slow backup protocol (see, for example, \([2, 11]\]), and assume that the objective of a canceling-doubling protocol is to use a small number of states \(s\), to compute the majority quickly \(w.h.p.\), say within a time bound \(T'(n)\), and to also have low expected time of reaching the correct all-\(\text{done}\) configuration or the all-\(\text{fail}\) configuration, say within a bound \(T''(n)\). If the bounds \(T'(n)\) and \(T''(n)\) are of the same order \(O(T(n))\), then we get a corollary that the majority can be computed with \(O(s)\) states in \(O(T(n))\) time \(w.h.p.\) and in expectation.

\[w.l.p.\] – with low probability – means that the opposite event happens \(w.h.p.\).
3 Exact majority in $O(\log^{5/3} n)$ time with $\Theta(\log^2 n)$ states

To improve on the $O(\log^2 n)$ time of the Majority protocol, we reduce the length of a phase to $\Theta(\log^{1-a} n)$, where $a = 1/3$. The new FastMajority1 protocol runs in $O(\log^{1-a} n) \times O(\log n) = O(\log^{5/3} n)$ time and requires $\Theta(\log^2 n)$ states per node. We will show in Section 5 that the number of states can be reduced to asymptotically optimal $\Theta(\log n)$. We keep the term $a$ in the description and the analysis of our fast majority protocols to simplify notation and to make it easier to trace where a larger value of $a$ would break the proofs.

Phases of sub-logarithmic length are too short to ensure that w.h.p. all tokens progress through the phases synchronously and keep up with required canceling and doubling, as they did in the Majority protocol. In the FastMajority1 protocol, we have a small but w.h.p. positive number of out-of-sync tokens, which move to the next phase either too early or too late (with respect to the expectation) or simply do not succeed with splitting within a short phase. Such tokens stop contributing to the regular dynamics of canceling and doubling. The general idea of our solution is to group $\log^a n$ consecutive phases (a total of $\Theta(\log n)$ steps) into an epoch, to attach further $\Theta(\log n)$ steps at the end of each epoch to enable the out-of-sync tokens to reach the age required at the end of this epoch, and to synchronize all nodes by the broadcast process at the boundaries of epochs. When analyzing the progress of tokens through the phases of the same epoch, we consider the tokens which remain synchronized and the out-of-sync tokens separately.

We now proceed to the details of the FastMajority1 protocol. Each epoch consists of $2C \log n$ steps, where $C$ is a suitably large constant, and is divided into two equal-length parts. The first part is a sequence of $\log^a n$ canceling-doubling phases, each of length $C \log^{1-a} n$. The purpose of the second part is to give sufficient time to out-of-sync tokens so that w.h.p. they all complete all splitting required for this epoch. Each node $v$ maintains the following data, which can be stored using $\Theta(\log^2 n)$ states. For simplicity of notation, we assume that expressions like $\log^a n$ and $C \log^{1-a} n$ have integer values if they refer to an index (or a number) of phases or steps.

- $v.\text{token} \in \{A, B, \emptyset\}$ – type of token held by $v$.
- $v.\text{epoch} \in \{0, 1, \ldots, \log^{1-a} n + 2\}$ – the counter of epochs.
- $v.\text{age\_in\_epoch} \in \{0, 1, \ldots, \log^a n\}$ – the age of the token at $v$ (if $v$ has a token) with respect to the beginning of the current epoch. If $v.\text{token}$ is $A$ or $B$, then the age of this token is $g = v.\text{epoch} \cdot \log^a n + v.\text{age\_in\_epoch}$ and the value of this token is $1/2^g$.
- $v.\text{epoch\_part} \in \{0, 1\}$ – each epoch consists of two parts, each part has $C \log n$ steps. The first part, when $v.\text{epoch\_part} = 0$, is divided into $\log^a n$ canceling-doubling phases.
- $v.\text{phase} \in \{0, 1, \ldots, (\log^a n) - 1\}$ – counter of phases in the first part of the current epoch.
- $v.\text{phase\_step} \in \{0, 1, \ldots, (C \log^{1-a} n) - 1\}$ – counter of steps (interactions) in the current phase.

- Boolean flags indicating the status of the node, all set initially to false:
  - $v.\text{doubled}$, $v.\text{done}$, $v.\text{fail}$ – as in the Majority protocol;
  - $v.\text{out\_of\_sync}$ – $v$ has a token which no longer follows the expected progress through the phases of the current epoch;
  - $v.\text{additional\_epoch}$ – the computation is in the additional epoch of $3 \log^a n$ phases, with each of these phases consisting now of $\Theta(\log n)$ steps.

We say that a node $v$ is in epoch $j$ if $v.\text{epoch} = j$, and in phase $i$ (of the current epoch) if $v.\text{phase} = i$. We view the triplet $(v.\text{epoch\_part}, v.\text{phase}, v.\text{phase\_step})$ as the (combined) counter $v.\text{epoch\_step} \in \{0, 1, 2, \ldots, (2C \log n) - 1\}$ of steps in the current epoch,
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and the pair \((v.\text{epoch}, v.\text{epoch}\_\text{step})\) as the counter \(v.\text{time} \in \{0, 1, 2, \ldots, (2C\log^{2-a}n) + O(\log n)\}\) of the steps of the whole protocol. If a node \(v\) is not in any of the special states \(\text{out\_of\_sync}, \text{additional\_epoch}, \text{done}\) or \(\text{fail}\), then we say that \(v\) is in a normal state:

\[
v.\text{normal} \equiv \neg(v.\text{out\_of\_sync} \lor v.\text{additional\_epoch} \lor v.\text{done} \lor v.\text{fail}).
\]

A normal token is a token hosted by a normal node. Each phase is split evenly into the canceling stage (the first \((C/2)\log^{1-a}n\) steps of the phase) and the doubling stage (the remaining \((C/2)\log^{1-a}n\) steps).

The vast majority of the tokens are normal tokens progressing through the phases of the current epoch in a synchronized fashion. These tokens are simultaneously in the beginning part of the same phase \(j\) and have the same age \(j\) (w.r.t. the end of the epoch). They first try to cancel with tokens of the same age but opposite type during the canceling stage, and if they survive, they then split during the subsequent doubling stage. At some later time most of the tokens will still be normal, but in the beginning part of the next phase \(j+1\) and having age \(j+1\). Thus the age of a normal token (w.r.t. the beginning of the current epoch) is equal to its phase if the token has not yet split in this phase (this is recorded by setting the flag \(\text{doubled}\)), or to its phase plus 1 otherwise.

As in the Majority protocol, we separate the canceling and the doubling activities to ensure that the canceling of tokens first creates a sufficient number of empty nodes to accommodate the new tokens obtained later from splitting. Unlike in the Majority protocol, the \text{FastMajority1} protocol does not have the buffer zones within a phase. Such zones would not be helpful in the context of shorter sublogarithmic phases when anyway we cannot guarantee that \(\text{w.h.p. all nodes progress through a phase in a synchronously.}\)

A token which has failed to split in one of the phases of the current epoch becomes an out-of-sync token (the \(\text{out\_of\_sync}\) flag is set). Such a token no longer follows the regular canceling-doubling phases of the epoch, but instead tries cascading splitting to break up into tokens of age \(\log^{a}n\) (relative to the beginning of the epoch) as expected by the end of this epoch. An out-of-sync token does not attempt canceling because there would be only relatively few opposite tokens of the same value, so only a small chance to meet them (too small to make a difference in the analysis). The tokens obtained from splitting out-of-sync tokens inherit the out-of-sync status. A token drops the out-of-sync status if it is in the second part of the epoch and has reached the age \(\log^{a}n\). (Alternatively, out-of-sync tokens could switch back to the normal status as soon as their age coincides again with their phase, but this would complicate the analysis.) An \(\text{out\_of\_sync\ node}\) is a node hosting an out-of-sync token. While each normal node and token is in a specific phase of the first part of an epoch or is in the second part of the epoch, the out-of-sync nodes (tokens) belong to an epoch but not to any specific phase. The objective for a normal token is to split into two halves in each phase of the current epoch (if it survives canceling). The objective of an out-of-sync token is to keep splitting in the current epoch (disregarding the boundaries of phases) until it breaks into tokens as expected by the end of this epoch.

In our analysis we show that \(\text{w.h.p. there are only } O(n/2^{\Theta(\log^{a}n)})\) out-of-sync tokens in any one epoch. \(\text{W.h.p. all out-of-sync tokens in the current epoch reach the age } \log^{a}n \text{ (w.r.t. the beginning of the epoch) by the } (3/2)C\log n \text{ of the epoch}, \) for each but the final epoch \(j_f\). In the final epoch at least one out-of-sync token completes the epoch without reaching the required age.

When the system completes the final epoch, the task of determining the majority opinion is not fully achieved yet. In contrast to the Majority protocol where on completion of the final phase \(\text{w.h.p. only majority tokens are left, in the FastMajority1 protocol there may} \)
still be a small number of minority tokens at the end of the final epoch, so some further work is needed. A node which has failed to reach the required age by the end of the current epoch, identifying that way that this is the final epoch, enters the additional_epoch state and broadcasts this state through the system to trigger an additional epoch of \( \Theta(\log^a n) \) phases. More precisely, the additional epoch consists of at most \( 3 \log^a n \) phases corresponding to epochs \( j_f - 1 \) (if \( j_f > 0 \)), \( j_f \) and \( j_f + 1 \), each phase now having \( \Theta(\log n) \) steps. W.h.p. these phases include the critical phase \( p_c \) and the phase \( p_c + 1 \), defined by (1). The computation of the additional epoch is as per the Majority protocol, taking \( O(\log^{1+a} n) \) time to reach the correct all-done configuration w.h.p. or the all-fail configuration w.l.p.

Two interacting nodes first check the consistency of their time counters (the counters of interactions) and switch to fail states if the difference between the counters is greater than \( (1/4)C \log n \). If the counters are consistent but the nodes are in different epochs (so one near the end of an epoch with the other being near the beginning of the next) then the node in the lower epoch jumps up to the beginning of the next epoch. This is the synchronization mechanism at the boundaries of epochs, analogous to the synchronization by broadcast at the boundaries of phases in the Majority protocol. In the FastMajority1 protocol, however, it is not possible to synchronize the nodes at the boundaries of (short) phases.

For details of the FastMajority1 protocol we refer the reader to the full version [9].

## 4 Analysis of the FastMajority1 protocol

Ideally we would like for all tokens to progress through the phases of the current epoch synchronously, w.h.p., that is, all tokens being roughly in the same part of the same phase, as in the Majority protocol. This would mean that w.h.p. at some (global) time all nodes are in the beginning part of the same phase, ensuring that all tokens have the same value \( x \), and at some later point all nodes are in the end part of this phase and all surviving tokens have value \( x/2 \). This ideal behavior is achieved by the Majority protocol at the cost of having \( \Theta(\log n) \)-step phases. As discussed in Section 2, the logarithmic length of a phase also gives sufficient time to synchronize w.h.p. the local times of all nodes at the end of a phase so that they all end up together in the beginning part of the next phase.

Now, with phases having only \( \Theta(\log^{1-a} n) \) steps, we face the following two difficulties in the analysis. Firstly, while a good number of tokens split during such a shorter phase, w.h.p. there are also some tokens which do not split. Secondly, phases of length \( o(\log n) \) are too short to keep the local times of the nodes synchronized. We can again show that a good number of nodes proceed in synchronously, but w.h.p. there are nodes falling behind or rushing ahead and our analysis has to account for them.

Counting the phases across the epochs, we define the critical phase \( p_c \) as in (1). Similarly as in the \( O(\log^2 n) \)-time Majority protocol, the computation proceeds through the phases moving from epoch to epoch until it reaches the critical phase \( p_c \). The computation will then get stuck in this phase or in the next phase \( p_c + 1 \). Some tokens do not split in that final phase, nor in any subsequent phase of the current epoch, because there are not enough empty nodes to accommodate new tokens. Almost all minority tokens have been eliminated, and so the creation of empty nodes by cancellations of opposite tokens has all but stopped. This is the final epoch \( j_f \) and the nodes which do not split to the value required by the end of this epoch trigger the additional epoch of \( O(\log^a n) \) phases, each having \( \Theta(\log n) \) steps. The additional epoch is needed because we do not have a high-probability guarantee that all minority tokens are eliminated by the end of the final epoch. The small number of remaining minority tokens may have various values which are inconsistent with the values of
the majority tokens, so further cancellations of tokens might not be possible. The additional epoch includes the phases of the three consecutive epochs $j_f - 1, j_f$ and $j_f + 1$ to ensure that w.h.p. both phases $p_c$ and $p_c + 1$ are included. Phase $p_c$ can be as early as the last phase in epoch $j_f - 1$ and phase $p_c + 1$ can be as late as the first phase in epoch $j_f + 1$.

The following conditions describe the regular configuration of the whole system at the beginning of epoch $j$, and the corresponding Lemma 1 summarizes the progress of the computation through this epoch. Recall that the FastMajority1 protocol is parameterized by a suitably large constant $C > 1$ and our analysis refers also to another smaller constant $c = C^{3/4}$. We refer to the first (last) $c \log^{1-a} n$ steps of a phase or a stage as the beginning (end) part of this phase or stage. The (global) time steps count the number of interactions of the whole system.

**Lemma 1.** Consider an arbitrary epoch $j \geq 0$ such that phase $p_c$ belongs to an epoch $j' \geq j$ and assume that at some (global) step $t$ the condition EpochInvariant$(j)$ holds.

1. If phase $p_c$ does not belong to epoch $j$ (that is, phase $p_c$ is in a later epoch $j' > j$), then w.h.p. there is a step $\tilde{t} \leq t + 2Cn \log n$ when the condition EpochInvariant$(j + 1)$ holds.
2. If both phases $p_c$ and $p_c + 1$ belong to epoch $j$, then w.h.p. there is a step $\tilde{t} \leq t + 2Cn \log n$ when
   (*a) a node completes epoch $j$ and enters the additional_epoch state (because it has a token which has not split to the value required by the end of this epoch); and all other nodes are in normal or out-of-sync states in the second part of epoch $j$ or the first part of epoch $j + 1$.
3. Otherwise, that is, if phase $p_c$ is the last phase in epoch $j$ (and $p_c + 1$ is the first phase in epoch $j + 1$), then w.h.p. either there is a step $\tilde{t} \leq t + 2Cn \log n$ when the above condition
   (*a) for the end of epoch $j$ holds, or all nodes eventually proceed to epoch $j + 1$ and there is a step $\tilde{t} \leq t + 3Cn \log n$ when the condition analogous to (*a) but for the end of epoch $j + 1$ holds.

The condition PhaseInvariant1$(j, i)$ given below describes the regular configuration of the whole system at the beginning of phase $0 \leq i \leq \log^a n$ in epoch $j \geq 0$. We note that the last phase in an epoch is phase $\log^a n - 1$ and the condition PhaseInvariant1$(j, \log^a n)$ refers in fact to the beginning of the second part of the epoch. A normal token in the beginning of phase $i$ in epoch $j$ has (absolute) value $2^{-(j \log^a n + i)}$ and relative values $1, 2, 1/2^i$ and $2^{\log^a n - i}$ w.r.t. the beginning of this phase, the end of this phase, the beginning of this epoch and the end of this epoch, respectively. It may also be helpful to recall that for a given node $v$, phase $i$ starts at $v$’s epoch step $Ci \log^{1-a} n$. Observe that EpochInvariant$(j)$ implies PhaseInvariant1$(j, 0)$.

**PhaseInvariant1$(j, i)$ :**

1. The set $W$ of nodes which are normal and in the beginning part of phase $i$ in epoch $j$ has size at least $n(1 - (i + 1)/2^{\log^a n})$. That is, a node $v$ is in $W$ if and only if $v.n$ normal is true, $v.phase = j$ and $v.phase + 1 = 0$ and $v.phase = i$ if $i < \log^a n$, or $v.epoch.part = 1$ and $v.phase = 0$ if $i = \log^a n$. 

DISC 2018
2. Let \( U = V \setminus W \) denote the set of the remaining nodes.
   a. For each \( u \in U \):
      u is a normal node in epoch \( j-1 \), \( u.\text{epoch\_step} \geq (3/2)C \log n \) and \( i < (c/C) \log^a n \);
      or \( u \) is in a normal or out-of-sync state in epoch \( j \) and \( |u.\text{epoch\_step} - C i \log^{1-a} n| \leq 4c \log n \).
   b. The total value of the tokens in \( U \) w.r.t. the end of epoch \( j \) is at most \( n(i + 1)/2^{2\log^a n} \).

For an epoch \( 0 \leq j \) and a phase \( 0 \leq i < \log^a n \) in this epoch, let \( p(j, i) = j \log^a n + i \) denote the global index of this phase. We show that w.h.p. the condition \( \text{EpochInvariant}(j, i) \) holds at the beginning of each phase \( p(j, i) \leq p_c \).

**Lemma 2.** For arbitrary \( 0 \leq j \) and \( 0 \leq i < \log^a n - 1 \) such that \( p(j, i) \leq p_c \), assume that the condition \( \text{EpochInvariant}(j) \) holds at some (global) time step \( t \) and the condition \( \text{PhaseInvariant}(j, i) \) holds at the step \( t_i = t + i(C/2)n \log^{1-a} n \). Then the following conditions hold, where \( t_{i+1} = t + (i + 1)(C/2)n \log^{1-a} n \).

1. If \( p(j, i) < p_c \), then w.h.p. at step \( t_{i+1} \) the condition \( \text{PhaseInvariant}(j, i + 1) \) holds.
2. If \( p(j, i) = p_c \), then w.h.p. at step \( t_{i+1} \) the total value, w.r.t. the end of epoch \( j \), of the minority-opinion tokens is \( O(n \log n / 2^{2\log^a n}) \).

Lemma 2 is proven by analyzing the cancellations and duplications of tokens in one phase. This lemma heavily uses Claim 6, in which it is essential that \( a \leq 1/3 \). Lemma 1 is proven by inductively applying Lemma 2. In turn, Theorem 3 below, which states the \( O(\log^{5/3} n) \) bound on the completion time of the \( \text{FastMajority1} \) protocol, can be proven by inductively applying Lemma 1 and by choosing \( a = 1/3 \).

**Theorem 3.** The \( \text{FastMajority1} \) protocol uses \( \Theta(\log^2 n) \) states, computes the majority w.h.p. within \( O(\log^{5/3} n) \) time, and reaches the correct all-done configuration or the all-fail configuration within expected \( O(\log^{5/3} n) \) time.

**Corollary 4.** The majority can be computed with \( \Theta(\log^2 n) \) states in \( O(\log^{5/3} n) \) time w.h.p. and in expectation.

We now give some further explanation of the structure of our analysis, referring the reader to the full version [9] for the formal proofs. Lemma 5 and Claim 6 show the synchronization of the nodes which we rely on in our analysis. Lemma 5 is used in the proof of Lemma 1, where we analyze the progress of the computation through one epoch consisting of \( O(n \log n) \) interactions \( (O(\log n) \) parallel steps). Lemma 5 can be easily proven using first Chernoff bounds for a single node and then the union bound over all nodes. The proof of Claim 6 is considerably more involved, but we need this claim in the proof of Lemma 2, where we look at the finer scale of individual phases and have to consider intervals of \( \Theta(\log^{1-a} n) \) interactions of a given node. This claim shows, in essence, that most of the nodes stay tightly synchronized when they move from phase to phase through one epoch. The \( \text{epoch\_step} \) counters of these nodes stay in a range of size at most \( c \log^{1-a} n \).

**Lemma 5.** For any constant \( C \) and for \( c = C^{3/4} \), during a sequence of \( t \leq 2Cn \log n \) interactions, with probability at least \( 1 - n^{-\alpha(C)} \) (for a suitable function \( \alpha = \omega(1) \)) the number of interactions of each node is within \( (\log n) \) of the expectation of \( 2t/n \) interactions.

**Claim 6.** For a fixed \( j \geq 0 \), assume that \( \text{EpochInvariant}(j) \) holds at a time step \( t \). Let \( W \subseteq V \) be the set of \( n(1 - o(1)) \) nodes which satisfy at this step the condition 1 of \( \text{EpochInvariant}(j) \) (that is, \( W \) is the set of nodes which are in epoch \( j \) with \( \text{epoch\_step} \) counters at most \( c \log^a n \)). Then at an arbitrary but fixed time step \( t < t' \leq t + (3/4)Cn \log n \),
w.h.p. all nodes in $W$ are in epoch $j$ and all but $O(n/2^b \log^a n)$ of them have their epoch_step counters within $c/2 \cdot \log^{1-a} n$ from $2(t' - t)/n$.

Note that this claim only holds if $a \leq 1/3$, otherwise one can not guarantee that w.h.p. all but $O(n/2^b \log^a n)$ of the nodes in $W$ have their epoch_step counters within $c/2 \cdot \log^{1-a} n$ of $2(t' - t)/n$.

Lemmas 7 and 8 describe the performance of the broadcast process in the population-protocol model. Lemma 7 has been used before and is proven, for example, in [11]. Lemma 8 is a more detailed view at the dynamics of the broadcast process, which we need in the context of Lemma 1 to show that the synchronization at the end epoch $j$ gives w.h.p. $\text{EpochInvariant}(j + 1)$.

- **Lemma 7.** For any constant $c$, the broadcast completes with probability at least $1 - n^{-\alpha(c)}$ (for a suitable function $\alpha = \omega(1)$) within $cn \log n$ interactions.

- **Lemma 8.** Let $b \in (0, 1)$ and $c > 0$ be arbitrary constants and let $c_1$ be a sufficiently large constant. Consider the broadcast process and let $t_1$ be the first step when $n/2^b \log^a n$ nodes are already informed and $t_2 = t_1 + c_1 n \log^b n$. Then the following conditions hold.
  1. With probability at least $1 - n^{-\omega(1)}$, $n - O(n/2^b \log^a n)$ nodes receive the message for the first time within the $c_1 n \log^b n$ consecutive interactions $\{t_1 + 1, t_1 + 2, \ldots, t_2\}$.
  2. With probability at least $1 - n^{-\alpha(c)}$ (for a suitable function $\alpha = \omega(1)$), $t_1 \leq cn \log n$ and each node interacts at most $4c \log n$ times in interval $[1, t_2]$.
  3. With probability at least $1 - n^{-\omega(1)}$, there are $n - O(n/2^b \log^a n)$ nodes which interact within interval $[t_1 + 1, t_2]$ at least $c_1 \log^b n$ times but not more than $3c_1 \log^b n$ times.

## 5 Reducing the number of states to $\Theta(\log n)$

Our $\text{FastMajority1}$ protocol described in Section 3 requires $\Theta(\log^2 n)$ states per node. Using the idea underlying the constructions of leaderless phase clocks in [15] and [2], we now modify $\text{FastMajority1}$ into the protocol $\text{FastMajority2}$, which still works in $O(\log^{5/3} n)$ time but has only the asymptotically optimal $\Theta(\log n)$ states per node. The general idea is to separate from the whole population a subset of clock nodes, whose only functionality is to keep the time for the whole system. The other nodes work on computing the desired output, which may guarantee that they should proceed to the next stage of the computation when they interact with clock nodes. We note that while we use similar general structure and terminology as in [2], the meaning of some terms and the dynamics of our phase clock are somewhat different. A notable difference is that in [2] the clock nodes keep their time counters synchronized on the basis of the power of two choices in load balancing: when two nodes meet, only the lower counter is incremented. In contrast, we keep the updates of time counters as in the $\text{Majority}$ and $\text{FastMajority1}$ protocols: both interacting clock nodes increment their time counters, with the exception that the slower node is pulled up to the next $\Theta(\log n)$-length phase or epoch, if the faster node is already there.

The nodes in the $\text{FastMajority2}$ protocol are partitioned into two sets with $\Theta(n)$ nodes in each set. One set consists of worker nodes, which may carry opinion tokens and work through canceling-doubling phases to establish the majority opinion. These nodes maintain only information on whether they carry any token, and if so, then the value of the token.

---

7 It may be possible to use instead the ideas underlying other phase clocks, e.g. the $\Theta(\log \log n)$-state phase clock from [13], but this would not result in fewer states being needed for our protocol.
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(equivalently, the age of the token, that is, the number of times this token has been split). Each worker node has also a constant number of flags which indicate the current activities of the node (for example, whether it is in the canceling stage of a phase), but it does not maintain a detailed step counter. The other set consists of clock nodes, which maintain their detailed epoch-step counters, counting interactions with other clock nodes modulo $2C \log n$, for a suitably large constant $C$, and synchronizing with other clocks by the broadcast mechanism at the end of epoch. Thus the clock nodes update their counters in the same way as all nodes would update their counters in the FastMajority1 protocol.

The worker nodes interact with each other in a similar way as in FastMajority1, but now to progress orderly through the computation they rely on the relatively tight synchronization of clock nodes. A worker node $v$ advances to the next part of the current phase (or to the next phase, or the next epoch), when it interacts with a clock node whose clock indicates that $v$ should progress. There is also a third type of nodes, the terminator nodes, which will appear later in the computation. A worker or clock node becomes a terminator node when it enters a done or fail state. The meaning and function of these special states are as in protocols Majority and FastMajority1.

A standard input instance, when each node is a worker with a token of value 1, is converted into a required initial workers-clocks configuration during the following $O(\log n)$-time pre-processing. When two value-1 tokens of opposite type interact they cancel out and one of the two involved nodes, say the one which has had the token $B$, becomes a clock node. If two value-1 tokens of the same type interact and their step counters have different parity, then the tokens are combined into one token of value 2. The combined tokes is taken by one node, while the other node, say the one with the odd counter, becomes a clock node. All nodes count their interactions during the pre-processing, but the $O(\log n)$ states needed for this are re-used when the pre-processing completes. At this point the worker nodes have an input instance with the base value of tokens equal to 2. Some tokens may have value 1 (one may view them as if already split in the first phase) and some nodes may be empty.

Referring to the state space of the FastMajority1 protocol, in the FastMajority2 protocol each worker node $v$ maintains data fields $v$.token, $v$.epoch and $v$.age_in_epoch to carry information about tokens and their ages, and a constant number of flags to keep track of the status of the node and its progress through the current epoch and the current phase. These include the status flags from the FastMajority1 protocol $v$.doubled, $v$.out_of_sync and $v$.additional_epoch, and flags indicating the progress: the $v$.epoch_part flag from FastMajority1 and a new (multi-valued) flag stage $\in \{beginning, canceling, middle, doubling, ending\}$. The clock nodes maintain the epoch_step counters. The nodes have constant number of further flags, for example to support the initialization to workers and clocks and the implementation of the additional epoch and the slow backup protocol. Thus in total each node has only $\Theta(\log n)$ states.

Further details of FastMajority2, including pseudocodes, details of the pre-processing and outline of the proof of Theorem 9 which summarizes the performance of this protocol, are given in the full version [9].

▶ Theorem 9. The FastMajority2 protocol uses $\Theta(\log n)$ states, computes the exact majority w.h.p. within $O(\log^{5/3} n)$ parallel time and stabilizes (in the correct all-done configuration or in the all-fail configuration) within the expected $O(\log^{5/3} n)$ parallel time.

▶ Corollary 10. The exact majority can be computed with $\Theta(\log n)$ states in $O(\log^{5/3} n)$ parallel time w.h.p. and in expectation.
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1 Introduction

1.1 Space bounds for encoded, multi-register, and Byzantine storage

In many data sharing solutions, information needs to be read from multiple sources in order for a single value to be reconstructed. One such example is coded storage where multiple storage blocks need to be obtained in order to recover a single value that can be returned to the application [5,9,10,16–18,22,23]. Another example arises in shared memory systems, where the granularity of atomic memory operations (such as load and store) is limited to a single word (e.g., 64 bits) and one wishes to atomically read and write larger values [22]. A third example is replicating data to overcome Byzantine faults (without authentication) or data corruption, where a reader expects to obtain the same block from multiple servers in order to validate it [1,2,19].

We refer to such systems collectively as disintegrated storage systems. We show that such a need to read data in multiple storage accesses inherently entails high storage costs: exponential in the data size if reads do not modify the storage, and otherwise linear in the number of concurrent reads. This stands in contrast to systems that use non-Byzantine replication, such as ABD [6], where, although meta-data (e.g., timestamps) is read from several sources, the recovered value need only be read from a single source.
1.2 Our results

We consider a standard shared storage model (see Section 2). We refer to shared storage locations (representing memory words, disks, servers, etc.) as objects. To strengthen our lower bounds, we assume that objects are responsive, i.e., do not fail; the results hold a fortiori if objects can also be unresponsive [19]. Objects support general read-modify-write operations by asynchronous processes. We study wait-free emulations of a shared regular register [20].

Section 3 formally defines disintegrated storage. We use a notion of blocks, which are parts of a value kept in storage – code blocks, segments of a longer-than-word value, or full copies of a replicated value. A key assumption we make is that each block in the shared storage pertains to a single write operation; a similar assumption was made in previous studies [11,23]. The disintegration property then stipulates that a reader must obtain some number $\tau > 1$ of blocks pertaining to a value $v$ before returning $v$. For example, $\tau$ blocks are needed in $\tau$-out-of-$n$ coded storage, whereas $\tau = f + 1$ in $f$-tolerant Byzantine replication. To strengthen our results, we allow the storage to hold unbounded meta-data (e.g., timestamps), and count only the storage cost for blocks. Note that the need to obtain $\tau$ blocks implies that meta-data cannot be used instead of actual data.

In Section 4 we give general lower bounds that apply to all types of disintegrated storage – replicated, coded, and multi-register. We first consider invisible reads, which do not modify the shared storage. This is a common paradigm in storage systems and often essential where readers outnumber writers and have different permissions. In this case, even with one reader and one writer, the storage size can be exponential; specifically, if value sizes are $D$ (taken from a domain of size $2^D$), then we show a lower bound of $\tau + (\tau - 1)\left\lceil \frac{2^D - 1}{L} \right\rceil$ blocks, where $L$ is the number of blocks in a reader’s local storage. That is, either the local storage of the reader or the shared storage is exponential.

Section 5 studies a more restrictive flavor of disintegrated storage, called $\tau$-common write, where a reader needs to obtain $\tau$ blocks produced by the same write operation in order to return $v$. In other words, if the reader obtains blocks that originate from two different writes of the same value, then it cannot recognize that they pertain to the same value, as is the case when blocks hold parts of a value or code blocks rather than replicas. In this case, the shared storage cost is high independently of the local memory size. Specifically, we show a bound of $\tau \cdot 2^D$ blocks with invisible readers. In systems that use symmetric coding (i.e., where all blocks are of the same size, namely at least $D/\tau$ bits), this implies a lower bound of $D \cdot 2^D$ bits. For a modest value size of 20 bytes, the bound amounts to $2.66 \cdot 10^{37}$ TB, and for 1KB values it is a whopping $1.02 \cdot 10^{2457}$ TB.

We further consider visible reads, which can modify the objects’ meta-data. Such readers may indicate to the writers that a read is ongoing, and signal to them which blocks to retain. Using such signals, the exponential bound no longer holds – there are emulations that store a constant number of values per reader [2,5,13,22]. We show that such linear growth with the number of readers is inherent. Our results are summarized in Table 1.

These bounds are tight as far as regularity and wait-freedom go: relaxing either requirement allows circumventing our results [1,19]. As for storage cost, our lower bounds are asymptotically tight to known algorithms, whether reads are visible [2,5,22] or not [7,16,18,21].

We note that the study of the inherent storage blowup in asynchronous coded systems has only recently begun [11,23] and is still in its infancy. In this paper, we point out a somewhat surprising similarity between coded storage and other types of shared memory/storage, and show unified lower bounds for all of them. Section 6 concludes the paper and suggests directions for future work.
Table 1 Lower bounds on shared storage space consumption, in units of blocks; $D$ is the value size, $\tau > 1$ is the number of data blocks required in order to recover a value, $L \geq 1$ is the maximal number of blocks stored in a reader’s local data, and $R$ the number of readers.

<table>
<thead>
<tr>
<th></th>
<th>Invisible Reads</th>
<th>Visible Reads</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>General Case</strong></td>
<td>$\tau + (\tau - 1) \left\lceil \frac{2^D - 1}{L} \right\rceil$</td>
<td>$\tau + (\tau - 1) \cdot \min \left( \left\lceil \frac{2^D - 1}{L} \right\rceil, R \right)$</td>
</tr>
<tr>
<td><strong>Common Write</strong></td>
<td>$\tau \cdot 2^D$</td>
<td>$\tau + (\tau - 1) \cdot \min (2^D - 1, R)$</td>
</tr>
</tbody>
</table>

1.3 Related work and applicability of our bounds

Several works have studied the space complexity of register emulations. Two recent works [11, 23] show a dependence between storage cost and the number of writers in crash-tolerant storage, identifying a trade-off between the cost of replication ($f+1$ copies for tolerating $f$ faults) and that of $\tau$-out-of-$n$ coding (linear in the number of writers). Though they do not explicitly consider disintegrated storage, it is fairly straightforward to adapt the proof from [23] to derive a lower bound of $\tau W$ blocks with $W$ writers. Here we consider the case of single-writer algorithms, where this bound is trivial. Other papers [3,15] show limitations of multi-writer emulations when objects do not support atomic read-modify-write, whereas we consider single-writer emulations that do use read-modify-write.

Chockler et al. [14] define the notion of amnesia for register emulations with an infinite value domain, which intuitively captures the fact that an algorithm “forgets” all but a finite number of values written to it. They show that a wait-free regular emulation tolerating non-authenticated Byzantine faults with invisible readers cannot be amnesic, but do not show concrete space lower bounds. In this paper we consider a family of disintegrated storage algorithms, with visible and invisible readers, and show concrete bounds for the different cases; if the size of the value domain is unbounded, then our invisible reader bounds imply unbounded shared storage.

Disintegrated storage may also correspond to emulations of large registers from smaller ones, where $\tau$ is the size of the big register divided by the size of the smaller one. Some algorithms in this vein, e.g., [22], indeed have the disintegration property, as the writer writes $\tau$ blocks to a buffer and a reader obtains $\tau$ blocks of the same write. These algorithms are naturally subject to our bounds. Other algorithms, e.g., [12,13,20], do not satisfy our assumption that each block in the shared storage pertains to a single write operation, and a reader may return a value based on blocks written by different write operations. Thus, our bounds do not apply to them. It is worth noting that these algorithms nevertheless either have readers signal to the writers and use space linear in the number of readers, or have invisible readers but use space exponential in the value size. Following an earlier publication of our work in [8], Wei [25] showed that these costs – either linear in the number of visible readers or exponential in the value size with invisible ones – are also inherent in emulations of large registers from smaller ones that do share blocks among writes, albeit do not use meta-data at all. Several questions remain open in this context: first, Wei’s bound is not applicable to all types of storage we consider (in particular, Byzantine), and does not apply to algorithms that use timestamps. Second, we are not familiar with any regular register emulations where readers write-back data, and it is unclear whether our bound may be circumvented this way.

Non-authenticated Byzantine storage algorithms that tolerate $f$ faults need to read a value $f+1$ times in order to return it, and are thus $\tau$-disintegrated for $\tau = f + 1$. Note that while our model assumes objects are responsive, it a fortiori applies to scenarios where objects
may be unresponsive. Some algorithms circumvent our bound either by providing only safe semantics [19], or by forgoing wait-freedom [1]. Others use channels with unbounded capacity to push data to clients [7, 21] or potentially unbounded storage with best-effort garbage collection [18].

As for coded storage, whenever \( \tau \) blocks are required to reconstruct a value, the algorithm is \( \tau \)-disintegrated. And indeed, previous solutions in our model require unbounded storage or channels [9, 10, 16–18], or retain blocks for concurrent visible readers, consuming space linear in the number of readers [5]. Our bounds justify these costs. Our assumption that each block in the shared storage pertains to a single value is satisfied by almost all coded storage algorithms we are aware of, the only exception is [24], which indeed circumvents our lower bound but does not conform to regular register semantics. Other coded storage solutions, e.g., [4], are not subject to our bound because they may recover a value from a single block.

2 Preliminaries

Shared storage model

We consider an asynchronous shared memory system consisting of two types of entities: A finite set \( O = \{o_1, \ldots, o_n\} \) of objects comprising shared storage, and a set \( \Pi \) of processes. Every entity in the system stores data: an object’s data is a single block from some domain \( B \), whereas a process’ data is an array of up to \( L \) blocks from \( B \). We assume a bound \( L \) on the number of blocks in the data array of each process. In addition, each entity stores potentially infinite meta-data, \( meta \). We denote an entity \( e \)’s data as \( e.data \) and likewise for \( e.meta \). A system’s storage cost is the number of objects in the shared storage, \( n \).

Objects support atomic get and update actions by processes. We denote by \( a_p \), an action \( a \) performed by \( p \) and by \( o.a_p \), an \( a_p \) action at \( o \). An \( o.update_p \) is an arbitrary read-modify-write that possibly writes a block from \( B \) to \( o.data \) and modifies \( o.meta, p.meta, \) and \( p.data \). An \( o.get_p \) may replace a block in \( p.data \) with \( o.data \) and may modify \( p.meta \).

Algorithms, configurations, and runs

An algorithm defines the behaviors of processes as deterministic state machines, where state transitions are associated with actions. A configuration is a mapping to states (data and meta) from all system components, i.e., processes and objects. In an initial configuration all components are in their initial states.

We study algorithms (executed by processes in \( \Pi \)) that emulate a high-level functionality, exposing high-level operations, and performing low-level get/update on objects. We say that high-level operations are invoked and return or respond. Note that, for simplicity, we model get and update as instantaneous actions, because the objects are assumed to be atomic, and we do not explicitly deal with object failures in this paper.

A run of algorithm \( A \) is a (finite or infinite) alternating sequence of configurations and actions, beginning with some initial configuration, such that configuration transitions occur according to \( A \). Occurrences of actions in a run are called events. The possible events are high-level operation invocations and responses and get/update occurrences. We use the notion of time \( t \) during a run \( r \) to refer to the configuration reached after the \( i^{\text{th}} \) event in \( r \). For a finite run \( r \) consisting of \( t \) events we define \( t_r \equiv t \). Two operations are concurrent in a run \( r \) if both are invoked in \( r \) before either returns. If a process \( p \)’s state transition from state \( S \) is associated with a low-level action \( a_p \in \{\text{get}_p, \text{update}_p\} \), we say that \( a_p \) is enabled in \( S \). A run \( r' \) is an extension of a (finite) run \( r \) if \( r \) is a prefix of \( r' \); we denote by \( r' \setminus r \) the
We address this by allowing meta-data to store timestamps, etc., and by not counting the space lower bound if we want to allow algorithms to use unbounded timestamps? How can we show a space lower bound if we want to allow algorithms to use unbounded timestamps? We address this by allowing meta-data to store timestamps, etc., and by not counting the storage cost for meta-data. For example, the above algorithms store timestamps in meta-data alongside data blocks and use them to figure out which data is safe to return, but still need \( \tau \) actual blocks/copies of a value in order to return it. Note that for the sake of the lower bound.

Register emulations

We study algorithms that emulate a shared register [20], which stores a value \( v \) from some domain \( \mathbb{V} \). We assume that \( |\mathbb{V}| = 2^D > 1 \), i.e., values can be represented using \( D > 0 \) bits. For simplicity, we assume that each run begins with a dummy initialization operation that writes the register’s initial value and does not overlap any operation. The register exposes high-level read, and write \( p(v) \) operations of values \( v \in \mathbb{V} \) to processes \( p \in \Pi \). We consider single-writer (SW) registers where the application at only one process (the writer) invokes writes, and hence omit the subscript \( p \) from write \( v \). The remaining \( R \triangleq |\Pi| - 1 \) processes are limited to performing reads, and are referred to as readers. For brevity, we refer to the subsequence of a run where a specific invocation of a write \( v \)/read \( p \) is pending simply as a write \( v \)/read \( p \) operation.

We assume that whenever a read \( p \) operation is invoked at time \( t \) in a run \( r \), \( p.data(r, t) \) is empty. We consider two scenarios: (1) invisible reads, where reads do not use updates, and (2) visible reads, where reads may perform updates that update meta-data (only) in the shared storage. Note that readers do not write actual data, which is usually the case in regular register emulations, defined below. In a single-reader (SR) register \( R = 1 \), and if \( R > 1 \) the register is multi-reader (MR). If the states of the writer and the objects at the end of a finite run \( r \) are equal to their respective states at the end of a finite run \( r' \), we say that \( t_r \) and \( t_r' \) are indistinguishable to the writer and objects, and denote: \( t_r \approx_w t_r' \).

Our safety requirement is regularity [20]: a read \( rd \) must return the value of either the last write \( w \) that returns before \( rd \) is invoked, or some write that is concurrent with \( rd \). For liveness, we require wait-freedom, namely that every operation invoked by a process \( p \) returns within a finite number of \( p \)’s actions. In other words, if \( p \) is given infinitely many opportunities to perform actions, it completes its operation regardless of the actions of other processes.

3 Disintegrated storage

As noted above, existing wait-free algorithms of coded and/or Byzantine-fault-tolerant storage with invisible readers may store all values ever written [7,9,11,16–18,21]. This is because if old values are erased, it is possible for a slow reader to never find sufficiently many blocks of the same value so as to be able to return it. If readers are visible, then a value per reader is retained. We want to prove that these costs are inherent. The challenge in proving such space lower bounds is that the aforementioned algorithms use unbounded timestamps. How can we show a space lower bound if we want to allow algorithms to use unbounded timestamps?
bound, we do not restrict how meta-data is used; all we require is that the algorithm read \(\tau\) data blocks of the same value (or write), and we do not specify how the algorithm knows that they pertain to the same value (or write). To formalize the property that the algorithm returns \(\tau\) blocks pertaining to the same value or write, we need to track, for each block in the shared storage, which write produced it. To this end, we define labels. Labels are only an analysis tool, and do not exist anywhere. In particular, they are not timestamps, not meta-data, and not explicitly known to the algorithm. As an external observer, we may add them as abstract state to the blocks, and track how they change.

**Labels**

We associate each block \(b\) in the shared or local storage with a set of labels, \(\text{Labels}(b)\), as we now explain. For an algorithm \(A\) and \(v \in \mathcal{V}\), denote by \(\mathcal{W}_v^A\) the set of \text{write}(v) operations invoked in runs of \(A\). For \(V \subseteq \mathcal{V}\), we denote \(\mathcal{W}_V^A \triangleq \bigcup_{v \in V} \mathcal{W}_v^A\), and let \(\mathcal{W}^A \triangleq \mathcal{W}_\mathcal{V}^A\). For clarity, we omit \(A\) when obvious from the context, and refer simply to \(\mathcal{W}_v\), \(\mathcal{W}_V\), and \(\mathcal{W}\). We assume that the \(k^{th}\) update event occurring in a write operation \(w \in \mathcal{W}\) tags the block \(b\) it stores (if any) with a unique label \(\langle w, k \rangle\), so \(\text{Labels}(b)\) becomes \(\{\langle w, k \rangle\}\).

Whereas our assumption that each block in the shared storage pertains to a single write rules out associating multiple labels with such a block, we do allow the reader’s meta-data to recall multiple accesses encountering the same block. For example, when blocks are copies of replicated data, the reader can store one instance of the value in local memory and keep a list of the objects where the value was encountered. To this end, a block in a reader’s data may be tagged with multiple labels: when a reader \(p\) obtains a block \(b\) from an object \(o\) at time \(t\) in a run \(r\), the block \(b\) in \(p.data(r, t+1)\) is tagged with \(\text{Labels}(o.data(r, t))\); if at time \(t' > t\) \(p.data\) still contains \(b\) and \(p\) performs an action on an object \(o'\) s.t. \(o'.data(r, t') = b\) and the latter is tagged with label \(\ell\), \(p\) adds \(\ell\) to \(\text{Labels}(b)\) (regardless of whether \(b\) is added to \(p.data\) once more). When all copies of a block are removed from \(p.data\), all its labels are “forgotten”. We emphasize that labels are not stored anywhere, and are only used for analysis.

We track the labels of a value \(v \in \mathcal{V}\) at time \(t\) in a run \(r\) using the sets \(S\)-labels \((v, r, t)\), of labels in the shared storage, \(L\)-labels \((v, r, t)\), of labels in process \(p\)’s local storage, and \(\text{All-labels}_p(v, r, t)\), a combination of both. Formally,

- \(S\)-labels \((v, r, t) \triangleq \bigcup_{o \in \mathcal{O}} \text{Labels}(o.data(r, t)) \cap (\mathcal{W}_v \times \mathbb{N})\).
- \(L\)-labels \((v, r, t) \triangleq \bigcup_{b \in \mathcal{P}.data(r, t)} \text{Labels}(b) \cap (\mathcal{W}_v \times \mathbb{N})\).
- \(\text{All-labels}_p(v, r, t) \triangleq \text{Labels}(v, r, t) \cup S\)-labels \((v, r, t)\).

For a time \(t\) in a run \(r\) and \(p \in \mathcal{P}\), we define \(\text{values}_p(r, t) \triangleq \{v \in \mathcal{V} \mid \text{L-labels}_p(v, r, t) \neq \emptyset\}\).

Similarly, we track labels associated with a particular write \(w \in \mathcal{W}\) accessible by process \(p \in \mathcal{P}\) at time \(t\) in a run \(r\):

- \(S\)-labels \((w, r, t) \triangleq \bigcup_{o \in \mathcal{O}} \text{Labels}(o.data(r, t)) \cap (\{w\} \times \mathbb{N})\).
- \(L\)-labels \((w, r, t) \triangleq \bigcup_{b \in \mathcal{P}.data(r, t)} \text{Labels}(b) \cap (\{w\} \times \mathbb{N})\).
- \(\text{All-labels}_p(w, r, t) \triangleq \text{Labels}(w, r, t) \cup S\)-labels \((w, r, t)\).

We define \(\text{writes}_p(r, t) \triangleq \{w \in \mathcal{W} \mid \text{L-labels}_p(w, r, t) \neq \emptyset\}\). Note that for all \(v \in \mathcal{V}\) and \(w \in \mathcal{W}_v\), (1) \(S\)-labels \((w, r, t) \subseteq S\)-labels \((v, r, t)\), (2) \(L\)-labels \((w, r, t) \subseteq L\)-labels \((v, r, t)\), and (3) \(\text{All-labels}_p(w, r, t) \subseteq \text{All-labels}_p(v, r, t)\).

Since readers do not write-back:

\[\text{Observation 1. If the } t^{th} \text{ event in a run } r \text{ is of a reader } p \in \mathcal{P}, \text{ then for all } v \in \mathcal{V}, w \in \mathcal{W}: \text{All-labels}_p(v, r, t) \subseteq \text{All-labels}_p(v, r, t-1) \text{ and All-labels}_p(w, r, t) \subseteq \text{All-labels}_p(w, r, t-1).\]
Disintegrated storage

Intuitively, in disintegrated storage register emulations, for a read\(_p\) to return \(v\), \(p\) must encounter \(\tau > 1\) blocks corresponding to \(v\) that were produced by separate update events. To formalize this, we use labels:

**Definition 2** (\(\tau\)-disintegrated storage). If a return of \(v \in \mathbb{V}\) by a read\(_p\) invocation is enabled at time \(t\) in a run \(r\) then \(|L\text{-labels}_p(v, r, t)| \geq \tau\).

Thus, a reader can only return \(v\) if it recalls (in its local memory) obtaining blocks of \(v\) with \(\tau\) different labels.

A more restrictive case of \(\tau\)-disintegrated storage occurs when readers cannot identify whether two blocks pertain to a common value unless they are produced by a common write that identifies them, e.g., with the same timestamp. This is the case when value parts or code words are stored in objects rather than full replicas.

To capture this case, for a block \(b \in \bigcup_{e \in O} e\text{-data}\), a value \(v \in \mathbb{V}\), and a write \(w \in \mathbb{W}_v\), if \(\exists k \in \mathbb{N}\) s.t. \(\langle w, k \rangle \in \text{Labels}(b)\), we say that \(w\) is an origin write of \(b\) and \(v\) is an origin value of \(b\). Common write \(\tau\)-disintegrated storage is then defined:

**Definition 3** (common write \(\tau\)-disintegrated storage). If a return of \(v \in \mathbb{V}\) by a read\(_p\) invocation is enabled at time \(t\) in a run \(r\) then \(\exists w \in \mathbb{W}_v\) : \(|L\text{-labels}_p(w, r, t)| \geq \tau\).

Note that we do not further require \(p\text{-data}\) to actually hold \(\tau\) blocks with a common write, because the weaker definition suffices for our lower bounds. For brevity, we henceforth refer to a common write \(\tau\)-disintegrated storage algorithm simply as \(\tau\)-common write.

Permanence

Our lower bounds will all stem, in one way or another, from the observation that in wait-free disintegrated storage, every run must reach a point after which some values (and in the case of common write, also some writes) must permanently have a certain number of blocks in the shared storage. This is captured by the following definition:

**Definition 4** (permanence). Consider a finite run \(r\), \(k \in \mathbb{N}\), a set \(S \subseteq \mathbb{V}\), and a set of readers \(\Theta \subseteq \Pi\). Let \(z \in \mathbb{V} \cup \mathbb{W}\) be a value or a write operation. We say that \(z\) is \((k, \Theta, S)\)-permanent in \(r\) if in every finite extension \(r'\) of \(r\) s.t. in \(r' \setminus r\) readers in \(\Theta\) do not take actions and writes are limited to values from \(S\), \(|S\text{-labels}(z, r', t_r)| \geq k\).

Intuitively, this means that the shared storage continues to hold \(k\) blocks of \(z\) as long as readers in \(\Theta\) do not signal to the writer and only values from \(S\) are written. For brevity, when the particular sets \(S\) and \(\Theta\) are not important, we refer to the value shortly as \(k\)-permanent.

The observation below follows immediately from the definition of permanence:

**Observation 5.** Let \(v \in \mathbb{V}\), \(w \in \mathbb{W}_v\), \(k \in \mathbb{N}\), \(V_2 \subseteq V_1 \subseteq \mathbb{V}\), \(\Theta_1 \subseteq \Theta_2 \subseteq \Pi\).
1. If \(w\) is \((k, \Theta_1, V_1)\)-permanent in a finite run \(r\) then \(v\) is \((k, \Theta_1, V_1)\)-permanent in \(r\).
2. If \(v\) is \((k, \Theta_1, V_1)\)-permanent in a finite run \(r\) then \(v\) is \((k, \Theta_2, V_2)\)-permanent in all finite extensions \(r'\) of \(r\) where in \(r' \setminus r\) writes are limited to values from \(V_1\) and readers in \(\Theta_1\) do not take actions.

Since each object holds a single block associated with a single label:

**Observation 6.** For time \(t\) in a run \(r\), the number of objects is: \(n \geq |\bigcup_{v \in \mathbb{V}} S\text{-labels}(v, r, t)|\).

Thus, if there are \(m\) different \(k\)-permanent values in a run, then \(n \geq mk\). We observe that with invisible readers, the set \(\Theta\) is immaterial.
Observation 7. Consider \( k \in \mathbb{N} \), \( V \subseteq \mathbb{V} \), and a finite run \( r \) with an invisible reader \( p \in \Pi \). If \( z \in \mathbb{V} \cup \mathbb{W} \) is \((k, \{p\}, V)\)-permanent in \( r \) then \( z \) is \((k, \emptyset, V)\)-permanent in \( r \).

The specific lower bounds for the four scenarios we consider differ in the number of permanent values/\textit{writes} and the number of blocks per value/\textit{write} \((k = \tau - 1 \text{ or } k = \tau)\), we can force the shared storage to retain forever in each case. Interestingly, our notion of permanence resembles the idea that an algorithm is not \textit{amnesic} introduced in [14] (see Section 1.3), but is more fine-grained in specifying the number of permanent blocks and restricting executions under which they are retained.

4 Lower bounds for disintegrated storage

In this section we provide lower bounds on the number of objects required for \( \tau \)-disintegrated storage regular wait-free register emulations. Section 4.1 proves two general properties of regular wait-free \( \tau \)-disintegrated storage algorithms. We show in Section 4.2 that with invisible \textit{reads}, unless the readers’ local storage size is exponential in \( D \), the storage cost of such emulations is at least exponential in \( D \). Finally, Section 4.3 shows that if \textit{reads} are visible, then the storage cost increases linearly with the number of readers.

4.1 General properties

We first show that because readers must make progress even if the writer stops taking steps, at least \( 2\tau - 1 \) blocks are required regardless of the number of readers.

Claim 8. Consider \( v_1, v_2 \in \mathbb{V} \) and a run \( r \) of a wait-free regular \( \tau \)-disintegrated storage algorithm with two consecutive responded \textit{writes} \( w_1 \in \mathbb{W}_{v_1} \) followed by \( w_2 \in \mathbb{W}_{v_2} \). Let \( p \in \Pi \) be a reader s.t. no \textit{read}_p is pending in \( r \). Then there is a time \( t \) between the returns of \( w_1 \) and \( w_2 \) when \(|S\text{-labels}(v_1, r, t)| \geq \tau \) and \(|S\text{-labels}(v_2, r, t)| \geq \tau - 1 \).

Proof. We first argue that at the time \( t_i, i \in \{1, 2\} \) when \( w_i \) returns, \(|S\text{-labels}(v_i, r, t_i)| \geq \tau \). Assume the contrary. We build a run \( r' \) identical to \( r \) up to \( t_i \). In \( r' \), only process \( p \) performs actions after time \( t_i \). Next, invoke a \textit{read}_p operation \( rd \). By regularity and wait-freedom, \( rd \) must return \( v_i \). Before performing actions on objects, \( p\text{-data}(r', t_i) \) is empty, thus, from \( \tau \)-disintegrated storage, \( p \) must encounter at least \( \tau \) blocks with an origin value of \( v_i \) in order to return it. Since no process other than \( p \) takes actions, \(|S\text{-labels}(v_i, r', t')| < \tau \) for all \( t' \geq t_i \) onward, so \( rd \) cannot find these blocks and does not return \( v_i \), a contradiction. It follows that in \( r' \) at \( t_i \), and hence also in \( r \) at \( t_i \), \(|S\text{-labels}(v_i, r, t_i)| \geq \tau \).

Next, if at \( t_1 \), \(|S\text{-labels}(v_2, r, t_1)| \geq \tau - 1 \) then we are done. Otherwise, observe that objects are accessed one-at-a-time. Therefore, and since \(|S\text{-labels}(v_2, r, t_1)| < \tau - 1 \), there exists a time \( t \) between \( t_1 \) and \( t_2 \) when \(|S\text{-labels}(v_2, r, t)| = \tau - 1 \).

Finally, assume that \(|S\text{-labels}(v_1, r, t)| < \tau \). Build a run \( r'' \) identical to \( r \) up to \( t \), where again only \( p \) takes actions after \( t \). As above, it follows by regularity, \( \tau \)-disintegrated storage, and \( p\text{-data}(r'', t) = \emptyset \), that \( rd \) never returns, in violation of wait-freedom. It follows that \(|S\text{-labels}(v_1, r'', t)| = |S\text{-labels}(v_1, r, t)| \geq \tau \).

The following lemma states that every non-empty set \( V \) can be split into two disjoint subsets, where one contains a value that is \((\tau - 1)\)-permanent with respect to the other subset. The idea is to show that in the absence of such a value, a reader’s accesses to the shared storage may be scheduled in a way that prevents the reader from obtaining \( \tau \) labels of the same value. The logic of the proof is the following: we restrict \textit{writes} to a set of values \( V \), and consider the set \( S \) of values with blocks in \( p\text{-data} \cap V \). If no value in \( S \) is
$(\tau - 1)$-permanent, then we can bring the shared storage to a state where none of the values in $S$ have $\tau$ labels, preventing the reader from obtaining the $\tau$ labels required to return. By regularity, readers cannot return other values. The formal proof is slightly more subtle, because it needs to consider $L$-labels as well as labels in the shared storage. It shows that the total number of labels of values in $S$ (in both the shared and local storage) remains below $\tau$ whenever $p$ takes a step.

**Lemma 9.** Consider a non-empty set of values $V \subseteq \mathcal{V}$, a set of readers $\Theta \subseteq \Pi$, a reader $p \in \Pi \setminus \Theta$, and a finite run $r$ of a wait-free regular $\tau$-disintegrated storage algorithm. Then there is a subset $S \subseteq V$ of size $1 \leq |S| \leq L$ and an extension $r'$ of $r$ where some value $v \in S$ is $(\tau - 1, \Theta \cup \{p\}, V \setminus S)$-permanent and s.t. in $r' \setminus r$ writes are limited to values from $V$ and readers in $\Theta$ do not take steps.

**Proof.** Assume by contradiction that the lemma does not hold. We construct an extension $r'$ of $r$ where a $\text{read}_p$ operation includes infinitely many actions of $p$ yet does not return. To this end, we show that the following property holds at specific times in $r' \setminus r$:

$$\varphi(\hat{r}, t) \triangleq \forall v \in \text{values}_p(\hat{r}, t) \cap V : |\text{All-labels}_p(v, \hat{r}, t)| < \tau.$$  

First, extend $r$ to $r_0$ by returning any pending $\text{read}_p$ and $\text{write}$, invoking and returning a $\text{write}(v_0)$ for some $v_0 \in V$ (the operations eventually return, by wait-freedom), and finally invoking a $\text{read}_p$ operation $rd$ without allowing it to take actions. We now prove by induction that for all $k \in \mathbb{N}$, there exists an extension $r'$ of $r_0$ where (1) $\varphi(r', t_v)$ holds and in $r' \setminus r$: (2) $\text{writes}$ are restricted to values from $V$, (3) $p$ performs $k$ actions on objects following $rd$'s invocation, and (4) $rd$'s return is not enabled, and (5) processes in $\Theta$ do not take steps.

Base: for $k = 0$, consider $r' = r_0$. (3,5) hold trivially. (2) holds since the only $\text{write}$ in $r' \setminus r$ is of $v_0 \in V$. Since $p$ performs no actions following the invocation of $rd$, $p.data(r', t_v)$ is empty. Therefore, (1) $\varphi(r', t_v)$ is vacuously true, and $L$-labels$_p(v, r, t)$ is empty for all $v \in V$, thus (4) $rd$'s return is not enabled by $\tau$-disintegrated storage.

Step: assume inductively such an extension $r_1$ of $r_0$ with $k \geq 0$ actions performed by $p$ following $rd$'s invocation. Since $rd$ cannot return, by wait-freedom, an action $a_p$ is enabled on some object. We construct an extension $r_2$ of $r_1$ by letting $a_p$ occur at time $t_{r_1}$. We consider two cases:

1. $p$ does not obtain a block with an origin value in $V \setminus \text{values}_p(r_1, t_{r_1})$ at $a_p$, thus $\text{values}_p(r_2, t_{r_2}) \cap V \subseteq \text{values}_p(r_1, t_{r_1}) \cap V$. Then, by Observation 1 and the inductive hypothesis, (1) $\varphi(r_2, t_{r_2})$ holds and thus, by $\tau$-disintegrated storage, $rd$ cannot return any value $v \in \text{values}_p(r_2, t_{r_2}) \cap V$ at $t_{r_2}$. (4) It cannot return any other value in $\text{values}_p(r_2, t_{r_2})$ by regularity, and $r_2$ satisfies the induction hypothesis for $k + 1$, as (2,3,5) trivially hold.

2. $p$ obtains a block with origin value $u \in V \setminus \text{values}_p(r_1, t_{r_1})$ at time $t_{r_1}$. Then $|L$-labels$_p(u, r_2, t_{r_2})| = 1$. By Observation 1 and the inductive hypothesis, for all $v \in \text{values}_p(r_2, t_{r_2}) \setminus \{u\}$, $|L$-labels$_p(v, r_2, t_{r_2})| < \tau$, and thus $rd$'s return is not enabled at time $t_{r_2}$ by $\tau$-disintegrated storage and regularity.

Let $S = \text{values}_p(r_2, t_{r_2}) \cap V$, and note that $|S| \geq 1$ (since $u \in S$) and that $|S| \leq |p.data| \leq L$. By the contradicting assumption, $u$ is not $\leq \tau - 1, \Theta \cup \{p\}, V \setminus S$-permanent in $r_2$, thus there exists an extension $r_3$ of $r_2$ s.t. $|S$-labels$(u, r_3, t_{r_3})| < \tau - 1$ and in $r_3 \setminus r_2$ writes are limited to values from $V \setminus S$ and no readers in $\Theta \cup \{p\}$ take steps. Since $p$ takes no steps in $r_3 \setminus r_2$, we have that $L$-labels$_p(u, r_3, t_{r_3}) = L$-labels$_p(u, r_2, t_{r_2})$, yielding:

$$|\text{All-labels}_p(u, r_3, t_{r_3})| \leq |L$-labels$_p(u, r_2, t_{r_2})| + |S$-labels$(u, r_3, t_{r_3})| < 1 + (\tau - 1) = \tau.$$  

All writes invoked after $t_{r_2}$ are from $\mathcal{W}_{V \setminus S}$ (2 holds), and therefore do not produce new labels associated with values in $S$. Since no values in $S$ are written after $t_{r_1}$ and
readers’ actions do not affect the sets $S$-labels, by Observation 1, we have that $\forall v \in S$, $All\text{-}labels_p(v, r_3, t_r) \subseteq All\text{-}labels_p(v, r_1, t_r)$, and since $\varphi(r_1, t_r)$ holds (inductively) and $S \setminus \{u\} \subseteq values_p(r_1, t_r) \cap V$,

$$\forall v \in S \setminus \{u\} : |All\text{-}labels_p(v, r_3, t_r)| \leq |All\text{-}labels_p(v, r_1, t_r)| < \tau. \quad (2)$$

From Equations 1 and 2, and since $values_p(r_3, t_r) \cap V = values_p(r_2, t_r) \cap V = S$, we get $\varphi(r_3, t_r)$ (1). Since $r\delta$’s return was not enabled at time $t_r$, and it took no actions since, its return is still not enabled (4), and we are done.

### 4.2 Invisible reads

We now consider a setting of a single reader and single writer where reads are invisible. To show the following theorem, we “blow up” the shared storage by repeatedly invoking Lemma 9, each time adding one more $(\tau - 1)$-permanent value, yielding the following bound:

**Theorem 10.** The storage cost of a regular $\tau$-disintegrated storage wait-free SRSW register emulation where reads are invisible is at least $\tau + (\tau - 1)\left\lceil \frac{2^D - 1}{L} \right\rceil$ blocks.

When readers are invisible, the set $\Theta$ is of no significance, so we consider $\emptyset$. Given a set of values $V$, the value added by Lemma 9 is $(\tau - 1$, $\emptyset$, $V \setminus S)$-permanent for a smaller set of values $V \setminus S$ where $|S| \leq L$. Therefore, we can invoke Lemma 9 $m = \left\lceil \frac{2^D - 1}{L} \right\rceil$ times before running out of values, showing the following:

**Lemma 11.** Let $p \in \Pi$ be an invisible reader. There exist finite runs $r_0, \ldots, r_m$ and sets of values $V_0 \supset V_1 \supset \ldots \supset V_m$, such that for all $0 \leq k \leq m$:

1. $|V_k| \geq 2^D - Lk$, $|U_k| = k$, $V_k \cap U_k = \emptyset$, and
2. all elements of $U_k$ are $(\tau - 1$, $\emptyset$, $V_k)$-permanent in $r_k$.

**Proof.** By induction. Base: $r_0$ is the empty run, $V_0 = \emptyset$ and $U_0 = \emptyset$. Assume inductively that the lemma holds for $k < m$. Since $m < \frac{2^{2D} - 1}{L}$, we get: $|V_k| > 2^D - L \frac{2^D - 1}{L} = 1$. Since $V_k$ is non-empty and $|\emptyset| < R$, by Lemma 9 there exist an extension $r_{k+1}$ of $r_k$ where writes in $r_{k+1} \setminus r_k$ are limited to values from $V_k$, a set $S \subseteq V_k$, $1 \leq |S| \leq L$, and a value $v \in S$ that is $(\tau - 1$, $\emptyset$, $V_k)$-permanent in $r_{k+1}$.

Let $V_{k+1} = V_k \setminus S$ and $U_{k+1} = U_k \cup \{v\}$. Note that, because $V_k \cap U_k = \emptyset$ and $v \in S \subseteq V_k$, we get that $V_{k+1} \cap U_{k+1} = \emptyset$ and $|U_{k+1}| = |U_k| + 1 = k + 1$. Since $1 \leq |S| \leq L$ we have that $V_{k+1} \supset V_k$ and $|V_{k+1}| \geq |V_k| - |S| \geq 2^D - L(k + 1)$. By the inductive assumption and Observation 5, all values in $U_{k+1}$ are $(\tau - 1$, $\emptyset$, $V_k)$-permanent in $r_{k+1}$. By Observation 7, $v$ is also $(\tau - 1$, $\emptyset$, $V_{k+1})$-permanent in $r_{k+1}$ and we are done.

Our bound combines the $2\tau - 1$ blocks of Claim 8 with the $(\tau - 1)m$ from Lemma 11:

**Proof (Theorem 10).** Consider an invisible reader $p \in \Pi$ and construct $r_m, V_m, \text{ and } U_m$ as in Lemma 11. Note that $V_m$ contains at least two distinct values that are not in $U_m$, since $V_m \cap U_m = \emptyset$ and $|V_m| \geq 2^D - Lm > 2^D - L \frac{2^{2D} - 1}{L} = 1$. Extend $r_m$ to $r_{m+1}$ by invoking and returning write($v$) and write($v'$) for $v, v' \in V_m$.

By Claim 8, there is a time $t \geq t_{r_m}$ in $r_{m+1}$ when there are $2\tau - 1$ blocks in the shared storage with origin values of $v$ or $v'$. In addition, by Lemma 11, $U_m$ consists of $m$ values that are $(\tau - 1$, $\emptyset$, $V_m)$-permanent in $r_m$, and since writes in $r_{m+1} \setminus r_m$ are of values from $V_m$, the values in $U_m$ remain $(\tau - 1$, $\emptyset$, $V_m)$-permanent in $r_{m+1}$. By Observation 6:

$$n \geq 2\tau - 1 + (\tau - 1)m = \tau + (\tau - 1)(m + 1) = \tau + (\tau - 1)\left\lceil \frac{2^D - 1}{L} \right\rceil.$$
4.3 Visible reads

We now consider systems where readers may write meta-data in the shared storage. We use a similar technique as in Lemma 11, except that due to readers’ updates, the indistinguishability argument can no longer be used. Instead, we invoke a new reader for each extension, and therefore the number of runs might be limited by the number of readers, R:

\[ \text{Theorem 12. The storage cost of a regular } \tau \text{-disintegrated storage wait-free MRSW register emulation with } R \text{ readers is at least } \tau + (\tau - 1) \cdot \min \left( \left\lceil \frac{2^D - 1}{L} \right\rceil, R \right) \text{ blocks.} \]

To achieve this bound, we use Lemma 9 again to construct \( N = \min \left( \left\lceil \frac{2^D - 1}{L} \right\rceil, R \right) - 1 \) extensions of the empty run (note that it does not assume invisible reads).

\[ \text{Lemma 13. There exist finite runs } r_0, ..., r_N, \text{ sets of values } V_0 \supset V_1 \supset ... \supset V_N \text{ and } U_0 \subset U_1 \subset ... \subset U_N, \text{ and sets of readers } \Theta_0 \subset \Theta_1 \subset ... \subset \Theta_N, \text{ such that for all } 0 \leq k \leq N:} \]

\[ (1) \quad |V_k| \geq 2^D - Lk, \quad |U_k| = |\Theta_k| = k, \quad V_k \cap U_k = \emptyset, \quad \text{and} \]

\[ (2) \quad \text{all elements of } U_k \text{ are } \langle \tau - 1, \Theta_k, V_k \rangle \text{-permanent in } r_k. \]

**Proof.** By induction. Base: \( r_0 \) is the empty run, \( V_0 = \emptyset, \Theta_0 = U_0 = \emptyset \). Assume inductively such \( r_k, V_k, U_k, \) and \( \Theta_k \) for \( k < N \), and construct \( r_{k+1} \) as follows: since \( R - |\Theta_k| > 0 \), there is a reader \( p \in \Pi \setminus \Theta_k \). Since \( N < \frac{2^D - 1}{L} \), we get \( |V_k| > 2^D - LN > 1 \). Therefore, by Lemma 9, there exist an extension \( r_{k+1} \) of \( r_k \) where in \( r_{k+1} \setminus r_k \) writes are limited to values from \( V_k \) and readers in \( \Theta_k \) do not take steps, a set \( S \supseteq V_k, 1 \leq |S| \leq L \), and a value \( v \in S \) that is \( \langle \tau - 1, \Theta_k \cup \{p\}, V_k \cup S \rangle \)-permanent in \( r_{k+1} \).

Let \( V_{k+1} = V_k \setminus S \) and \( U_{k+1} = U_k \cup \{v\} \). Note that, because \( V_k \cap U_k = \emptyset \) and \( v \in S \subseteq V_k \), it follows that \( V_{k+1} \cap U_{k+1} = \emptyset \) and \( |U_{k+1}| = k + 1 \). Furthermore, since \( 1 \leq |S| \leq L \), we get: \( V_k \supseteq V_{k+1} \) and \( |V_{k+1}| \geq |V_k| - |S| \geq 2^D - L(k + 1) \). Finally, let \( \Theta_{k+1} = \Theta_k \cup \{p\} \). By the inductive assumption and Observation 5, all values in \( U_k \) are \( \langle \tau - 1, \Theta_{k+1}, V_{k+1} \rangle \)-permanent in \( r_{k+1} \), and so all of \( U_{k+1} \) is \( \langle \tau - 1, \Theta_{k+1}, V_{k+1} \rangle \)-permanent in \( r_{k+1} \), as needed. \( \blacksquare \)

From Lemma 13, in \( r_N \) there is a set of \( N \) \( (\tau - 1) \)-permanent values, inducing a cost of \( (\tau - 1)N \). We use Claim 8 to increase the bound by \( 2\tau - 1 \) additional blocks.

**Proof (Theorem 12).** Construct \( r_N, V_N, U_N, \) and \( \Theta_N \) as in Lemma 13. Note that, since \( R - N \geq 1 \), there exists \( p \in \Pi \setminus \Theta_N \). Since \( V_N \cap U_N = \emptyset \) and \( |V_N| \geq 2^D - LN > 2^D - L \frac{2^D - 1}{L} = 1 \), \( V_N \setminus U_N \) contains at least two values. Extend \( r_N \) to \( r_{N+1} \) by invoking and returning \( \text{write}(v) \) and \( \text{write}(v') \) for \( v, v' \in V_N \setminus U_N \).

By Claim 8, there is a time \( t \geq t_N \) in \( r_{N+1} \) when there are \( 2\tau - 1 \) blocks in the shared storage with origin values of \( v \) or \( v' \). \( U_N \) consists of \( N \) additional values that are \( \langle \tau - 1, \Theta_N, V_N \rangle \)-permanent in \( r_N \), and since in \( r_{N+1} \setminus r_N \) writes are of values from \( V_N \) and no reader in \( \Theta_N \) takes steps, the values in \( U_N \) remain \( \langle \tau - 1, \Theta_N, V_N \rangle \)-permanent in \( r_{N+1} \).

By Observation 6, the storage cost is:

\[ n \geq 2\tau - 1 + (\tau - 1)N = \tau + (\tau - 1)(N + 1) = \tau + (\tau - 1) \cdot \min \left( \left\lceil \frac{2^D - 1}{L} \right\rceil, R \right). \]  \( \blacksquare \)

5 Lower bounds for common write disintegrated storage

While the results of the previous section hold a fortiori for \( \tau \)-common write algorithms, in this case we are able to show stronger results, independent of the local storage size. Intuitively, this is because readers can no longer reuse blocks they obtained from previous writes of
the same value, and so we can prolong the execution that blows up the shared storage by rewriting values. Section 5.1 proves a general attribute of \( \tau \)-common write algorithms. We show in Section 5.2 that even with a single reader (and a single writer), if reads are invisible, then the required storage cost is at least \( \tau \cdot 2^D \). In Section 5.3 we prove a bound for visible reads.

5.1 General observation

In this section we define a property that is a special case of \( k \)-permanence, which additionally requires that the set of labels associated with a write does not change.

\[ \text{Definition 14 (Constancy). Consider a finite run } r, k \in \mathbb{N}, \text{ a set } S \subseteq \mathbb{V}, \text{ and a set of readers } \Theta \subseteq \Pi. \text{ We say that a write } w \in W \text{ is } (k, \Theta, S)\text{-constant in } r \text{ if in every finite extension } r' \text{ of } r \text{ s.t. in } r' \setminus r \text{ readers in } \Theta \text{ do not take actions and writes are limited to values from } S, \text{ } S\text{-labels}(w, r', t_r) = S\text{-labels}(w, r, t_r) \text{ and } |S\text{-labels}(w, r', t_r)| = k. \]

Similarly to Observation 7, it can be shown that:

\[ \text{Observation 15. Consider } V \subseteq \mathbb{V}, k \in \mathbb{N}, \text{ and a finite run } r \text{ with an invisible reader } p \in \Pi. \text{ If } w \in W \text{ is } (k, \{p\}, V)\text{-constant in } r \text{ then } w \text{ is } (k, \emptyset, V)\text{-constant in } r. \]

We next prove a stronger variant of Lemma 9 that allows us to add a permanent write to the shared storage while some set \( C \subseteq W \) of writes are constant. Note that since the number of writes of a value \( v \) is infinite and the number of constant writes in a finite run is finite, for any non-empty \( V \subseteq \mathbb{V}, W_V \setminus C \) is non-empty.

\[ \text{Lemma 16. Consider a non-empty set of values } V \subseteq \mathbb{V}, \text{ a set of readers } \Theta \subseteq \Pi, \text{ a reader } p \in \Pi \setminus \Theta, \text{ and a finite run } r \text{ of a wait-free regular } \tau \text{-common write algorithm. Let } C \text{ be a set of writes that are } (\tau - 1, \Theta, V)\text{-constant in } r. \text{ Then there is an extension } r' \text{ of } r \text{ where some } w \in W_V \setminus C \text{ returns and is } (\tau - 1, \Theta \cup \{p\}, V)\text{-permanent, and s.t. in } r' \setminus r \text{ writes are limited to } W_V \text{ and readers in } \Theta \text{ do not take actions.} \]

\[ \text{Proof. Assume by contradiction that the lemma does not hold. We build an extension } r' \text{ of } r \text{ where a read}_p \text{ operation includes infinitely many actions of } p \text{ yet does not return. To this end, we show that the following property holds at specific times in } r' \setminus r:} \]

\[ \psi(\hat{r}, t) \triangleq \forall w \in \text{writes}_p(\hat{r}, t) \cap W_V : |\text{All-labels}_p(w, \hat{r}, t)| < \tau. \]

Note that, by definitions of \( \tau \)-common write and of All-labels, whenever \( \psi(r', t) \) holds, no pending read operation can return a value \( v \in \text{values}_p(r', t) \cap V \).

First, extend \( r \) to \( r_0 \) by returning any pending read and write, invoking and returning a write(\( v_0 \)) for some \( v_0 \in V \) (the operations eventually return, by wait-freedom), and finally invoking a read operation rd without allowing it to take actions. We now prove by induction that for all \( k \in \mathbb{N} \), there exists an extension \( r' \) of \( r_0 \) where (1) \( \psi(r', t_r) \) holds, (2) no write is pending at \( t_r \), and in \( r' \setminus r \): (3) writes are restricted to \( W_V \), (4) \( p \) performs \( k \) actions on objects after invoking \( rd \), (5) \( rd \)'s return is not enabled, and (6) processes in \( \Theta \) do not take steps.

Base: for \( k = 0 \), consider \( r' = r_0 \). (2,4,6) hold trivially. (3) holds since the only write in \( r' \setminus r \) is \( w_0 \in W_V \). Since \( p \) performs no actions following the invocation of \( rd \), \( p \text{-data}(r', t_r) \) is empty. Therefore, \( \psi(r', t_r) \) is vacuously true, and \( L\text{-labels}_p(w, r', t_r) = \emptyset \) for all \( w \in W_V \), thus (5) \( rd \)'s return is not enabled by \( \tau \)-common write.
Step: assume inductively such an extension $r_1$ of $r_0$ with $k \geq 0$ actions by $p$ following $rd$’s invocation. Since $rd$ cannot return, by wait-freedom, an action $a_p$ is enabled on some object. We construct an extension $r_2$ of $r_1$ by letting $a_p$ occur at time $t_{r_1}$. We then consider three cases:

1. $p$ does not obtain a block with an origin $\text{write}$ in $W \setminus \text{writes}_{p}(r_1, t_{r_1})$ at $a_p$, thus $\text{writes}_{p}(r_2, t_{r_2}) \cap W \subseteq \text{writes}_{p}(r_1, t_{r_1}) \cap W$. Then, by Observation 1 and the inductive hypothesis, (1) $\psi(r_2, t_{r_2})$ holds and thus, by $\tau$-common write, $rd$ cannot return any value $v \in \text{values}_{p}(r_2, t_{r_2}) \cap V$ at $t_{r_2}$. (5) It cannot return any other value in $\text{values}_{p}(r_2, t_{r_2})$ by regularity, and $r_2$ satisfies the induction hypothesis for $k + 1$ as $(2, 3, 4, 6)$ trivially hold.

2. $p$ obtains a block with origin $\text{write}$ $w' \in C \cap W \setminus \text{writes}_{p}(r_1, t_{r_1})$ at $a_p$. Then $|L\text{-labels}_{p}(w', r_1, t_{r_1})| = 0$. Since $w'$ is $(\tau - 1, \Theta, V)$-constant in $r$ and in $r_1 \setminus r \text{writes}$ are restricted to $W$ and processes in $\Theta$ do not take steps (inductively), then by definition of constancy, $|S\text{-labels}(w', r_1, t_{r_1})| = \tau - 1$. By Observation 1, for all $w \in \text{writes}_{p}(r_2, t_{r_2}) \cap W$: All $\text{-labels}_{p}(w, r_2, t_{r_2}) \subseteq \text{All-labels}_{p}(w, r_1, t_{r_1})$. Therefore $|\text{All-labels}_{p}(w', r_2, t_{r_2})| \leq |L\text{-labels}_{p}(w', r_1, t_{r_1})| + |S\text{-labels}(w', r_1, t_{r_1})| = \tau - 1$. Together with the inductive hypothesis, $\forall w \in \text{writes}_{p}(r_2, t_{r_2}) \cap W \setminus \{w\}$, $|\text{All-labels}_{p}(w, r_2, t_{r_2})| \leq |\text{All-labels}_{p}(w, r_1, t_{r_1})| < \tau; \psi(r_2, t_{r_2})$ follows, thus (5) follows, and $(2, 3, 4, 6)$ trivially hold.

3. $p$ obtains a block with origin $\text{write}$ $w' \in W \setminus (\text{writes}_{p}(r_1, t_{r_1}) \cup C)$ at $a_p$. Then $|L\text{-labels}_{p}(w', r_2, t_{r_2})| = 1$ and the number of labels of other $\text{writes}$ in $\text{writes}_{p}(r_2, t_{r_2})$ does not increase following $a_p$, thus $rd$’s return is not enabled at $t_{r_2}$ by $\tau$-common write and regularity.

By the contradicting assumption, $w'$ is not $(\tau - 1, \Theta \cup \{p\}, V)$-permanent in $r_2$, thus there is an extension $r_3$ of $r_2$ s.t. $|S\text{-labels}(w', r_3, t_{r_3})| < \tau - 1$ and in $r_3 \setminus r_2 \text{writes}$ are limited to $W$ and no readers in $\Theta \cup \{p\}$ take steps $(3, 4, 6)$ hold.$S$ We further extend $r_3$ to $r_4$ by letting any pending $\text{write}$ return (2).

Let $S = \text{writes}_{p}(r_2, t_{r_2}) \cap W$. Since every $w \in S$ returns before $t_{r_2}$ by the inductive assumption, the $\text{writes}$ in $r_4 \setminus r_2$ do not produce new labels associated with $w$. Since readers do not affect the sets $S\text{-labels}$, it follows that $\forall w \in S : S\text{-labels}(w, r_4, t_{r_4}) \subseteq S\text{-labels}(w, r_3, t_{r_3}) \subseteq S\text{-labels}(w, r_2, t_{r_2})$. Next, $p$ takes no steps in $r_4 \setminus r_2$ (4 holds), thus $\forall w \in S : L\text{-labels}_{p}(w', r_4, t_{r_4}) = L\text{-labels}_{p}(w', r_2, t_{r_2})$. It follows that:

$$|\text{All-labels}_{p}(w', r_4, t_{r_4})| \leq |L\text{-labels}_{p}(w', r_2, t_{r_2})| + |S\text{-labels}(w', r_3, t_{r_3})| < 1 + (\tau - 1) = \tau. \quad (3)$$

Moreover, by Observation 1 and the inductive assumption that $\psi(r_1, t_{r_1})$ holds,

$$\forall w \in S \setminus \{w'\} : |\text{All-labels}_{p}(w, r_4, t_{r_4})| \leq |\text{All-labels}_{p}(w, r_1, t_{r_1})| < \tau. \quad (4)$$

From Equations 3 and 4, and since $\text{writes}_{p}(r_4, t_{r_4}) \cap W = \text{writes}_{p}(r_2, t_{r_2}) \cap W = S$, we get (1) $\psi(r_4, t_{r_4})$. Since $rd$’s return is not enabled at $t_{r_2}$ and (4) it took no actions since, its return is not enabled anywhere in $r_4 \setminus r_1$ (5), and we are done.

5.2 Invisible reads

We prove the following theorem by constructing a run with an exponential number of $\tau$-permanent values. The idea is to show that if there is a value in the domain for which there is no $\tau$-permanent write, then infinitely many writes remain $(\tau - 1)$-constant, which is of course impossible.

\begin{itemize}
  \item \textbf{Theorem 17.} The storage cost of a regular $\tau$-common write wait-free SRSW register emulation where reads are invisible is at least $\tau \cdot 2^D$ blocks.
\end{itemize}
Lemma 18. Consider a non-empty set of values \( V \subseteq \mathbb{V} \) and a finite run \( r \). Let \( C \) be a set of \textit{writes} that are \( \langle \tau - 1, \emptyset, V \rangle \)-constant in \( r \). Then there exists an extension \( r' \) of \( r \) where \textit{writes} in \( r' \setminus r \) are limited to \( \mathbb{W}_V \), and some \( w \in \mathbb{W}_V \setminus C \) is either \( \langle \tau - 1, \emptyset, V \rangle \)-constant or \( \langle \tau, \emptyset, V \rangle \)-permanent in \( r' \).

Proof. Let \( p \in \Pi \) be a reader. By Lemma 16, there is an extension \( r' \) of \( r \) where \textit{writes} in \( r' \setminus r \) are limited to \( \mathbb{W}_V \) and some \( w \in \mathbb{W}_V \setminus C \) returns and is \( \langle \tau - 1, \{ p \}, V \rangle \)-permanent. By Observation 7, if \( w \) is \( \langle \tau, \{ p \}, V \rangle \)-permanent in \( r' \), then \( w \) is \( \langle \tau, \emptyset, V \rangle \)-permanent in \( r' \) and the lemma follows. Otherwise, there exists an extension \( r'' \) of \( r' \) where in \( r'' \setminus r' \) \textit{writes} are limited to \( \mathbb{W}_V \) and \( p \) takes no steps, and \( |S\text{-labels}(w, r'', t_{r''})| < \tau \). Since \( w \) is \( \langle \tau - 1, \{ p \}, V \rangle \)-permanent in \( r'' \), \( |S\text{-labels}(w, r'', t_{r''})| = \tau - 1 \).

We show that \( w \) is \( \langle \tau - 1, \emptyset, V \rangle \)-constant in \( r'' \). Consider a non-empty set of values \( \{ w \} \subseteq \mathbb{V} \). Assume inductively such \( \langle \tau - 1 \rangle \)-constant \textit{writes} in \( r'' \setminus r' \) are limited to \( \mathbb{W}_V \) and \( p \) takes no steps, and \( |S\text{-labels}(w, r'', t_{r''})| < \tau \). Since \( w \) is \( \langle \tau - 1, \{ p \}, V \rangle \)-permanent in \( r'' \), \( |S\text{-labels}(w, r'', t_{r''})| = \tau - 1 \).

Claim 19. Consider a finite run \( r \) and a non-empty \( V \subseteq \mathbb{V} \). Then there is an extension \( r' \) of \( r \) s.t. \textit{writes} in \( r' \setminus r \) are limited to \( \mathbb{W}_V \), and some \( w \in \mathbb{W}_V \) is \( \langle \tau, \emptyset, V \rangle \)-permanent in \( r' \).

Proof. Consider an algorithm with storage cost \( n \), and let \( m = \lceil n/(\tau - 1) \rceil + 1 \). Assume by contradiction that the claim does not hold. We get a contradiction by constructing \( m + 1 \) extensions of \( r \); \( r_0, \ldots, r_m \) with sets of \textit{writes} \( C_0 \subseteq C_1 \subseteq \cdots \subseteq C_m \subseteq \mathbb{W}_V \) s.t. for all \( 0 \leq k \leq m \):

1. \textit{writes} in \( r_k \setminus r \) are limited to \( \mathbb{W}_V \), and
2. \( C_k \) is a set of \( k \) \textit{writes} that are \( \langle \tau - 1, \emptyset, V \rangle \)-constant in \( r_k \).

Note that in \( r_m \), \( \lceil n/(\tau - 1) \rceil + 1 \) \textit{writes} are \( \langle \tau - 1, \emptyset, V \rangle \)-constant, implying a storage cost greater than \( n \) by Observation 6, a contradiction.

The construction is by induction. The base case vacuously holds for \( r_0 = r \), \( C_0 = \emptyset \). Assume inductively such \( r_k \) and \( C_k \) for \( k < m \). By Lemma 18 there exists an extension \( r_{k+1} \) of \( r_k \) where some \( w \in \mathbb{W}_V \setminus C_k \) is either \( \langle \tau, \emptyset, V \rangle \)-permanent or \( \langle \tau - 1, \emptyset, V \rangle \)-constant, and \textit{writes} in \( r_{k+1} \setminus r_k \) are limited to \( \mathbb{W}_V \). Since all \textit{writes} in \( C_k \) are \( \langle \tau - 1, \emptyset, V \rangle \)-constant in \( r_k \) they are also \( \langle \tau - 1, \emptyset, V \rangle \)-constant in \( r_{k+1} \). By the contracting assumption, \( w \) is not \( \langle \tau, \emptyset, V \rangle \)-permanent in \( r_{k+1} \) thus it is \( \langle \tau - 1, \emptyset, V \rangle \)-constant in the run. Let \( C_{k+1} = C_k \cup \{ w \} \), therefore \( |C_{k+1}| = k + 1 \) and all \textit{writes} in \( C_{k+1} \) are \( \langle \tau - 1, \emptyset, V \rangle \)-constant in \( r_{k+1} \), as needed.

We are now ready to prove our lower bound of \( \tau \cdot 2^D \) blocks:

Proof (Theorem 17). We show that there exist \( 2^D + 1 \) finite runs \( r_0, r_1, \ldots, r_{2^D} \) and sets of values \( V_0 \supseteq V_1 \supseteq \ldots \supseteq V_{2^D} \) and \( U_0 \subseteq U_1 \subseteq \ldots \subseteq U_{2^D} \), such that for all \( 0 \leq k \leq 2^D \):

1. \( |V_k| = 2^D - k, |U_k| = k, V_k \cap U_k = \emptyset \), and
2. all elements of \( U_k \) are \( \langle \tau, 0, V_k \rangle \)-permanent in \( r_k \).

By induction. Base: \( r_0 \) is the empty run, \( V_0 = \mathbb{V}, U_0 = \emptyset \). Assume inductively such \( r_k, V_k, \) and \( U_k \) for \( k < 2^D \), and construct \( r_{k+1} \) as follows: first, because \( |V_k| = 2^D - k > 0 \), by Claim 19 there is an extension \( r_{k+1} \) of \( r_k \) where \textit{writes} in \( r_{k+1} \setminus r_k \) are limited to \( \mathbb{W}_{V_k} \) and some \( w \in \mathbb{W}_{V_k} \) is \( \langle \tau, 0, V_k \rangle \)-permanent.
Consider the value \( v \in V_k \) written by \( w \). By Observation 5, \( v \) is \( \langle \tau, \emptyset, V_k \rangle \)-permanent in \( r_{k+1} \). Let \( V_{k+1} = V_k \setminus \{v\} \), then \( |V_{k+1}| = |V_k| - 1 = 2^D - (k + 1) \). Further let \( U_{k+1} = U_k \cup \{v\} \). Note that, because \( V_k \cap U_k = \emptyset \), we get \( v \notin U_k \) and hence \( V_{k+1} \cap U_{k+1} = \emptyset \) and \( |U_{k+1}| = |U_k| + 1 = k + 1 \). Since \( V_k \supseteq V_{k+1} \), then \( v \) is \( \langle \tau, \emptyset, V_{k+1} \rangle \)-permanent. Additionally, writes in \( r_{k+1} \) are from \( \mathcal{W}_{V_k} \), thus by the inductive assumption and Observation 5, values in \( U_k \) are \( \langle \tau, \emptyset, V_{k+1} \rangle \)-permanent in \( r_{k+1} \), and so all of \( U_{k+1} \) are \( \langle \tau, \emptyset, V_{k+1} \rangle \)-permanent in \( r_{k+1} \).

Finally, \( U_{2D} \) holds \( 2^D \) values that are \( \langle \tau, \emptyset \rangle \)-permanent in \( r_{2D} \). By Observation 6:
\[
n \geq \tau \cdot 2^D.
\]

### 5.3 Visible reads

To prove a lower bound on the cost of systems with visible reads, we create a similar construction, except that the number of extensions might be limited by the number of readers, \( R \). Instead, the bound depends on \( \min(2^D - 1, R) \):

\textbf{Theorem 20.} The storage cost of a regular \( \tau \)-common write wait-free MRSW register emulation is at least \( \tau + (\tau - 1) \cdot \min(2^D - 1, R) \) blocks.

Let \( N = \min(2^D - 1, R) - 1 \). We build a run with \( N \) \( (\tau - 1) \)-permanent values:

\textbf{Lemma 21.} There exist finite runs \( r_0, r_1, \ldots, r_N \), sets of values \( V_0, \ldots, V_N \) and sets of readers \( \Theta_0, \ldots, \Theta_N \), s.t. for all \( 0 \leq k \leq N \):

1. \( |V_k| = 2^D - k \)
2. \( |U_k| = |\Theta_k| = k \)
3. \( V_k \cap U_k = \emptyset \), and \( \forall \tau, \Theta_k \)-permanent in \( r_k \).

\textbf{Proof.} By induction. \( r_0 \) is the empty run, \( V_0 = \emptyset \), \( \Theta_0 = U_0 = \emptyset \). Assume inductively such \( r_k, V_k, U_k, \Theta_k \) for \( k < N \), and construct \( r_{k+1} \) as follows: since \( R - |\Theta_k| > 0 \), there is a reader \( p \in \Pi \setminus \Theta_k \). Moreover, \( |V_k| > 2^D - N > 0 \). Therefore, by Lemma 16, there is an extension \( r_{k+1} \) of \( r_k \) where writes in \( r_{k+1} \setminus r_k \) are limited to \( \mathcal{W}_{V_k} \), readers in \( \Theta_k \) do not take steps in \( r_{k+1} \setminus r_k \), and some \( w \in \mathcal{W}_{V_k} \) returns and is \( \langle \tau - 1, \Theta_k \cup \{p\} \rangle \)-permanent in \( r_{k+1} \).

Let \( \Theta_{k+1} = \Theta_k \cup \{p\} \), and consider the value \( v \in V_k \) written by \( w \). By Observation 5, \( v \) is \( \langle \tau - 1, \Theta_{k+1}, V_k \rangle \)-permanent. Let \( V_{k+1} = V_k \setminus \{v\} \), then \( |V_{k+1}| = 2^D - (k + 1) \). Further let \( U_{k+1} = U_k \cup \{v\} \). Since \( V_k \cap U_k = \emptyset \), we get that \( V_{k+1} \cap U_{k+1} = \emptyset \) and \( |U_{k+1}| = k + 1 \).

Since \( V_k \supseteq V_{k+1} \), \( v \) is \( \langle \tau - 1, \Theta_{k+1}, V_{k+1} \rangle \)-permanent. In addition, in \( r_{k+1} \setminus r_k \) writes are limited to \( \mathcal{W}_{V_k} \) and readers in \( \Theta_k \) do not take steps, and since \( \Theta_k \subseteq \Theta_{k+1} \), by the inductive assumption and Observation 5, all values in \( U_k \) are \( \langle \tau - 1, \Theta_k, V_{k+1} \rangle \)-permanent. Therefore all elements of \( U_{k+1} \) are \( \langle \tau - 1, \Theta_{k+1}, V_{k+1} \rangle \)-permanent in \( r_{k+1} \), as needed.

From Lemma 21, in \( r_N \) there is a set of \( N \) \( (\tau - 1) \)-permanent values, inducing a cost of \( (\tau - 1)N \). We use Claim 8 to increase the bound by \( 2\tau - 1 \) additional blocks.

\textbf{Proof (Theorem 20).} Construct \( r_N, V_N, U_N, \) and \( \Theta_N \) as in Lemma 21. Note that, since \( R - N \geq 1 \), there is a reader \( p \in \Pi \setminus \Theta_N \). Since \( V_N \cap U_N = \emptyset \) and \( |V_N| = 2^D - N = 2^D - (\min(2^D - 1, R) - 1) \geq 2 \), \( V_N \) contains two values, and they are not in \( U_N \). Extend \( r_N \) to \( r_{N+1} \) by invoking and returning \( write(v) \) and \( write(v') \) for \( v, v' \in V_N \).

By Claim 8, there is a time \( t \geq t_{r_N} \) in \( r_{N+1} \) when there are \( 2\tau - 1 \) blocks in the shared storage with origin values of \( v \) or \( v' \). In addition, \( U_N \) consists of \( N \) values that are \( \langle \tau - 1, \Theta_N, V_N \rangle \)-permanent in \( r_N \), and since in \( r_{N+1} \setminus r_N \) writes are of values from \( V_N \) and no reader in \( \Theta_N \) takes steps, the values in \( U_N \) remain \( \langle \tau - 1, \Theta_N, V_N \rangle \)-permanent in \( r_{N+1} \).

By Observation 6, the storage cost amounts to at least:
\[
n \geq 2\tau - 1 + (\tau - 1)N = \tau + (\tau - 1)(N + 1) = \tau + (\tau - 1) \cdot \min(2^D - 1, R).
\]
We have shown lower bounds on the space complexity of regular wait-free $\tau$-disintegrated storage algorithms. Although our bounds are stated in terms of blocks, there are scenarios where they entail concrete bounds in terms of bits. In replication, each block stores an entire value, thus the block sizes are $D$ bits. Other applications use symmetric coding where all blocks are of equal size. Using a simple pigeonhole argument, it can be shown that in $\tau$-disintegrated storage emulations that use symmetric coding and that are not $(\tau + 1)$-disintegrated, the size of blocks is at least $D/\tau$ bits, yielding bounds of $D \cdot 2^D$ and $D + D^{\tau-1} \cdot \min(2^D - 1, R)$ with invisible and visible readers, respectively.

Our lower bounds for the common write case explain, for the first time, why previous coded storage algorithms have either had the readers write or consumed exponential (or even unbounded) space. Similarly, they establish why previous emulations of large registers from smaller ones have either had the readers write, had the writer share blocks among different writes, or consumed exponential space.

Our work leaves several open questions. First, when replication is used as a means to overcome Byzantine faults or data corruption, our results suggest that there might be an interesting trade-off between the shared storage cost and the size of local memory at the readers, and a possible advantage to systems that apply replication rather than error correction codes: we have shown that, with invisible readers, the former require $\Omega(2^D/L)$ blocks, rather than the $\Omega(2^D)$ blocks needed by the latter. Whether there are algorithms that achieve this lower cost remains an open question. Second, it is unclear how the bounds would be affected by removing our assumption that each block in the shared storage pertains to a single write. Wei [25] has provided a partial answer to this questions by showing that similar bounds hold without this assumption, but only in the case of emulating large registers from smaller ones without meta-data at all. Similarly, it would be interesting to study whether allowing readers to write data (and not only signals) impacts the storage cost. Finally, future work may consider additional sub-classes of disintegrated storage, e.g., with unresponsive objects, and show that additional costs are incurred in these cases.
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Abstract

Given two colorings of a graph, we consider the following problem: can we recolor the graph from one coloring to the other through a series of elementary changes, such that the graph is properly colored after each step?

We introduce the notion of distributed recoloring: The input graph represents a network of computers that needs to be recolored. Initially, each node is aware of its own input color and target color. The nodes can exchange messages with each other, and eventually each node has to stop and output its own recoloring schedule, indicating when and how the node changes its color. The recoloring schedules have to be globally consistent so that the graph remains properly colored at each point, and we require that adjacent nodes do not change their colors simultaneously.

We are interested in the following questions: How many communication rounds are needed (in the deterministic LOCAL model of distributed computing) to find a recoloring schedule? What is the length of the recoloring schedule? And how does the picture change if we can use extra colors to make recoloring easier?

The main contributions of this work are related to distributed recoloring with one extra color in the following graph classes: trees, 3-regular graphs, and toroidal grids.
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1 Introduction

In classical graph problems, we are given a graph and the task is to find a feasible solution. In reconfiguration problems, we are given two feasible solutions – an input configuration and a target configuration – and the task is to find a sequence of moves that turns the input configuration into the target configuration.

Recoloring problems. Perhaps the most natural example of a reconfiguration problem is recoloring: we are given a graph $G$ and two proper $k$-colorings of $G$, let us call them $s$ and $t$, and the task is to find a way to turn $s$ into $t$ by changing the color of one node at a time, such that each intermediate step is a proper coloring. More formally, the task is to find a sequence of proper $k$-colorings $x_0, x_1, \ldots, x_L$ such that $x_0 = s$ and $x_L = t$, and $x_{i-1}$ and $x_i$ differ only at one node. Such problems have been studied extensively from the perspective of graph theory and classical centralized algorithms, but the problems are typically inherently global and solutions are long, i.e., $L$ is large in the worst case.

In this work we introduce recoloring problems in a distributed setting. We show that there are natural relaxations of the problem that are attractive from the perspective of distributed graph algorithms: they admit solutions that are short and that can be found locally (e.g., in sublinear number of rounds). Distributed recoloring problems are closely related to classical symmetry-breaking problems that have been extensively studied in the area of distributed graph algorithms, but as we will see, they also introduce new kinds of challenges.

Distributed recoloring. We will work in the usual LOCAL model of distributed computing: each node $v \in V$ of the input graph $G = (V, E)$ is a computer, and each edge $e \in E$ represents a communication link between two computers. Computation proceeds in synchronous rounds: each node sends a message to each of its neighbors, receives a message from each of its neighbors, and updates its local state. Eventually, all nodes have to announce their local outputs and stop; the running time of the algorithm is the number of communication rounds until all nodes stop. We assume that the algorithm is deterministic, and each node is labeled with a unique identifier.

In distributed recoloring, each node $v \in V$ is given two colors, an input color $s(v)$ and a target color $t(v)$. It is guaranteed that both $s$ and $t$ form a proper coloring of $G$, that is, $s(u) \neq s(v)$ and $t(u) \neq t(v)$ for all $\{u, v\} \in E$. Each node $v \in V$ has to output a finite recoloring schedule $x(v) = (x_0(v), x_1(v), \ldots, x_{\ell(v)})$ for some $\ell = \ell(v)$. For convenience, we define $x_i(v) = x_{\ell(v)}$ for $i > \ell(v)$. We say that the node changes its color at time $i > 0$ if $x_{i-1}(v) \neq x_i(v)$; let $C_i$ be the set of nodes that change their color at time $i$. Define $L = \max_v \ell(v)$; we call $L$ the length of the solution. A solution is feasible if the following holds:

1. $x_0 = s$ and $x_L = t$,
2. $x_i$ is a proper coloring of $G$ for all $i$,
3. $C_i$ is an independent set of $G$ for all $i$.

The key differences between distributed recoloring and classical recoloring are:

1. Input and output are given in a distributed manner: no node knows everything about $G$, $s$, and $t$, and no node needs to know everything about $x_i$ or the length of the solution $L$.
2. We do not require that only one node changes its color; it is sufficient that adjacent nodes do not change their colors simultaneously.

See Figure 1 for a simple example of distributed recoloring steps.
Figure 1 Distributed recoloring: the input coloring $s$ can be seen on the left and the target coloring $t$ on the very right. The illustration shows one possible way to reach the target coloring in three steps by, in each step, changing the colors of an independent set of nodes.

Note that a solution to distributed recoloring is locally checkable in the following sense: to check that a solution is feasible, it is enough to check independently for each edge $\{u, v\} \in E$ that the recoloring sequences $x(u)$ and $x(v)$ are compatible with each other, and for each node $v \in V$ that $x(v)$ agrees with $s(v)$ and $t(v)$. However, distributed recoloring is not necessarily an LCL problem [21] in the formal sense, as the length of the output per node is not a priori bounded.

We emphasize that we keep the following aspects well-separated: what is the complexity of finding the schedule, and how long the schedules are. Hence it makes sense to ask, e.g., if it is possible to find a schedule of length $O(1)$ in $O(\log n)$ rounds (note that the physical reconfiguration of the color of the node may be much slower than communication and computation).

Recoloring with extra colors. Recoloring is computationally very hard, as solutions do not always exist, and deciding whether a solution exists is PSPACE-hard. It is in a sense analogous to problems such as finding an optimal node coloring of a given graph; such problems are not particularly interesting in the LOCAL model, as the complexity is trivially global. To make the problem much more interesting we slightly relax it.

We define a $k+c$ recoloring problem (a.k.a. $k$-recoloring with $c$ extra colors) as follows:

- We are given colorings with $s(v), t(v) \in [k]$.
- All intermediate solutions must satisfy $x_i(v) \in [k+c]$.

Here we use the notation $[n] = \{1, 2, \ldots, n\}$.

The problem of $k+c$ recoloring is meaningful also beyond the specific setting of distributed recoloring. For example, here is an example of a very simple observation:

▶ Lemma 1. Recoloring with 1 extra color is always possible in any bipartite graph, with a distributed schedule of length $L = 3$.

**Proof.** Let the bipartition be $V = V_1 \cup V_2$. First each node $v \in V_1$ switches to $k+1$, then each $v \in V_2$ switches to color $t(v)$, and finally each $v \in V_1$ switches to color $t(v)$.

Incidentally, it is easy to extend this result to show that $k$-recoloring with $c = \chi - 1$ extra colors is always possible with a schedule of length $O(c)$ in a graph with chromatic number $\chi$, and in particular $k$-recoloring with $c = k - 1$ extra colors is trivial. Figure 2 gives an illustration of recoloring a bipartite graph with one extra color.

As a corollary, we can solve distributed $k+1$ recoloring in trees in $O(n)$ rounds, with a schedule of length $O(1)$: simply find a bipartition and apply the above lemma. However, is this optimal? Clearly finding a bipartition in a tree requires $\Omega(n)$ rounds, but can we solve recoloring with 1 extra color strictly faster?

These are examples of problems that we study in this work. We initiate the study of distributed complexity of recoloring, with the ultimate objective of finding a complete
characterization of graph families and parameters $k$, $c$, and $L$ such that distributed $k + c$ recoloring with schedules of length $L$ can be solved efficiently in a distributed setting.

As we will see, the problem turns out to be surprisingly rich already in very restricted settings such as grids or 3-regular trees. Many of the standard lower bound techniques fail; in particular, known results on the hardness of graph coloring do not help here, as we are already given two proper colorings of the input graph.

Contributions. Our main contribution is a comprehensive study of the complexity of distributed recoloring in various graph families; the results are summarized in Tables 1–5. The highlights of this work are the following results:

1. **An algorithm for $3 + 1$ recoloring on trees.** On trees, 3-recoloring is inherently global: it is easy to see that the worst-case running time is $\Theta(n)$ and the worst-case schedule length is $\Theta(n)$. With one extra color, we can trivially find a schedule of length $O(1)$ in time $O(n)$. However, we show that we can do much better: it is possible to find a schedule of length $O(1)$ in time $O(\log n)$.

Here the key component is a new algorithm that solves the following sub-problem in $O(\log n)$ rounds: given a tree, find an independent set $I$ such that the removal of $I$ splits the tree in components of size 1 or 2. This subroutine may find applications in other contexts as well.

These results are presented in Section 5.

2. **An algorithm for $3 + 1$ recoloring for graphs of degree at most 3.** In general graphs, $3 + 1$ recoloring is not necessarily possible: we can construct a small 4-regular graph in which $3 + 1$ recoloring is not solvable. However, we will show that if the maximum degree of the graph is at most 3 (i.e., we have a subcubic graph), $3 + 1$ recoloring is always possible. Moreover, we can find a schedule of length $O(\log n)$ in time $\text{polylog}(n)$.

This result is presented in Section 6.

3. **Complexity of $3 + 1$ recoloring on toroidal grids.** We also give a complete characterization of $3 + 1$ recoloring in one particularly interesting family of 4-regular graphs: 2-dimensional toroidal grids (a.k.a. torus grid graphs, Cartesian graph products of two cycles). While the case of 1-dimensional grids (cycles) is easy to characterize completely, the case of 2-dimensional grids turns out to be much more interesting.

Here our main contribution is the following graph-theoretic result: in an $h \times w$ toroidal grid, $3 + 1$ recoloring is possible for any input if and only if (i) both $h$ and $w$ are even, or (ii) $h = 4$, or (iii) $w = 4$. In all other cases we can find 3-colorings $s$ and $t$ such that $t$ is not reachable from $s$ even if we can use 1 extra color.

As a simple corollary, $3 + 1$ recoloring is inherently global from the perspective of distributed computing, and it takes $\Theta(n)$ rounds to solve even if we have the promise that e.g. $h$ and $w$ are even (and hence a schedule of length $\Theta(1)$ trivially exists).

This result is presented in Section 7.
Additionally, several simple upper and lower bounds and corollaries are given in Sections 4 and 8 and in the full version of the article.

**Motivation.** As a simple application scenario, consider the task of reconfiguring a system of unmanned aerial vehicles. Here each node is an aircraft, the color corresponds to an altitude range, and an edge corresponds to a pair of aircraft whose paths might cross and hence need to be kept at different cruising altitudes to avoid collisions.

For each aircraft there are designated areas in which they can safely change their altitude. To reconfigure the entire system, we could take all aircraft to these areas simultaneously. However, this may be a costly maneuver.

Another possibility is to reserve a longer timespan during which a set $X$ of aircraft may change their altitudes, whenever they happen to be at convenient locations. Now if we let two aircraft $u, v \in X$ change their altitudes during the same timespan, we need to ensure that any intermediate configuration is safe, regardless of whether $u$ or $v$ happens to change its altitude first. Furthermore, we would like to complete reconfiguration in minimal time (short schedule), and we would like to waste precious airspace as little as possible and hence keep as few altitude levels as possible in reserve for reconfiguration (few extra colors).

This scenario – as well as many similar scenarios, such as the task of reconfiguring the frequency bands of radio transmitters in a manner that never causes interference, even if the clocks are not perfectly synchronized – give rise to the following variant of distributed recoloring that we call **weak recoloring**: if two adjacent nodes $u$ and $v$ change their color simultaneously at time $i$, then $\{x_{i-1}(u), x_i(u)\} \cap \{x_{i-1}(v), x_i(v)\} = \emptyset$, that is, we have a proper coloring regardless of whether $u$ or $v$ changes its color first.

Let us now contrast weak recoloring with **strong recoloring**, in which adjacent nodes never change colors simultaneously. Trivially, strong recoloring solves weak recoloring. But the converse is also true up to constant factors: if we have $k$ input colors and a solution to weak recoloring of length $L$, then we can also find a solution to strong recoloring of length $kL$. To see this, we can implement one weak recoloring step in $k$ strong recoloring substeps such that in substep $j$ nodes of input color $j$ change their colors.

As our focus is on the case of a small number of input colors, we can equally well study strong or weak recoloring here; all of our results hold for either of them. While weak recoloring is closer to applications, we present our results using strong recoloring, as it has a more convenient definition.

## 2 Related work

**Reconfiguration and recoloring.** Recoloring, and more generally combinatorial reconfiguration has received attention over the past few years. Combinatorial reconfiguration problems consist of finding step-by-step transformations between two feasible solutions such that all intermediate results are also feasible. They model dynamic situations where a given solution is in place and has to be modified, but no disruption can be afforded. We refer the reader to the nice survey [24] for a full overview, and focus here on node coloring as a reference problem.

As mentioned earlier, we introduce distributed recoloring here, but centralized recoloring has been studied extensively before. Two main models are considered:

1. **Node recoloring:** at each step, we can recolor a node into a new color that does not appear on its neighborhood

2. **Kempe recoloring:** at each step, we can switch the colors in a bichromatic component (we operate a Kempe change).
The usual questions are of the form: Given a graph $G$ and an integer $k$, are all its $k$-colorings equivalent (up to node or Kempe recolorings)? What is the complexity of deciding that? What is the maximum number of operations needed to go from one to the other? All of those questions can also be asked for two specific $k$-colorings $s$ and $t$ of $G$. Are they equivalent (up to node or Kempe recolorings)? What is the complexity of deciding that? What is the maximum number of operations needed to go from $s$ to $t$ in $G$?

While the complexity of questions related to Kempe recoloring remains elusive, the problems related to node recoloring are typically PSPACE-hard [6]. The related question of deciding equivalence when a bound on the length of an eligible recoloring sequence is given as part of the input has also been considered [7]. We know that the maximum number of operations needed to go from one 3-coloring to another in a tree is $\Theta(n)$ [11]. While $(\Delta + 1)$-recoloring a graph with no node of degree more than $\Delta$ is not always possible, having $\Delta + 2$ colors always suffices [16], and there are also meaningful results to obtain for the problem of $(\Delta + 1)$-recoloring [14]. Two other settings have received special attention: characterizing fully when 3-recoloring is possible [11, 10], and guaranteeing short reconfiguration sequences in the case of sparse graphs for various notions of sparse [4, 8].

Kempe changes were introduced in 1879 by Kempe in his attempted proof of the Four Color Theorem [17]. Though this proof was fallacious, the Kempe change technique has proved useful in, for example, the proof of the Five Color Theorem and a short proof of Brooks’ Theorem. Most works on the topic initially focused on planar graphs, but significant progress was recently obtained in more general settings. We know that all $k$-colorings of a graph with no node of degree more than $k$ are equivalent (w.r.t. Kempe changes), except in the case of one very specific graph: the 3-prism [5, 15, 18].

Note that some other variants have also been studied, perhaps most notably the question of how many nodes to recolor at once so that the graph can be recolored [19].

While we will not discuss Kempe recoloring in our work, we point out that recoloring with extra colors is closely connected to Kempe recoloring: Kempe recolorability implies recolorability with one extra color (while the converse is not true). Hence the negative results related to one extra color also hold for Kempe recoloring.

Distributed graph coloring. Panconesi and Srinivasan [23] have used Kempe operations to design efficient distributed algorithms for graph coloring with $\Delta$ colors. Other than that we are not aware of prior work on distributed recoloring. On the other hand, the literature on the standard distributed coloring is vast. The best overview on the topic is the book by Barenboim and Elkin [3]; the most important recent developments include the following results. There is a randomized $O(\log^* n + 2\sqrt{\log \log n})$ -time algorithm for $(\Delta + 1)$-coloring by Chang et al. [13]. In the case of trees, the number of colors can be reduced to $\Delta$ with the cost of increasing the runtime to $O(\log^2 \Delta \log n)$ [12]. On the deterministic side, the best known $(\Delta + 1)$-coloring algorithm requires $O(\Delta^{3/4} \log \Delta + \log^* n)$ communication rounds [2]. In the case of trees, the rake-and-compress -method by Miller and Reif gives a 3-coloring in time $O(\log n)$ [20].

However, there seems to be surprisingly little technology that one can directly transfer between the coloring domain and recoloring domain. Toroidal grids are a good example: by prior work [9], 3-coloring is an inherently global problem, and by the present work, $3 + 1$ recoloring is an inherently global problem, but the arguments that are used in these proofs are very different (despite the fact that both of them are related to the idea that a “parity” is preserved).
3 Preliminaries

In this article, each graph $G = (V, E)$ is a simple undirected graph where $V$ represents its node set and $E$ its edge set. For a subset of nodes $S \subseteq V$, we denote by $G[S]$ the subgraph induced by $S$. For a node $u \in V$, we denote by $N(u)$ the open neighborhood of $u$ that is the set of all the neighbors of $u$ and by $N[u]$ its closed neighborhood i.e. the set $N(u) \cup \{u\}$. For a subset $S \subseteq V$, its closed neighborhood corresponds to the set $\bigcup_{u \in S} N[u]$.

The degree of a node is the number of neighbors. A $k$-regular graph is a graph in which all nodes have degree $k$, a cubic graph is the same thing as a 3-regular graph, and a subcubic graph is a graph in which all nodes have degree at most 3. A tree is a connected acyclic graph, and a $k$-regular tree is a tree in which each node has degree 1 or $k$.

A maximal independent set (MIS) $S \subseteq V$ is an independent set (i.e. a set of pairwise non-adjacent nodes) such that for each non-MIS node $u \not\in S$, $N(u) \cap S \neq \emptyset$.

Given a graph $G = (V, E)$, a list-assignment is a function which assigns to each node $v \in V$ a list of colors $L(v)$. An $L$-coloring of $G$ is a function $c$ that assigns to each node $v \in V$ a color $c(v) \in L(v)$ such that for any two adjacent nodes $u, v \in V$, we have $c(u) \neq c(v)$. A graph $G$ is $k$-list-colorable if it admits an $L$-coloring for every list-assignment where the list of each node is of size at least $k$. Therefore, list-coloring generalizes node-coloring if we consider the special case where each node receives the same input list. The notion of $L$-recoloring is the natural generalization of $k$-recoloring: the same elementary steps are considered, and every intermediate coloring must be an $L$-coloring.

In order to output a recoloring schedule, it is convenient to consider the question of recoloring a graph $G$ from a coloring $s$ to a coloring $t$, rather than the more symmetric question of whether the two colorings are equivalent in the given setting. We take this opportunity to note that we can reverse time and hence recoloring schedule from $s$ to $t$ also yields a recoloring schedule from $t$ to $s$. In the rest of the paper, we therefore address the two questions as one.

4 Simple upper bounds

We will start by providing some simple upper bounds of recoloring problems:

\begin{itemize}
    \item [Lemma 2.] In any graph, $k + c$ recoloring for $c = k - 1$ is possible in $O(k)$ communication rounds, with a schedule of length $O(k)$.
\end{itemize}

**Proof.** Generalize the idea of Lemma 1; note that the schedule of node $v$ depends only on $s(v)$ and $t(v)$, and not on the colors of any other node around it.

\begin{itemize}
    \item [Lemma 3.] Let $G$ be a graph of maximum degree at most $\Delta$, and let $k \geq \Delta + 2$. Then $k$-recoloring with $c$ extra colors is at least as easy as $(k - 1)$-recoloring with $c + 1$ extra colors.
\end{itemize}

**Proof.** Given a $k$-coloring $x$, we can construct a $(k - 1)$-coloring $x'$ as follows: all nodes of color $k$ pick a new color from $\{1, 2, \ldots, k - 1\}$ that is not used by any of their neighbors. Note that $x \rightarrow x'$ is a valid step in distributed recoloring (nodes of color $k$ form an independent set), and by reversing the time, also $x' \rightarrow x$ is a valid step.

Hence to recolor $s \rightarrow t$ with $c$ extra colors, it is sufficient to recolor $s' \rightarrow t'$ with $c + 1$ extra colors (color $k$ no longer appears in the input and target colorings and can be used as an auxiliary color during recoloring). Then we can put everything together to form a recoloring schedule $s \rightarrow s' \rightarrow t' \rightarrow t$, with only constant overhead in the running time and schedule length.

Please see the full version for more examples of simple upper and lower bounds.
5 Recoloring algorithm for trees

In this section, we provide two efficient algorithms for recoloring and list-recoloring trees. Note that Theorem 5 is tight; see the full version for more details.

▶ Theorem 4. For any $k \in \mathbb{N}$, for every tree $T$ on $n$ nodes, for any two $k$-colorings $\alpha, \beta$ of $T$, we can compute in $O(\log n)$ rounds how to recolor $T$ from $\alpha$ to $\beta$ with 1 extra color and a schedule of length $O(1)$.

▶ Theorem 5. For every tree $T$ on $n$ nodes and any list assignment $L$ of at least 4 colors to every node of $T$, for any two $L$-colorings $\alpha, \beta$ of $T$, we can compute in $O(\log n)$ rounds how to $L$-recolor $T$ from $\alpha$ to $\beta$ with schedule of length $O(\log n)$.

We first discuss how to compute efficiently an independent set with some desirable properties. For this, we use a simple modification of the rake and compress method by Reif and Miller [20]. More precisely, we iterate rake and compress operations, and label nodes based on the step at which they are reached. We then use the labels to compute an independent set satisfying given properties. We finally explain how to make use of the special independent set to obtain an efficient recoloring algorithm, in each case.

▶ Definition 6. A light $h$-labeling is a labeling $V \to [h]$ such that for any $i \in [h]$:
1. Any node labeled $i$ has at most two neighbors with label $\geq i$, at most one of which with label $\geq i + 1$.
2. No two adjacent nodes labeled $i$ both have a neighbor with label $\geq i + 1$.

▶ Lemma 7. There is an $O(\log n)$-round algorithm that finds a light $(2 \log n)$-labeling of a tree.

Proof. As discussed above, we merely use a small variant of the rake and compress method. At step $i$, we remove all nodes of degree 1 and all nodes of degree 2 that belong to a chain of at least three nodes of degree 2, and assign them label $i$.

One can check that this yields a light labeling. It remains to discuss how many different labels are used, i.e. how many steps it takes to delete the whole tree. Let us argue that no node remains after $2 \log n$ rounds. Let $T$ be a tree, let $V_1$ (resp. $V_2$, $V_3$) be the number of nodes of degree 1 (resp. 2, $\geq 3$) in the tree, and let $T'$ be the tree obtained from $T$ by replacing any maximal path of nodes of degree 2 with an edge. Note that $|V(T')| = |V_1| + |V_3|$. Let $W$ be the set of nodes in $T$ that have degree 2 with both neighbors of degree 2. Note that $|V_2 \setminus W| \leq 2|E(T')| = 2(|V_1| + |V_3| - 1)$. Note also that $|V_1| \geq |V_3|$, simply by the fact that there are fewer edges than nodes in a tree. It follows that $|W| \geq |V_2| - 2(|V_1| + |V_3| - 1) = |V(T)| - |V_1| - |V_3| - 2(|V_1| + |V_3| - 1) \geq |V(T)| - 6|V_1|$. Consequently, we obtain $|W| + |V_1| \geq \frac{|V_1|}{6}$. In other words, at every step, we remove in particular $W \cup V_1$, hence at least a sixth of the nodes. It follows that at after $k$ steps, the number of remaining nodes is at most $n \cdot \left(\frac{5}{6}\right)^k$. Note that this is less than 1 once $k \geq 2 \log n$.

We now discuss how to make use of light $h$-labelings.

▶ Lemma 8. For any graph $T$, any 3-coloring $\alpha$ of $T$, and any integer $h$, let $L$ be a light $h$-labeling of $T$. There is an $O(h)$-round algorithm that finds a maximal independent set $S$ such that $T \setminus S$ only has connected components on 1 or 2 nodes.
Proof. In brief, we proceed as follows: at step $i = h, h - 1, \ldots, 1$, we first add all nodes of label $i$ which have a neighbor of label $\geq i + 1$ that is not in $S$ (they form an independent set by definition of a light label), then use the 3-coloring to obtain a fast greedy algorithm to make $S$ maximal on the nodes of label $\geq i$. The detailed algorithm can be found in the full version.

The fact that the output $S$ is an independent set follows directly from the construction, as does the fact that the running time in $O(h)$ rounds. We note that no connected component of $T \setminus S$ contains nodes of different labels, due to the first operation at step $i$.

It remains to argue that for any $i$, the nodes of label $i$ that do not belong to $S$ only form connected components of size 1 or 2. Assume for a contradiction that there is a node $u$ of label $i$ which has two neighbors $v$ and $w$, also of label $i$, such that none of $\{u, v, w\}$ belongs to $S$. By definition of a light label, the node $u$ has no other neighbor of label $\geq i$, a contradiction to the fact that we build $S$ to be an MIS among the nodes of label $\geq i$. ◀

Combining Lemmas 7 and 8, and observing that a 3-coloring of a tree can be obtained in $O(\log n)$ rounds, we immediately obtain the following.

Lemma 9. There is an $O(\log n)$-round algorithm that finds an MIS in a tree, such that every component induced by non-MIS nodes is of size one or two.

We are now ready to prove Theorem 4.

Proof of Theorem 4. First, we use Lemma 9 to obtain in $O(\log n)$ rounds an MIS $S$ such that $T \setminus S$ only has connected components of size 1 or 2. We recolor each node in $S$ with the extra color. Remove $S$, and recolor each component from $\alpha$ to $\beta$ without using any extra colors; this can be done in $O(1)$ recoloring rounds. Each node in $S$ can then go directly to its color in $\beta$. ◀

Moving on to the list setting, we have to use a more convoluted approach since there is no global extra color that we can use. Before discussing 4-list-recoloring, we discuss 3-list-recoloring. For the sake of intuition, we start by presenting an algorithm for 3-recoloring trees, and explain afterwards how to adapt it for the list setting.

Lemma 10. For every tree $T$ with radius at most $p$ and for any two 3-colorings $\alpha, \beta$ of $T$, we can compute in $O(p)$ rounds how to 3-recolor $T$ from $\alpha$ to $\beta$ with a schedule of length $O(p)$.

Proof. Let $c: V \rightarrow [3]$ be a 3-coloring of $T$. We introduce an identification operation: Given a leaf $u$ and a node $v$ such that $u$ and $v$ have a common neighbor $w$, we recolor $u$ with $c(v)$, and from then on we pretend that $u$ and $v$ are a single node. In other words, we delete $u$ from the tree we are considering, and reflect any recoloring of $v$ to the node $u$. Note that these operations can stack up: the recoloring of a single node might be reflected on an arbitrarily large independent set in the initial tree.

We now briefly describe an algorithm to recolor a 3-coloring into a 2-coloring $c'$ in $O(p)$ rounds, with schedule $O(p)$. First, root $T$ on a node $r$ which is at distance at most $p$ of any node of $T$. Any node of $T$ which is not adjacent to the root has a grandparent, which is defined as its parent’s parent.

Then, at each step, we consider the set $A$ of leaves of $T$ which have a grandparent, if any. We identify each leaf in $A$ with its grandparent (note that the notion of grandparent guarantees that this operation is well-defined, and that the operation results in $A$ being deleted).
This process stops when \( T \) consists only of the root \( r \) and its children. We select one of the children arbitrarily and identify the others with it. This results in \( T \) being a single edge. Note that the color partition of \( c' \) is compatible with the identification operations, as we only ever identify nodes at even distance of each other.

We then recolor \( T \) into \( c' \): this is straightforward in the realm of 3-recoloring.

We can now choose a 2-coloring of \( T \) (this can be done in \( O(p) \) rounds), and apply the above algorithm to 3-recolor both \( \alpha \) and \( \beta \) to that 2-coloring. This results in a 3-recoloring between \( \alpha \) and \( \beta \) with schedule \( O(p) \).

The same idea can be adapted to list coloring; we give a proof of the following result in the full version of the article:

\[ \text{Lemma 11. For every tree } T \text{ with radius at most } p, \text{ for any list assignment } L \text{ of at least 3 colors to each node, for any two } L\text{-colorings } \alpha, \beta \text{ of } T, \text{ we can compute in } O(p) \text{ rounds how to } L\text{-recolor } T \text{ from } \alpha \text{ to } \beta \text{ with schedule } O(p). \]

To prove Theorem 5, we first split the tree in small components. We slightly adapt the proof of Lemma 8; see the full version for the details:

\[ \text{Lemma 12. For any tree } T, \text{ any 3-coloring } \alpha \text{ of } T, \text{ and any integer } h, \text{ let } L \text{ be a light } h\text{-label of } T. \text{ There is a } O(h)\text{-round algorithm that finds a maximal independent set } S \text{ such that no node has two neighbors in } S \text{ and } T \setminus S \text{ only has connected components of radius } O(h). \]

Now we are ready to prove Theorem 5.

\[ \text{Proof of Theorem 5. Compute (in } O(\log n) \text{ rounds) an independent set } S \text{ such any two elements of } S \text{ are at distance at least 2 of each other and every connected component of } T \setminus S \text{ has radius } O(\log n). \text{ By Lemmas 7 and 12 and the fact that a 3-coloring of a tree can be computed in } O(\log n) \text{ rounds, we compute (in } O(\log n) \text{ rounds) an } L\text{-coloring } \gamma \text{ of } T \setminus S \text{ such that every node adjacent to an element } u \in S \text{ has a color different from } \alpha(u) \text{ and } \beta(u). \text{ Note that this coloring exists since any tree is 2-list-colorable. Use Lemma 11 to recolor each connected component of } T \setminus S \text{ from } \alpha \text{ to } \gamma. \text{ Recolor every element of } S \text{ with its color in } \beta. \text{ Use Lemma 11 to recolor each connected component } T \setminus S \text{ from } \gamma \text{ to } \beta. \text{ Note that this yields an } L\text{-recoloring of } T \text{ from } \alpha \text{ to } \beta \text{ with schedule } O(\log n). \]

Note that a direct corollary of Theorem 5 is that for any \( k\)-coloring \( \alpha, \beta \) of a trees with \( k \geq 4 \), a schedule of length \( \Theta(\log n) \) can be found in \( \Theta(\log n) \) rounds.

\section{Recoloring algorithm for subcubic graphs}

In this section we study recoloring in subcubic graphs (graphs of maximum degree at most 3); our main result is summarized in the following theorem:

\[ \text{Theorem 13. For every subcubic graph } G \text{ on } n \text{ nodes, for any two 3-colorings } \alpha, \beta \text{ of } G, \text{ we can compute in } O(\log^2 n) \text{ rounds how to recolor } G \text{ from } \alpha \text{ to } \beta \text{ with 1 extra color and a schedule of length } O(\log n). \]

A theta is formed of three node-disjoint paths between two nodes. Note that in particular if a graph contains two cycles sharing at least one edge, then it contains a theta. We note \( B^k(u) \) the set of nodes at distance at most \( k \) to \( u \).

We show here, roughly, that there is around every node a nice structure that we can use to design a valid greedy algorithm for the whole graph. This proof is loosely inspired by one in [1]. The proofs of Lemmas 14 and 15 are given in the full version.
A. decomposition $(F, S)$ of $V(G)$ such that $G[S]$ is an independent set and every connected component of $G[F]$ has radius at most $\log n$.

1: for $u$ in $V(G)$ (in parallel) do
2: Acquire knowledge on $B^{2\log n}(u)$
3: Select in the node set of $B^{2\log n}(u)$ a configuration $C(u)$ that is a minimal theta or a node of degree 1 or 2
4: end for
5: Compute a $(4\log n, 8\log n)$-ruling set $X$ in $G$
6: Define $A = \cup_{u \in X} \{C(u)\}$
7: Compute the distance of every node in $G$ to an element of $A$
8: Let $F = S = \emptyset$
9: for $i = 8\log n$ downto 1 do
10: Extend the partition $(F, S)$ to the nodes at distance $i$ from $A$, more precisely:
11: Each connected component is a path or cycle where no internal node has an already assigned neighbor, let $U_i$ be the set of the internal nodes
12: Assuming a pre-computed MIS on each layer for the sets $U_i$, assign that MIS to $S$
13: Extend greedily on the remaining nodes (which form bounded-size components), assigning nodes to $S$ when possible, to $F$ when not
14: end for
15: Extend the partition $(F, S)$ to the nodes belonging to an element of $A$ using Lemma 15

Lemma 14. For every subcubic graph $G$ on $n$ nodes, for every node $u \in V(G)$, there is a node $v$ with degree at most 2 or a theta that is contained in $B^{2\log n}(u)$.

Lemma 15. Let $G$ be a subcubic graph, let $p$ be an integer, and let $A$ be a collection of thetas and nodes of degree $\leq 2$ in $G$ each at distance at least 2 of each other. Let $r \geq 1$ be such that no element of $A$ has diameter more than $\frac{r}{2}$. If the nodes of $G \setminus \left(\bigcup_{A \in A} A\right)$ can be partitioned into $S$ and $F$ such that $G[S]$ is an independent set and $G[F]$ is a forest of radius at most $p$, then there is a partition $(S', F')$ of $\bigcup_{A \in A} A$ such that $G[S \cup S']$ is an independent set and $G[F \cup F']$ is a forest of radius at most $p + r$.

Lemma 16. Let $G$ be a subcubic graph on $n$ nodes. We can compute in $O(\log^2 n)$ rounds a partition $(S, F)$ of the nodes of $G$ that $G[S]$ is an independent set and $G[F]$ is a forest of radius $O(\log n)$.

Proof. To that purpose, we combine the previous lemmas in Algorithm 1. The algorithm computes a decomposition as desired and runs in $O(\log n) + RS(n)$ rounds, where $RS(n)$ is the number of rounds necessary to compute a $(4\log n, 8\log n)$-ruling set in a subcubic graph. We derive from [22] that $RS(n) = O(\log^2(n))$, hence the conclusion.

We are now ready to prove Theorem 13, which we do in a similar fashion as Theorem 4.

Proof. Use Lemma 16, and obtain a decomposition $(S, F)$ as stated. Recolor all of $S$ to the extra color, then use Lemma 11 on each connected component of $G[F]$ so that all nodes of $F$ reach their target color (remember that each connected component of $G[F]$ has radius $O(\log n)$). Finally recolor each node of $S$ with its target color.
7 Recoloring in toroidal grids

In this section we study toroidal grids (torus grid graphs). Throughout this section, an \( h \times w \) toroidal grid is the Cartesian graph product of cycles of lengths \( h \) and \( w \); we assume \( h \geq 3 \) and \( w \geq 3 \). A toroidal grid can be constructed from an \( h \times w \) grid by wrapping both boundaries around into a torus. In the full version, we show that e.g. \( 2 + 0 \), \( 3 + 0 \), and \( 4 + 0 \) recoloring is not always possible, and by Lemma 2 e.g. \( 2 + 1 \), \( 3 + 2 \), and \( 4 + 3 \) recoloring is trivial. The first nontrivial case is \( 3 + 1 \) recoloring; in this section we give a complete characterization of \( 3 + 1 \) recolorability in toroidal grids:

\[ \text{Theorem 17. Let } G \text{ be the } h \times w \text{ toroidal grid graph. Then } 3 + 1 \text{ recoloring is possible for any source and target coloring in the following cases: (i) both } h \text{ and } w \text{ are even, or (ii) } h = 4, \text{ or (iii) } w = 4. \text{ For all other cases it is possible to construct } 3\text{-colorings } s \text{ and } t \text{ such that } t \text{ is not reachable from } s \text{ by valid recoloring operations using } 1 \text{ extra color.} \]

This also shows that \( 3 + 1 \) recoloring is an inherently global problem in toroidal grids, even if we have a promise that recoloring is possible. For example, if there was a sublinear-time distributed recoloring algorithm \( A \) for \( 6 \times w \) grids for an even \( w \), we could apply the same algorithm in a \( 6 \times w \) grid with an odd \( w \) (the algorithm cannot tell the difference between these two cases in time \( o(w) \)), and hence we could solve recoloring in \( 6 \times w \) grids for all \( w \), which contradicts Theorem 17. By a similar argument, distributed recoloring in non-toroidal grids is also an inherently global problem.

Existence. To prove Theorem 17, let us start with the positive results. If \( h \) and \( w \) are even, the graph is bipartite and recoloring is always possible by Lemma 1. The remaining cases are covered by the following lemma.

\[ \text{Lemma 18. Let } G \text{ be a } 4 \times w \text{ toroidal grid for any } w \geq 3, \text{ and let } s \text{ and } t \text{ be any } 3\text{-colorings. Then there exists a recoloring from } s \text{ to } t \text{ with one extra color.} \]

\[ \text{Proof. We first take an MIS } S \text{ over pairs of consecutive columns, i.e. a set of indices of the form } (i, i + 1) \text{ such that every column } j \notin S \text{ is such that at least one of } j - 1 \text{ and } j + 2 \text{ belongs to } S, \text{ every column } i \in S \text{ is such that precisely one of } i - 1 \text{ and } i + 1 \text{ is in } S. \text{ Note that indices are taken modulo } w. \text{ For every pair in } S, \text{ we select a maximal independent set of the corresponding columns. The resulting union yields an independent set } R. \text{ We then greedily make } R \text{ maximal columnwise away from } S. \text{ We recolor } R \text{ with the extra color. It remains to argue that } G \setminus R \text{ can reach its targeted coloring. We note that since leaves are not problematic, removing } R \text{ essentially boils down to removing the columns with index in } S. \text{ Note that the remaining connected components are cycles of length 4. Cycles of length 4 can be always 3-recolored.} \]

\[ \text{Note that the above proof yields in fact an } O(\log n) \text{ rounds algorithm that outputs an } O(1) \text{ schedule. We can improve it into an } O(1)\text{-round algorithm, simply by pointing out that there is only a finite number of possible colorings for a column, and two adjacent columns cannot have the same coloring. This allows us to compute } S \text{ in constant time.} \]

Non-existence. Let us now prove the negative result. Our high-level plan is as follows. Let \( G \) be an \( h \times w \) toroidal grid. We will look at all tiles of size \( 2 \times 2 \). If \( G \) is properly colored with \( k \) colors, so is each tile. The following two tiles are of special importance to us; we call these tiles of type \( A \):

\[ \begin{bmatrix} 2 & 3 \\ 3 & 1 \end{bmatrix}, \quad \begin{bmatrix} 1 & 3 \\ 3 & 2 \end{bmatrix}. \]
We are interested in the number of type-A tiles. For example, consider the following colorings of the $3 \times 3$ toroidal grid:

\[
s = \begin{bmatrix} 1 & 2 & 3 \\ 2 & 3 & 1 \\ 3 & 1 & 2 \end{bmatrix}, \quad t = \begin{bmatrix} 3 & 1 & 2 \\ 2 & 3 & 1 \\ 1 & 2 & 3 \end{bmatrix}.
\]

Here $s$ contains 3 tiles of type A (recall that we wrap around at the boundaries), while $t$ does not have any tiles of type A. In particular, $s$ has an odd number of type-A tiles and $t$ has an even number of type-A tiles. It turns out that this is sufficient to show that recoloring from $s$ to $t$ with one extra color is not possible (see the full version of the article for the proof of this lemma):

**Lemma 19.** Let $G$ be a toroidal grid, and let $s$ and $t$ be two 3-colorings. If $s$ and $t$ have different A-parities, then it is not possible to recolor $G$ from $s$ to $t$ with 1 extra color.

Hence the A-parity of a coloring partitions the space of colorings in two components that are not connected by $3 + 1$ recoloring operations. To complete the proof of Theorem 17, it now suffices to construct a pair of 3-colorings with different A-parities for each relevant combination of $h$ and $w$. We give the details in the full version.

# 8 Simple corollaries

**Lemma 20.** Assume that we are given a graph $G$ and input and target colorings with $k \geq 3$ colors. Assume that in $O(f(n))$ rounds we can find an independent set $I$ of $G$ such that $V \setminus I$ induces a forest of trees of depth at most $O(d(n))$. Then in $O(f(n) + d(n))$ rounds we can solve $k + 1$ recoloring, with a schedule of length $O(d(n))$.

**Proof.** Each node in $I$ switches to color $k + 1$. We then use the algorithm described in the proof of Lemma 10 to find a recoloring with schedule of length $O(d(n))$ for each connected component after the removal of $I$. After that, each node of $I$ can switch to its final color.

**Lemma 21.** In cycles and paths, $3 + 1$ recoloring is possible in $O(1)$ rounds, with a schedule of length $O(1)$.

**Proof.** Use the input coloring to find a maximal independent set $I$. Nodes of $V \setminus I$ induce paths of length $O(1)$, apply Lemma 20.

**Lemma 22.** In subcubic graphs, $4 + 1$ recoloring is possible in $O(1)$ rounds, with a schedule of length $O(1)$.

**Proof.** Use the input coloring to find a maximal independent set $I$ in constant time. Nodes of $I$ switch to color 5. Delete $I$; we are left with a graph $G'$ that consists of paths and isolated nodes. Apply Lemmas 3 and 21 to solve $4 + 0$ recoloring in each connected component of $G'$. Finally nodes of $I$ can switch to their target colors.
### Table 1 Results: distributed recoloring in cycles (C) and paths (P).

<table>
<thead>
<tr>
<th>graph family</th>
<th>input colors</th>
<th>extra colors</th>
<th>schedule length</th>
<th>communication rounds</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>C/P 2/0</td>
<td>∞</td>
<td>O(1)</td>
<td>0</td>
<td>see full version</td>
<td></td>
</tr>
<tr>
<td>C/P 3/0</td>
<td>Θ(n)</td>
<td>Θ(n)</td>
<td>O(1)</td>
<td>see full version</td>
<td></td>
</tr>
<tr>
<td>C/P 3/1</td>
<td>O(1)</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 21</td>
<td></td>
</tr>
<tr>
<td>C/P 3/2</td>
<td>O(1)</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
<td></td>
</tr>
<tr>
<td>C/P 4/0</td>
<td>O(1)</td>
<td>O(1)</td>
<td>0</td>
<td>Lemmas 21 and 3</td>
<td></td>
</tr>
<tr>
<td>C/P 4/3</td>
<td>O(1)</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2 Results: distributed recoloring in 3-regular trees.

<table>
<thead>
<tr>
<th>input colors</th>
<th>extra colors</th>
<th>schedule length</th>
<th>communication rounds</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>∞</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>Θ(n)</td>
<td>Θ(n)</td>
<td>see full version</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>O(1)</td>
<td>O(log n)</td>
<td>Theorem 4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>Θ(log n)</td>
<td>Θ(log n)</td>
<td>Theorem 5 and see full version</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>O(1)</td>
<td>O(1)</td>
<td>Lemma 22</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>O(1)</td>
<td>O(1)</td>
<td>Lemmas 22 and 3</td>
</tr>
</tbody>
</table>

### Table 3 Results: distributed recoloring in trees.

<table>
<thead>
<tr>
<th>input colors</th>
<th>extra colors</th>
<th>schedule length</th>
<th>communication rounds</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>∞</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>Θ(n)</td>
<td>Θ(n)</td>
<td>see full version</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>O(1)</td>
<td>O(log n)</td>
<td>Theorem 4</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>Θ(log n)</td>
<td>Θ(log n)</td>
<td>Theorem 5 and see full version</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>O(1)</td>
<td>O(log n)</td>
<td>Theorem 4</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>O(1)</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
</tbody>
</table>
Table 4 Results: distributed recoloring in toroidal grids. The distributed complexity of $4 + 1$ recoloring is left as an open question. However, by prior work it is known that $4 + 1$ recoloring is always possible: grids are $4$-regular graphs, therefore they are $4$-recolorable with Kempe operations, and hence also with 1 extra color.

<table>
<thead>
<tr>
<th>input colors</th>
<th>extra colors</th>
<th>schedule length</th>
<th>communication rounds</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$\infty$</td>
<td>0</td>
<td>Theorem 17</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>?</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>see full version</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>see full version</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>Lemma 3 and see full version</td>
</tr>
</tbody>
</table>

Table 5 Results: distributed recoloring in subcubic graphs.

<table>
<thead>
<tr>
<th>input colors</th>
<th>extra colors</th>
<th>schedule length</th>
<th>communication rounds</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>$O(\log n)$</td>
<td>$O(\log^2 n)$</td>
<td>Theorem 13</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>$\infty$</td>
<td>0</td>
<td>see full version</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>Lemma 22</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>$O(1)$</td>
<td>0</td>
<td>Lemma 2</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>Lemma 3</td>
</tr>
</tbody>
</table>
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Abstract
Recently, there has been a growing interest in grid exploration by agents with limited capabilities. We show that the grid cannot be explored by three semi-synchronous finite automata, answering an open question by Emek et al. [TCS’15] in the negative.

In the setting we consider, time is divided into discrete steps, where in each step, an adversarially selected subset of the agents executes one look-compute-move cycle. The agents operate according to a shared finite automaton, where every agent is allowed to have a distinct initial state. The only means of communication is to sense the states of the agents sharing the same grid cell. The agents are equipped with a global compass and whenever an agent moves, the destination cell of the movement is chosen by the agent’s automaton from the set of neighboring grid cells. In contrast to the four agent protocol by Emek et al., we show that three agents do not suffice for grid exploration.
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1 Introduction
Consider the problem of exploring an infinite grid with a set of mobile robots, ants, or agents. In practical applications, it is often desirable to make use of inexpensive and simple devices and therefore, a finite automaton is an attractive choice for modeling these agents. Furthermore, neither reliable communication nor synchronous time is always available and thus, distributed and non-synchronous solutions are needed. Also exploration models inspired by biology require these features; for example models for ant foraging assume limited capabilities and distributed searching. In both settings mentioned above, it is often reasonable to assume simple means of communication of nearby agents.
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Semi-Synchrony

Recently, there has been a growing interest in studying constant memory agents performing exploration on an infinite grid. An infinite grid is a natural discrete version of a plane which disallows the bounded memory agents to make any use of the boundaries of the grid. Emek et al. [17] introduced a model where the agents are able to communicate by sensing each other’s states and showed a tight upper bound for the time needed for \( k \) agents to find a treasure\(^2\) at distance \( D \). As the first step into the model, let us introduce the way that the semi-synchrony is defined. The time is divided into discrete time steps, and in each time step, an adversarially chosen subset of the agents performs a look-compute-move cycle in parallel. In each cycle, the chosen agents first sense the states of all the other agents in the same cell and then, determined by their transition function, either stay still or move to an adjacent grid cell. We point out that in every step, every agent performs the “look” action before any agent executes their “compute” step, i.e., agents sharing a cell and activated in the same time step see each other’s states before any of them executes a state transition. This definition allows an arbitrary discrepancy in the number of steps the agents perform but ensures that, whenever two agents meet, at least one of them will be able to sense the presence of the other agent.

All input parameters, such as \( D \) and \( k \) are unknown to the agents and they are all initially located in the origin of the grid. Motivated by the fact that ants are able to perform very precise path integration, it is assumed that the agents are endowed with a global compass.

Previous Results

Following up on the above model, Emek et al. [16] studied the minimum number of agents needed to explore the infinite grid, where exploring refers to reaching any fixed cell within (expected) finite time. They showed that three randomized and four deterministic semi-synchronous agents are enough for the exploration task. We want to point out that the asynchronous environment in their paper is referred to as semi-synchronous in older literature [25, 26]. The paper left two open questions:

- Can two agents controlled by a randomized FA solve the synchronous or asynchronous version of the ANTS\(^3\) problem?
- Is there an effective FA-protocol for async-ANTS for three agents when no random bits are available?

Very recently, Cohen et al. solved the first question by showing that two randomized agents do not suffice [11]. The main result of this paper is a negative answer to the second question:

**Theorem 1.** Three semi-synchronous agents controlled by a finite automaton are not sufficient to explore the infinite grid.

Our result is obtained by solving two technical challenges. First, we carefully design an adversarial schedule for the agents that, under the assumption that the agents actually explore the entire grid, forces them to obey a movement pattern with the following property: There is a fixed width \( w \) and fixed slope \( s \) such that at any point in time, all agents are

\(^2\) In the deterministic case, exploring the grid and finding a treasure are equivalent. In the randomized case, considering a treasure is more convenient as the exploration is equivalent to hitting every cell in expected finite time.

\(^3\) The ANTS problem in their context is the same as our grid exploration problem.
contained in a band of width $w$ and slope $s$. Second, we formally show that the agents cannot encode a super-constant amount of information in their relative positions. In other words, while the relative distance can be unbounded and represent an unbounded amount of information, we can bound the amount of information the agents can infer from their relative positions. Due to space constraints, most of our proofs are deferred to the full version of the paper [8].

2 Related Work

Graph exploration is a widely studied problem in the computer science literature. In the typical setting one or more agents are placed on some node of a graph and the goal is to visit every node and/or edge of the graph by moving along the edges. There is a wide selection of variants of graph exploration and one of the standard ways to classify these variants is to divide them into directed and undirected variants [12, 1]. In the directed model, the edges of the graph only allow traversing into one direction, whereas in the undirected model, traversing both ways is allowed. Our work assumes the undirected graph exploration model.

Other typical parameters of the problem are the conditions of a successful exploration and symmetry breaking mechanisms. Some related works demand that the agents are required to halt after a successful exploration [13] or that the agents must return to their starting point after the exploration [3]. From the perspective of symmetry breaking, one characterization is to break the problem into the case of equipping nodes with unique identifiers [23, 15] and into the case where nodes are anonymous [9, 24, 5]. Since the memory of our agents is restricted to a constant amount of bits with respect to the size of the graph, the unique identifiers are not helpful.

The agents typically operate in look-compute-move cycles, where they first gather the local information, then perform local computations, and finally, decide to which node they move. This execution model can be divided into synchronous [26], semi-synchronous [25, 26] and asynchronous variants [27, 19], referred to as $\text{FSYNC}$, $\text{SSYNC}$, and $\text{ASYNC}$. In the $\text{FSYNC}$ model, all agents execute their cycles simultaneously in discrete rounds. In the $\text{SSYNC}$ model only a subset (not necessarily proper) of the agents is activated in every round and in the $\text{ASYNC}$ model, the cycles are not assumed to be atomic. To avoid confusion, we refer to the non-synchronous rounds as time steps. In this paper, we consider the semi-synchronous model. Note that since the $\text{ASYNC}$ model is weaker than the $\text{SSYNC}$ model, we directly obtain our lower bound result for the $\text{ASYNC}$ model as well.

The standard efficiency measure of a graph exploration algorithm executed in the $\text{FSYNC}$ model is the number of synchronous rounds it takes until the graph is explored [23]. In the non-synchronous models, this measure is typically generalized to the maximum delay between activation times of any agent [10]. A widely-studied classic is the cow-path problem, where the goal of the cow is to find food or a treasure on a line as fast as possible. There is an algorithm with a constant competitive ratio for the case of a line and in the case of a grid, a simple spiral search is optimal and the problem has been generalized to the case of many cows [4, 22]. Some more recent work studied the time complexity of $n$ distributed agents searching for a treasure in distance $D$ on a grid and a $\Theta(D/n^2 + D)$ bound was shown in the case of Turing machines without communication and in the case of communicating finite automata [18, 17].

Our work does not focus on the time complexity of the problem, but rather on the computability, i.e., what is the minimum number of agents that are required to find the treasure. The canonical algorithm in the case of little memory is the random walk, where the
classic result states that a random walk explores an \( n \)-node graph in polynomial time [2]. In the case of infinite grids, it was shown in a recent paper that, even with a globally consistent orientation, two randomized agents cannot locate the treasure in finite expected time [11]. By combining this result with previous work [6, 16], it follows that this lower bound is tight. In the deterministic case, our lower bound of three deterministic semi-synchronous agents closes the remaining gap in the results of [16].

Another typical measure for efficiency is the number of bits of memory needed per agent [20, 13]. For example, it was shown by Fraigniaud et al., that \( \Theta(D \log \Delta) \) bits are needed for a single agent to locate the treasure, where \( D \) and \( \Delta \) denote the diameter and the maximum degree of the graph, respectively. The memory of our agents is bounded by a universal constant, independent of any graph parameters.

Work that falls close to our work is the study of graph exploration in labyrinths, i.e., graphs that can be seen as 2-dimensional grids, where some subset of the nodes cannot be entered by the agents. The classic results state that all co-finite (finite amount of cells not blocked) labyrinths can be explored by two finite automata and an automaton with two pebbles [7], and that finite labyrinths (finite amount of cells are blocked) can be explored using one agent with four pebbles [6], where a pebble is a movable marker. Furthermore, it is known since long that there are finite and co-finite labyrinths where one pebble is not enough [21] and that no finite set of finite automata can explore all planar graphs [24]. More recently, it was shown that \( \Theta(\log \log n) \) pebbles for an agent with \( \Theta(\log \log n) \) memory is the right answer for general graphs [14]. Notice that since we do not assume synchronous communication between agents and a pebble can always be simulated by a finite automaton, our result also yields the same bound for the pebble model.

3 Preliminaries

3.1 The Model

The model we use is the same as in [16]. We consider a group of \( n \) agents whose task is to explore every cell of the infinite 2-dimensional grid where a cell is considered as explored when it has been visited by at least one of the agents. We identify each cell of the grid with a pair of integers, i.e., the grid can be considered as \( \mathbb{Z}^2 \), with two cells being neighbors if and only if they differ in one coordinate by exactly 0 and in the other coordinate by exactly 1.

In the beginning, all agents are placed in the same cell, called the origin. W.l.o.g., we will assume that the origin has the coordinates (0, 0). For the agents, all cells, including the origin, are indistinguishable; in particular, they do not have access to the coordinates of the cells.

Each agent is endowed with a compass, i.e., each agent is able to distinguish between the four (globally consistent) cardinal directions in any cell and all agents have the same notion of those directions. The behavior of each agent is governed by a deterministic finite automaton. While we allow the agents to use different finite automata, we will assume that the agents use the same finite automaton but have different initial states. Since in all cases we consider, \( n \) is a constant, the two formulations are equivalent.

The only way in which communication takes place is the following: Each agent senses for any state \( q \) of the finite automaton whether there is at least one other agent in the same cell in state \( q \). In each step of the execution, an agent moves to an adjacent cell or stays in the current cell, solely based on its current state in the finite automaton and the subset of states \( q \) for which another agent in state \( q \) is present in the current cell.
Given the above, we are set to describe our finite automaton more formally. Let \( Q \) denote the set of states, with each agent having its own initial state in \( Q \). The set of input symbols is \( 2^Q \), the set of all subsets of \( Q \), reflecting the fact that for each state from \( Q \) an agent in this state might be present or not in the considered cell. The transition function \( \delta : Q \times 2^Q \rightarrow Q \times \{0, 1, 2, 3, 4\} \) provides an agent in state \( q \in Q \) (sensing a subset \( Q' \subseteq Q \) of states present in the same cell) with a new state \( q' \in Q \) and a movement, where \( 1, 2, 3, 4 \) stand for the four cardinal directions while \( 0 \) indicates that the agent stays in the current cell.

The \( \mathcal{S\!S\!Y\!N\!C} \) [25, 26] environment in which the agents perform their exploration is semi-synchronous. More specifically, we assume that the order of the steps of the agents is determined by an adversarial scheduler that knows the finite automaton governing the agents’ behavior. Each step of an agent is a complete look-compute-move cycle, where first an agent senses for which states agents are present in the current cell, then it applies the transition function with the sensed states and its own current state as input, and finally it moves as indicated by the result. Cycles of different agents may occur at the same time, in which case each of the agents completes the sensing before any of the agents starts to move. Cycles that do not occur at the same time have no overlap, i.e., the movement performed in an earlier cycle is completed before the sensing in a later cycle starts. Hence, we may consider the order of the individual components of the execution as given by a mapping of the agents’ steps to points in time.

We call such a mapping a schedule. Since the look-compute-move cycles of the agents are atomic in nature, we can assume w.l.o.g. that the static configurations of the agents on the grid (including the information about the states they are currently in) occur at integer points in time \( t = 0, 1, \ldots \), and that the steps of the agents determining the transition from one configuration to a new one take place between these points in time. If an agent’s action is scheduled between time \( t \) and \( t + 1 \), we say, for the sake of simplicity, that the action takes place at time \( t \). In order to prevent the adversary from delaying a single agent indefinitely, we adopt the common requirement that each agent is scheduled infinitely often. For our lower bound we will only use adversarial schedules where no two agents are scheduled at the same time.

### 3.2 Definitions and Notation

For the notion of distance between two cells we will use the Manhattan distance. Let \( c = (x, y), c' = (x', y') \) be two cells of the infinite grid. Then, the distance between \( c \) and \( c' \) is defined as \( \text{Dist}(c, c') = |x - x'| + |y - y'| \). Moreover, we call the first coordinate of a cell the \textit{x-coordinate} and the second coordinate the \textit{y-coordinate}. We denote the cell an agent \( a \) occupies at time \( t \) by \( c_t(a) = (x_t(a), y_t(a)) \). Similarly, we denote the state of the finite automaton in which agent \( a \) is at time \( t \) by \( q_t(a) \). If \( a = a_i \) for some \( 1 \leq i \leq 3 \), then we also write \( c_t^i, x_t^i, y_t^i, q_t^i \) instead of \( c_t(a_i), x_t(a_i), y_t(a_i), q_t(a_i) \), respectively. Moreover, we denote the number of states of the finite automaton governing the behavior of the three agents by \( N \).

In our lower bound proof, we show for each finite automaton that three agents governed by this automaton are not sufficient to explore the grid (or, more precisely, that there is an adversarial schedule for this automaton under which the agents do not explore every cell of the grid). In this context, we consider the number \( N \) as a constant, which also implies that the result of applying any fixed polynomial function to \( N \) is a constant as well. For the proof of our lower bound we require another intuitive definition. Let \( \ell \) be an infinite line in the Euclidean plane and \( d \) some positive real number. Let \( B \) be the set of all points in the plane with integer coordinates and Euclidean distance at most \( d \) to \( \ell \). Let \( B' \) be the set of all grid cells that have the same coordinates as some point in \( B \). Then we call \( B' \) a band.
3.3 A Single Agent

Consider a single agent $a$ moving on the grid. Since the number of states of its finite automaton is finite, $a$ must repeat a state at some point, i.e., there must be points in time $t, t'$ such that $q_t(a) = q_{t'}(a)$ and $q_{t''}(a) \neq q_t(a)$ for all $t < t'' < t'$. As shown in [16], agent $a$ will then, starting at time $t'$, repeat the exact behavior it showed starting at time $t$ regarding both movement on the grid and updating of its state. We call the 2-dimensional vector $c_t(a) - c_t(a)$ the travel vector of agent $a$ (from time $t$ to time $t'$). Moreover, we call the time difference $t' - t$ the travel period.

Note that travel vector and travel period do not depend on the choice of $t$ and $t'$ (provided $t$ and $t'$ satisfy the properties mentioned above). In the case of multiple agents, we use the same definitions for any time segment where only a single agent is scheduled and does not encounter another agent. In particular, we can only speak of a travel vector and a travel period when there are two points in time (in the considered time segment) where the scheduled agent repeats a state and at both times as well as in the time between, the agent is alone in its cell.

4 Techniques

In order to show our main result, we use a (large) proof by contradiction. In the following we give a (very informal and possibly slightly inaccurate) high-level overview of how it proceeds. Our assumption, that holds throughout the remainder of the paper, is that three agents actually suffice to explore the grid. From this assumption, we derive a contradiction as follows:

First, we fix an adversarial schedule for the three agents that has certain advantageous properties. (We will show that it is already possible to derive a contradiction for this specific schedule.) Then, using the finiteness of the number of configurations of agents in any bounded area, we show that for each distance $D$ there is a point in time such that from this time onwards, there are always at least two agents that have distance at least $D$. However, since we can prove that any two agents must meet infinitely often, there must be infinitely many travels between the two far-away agents (which are not always the same agents). We show that the vector along which such a travel takes place must have a fixed slope that is the same for all such travel vectors (from a sufficiently large point in time on). Otherwise, there would exist two subsequent travels forth and back of different slope, which would imply that the traveling agent on its way back would miss the agent it is supposed to meet (which is the agent from whose position the first of the two travels started, roughly speaking). This also holds if the traveling agent explores some area to the left and right of its travel direction (during its travel), since the distance $D$ between the two endpoints can be made arbitrarily large.

The crucial part of the proof is to show that the state of the traveling agent at the end of its travel does not depend on the exact vector between the start and the endpoint of its travel, but only on this vector “modulo” some other vector $v$ that is obtained by combining all of the finitely many possible traveling vectors of the aforementioned fixed slope. Proving this statement enables us to show that, at the start of a travel, the information 1) about the states and relative locations “modulo $v$” of the agents, and 2) about which agent is scheduled next and which is the traveling agent, are sufficient to determine the same information at the start of the next travel. Since there are only finitely many of these information tuples (exactly because they contain only the modulo version of the relative locations), at some point a tuple has to occur again. Hence, in a sense, the whole configuration consisting of
the three agents repeats its previous movement from this point on, at least if one ignores any movement in the direction of the fixed slope. Thus, in each repetition between two occurrences of the information tuple, the whole configuration moves by some fixed (and always the same) vector, which implies that the agents explore “at most half” of the grid.

5 The Schedule

From this section on, we assume that three semi-synchronous agents whose behavior is governed by a finite automaton suffice to explore the grid. Let \(a_1, a_2\), and \(a_3\) be these agents. We start our proof by contradiction by specifying a schedule that we assume to be the adversarial schedule for the remainder of this paper:

We first schedule agent \(a_1\) for some number of time steps, then agent \(a_2\), then \(a_3\), and then we iterate, again starting with \(a_1\). The number of steps an agent is scheduled can vary. In other words, we can describe our schedule as a sequence

\[
S = (S_1^1, S_1^2, S_1^3, S_2^1, S_2^2, S_2^3, \ldots)
\]

of subschedules where in each subschedule \(S_j^i\) only agent \(a_i\) is scheduled. The number of time steps in a subschedule \(S_j^i\) is determined as follows:

1. If there is a (finite) number \(u > 0\) of time steps after which agent \(a_i\) is in a cell occupied by another agent, then the subschedule \(S_j^i\) ends after \(u_{\text{min}}\) time steps where \(u_{\text{min}}\) denotes the smallest such \(u\).

2. If Case 1 does not apply, but there is a (finite) number \(u > 0\) of time steps after which \(a_i\) is in the same state in the same cell as it was at some earlier point in time during \(S_j^i\), then do the following:

   Fix a total order on the state space of \(a_i\)’s finite automaton. (This total order can be chosen arbitrarily, but in each application of Case 2 for agent \(a_i\) the same order has to be used.) Let \(q\) be the smallest state according to this order which \(a_i\) assumes at least twice in the same cell (if we scheduled \(a_i\) indefinitely). Then \(S_j^i\) ends after the smallest positive number of steps after which \(a_i\) is in state \(q\) and in a cell where \(a_i\) would assume \(q\) at least twice. Note that the property that \(a_i\) would assume \(q\) twice implies that it would repeat the exact behavior between the first and the second assumption of \(q\) infinitely often afterwards, thus iterating through the exact same movement on and on.

3. If none of the above cases occurs, i.e., \(a_i\) would move on indefinitely without meeting any other agent or being in the same state in the same cell as before, then we schedule as follows: Let \((x, y)\) be the travel vector of \(a_i\)’s movement, and \(k\) the travel period. Then the subschedule \(S_j^i\) ends at the first time \(t\) (strictly after the start of \(S_j^i\)) for which the following property is satisfied:

   For each cell \((x^r, y^r)\) occupied by an agent \(a_r, r \neq i\), we have that 1) \(x^r_t - x^r_0 > k\) if \(x > 0\), and \(x^r_t - x^r_0 < -k\) if \(x < 0\), and 2) \(y^r_t - y^r_0 > k\) if \(y > 0\), and \(y^r_t - y^r_0 < -k\) if \(y < 0\). The definition of the travel vector ensures that there is such a (finite) point in time \(t\). Note that Case 3 can only occur if \(x \neq 0\) or \(y \neq 0^4\). Moreover, if this case actually occurs, then the complete subsequent schedule is adapted according to the following special rule (overriding all of the above): After time \(t\), the two agents \(a_r, r \neq i\), are scheduled for one time step each (in arbitrary order), then agent \(a_i\) is scheduled for \(k\) time steps, i.e., exactly one travel period, and then we iterate this new scheduling.

---

4 If \(x = y = 0\), agent \(a\) stays within a constant distance from the cell where the subschedule started. Hence, if Case 1 does not occur, every state/cell combination possible within this constant distance is assumed implying that Case 2 must occur.
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Figure 1 In Figure 1a, Case 2 of our schedule is shown. Note that the agent already stops when it visits the cell on the right (in state $q$) for the first time (unless this happens after 0 time steps). In Figure 1b, we see Case 3 of our schedule. One agent would move arbitrarily far away if scheduled sufficiently long. By letting this agent move away far enough and then scheduling it sufficiently often for a long enough period of time, we make sure that it will not interact anymore with any of the other two agents.

Observe that according to this schedule, the number of time steps a scheduled agent can stay put in a cell during one of its subschedules is upper bounded by $N$. Also note that in each of the three cases, the number of steps in the subschedule is positive (and finite). For an illustration of Cases 2 and 3, see Figure 1. We now collect a few lemmas that highlight certain properties of the three cases.

Lemma 2. Case 3 cannot occur.

Proof. Recall that we assume (globally) that the three agents explore the entire infinite grid. Assume that Case 3 occurs and let $a_i$ denote the agent that would move on indefinitely without meeting another agent. Then, at the beginning of the first iteration according to the special rule, the distance of agent $a_i$ to any of the other agents is more than $k$ in at least one (of $x$- and $y$-) direction and $a_i$ moves away from the agents according to the travel vector. After each of the other agents makes a step, this distance is still at least $k$. Hence, agent $a_i$ cannot encounter one of the other agents during its next $k$ steps, since in total it moves away from the other agents, according to the specification of Case 3. The direction of the travel vector also ensures that the distance to the other agents is again increased to more than $k$ (in at least one direction). Thus, the same arguments hold for the next iteration, and we obtain by induction that agent $a_i$ will never encounter another agent after the occurrence of Case 3. It follows that, if three agents suffice to explore the grid, then also a team of two agents and a separate single agent can explore the grid without any communication between the team and the single agent. From [16], we know that this is not possible since a team of two agents (hence, also a single agent) can only explore a band of constant width. ◀

Following Lemma 2, we will assume in the following that Case 3 does not occur, i.e., each agent’s subschedule ends because it encounters another agent or because it repeats a pair state/cell. This allows us to group the possible subschedules of an agent into two categories: We say that a subschedule $S_i^j$ is of type 1 if $S_i^j$ ends because of the condition given in Case 1, and of type 2 if $S_i^j$ ends because of the condition given in Case 2.

Lemma 3. Any subschedule of type 2 consists of at most $N$ time steps.

Proof. Assume for a contradiction that there is a subschedule $S_i^j$ of type 2 that consists of at least $N + 1$ time steps and starts at some time $t$. Then, by the pigeonhole principle, there must be two points in time $t < t' < t'' \leq t + N + 1$ such that $q_{i,t'} = q_{i,t''}$. Moreover, it must also hold that $c_{i,t'} = c_{i,t''}$, since otherwise $a_i$ would move according to some non-zero travel vector (from time $t'$ onwards) which would imply that $S_i^j$ is not of type 2.
This implies that if \( a_i \)'s subschedule would also continue at and after time \( t + N + 1 \) on an empty grid, then \( a_i \) would cycle through the same movement over and over, starting from time \( t' \). Hence, if there is a cell \( c \) that is visited by \( a_i \) in some state \( q \) in the (continued) movement after time \( t' \), then there must also be a point in time before \( t'' \) (during \( S_i' \)) at which \( a_i \) visits \( c \) in state \( q \). It follows from the definition of our schedule that \( S_i' \) ends before time \( t'' \), yielding a contradiction to our assumption.

Lemma 4. Any subschedule \( S_i' \) of type 1, where agent \( a_i \) ends in the same cell from which it started, consists of at most \( N(2N + 1) \) time steps. More generally, any subschedule \( S_i' \) of type 1, where \( a_i \) ends in a cell of distance at most \( D \) from the cell from which it started, consists of at most \( N(2N + 1 + D) \) time steps.

Proof. We start by proving the special case where \( a_i \) ends in the same cell from which it started. Suppose for a contradiction that there is a subschedule \( S_i' \) as described in the lemma that consists of more than \( N(2N + 1) \) time steps. Let \( t \) and \( u \) denote the points in time when \( S_i' \) starts and ends, respectively. Since \( a_i \) does not encounter any other agent between time \( t \) and time \( u \), it behaves like a single agent on an empty grid between \( t \) and \( u \). In particular, there is a travel vector \((x, y)\) of agent \( a_i \) from time \( t + 1 \) to time \( u - 1 \) since \( N(2N + 1) - 1 > N \).

For reasons of symmetry, we can assume w.l.o.g. that \( x > 0 \) and \( y \geq 0 \). Note that \( x = 0 = y \) is not possible since in that case \( a_i \) would cycle through the same (cyclic) movement over and over without meeting any other agent, which would imply that \( S_i' \) is not of type 1. Let \( p \) be the travel period which, according to its definition, is at most \( N \). Let \( q \) be the state whose second occurrence during \( S_i' \) (excluding the occurrence of the state at the beginning of \( S_i' \)) comes earliest. Let \( t' \) be the time when \( q \) occurs for the first time. Since \( t' \leq t + N \), we know that \( x_{i'} \geq x_i - N \).

Now, as in each travel period \( a_i \) increases the \( x \)-coordinate of the cell it occupies by at least 1, it follows that at time \( t' + 2N \cdot p \) the \( x \)-coordinate of the cell \( a_i \) occupies is at least \( x_i + N \). Furthermore, since in each further travel period agent \( a_i \) would advance by at least one cell in (positive) \( x \)-direction in total and \( p \leq N \), after time \( t' + 2N \cdot p \) agent \( a_i \) will never have an \( x \)-coordinate of less than \( x_i + 1 \), i.e., it will never reach \( c_i' \) then. But \( a_i \) also cannot have visited \( c_i' = c_i'' \) between time \( t + 1 \) and \( t' + 2N \cdot p \) since \( t' + 2N \cdot p \leq t + N(2N + 1) \) and we assumed that \( S_i' \) consists of more than \( N(2N + 1) \) time steps. Thus, we obtain a contradiction, which proves the first lemma statement.

For the more general second statement, by an analogous proof we obtain that after time \( t' + 2N \cdot p + D \cdot p \) agent \( a_i \) will never have an \( x \)-coordinate of less than \( x_i + D \), i.e., it will never reach \( c_i'' \) then. But, since \( t' + 2N \cdot p + D \cdot p \leq t + N(2N + 1 + D) \), \( a_i \) also cannot have visited \( c_i'' \) between time \( t + 1 \) and \( t' + 2N \cdot p + D \cdot p \), under the assumption that \( S_i' \) consists of more than \( N(2N + 1 + D) \) time steps. Hence, this assumption must be false, and the lemma statement follows.

6 Traveling and Meeting

Having defined and studied the schedule, we now proceed with our lower bound proof as described in Section 4. The next lemma shows that for each distance there is a point in time after which the farthest two agents are never closer than this distance.

Lemma 5. For each distance \( D \) there is a time \( T \) such that at any time \( t \geq T \) the largest pairwise distance of the three agents is at least \( D \).
Proof. Suppose that the lemma statement is not true. Then there is an infinite sequence $\mathcal{T}$ of points in time such that at each of these points in time the largest pairwise distance of the three agents is less than $D$. Since the distances of the agents are less than $D$ at all points in time from $\mathcal{T}$ and the number of states the three agents can be in is finite, it follows that there must be points in time $t, t' \in \mathcal{T}$ such that 1) each agent is in the same state at $t$ and $t'$, 2) $x_i^t - x_i^{t'} = x_i^t - x_i^{t'}$ and $y_i^t - y_i^{t'} = y_i^t - y_i^{t'}$ for all $i, j \in \{1, 2, 3\}$, $i \neq j$, and 3) the same agent is scheduled to move next. Since the agents are oblivious of the absolute coordinates of the grid, this implies that from time $t'$ on, the agents will repeat the exact behavior they showed starting at time $t$. (Note that we use here that the schedule following a configuration is uniquely determined by the above information.) Hence, at time $t' + (t' - t)$ the agents will again be in the exact same configuration and so on.

Define $(x, y) = (x_i^t - x_i^t, y_i^t - y_i^t)$, where $i = 1$ (which implies that this equation also holds for $i = 2, 3$). Vector $(x, y)$ describes the total movement of each of the agents during each of the (repeating) time periods of length $t' - t$. It follows that each cell that has not been explored by time $t$ must be at distance at most $t' - t$ from some cell that is obtained by adding a multiple of the vector $(x, y)$ to one cell from $\{c_1^t, c_2^t, c_3^t\}$; otherwise it will never be explored. Since each such cell at distance at most $t' - t$ (which is constant) must lie in a band of constant width and “direction” $(x, y)$ that contains $c_1^t$, $c_2^t$ or $c_3^t$, there are infinitely many cells that must have been explored before time $t$. This yields a contradiction. 

For any distance $D$, we denote by $T_D$ the smallest time $T$ for which it holds that at any time $t \geq T$ the largest pairwise distance of the three agents is at least $D$. In the following we collect a number of useful definitions regarding the meetings of different agents. In particular, we distinguish between three different types of agents at times when one agent is traveling from another agent to the far-away agent whose existence is certified by Lemma 5. For an illustration of how a large distance between agents influences choices of travel vectors, see Figure 2.

**Definition 6.** For any $t \geq 0$, we define the meeting set $M_t$ as the set of agents that are not alone in the cell they occupy, at time $t$. We call the infinite sequence $(M_0, M_1, \ldots)$ the meeting sequence. If for a subsequence $(M_i, M_{i+1}, \ldots, M_{i+i})$ of the meeting sequence it holds that $i > 0$, $M_i \neq \emptyset \neq M_{i+1}$ and $M_{i+j} = \emptyset$ for all $0 < j < i$, then we call the pair $(t, t+i)$ a meeting pair. Now, let $(t, u)$ be a meeting pair such that $|M_t| = 2 = |M_u|$ and $M_t \neq M_u$. Then we call $(t, u)$ a travel meeting pair. Moreover, we call the (uniquely defined) agent $a$ contained in $M_t \cap M_u$ a traveling agent (for $(t, u)$), the agent contained in $M_t \setminus \{a\}$ a source agent and the agent contained in $M_u \setminus \{a\}$ a destination agent.

In order to continue according to our high-level proof idea from Section 4, we need a few helping lemmas that highlight properties of the previous definitions. We start with a lemma that shows an important property of the meeting sequence:
Lemma 7. Each of the three agents is contained in infinitely many of the $M_t$ from the meeting sequence.

Proof. Suppose that there is an agent $a_i$ that is not contained in infinitely many of the $M_t$, i.e., there is a point in time $u$ such that $a_i \notin M_t$ for all $t \geq u$. Then, starting from time $u$, the exploration by the two agents $a_r, r \neq i$ is entirely independent of the exploration by agent $a_i$ since they never meet again. Thus, we get a contradiction analogously to the argumentation in the proof of Lemma 2.

Next, we study travel meeting pairs more closely. In Lemma 8, we present bounds on the number of subschedules of the different types of agents in the time frame given by a travel meeting pair, and examine the types of the subschedules. Afterwards, in Lemma 9, we bound the number of time steps between two subsequent travel meeting pairs from above. In both cases, the results only hold from a large enough point in time onwards, but this is sufficient for our purposes since before that point in time only a constant number of cells were explored. Note that, in general, we do not attempt to minimize the dependence on $N$ in our bounds as showing the finiteness of certain parameters is, again, sufficient for our purposes. Instead we prefer to choose the simplest arguments that lead to the desired finiteness results, even if they augment the actual bound by a few factors of $N$.

Lemma 8. There is a point in time $T$ such that, for each travel meeting pair $(t,u)$ with $t \geq T$, the following properties hold:

1. The traveling agent for $(t,u)$ is scheduled exactly once (for a number of time steps) between time $t$ and time $u$.
2. The subschedule of the traveling agent is of type 1 and ends exactly at time $u$.
3. The source and the destination agent for $(t,u)$ are scheduled at most once (for a number of time steps).
4. If the source or the destination agent is scheduled, then its subschedule is of type 2.

Proof. Recall the definition of $T_D$ for any distance $D$. Let $T \geq T_{2N+1}$, and consider an arbitrary travel meeting pair $(t,u)$ with $t \geq T$ and traveling agent $a_i$. Observe that if the source agent is scheduled between time $t$ and time $u$, then its subschedules must be of type 2, because the source agent is not contained in the meeting set $M_u$. Hence, if $a_i$ is not scheduled at all between time $t$ and time $u$, then the source agent must be scheduled at most once (because of the specification of our schedule) which implies that its distance from $c_i^t$ at time $u$ is at most $N$, by Lemma 3. But since in this case $a_i$ and the destination agent meet at $c_i^u$ at time $u$, we obtain a contradiction to the fact that $T \geq T_{2N+1}$. Thus, we know that $a_i$ is scheduled at least once between time $t$ and time $u$.

Now, assume for a contradiction that the first subschedule of $a_i$ between time $t$ and time $u$ is of type 2. This implies that if one would schedule $a_i$ on and on, it would repeat a state in the same (empty) cell after at most $N+1$ time steps and then cycle through (a part of) the same movement it performed before. Hence, even if there are more subschedules for $a_i$ than one (between time $t$ and time $u$), it will never reach a cell that has a distance of more than $N$ from $c_i^t$. Since analogous statements hold for the source agent, we know that at time $u$ the distance between the source agent and the cell where $a_i$ and the destination agent meet is at most $2N$ which again contradicts our specification of $T$. Thus, we know that the first subschedule of $a_i$ is of type 1.

It follows that $a_i$’s subschedule ends exactly at time $u$ since the subschedule must end with $a_i$ meeting the destination agent, which also implies that $a_i$ is scheduled exactly once between time $t$ and time $u$. Moreover, the subschedules of the source and the destination
agent (if they are scheduled at all between time $t$ and time $u$) must be of type 2 since $(t, u)$ is a (travel) meeting pair. Furthermore, by the nature of our schedule, the source and the destination agent must be scheduled at most once between time $t$ and time $u$.

Lemma 9. (Proof deferred to the full version) There is a point in time $T$ such that the following holds: If $(t, u)$ and $(t', u')$ are travel meeting pairs such that $T \leq t < t'$ and there exists no travel meeting pair $(t'', u'')$ with $t < t'' < t'$, then $t' - u \leq 8(N + 1)^5$.

Using Lemma 9, we show in the following that for any travel meeting pair $(t, u)$, the information about the states of the agents, which two agents are in the same cell, and who is scheduled next, all at time $u$, already uniquely determines a lot of information about the agents at the starting time of the next travel meeting pair. Again, this result only holds from a sufficiently large point in time onwards. This concludes our collection of helping lemmas.

Lemma 10. (Proof deferred to the full version) There is a point in time $T$ such that the following holds: For any two subsequent travel meeting pairs $(t, u)$, $(t', u')$ with $T \leq t < t'$, the tuple $(q_u^1, q_u^2, q_u^3, a_u^{next}, M_u)$ uniquely determines the tuple $(q_{t'}^1, q_{t'}^2, q_{t'}^3, c_{t'}^1, c_{t'}^2, c_{t'}^3 - c_{a_{t'}^{next}}^3, a_{t'}^{next}, M_{t'})$, where $a_u^{next}$, resp. $a_{t'}^{next}$, denotes the agent scheduled at time $u$, resp. $t'$.

7 The Travel Vector and a Modulo Operation

After collecting the above helping lemmas, we are now all set to formally prove the (remaining) statements from our proof sketch. Before going through the statements one by one, let us for convenience define the notion of a travel: Let $(t, u)$ be a travel meeting pair. By Lemma 8, we know that the traveling agent for $(t, u)$ is scheduled exactly once between $t$ and $u$. We call the corresponding subschedule (or the movement during that subschedule) a travel. Recall the definition of travel vector and travel period. Note that a travel only has a travel vector (and period) if the traveling agent repeats a state (in empty cells) during the travel. Furthermore, observe that if a travel has a travel vector, then at least one entry of the travel vector is non-zero, due to the choice of our schedule. We now prove the first of the remaining statements, namely, that after a certain point in time, any travel vector has the same slope.

Lemma 11. There is a point in time $T$ and a (possibly negative) ratio $r$ such that each travel starting at time $T$ or later has travel vector $(x, y)$ with $y/x = r$. For the sake of simplicity, assume that $r$ is set to $\infty$ if $x = 0$.

Proof. Let $T$ be sufficiently large so that $T \geq T_{N+2}$ holds and Lemma 8 and Lemma 9 apply. Then we know that any travel starting at time $T$ or later actually has a travel vector (and period). Now, consider two travel meeting pairs $(t, u)$ and $(t', u')$ with $T \leq t < t'$ such that there is no travel meeting pair $(t'', u'')$ with $t < t'' < t'$. Let $(x, y), (x', y')$ be the travel vectors for the travels corresponding to $(t, u)$ and $(t', u')$, respectively. Assume that $y'/x' \neq y/x$, where, again, we set the ratio to $\infty$ if the denominator is 0. Note that not both of $x$ and $y$ (or $x'$ and $y'$) can be 0. Let $c_0$ and $c_1$ be the cells at which the travel with travel vector $(x, y)$ starts and ends, respectively, and $c_0'$ and $c_1'$ analogously for the travel with travel vector $(x', y')$.

By the characterization of the travel of a single agent and the fact that the travel period is always at most $N$, we know that there are positive integers $b$ and $b'$ such that $\text{Dist}(c_1, c_0 + b \cdot (x, y)) \leq N$ and $\text{Dist}(c_1', c_0' + b' \cdot (x', y')) \leq N$. Moreover, by Lemma 3 and Lemma 8, the source agent for $(t, u)$ travels at most a distance of $N$ between time $t$ and $u$ since its subschedule is of type 2 if the agent is scheduled at all. The same holds for the destination agent for $(t', u')$ between time $t'$ and $u'$. By Lemma 9, it follows that
Analogously, we obtain reasons, Lemma 14 gives a slightly different statement than indicated above, dealing with the information tuple at the start and end of a travel in Lemma 14. Note that for technical lemma, Lemma 13, which finally enables us to prove the aforementioned relation between tuple at the start and end of a travel, which will enable us to prove our main theorem. We agents (that can actually occur) after applying the modulo operation. This, in turn, implies show that there are only constantly many combinations of relative locations of the three previous reduction of information due to our modulo operation in the sense that we can determine the exact same information at the end of the travel. Now, we benefit from the most recently, and 4) which agent is scheduled next, at the start of a travel, is enough to 3) which agents shared a cell this vector is the result of applying a certain modulo operation to the vector.

Let $D \geq N$ be some positive integer. We now require, additionally to the above requirements regarding $T$, that $T \geq T_D$. Also fix some arbitrary $x, y, x', y'$ such that $(x, y)$ and $(x', y')$ are possible travel vectors of a single agent. For a contradiction, assume that $x, y, x', y'$ have the properties specified at the beginning of the proof (which implies that also all of the above conclusions hold).

At the time when the first of the two considered travels starts there are two agents at $c_0$ and $c_1$ while the last agent is in distance at most $N$ from $c_0$. Hence, the distance between $c_0$ and $c_1$ is at least $D - N$. This implies that $b \cdot (|x| + |y|) \geq \text{Dist}(c_1, c_0) - N \geq D - 2N$. Analogously, we obtain $b' \cdot (|x'| + |y'|) \geq \text{Dist}(c_1, c_0) - N \geq D - 2N$. Since $x, y, x', y'$ are fixed, we can therefore make $b$ and $b'$ arbitrarily large by increasing $D$. By increasing $b$ and $b'$, we can in turn make $\text{Dist}(c_0, c_0 + b \cdot (x, y) + b' \cdot (x', y'))$ arbitrarily large, since $y'/x' \neq y/x$ (which implies that there is an angle between the two vectors $(x, y)$ and $(x', y')$ that is not 0° or 180°). Hence, if $D$ is sufficiently large, then the above inequality $\text{Dist}(c_0, c_0 + b \cdot (x, y) + b' \cdot (x', y')) \leq 16(N + 1)^5 + 4N$ is not satisfied anymore, which shows that $y'/x' = y/x$.

Note that the magnitude $D$ has to reach for this (in our proof by contradiction) depends on $x, y, x', y'$. However, since the number of possible travel vectors of a single agent is bounded by the number of states in its finite automaton, we can simply derive a sufficiently large $D$ for each of the finitely many possible combinations for $x, y, x', y'$ and then choose a $T$ that is larger than all of the $T_D$.

Note that the exact value of $r$ depends only on the finite automaton governing the behavior of the three agents. From now on, we denote the ratio whose existence is certified by Lemma 11 by $r$. W.l.o.g., we can (and will) assume that $r \geq 0$ (and that $r \neq \infty$), for reasons of symmetry. Recall that any travel vector has at least one non-zero entry. The next step on our agenda is essentially to show that the state of an agent at the end of a travel does not depend on (the full information about) the vector between start and endpoint of that travel (and other parameters), but only on a reduced amount of information regarding this vector (and the other parameters). More specifically, the required information about this vector is the result of applying a certain modulo operation to the vector.

We then proceed by showing that the information about 1) the states of the agents, 2) their relative locations after applying the modulo operation, 3) which agents shared a cell most recently, and 4) which agent is scheduled next, at the start of a travel, is enough to determine the exact same information at the end of the travel. Now, we benefit from the previous reduction of information due to our modulo operation in the sense that we can show that there are only constantly many combinations of relative locations of the three agents (that can actually occur) after applying the modulo operation. This, in turn, implies that there are only constantly many possibilities for the whole aforementioned information tuple at the start and end of a travel, which will enable us to prove our main theorem. We start by defining our modulo operation in Definition 12. Then we show a technical helping lemma, Lemma 13, which finally enables us to prove the aforementioned relation between the information tuple at the start and end of a travel in Lemma 14. Note that for technical reasons, Lemma 14 gives a slightly different statement than indicated above, dealing with travel meeting pairs instead of travels.
Definition 12. Let \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_k, y_k)\} \) be the set of travel vectors that the agents can have if you let one of them explore the grid starting in an arbitrary state (which clearly is a superset of the actually occurring travel vectors in our multi-agent case). Let \( R \) be the subset of the above set that contains exactly the vectors \( (x_j, y_j) \) that satisfy \( y_j/x_j = r \). From now on, denote by \( x \) the least common multiple of the \( |x_j| \) from the vectors in \( R \) and set \( y := rx \). It follows that \( (x, y) \) is a (possibly negative) integer multiple of any of the vectors from \( R \). Note that \( R \) cannot be empty since otherwise it is not possible that the agents explore the entire grid, due to Lemma 7 and Lemma 11.

Now, let \( w, z \) be integers and let \( b \) be the smallest integer such that \( w + bz \geq 0 \). (This is well-defined since \( x > 0 \), due to \( r \neq \infty \).) We define \( (w, z) \) \( \pmod{(x, y)} := (w + bx, z + by) \). For two cells \( (w', z') \), \( (w'', z'') \), we define \( (w'', z'') \odot (w', z') := (w'' - w', z'' - z') \pmod{(x, y)} \).

Note that Definition 12 ensures that for any \( (w, z) \), \( (w', z') \) where \( (w' - w, z' - z) \) is a multiple of \( (x, y) \), we have that \( (w, z) \pmod{(x, y)} = (w', z') \pmod{(x, y)} \).

Lemma 13. Let \( a \) be an agent, \( q \) a state from \( a \)'s finite automaton and \( c, c', c'' \) cells of the grid such that the following properties are satisfied:
1. \( \text{Dist}(c, c') \geq N \) and \( \text{Dist}(c', c'') \geq N \)
2. There is an integer \( b \) such that \( c'' - c = b \cdot (w, z) \), where \( (w, z) \) is agent \( a \)'s travel vector if it starts in state \( q \).
3. If agent \( a \) starts in cell \( c \) in state \( q \) on an otherwise empty grid, then it arrives at \( c' \) after finite time.
4. If agent \( a \) starts in cell \( c'' \) in state \( q \) on an otherwise empty grid, then it arrives at \( c' \) after finite time.

Let \( q' \) denote the state in which \( a \) arrives at \( c' \) (for the first time) when starting from \( c \) (in state \( q \)), and \( q'' \) the state in which \( a \) arrives at \( c' \) (for the first time) when starting from \( c'' \) (in state \( q \)). Then it holds that \( q' = q'' \).

Proof. If \( c = c'' \), then the lemma holds trivially, thus assume that \( c \neq c'' \). W.l.o.g., we can assume that \( b > 0 \), which implies that, if agent \( a \) starts in cell \( c \) in state \( q \) (say, at time \( t \)), then \( a \) arrives at some point in time \( u > t \) in cell \( c'' \) in state \( q \) (possibly a visited \( c'' \) before in some other state). Hence, if \( a \) does not visit cell \( c' \) between time \( t \) and time \( u \), then the lemma also holds since after arriving at \( c'' \) in state \( q \), \( a \) will perform the exact same movement as if it started in \( c'' \) in state \( q \).

Thus, consider the last remaining case, i.e., assume that \( a \) visits \( c' \) for the first time at some time \( t < t' < u \). W.l.o.g., we can assume that \( w \) and \( z \) are non-negative and \( w \geq z \). (Also recall that at least one of \( w \) and \( z \) is non-zero.) Let \( c_0, c_1, \ldots \) be the cells that \( a \) visits in state \( q \) at and after time \( t \), where \( c_0 \) and \( c_k \), for some \( k > 0 \), are the cells that \( a \) visits at time \( t \) and \( u \), respectively, i.e., \( c_0 = c \) and \( c_k = c'' \). Observe that \( c_{j+1} = c_j + (w, z) \) holds for each \( j \). Denote the \( x \)-coordinates of \( c' \) and \( c_k = c'' \) by \( x' \) and \( x'' \), respectively. Since \( w \geq z \), it follows that \( \text{Dist}(c_j, c') \geq \text{Dist}(c_j, c'') \geq N \) for all \( j \geq k \) if \( x' \leq x'' \), and \( \text{Dist}(c_j, c') \geq \text{Dist}(c'', c') \geq N \) for all \( 0 \leq j \leq k \) if \( x' \geq x'' \). Let \( h \) be the largest index such that \( a \) visits \( c_h \) in state \( q \) at or before time \( t' \). Then \( h < k \), and \( \text{Dist}(c_h, c') \leq N - 1 \) since traveling from \( c_0 \) (in state \( q \)) to \( c_{h+1} \) (in state \( q \)) takes \( a \) at most one travel period, so at most \( N \) time steps. If \( x' \geq x'' \), then we obtain a contradiction to our above observation, thus it follows that \( x' < x'' \). But this implies \( \text{Dist}(c_j, c') \geq N \) for all \( j \geq k \) which in turn implies for all \( j \geq k \) that \( c' \) cannot be visited by \( a \) between visiting \( c_j \) (in state \( q \)) and \( c_{j+1} \) (in state \( q \)). Hence, \( a \) does not visit \( c' \) at or after time \( u \). Since \( a \) performs the exact same movement
from time \( u \) onwards as if it would have initially started in \( c' \) in state \( q \), it follows that agent \( a \) starting in \( c'' \) in state \( q \) never visits \( c' \), which is a contradiction to our assumptions. Thus, this last remaining case cannot occur, which completes the proof.

\[\boxed{\text{Lemma 14.} \text{ (Proof deferred to the full version)} \text{ Let } (t, u) \text{ be a travel meeting pair. Consider the tuple } Q_t := (q^1_t, q^2_t, q^3_t, c^1_t \bigcirc c^2_t, c^1_t \bigcirc c^3_t, a^\text{ext}_t, M_t), \text{ where } a^\text{ext}_t \text{ again denotes the agent that is scheduled at time } t. \text{ There is a point in time } T \text{ such that the following holds: If } t \geq T, \text{ then } Q_t \text{ uniquely determines the tuple } Q_u = (q^1_u, q^2_u, q^3_u, c^1_u \bigcirc c^2_u, c^1_u \bigcirc c^3_u, a^\text{ext}_u, M_u).}\]

8 Three Semi-Synchronous Agents Do Not Suffice

We now conclude our lower bound proof with Theorem 1. Roughly speaking, Lemma 14 certifies that the behavior of the agents between any two subsequent occurrences of the same fixed information tuple \( Q_t \) is reasonably similar. Since there are only finitely many different \( Q_t \) that actually occur, it follows that the behavior of the agents loops, in a very informal sense. From this, we can derive a contradiction to the assumption that all cells are explored.

\[\boxed{\text{Theorem 1.} \text{ Three semi-synchronous agents controlled by a finite automaton are not sufficient to explore the infinite grid.}}\]

Proof. Suppose for a contradiction that three agents suffice to explore the grid. From the definition of a travel meeting pair and Lemma 7, it follows that there are points in time \( t_1 < u_1 < t_2 < u_2 < t_3 < \ldots \) such that \((t_j, u_j)\) is a travel meeting pair for any \( j \geq 1 \) and for every travel meeting pair \((t', u')\) there is a \( j \geq 1 \) with \( t' = t_j \) and \( u' = u_j \).

Recall the definition of \( Q_t \) in Lemma 14. Let \( T \) be sufficiently large so that \( T \geq T_1 \) holds (where \( T_1 \) is just \( T_D \) for \( D = 1 \)) and Lemmas 8, 9, 10, 11 and 14 apply, and let \( k \) be an index such that \( t_k \geq T \) and there is a \( h > k \) with \( h - k \) even and \( Q_{t_k} = Q_{t_h} \). Such a \( k \) must exist since there is only a finite number of tuples of the general form \( Q_t \) (after time \( T \)) and the number of travel meeting pairs is infinite, by Lemma 7. Note that the finiteness of the number of tuples, in particular the finiteness of the (combinations of the) relative locations of the agents modulo \((x, y)\), relies on the fact that the possible travel vectors after time \( T \) are restricted by Lemma 11, together with the fact that in the time span given by a travel meeting pair source and destination agent are scheduled for at most \( N \) steps, by Lemma 3 and Lemma 8.

Consider the sequence \(((t_k, u_k), (t_{k+1}, u_{k+1}), \ldots, (t_h, u_h))\) of travel meeting pairs, where \( h \) is the smallest index such that \( h > k \) holds, \( h - k \) is even, and \( Q_{t_h} = Q_{t_k} \). We examine the cells that are explored by the source agent for \((t_k, u_k)\) between time \( t_k \) and \( t_{k+1} \) and by the destination agent for \((t_{k+1}, u_{k+1})\) (which is the same as the aforementioned source agent) between time \( t_{k+1} \) and \( t_{k+2} \). Then we iterate this examination, in each iteration increasing the indices by \( 2 \), and stop at time \( t_h \). We say that the cells explored in the described way are explored during even explorations.

In the first iteration, we obtain the following picture, where we denote the source agent for \((t_k, u_k)\) (i.e., the destination agent for \((t_{k+1}, u_{k+1})\)) by \( a \): The exact vector by which \( a \) moves between time \( t_k \) and \( u_k \) is uniquely determined by \( Q_{t_k} \), as observed in the proof of Lemma 14. The exact vector by which \( a \) moves between time \( u_k \) and \( t_{k+1} \) is uniquely determined by \( Q_{u_k} \), by Lemma 10. Similarly, the exact vectors by which \( a \) moves between time \( t_{k+1} \) and \( u_{k+1} \) and between time \( u_{k+1} \) and \( t_{k+2} \) are uniquely determined by \( Q_{t_{k+1}} \) and \( Q_{u_{k+1}} \), respectively.

Moreover, by combining Lemma 10 and Lemma 14, we see that \( Q_{u_k}, Q_{t_{k+1}}, Q_{u_{k+1}}, \text{ and } Q_{t_{k+2}} \) are all uniquely determined by \( Q_{t_k} \). Thus, the exact vector by which \( a \) moves between time \( t_k \) and time \( t_{k+2} \) is uniquely determined by \( Q_{t_k} \). Furthermore, by Lemma 3, Lemma 8,
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and Lemma 9, the number of cells a visits between time \( t_k \) and time \( t_{k+2} \) is bounded by a constant. Note that each \( Q_{t_j} \) also uniquely determines which agent is the traveling agent (and hence which agent is the source/destination agent) for \( (t_j, u_j) \), as observed in the proof of Lemma 14.

For the second, third, \ldots, iteration we obtain an analogous picture. Hence, the tuples \( Q_{t_{k+2}}, Q_{t_{k+4}}, \ldots \) are all uniquely determined by \( Q_{t_k} \), and the locations of the respective source agents at times \( t_{k+2}, t_{k+4}, \ldots \) are all uniquely determined by \( Q_{t_k} \) and the location of the source agent for \( (t_k, u_k) \) at time \( t_k \).

We obtain the following bigger picture: The location of the source agent for \( (t_k, u_k) \) at time \( t_k \) together with \( Q_{t_k} \) uniquely determines both \( Q_{t_k} \) and the location of the source agent for \( (t_h, u_h) \) at time \( t_h \), which, in turn, uniquely determine \( Q_{t_h} \) and the location of the source agent for \( (t_h+(h-k), u_h+(h-k)) \) at time \( t_h+(h-k) \), and so on. Hence, there is a vector \((w, z)\) such that the locations of the respective source agents at times \( t_k, t_h, t_h+(h-k), t_h+2(h-k), \ldots \) are \( c, c + (w, z), c + 2(w, z), \ldots \), where \( c \) denotes the cell occupied by the respective source agent at time \( t_k \). Moreover, since the number of cells explored during an even exploration between time \( t_k \) and \( t_h \) (and similarly between time \( t_h+j(h-k) \) and \( t_h+(j+1)(h-k) \) for each \( j \geq 0 \)) is bounded by a constant (which follows from a similar observation above), we get that there is a constant \( L \) such that each cell explored during an even exploration has a distance of at most \( L \) to some cell of the form \( c + j' \cdot (w, z) \), where \( j' \) is some non-negative integer.

Moreover, by Lemmas 3, 8, 9, 11, and the definition of even explorations, we know that each explored cell is close to the travel of a traveling agent, i.e., there is a constant \( L' \) such that each cell explored at or after time \( t_k \) has a distance of at most \( L' \) to some cell of the form \( c' + j'' \cdot (x, y) \), where \( j'' \) is some integer and \( c' \) a cell explored during an even exploration. Combining our observations and adding the fact that only a constant number of cells are explored up to time \( t_k \), it follows that there is a constant \( L'' \) such that each cell explored by the agents has a distance of at most \( L'' \) to some cell of the form \( c + j' \cdot (w, z) + j'' \cdot (x, y) \), where \( j', j'' \) are integers and \( j' \) is non-negative. Hence, we can draw a line in the grid such that all explored cells are to one side of the line, yielding a contradiction to the assumption that three agents suffice to explore the grid.

---
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Abstract
Atomic Commit Problem (ACP) is a single-shot agreement problem similar to consensus, meant to model the properties of transaction commit protocols in fault-prone distributed systems. We argue that ACP is too restrictive to capture the complexities of modern transactional data stores, where commit protocols are integrated with concurrency control, and their executions for different transactions are interdependent. As an alternative, we introduce Transaction Certification Service (TCS), a new formal problem that captures safety guarantees of multi-shot transaction commit protocols with integrated concurrency control. TCS is parameterized by a certification function that can be instantiated to support common isolation levels, such as serializability and snapshot isolation. We then derive a provably correct crash-resilient protocol for implementing TCS through successive refinement. Our protocol achieves a better time complexity than mainstream approaches that layer two-phase commit on top of Paxos-style replication.
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1 Introduction
Modern data stores are often required to manage massive amounts of data while providing stringent transactional guarantees to their users. They achieve scalability by partitioning data into independently managed shards (aka partitions) and fault-tolerance by replicating each shard across a set of servers [9, 14, 42, 34]. Implementing such systems requires sophisticated protocols to ensure that distributed transactions satisfy a conjunction of desirable properties commonly known as ACID: Atomicity, Consistency, Isolation and Durability.

Traditionally, distributed computing literature abstracts ways of achieving these properties into separate problems: in particular, atomic commit problem (ACP) for Atomicity and concurrency control (CC) for Isolation. ACP is formalised as a one-shot agreement problem in which multiple shards involved in a transaction need to reach a decision on its final outcome: COMMIT if all shards voted to commit the transaction, and ABORT otherwise [13]. Concurrency control is responsible for determining whether a shard should vote to commit or abort a transaction based on the locally observed conflicts with other active transactions. Although both ACP and CC must be solved in any realistic transaction processing system, they are traditionally viewed as disjoint in the existing literature. In particular, solutions for ACP treat the votes as the inputs of the problem, and leave the interaction with CC, which is responsible for generating the votes, outside the problem scope [38, 2, 23, 16].
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This separation, however, is too simplistic to capture the complexities of many practical implementations in which commit protocols and concurrency control are tightly integrated, and as a result, may influence each other in subtle ways. For example, consider the classical two-phase commit (2PC) protocol [15] for solving ACP among reliable processes. A transaction processing system typically executes a 2PC instance for each transaction [32, 31, 34, 39]. When a processes $p_i$ managing a shard $s$ receives a transaction $t$, it performs a local concurrency-control check and accordingly votes to commit or abort $t$. The votes on $t$ by different processes are aggregated, and the final decision is then distributed to all processes. If $p_i$ votes to commit $t$, as long as it does not know the final decision on $t$, it will have to conservatively presume $t$ as committed. This may cause $p_i$ to vote abort in another 2PC instance for a transaction $t'$ conflicting with $t$, even if in the end $t$ is aborted. In this case, the outcome of one 2PC instance (for $t'$) depends on the internals of the execution of another instance (for $t$) and the concurrency-control policy used.

At present, the lack of a formal framework capturing such intricate aspects of real implementations makes them difficult to understand and prove correct. In this paper, we take the first step towards bridging this gap. We introduce Transaction Certification Service (TCS, §2), a new formal problem capturing the safety guarantees of a multi-shot transaction commit protocol with integrated concurrency control. The TCS exposes a simple interface allowing clients to submit transactions for certification via a certify request, which returns commit or abort. A TCS is meant to be used in the context of transactional processing systems with optimistic concurrency control, where transactions are first executed optimistically, and the results (e.g., read and write sets) are submitted for certification to the TCS. In contrast to ACP, TCS does not impose any restrictions on the number of repeated certify invocations or their concurrency. It therefore lends itself naturally to formalising the interactions between transaction commit and concurrency control. To this end, TCS is parameterised by a certification function, which encapsulates the concurrency-control policy for the desired isolation level, such as serializability and snapshot isolation [1]. The correctness of TCS is then formulated by requiring that its certification decisions be consistent with the certification function.

We leverage TCS to develop a formal framework for constructing provably correct multi-shot transaction commit protocols with customisable isolation levels. The core ingredient of our framework is a new multi-shot two-phase commit protocol (§3). It formalises how the classical 2PC interacts with concurrency control in many practical transaction processing systems [32, 31, 34, 39] in a way that is parametric in the isolation level provided. The protocol also serves as a template for deriving more complex TCS implementations. We prove that the multi-shot 2PC protocol correctly implements a TCS with a given certification function, provided the concurrency-control policies used by each shard match this function.

We next propose a crash fault-tolerant TCS implementation and establish its correctness by proving that it simulates multi-shot 2PC (§4). A common approach to making 2PC fault-tolerant is to get every shard to simulate a reliable 2PC process using a replication protocol, such as Paxos [16, 18, 9, 14, 42]. Similarly to recent work [41, 26], our implementation optimises the time complexity of this scheme by weaving 2PC and Paxos together. In contrast to previous work, our protocol is both generic in the isolation level and rigorously proven correct. It can therefore serve as a reference solution for future distributed transaction commit implementations. Moreover, a variant of our protocol has a time complexity matching the lower bounds for consensus [24, 6] and non-blocking atomic commit [13].

The main idea for achieving such a low time complexity is to eliminate the Paxos consensus required in the vanilla fault-tolerant 2PC to persist the final decision on a transaction at a shard. Instead, the decision is propagated to the relevant shard replicas asynchronously.
This means that different shard replicas may receive the final decision on a transaction at different times, and thus their states may be inconsistent. To deal with this, in our protocol the votes are computed locally by a single shard leader based on the information available to it; other processes merely store the votes. Similarly to [29, 22], such a passive replication approach requires a careful design of recovery from leader failures. Another reduction in time complexity comes from the fact that our protocol avoids consistently replicating the 2PC coordinator: we allow any process to take over as a coordinator by accessing the current state of the computation at shards. The protocol ensures that all coordinators will reach the same decision on a transaction.

2 Transaction Certification Service

Interface. A Transaction Certification Service (TCS) accepts transactions from \( T \) and produces decisions from \( D = \{ \text{ABORT}, \text{COMMIT} \} \). Clients interact with the TCS using two types of actions: certification requests of the form \( \text{certify}(t) \), where \( t \in T \), and responses of the form \( \text{decide}(t, d) \), where \( d \in D \).

In this paper we focus on transactional processing systems using optimistic concurrency control. Hence, we assume that a transaction submitted to the TCS includes all the information produced by its optimistic execution. As an example, consider a transactional system managing objects in the set \( \text{Obj} \) with values in the set \( \text{Val} \), where transactions can execute reads and writes on the objects. The objects are associated with a totally ordered set \( \text{Ver} \) of versions with a distinguished minimum version \( v_0 \). Then each transaction \( t \) submitted to the TCS may be associated with the following data:

- **Read set** \( R(t) \subseteq 2^{\text{Obj} \times \text{Ver}} \): the set of objects with their versions that \( t \) read, which contains at most one version per object.
- **Write set** \( W(t) \subseteq 2^{\text{Obj} \times \text{Val}} \): the set of objects with their values that \( t \) wrote, which contains at most one value per object. We require that any object written has also been read: \( \forall (x, _) \in W(t). (x, _) \in R(t) \).
- **Commit version** \( V_c(t) \in \text{Ver} \): the version to be assigned to the writes of \( t \). We require that this version be higher than any of the versions read: \( \forall (_, v) \in R(t). V_c(t) > v \).

Certification functions. A TCS is specified using a certification function \( f : 2^T \times T \rightarrow D \), which encapsulates the concurrency-control policy for the desired isolation level. The result \( f(T, t) \) is the decision for the transaction \( t \) given the set of the previously committed transactions \( T \). We require \( f \) to be distributive in the following sense:

\[
\forall T_1, T_2, t. f(T_1 \cup T_2, t) = f(T_1, t) \cap f(T_2, t), \tag{1}
\]

where the \( \cap \) operator is defined as follows: \( \text{COMMIT} \cap \text{COMMIT} = \text{COMMIT} \) and \( d \cap \text{ABORT} = \text{ABORT} \) for any \( d \). This requirement is justified by the fact that common definitions of \( f(T, t) \) check \( t \) for conflicts against each transaction in \( T \) separately.

For example, given the above domain of transactions, the following certification function encapsulates the classical concurrency-control policy for serializability [40]: \( f(T, t) = \text{COMMIT} \) iff none of the versions read by \( t \) have been overwritten by a transaction in \( T \), i.e.,

\[
\forall x, v. (x, v) \in R(t) \implies (\forall t' \in T. (x, _) \in W(t') \implies V_c(t') \leq v). \tag{2}
\]

A certification function for snapshot isolation (SI) [1] is similar, but restricts the certification check to the objects the transaction \( t \) writes: \( f(T, t) = \text{COMMIT} \) iff

\[
\forall x, v. (x, v) \in R(t) \land (x, _) \in W(t) \implies (\forall t' \in T. (x, _) \in W(t') \implies V_c(t') \leq v). \tag{3}
\]

It is easy to check that the certification functions (2) and (3) are distributive.
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Histories. We represent TCS executions using histories — sequences of certify and decide actions such that every transaction appears at most once as a parameter to certify, and each decide action is a response to exactly one preceding certify action. For a history $h$ we let $\text{act}(h)$ be the set of actions in $h$. For actions $a, a' \in \text{act}(h)$, we write $a \prec_h a'$ when $a$ occurs before $a'$ in $h$. A history $h$ is complete if every certify action in it has a matching decide action. A complete history is sequential if it consists of pairs of certify and matching decide actions. A transaction $t$ commits in a history $h$ if $h$ contains $\text{decide}(t, \text{COMMIT})$. We denote by $\text{committed}(h)$ the projection of $h$ to actions corresponding to the transactions that are committed in $h$. For a complete history $h$, a linearization $\ell$ of $h$ [21] is a sequential history such that: (i) $h$ and $\ell$ contain the same actions; and (ii)

$$\forall t, t'. \text{decide}(t, \_ \prec_h \text{certify}(t') \implies \text{decide}(t, \_ \prec_\ell \text{certify}(t')).$$

TCS correctness. A complete sequential history $h$ is legal with respect to a certification function $f$, if its certification decisions are computed according to $f$:

$$\forall a = \text{decide}(t, d) \in \text{act}(h), d = f(\{t' \mid \text{decide}(t', \text{COMMIT}) \prec_h a\}, t).$$

A history $h$ is correct with respect to $f$ if $h | \text{committed}(h)$ has a legal linearization. A TCS implementation is correct with respect to $f$ if so are all its histories.

A correct TCS can be readily used in a transaction processing system. For example, consider the domain of transactions defined earlier. A typical system based on optimistic concurrency control will ensure that transactions submitted for certification read versions that already exist in the database. Formally, it will produce only histories $h$ such that, for a transaction $t$ submitted for certification in $h$, if $(x, v) \in R(t)$, then there exists a $h' \in W(t')$, and $h$ contains $\text{decide}(t', \text{COMMIT})$ before $\text{certify}(t)$. It is easy to check that, if such a history $h$ is correct with respect to the certification function (2), then it is also serializable. Hence, TCS correct with respect to certification function (2) can indeed be used to implement serializability.

3 Multi-Shot 2PC and Shard-Local Certification Functions

We now present a multi-shot version of the classical two-phase commit (2PC) protocol [15], parametric in the concurrency-control policy used by each shard. We then prove that the protocol implements a correct transaction certification service parameterised by a given certification function, provided per-shard concurrency control matches this function. Like 2PC, our protocol assumes reliable processes. In the next section, we establish the correctness of a protocol that allows crashes by proving that it simulates the behaviour of multi-shot 2PC.

System model. We consider an asynchronous message-passing system consisting of a set of processes $\mathcal{P}$. In this section we assume that processes are reliable and are connected by reliable FIFO channels. We assume a function client : $\mathcal{T} \rightarrow \mathcal{P}$ determining the client process that issued a given transaction. The data managed by the system are partitioned into shards from a set $\mathcal{S}$. A function $\text{shards} : \mathcal{T} \rightarrow 2^\mathcal{S}$ determines the shards that need to certify a given transaction, which are usually the shards storing the data the transaction accesses. Each shard $s \in \mathcal{S}$ is managed by a process $\text{proc}(s) \in \mathcal{P}$. For simplicity, we assume that different processes manage different shards.
Algorithm 1: Multi-shot 2PC protocol at a process \( p \) managing a shard \( s_0 \).

1. \( \text{next} \leftarrow -1 \in \mathbb{Z}; \)
2. \( \text{txn}[] \in \mathbb{N} \rightarrow \mathcal{T}; \)
3. \( \text{vote}[] \in \mathbb{N} \rightarrow \{\text{COMMIT, ABORT}\}; \)
4. \( \text{dec}[] \in \mathbb{N} \rightarrow \{\text{COMMIT, ABORT}\}; \)
5. \( \text{phase}[] \leftarrow (\lambda k. \text{START}) \in \mathbb{N} \rightarrow \{\text{START, PREPARED, DECIDED}\}; \)
6. \( \text{function certify}(t) \)
7. \( \text{send \text{PREPARE}(t) to proc(shards(t));} \)
8. when received \text{PREPARE}(t)
9. \( \text{next} \leftarrow \text{next} + 1; \)
10. \( \text{txn[\text{next}] \leftarrow t;} \)
11. \( \text{vote[\text{next}] \leftarrow f_{s_0}(\{\text{txn[k]} \mid k < \text{next} \land \text{phase}[k] = \text{DECIDED} \land \text{dec}[k] = \text{COMMIT}, t) \cap g_{s_0}(\{\text{txn[k]} \mid k < \text{next} \land \text{phase}[k] = \text{PREPARED} \land \text{vote}[k] = \text{COMMIT}, t) ; } \)
12. \( \text{phase[\text{next}] \leftarrow \text{PREPARED;} } \)
13. \( \text{send \text{PREPARE-ACK}(s_0, \text{next}, t, \text{vote[\text{next}}]) to coord(t); } \)
14. when received \text{PREPARE-ACK}(s, \text{pos}_s, t, d_s) for every \( s \in \text{shards}(t) \)
15. \( \text{send \text{DECISION}(t, \prod_{s \in \text{shards}(t)} d_s) to client(t); } \)
16. forall \( s \in \text{shards}(t) \) do
17. \( \text{send \text{DECISION}(\text{pos}_s, \prod_{s \in \text{shards}(t)} d_s) to proc(s) } \)
18. when received \text{DECISION}(k, d)
19. \( \text{dec[k] \leftarrow d;} \)
20. \( \text{phase[k] \leftarrow \text{DECIDED;} } \)
21. non-deterministically for some \( k \in \mathbb{N} \)
22. \( \text{pre: phase[k] = DECIDED;} \)
23. \( \text{phase[k] \leftarrow \text{PREPARED;} } \)
24. non-deterministically for some \( k \in \mathbb{N} \)
25. \( \text{pre: phase[k] \neq \text{START;} } \)
26. \( \text{send \text{PREPARE-ACK}(s_0, k, \text{txn[t], vote[k]}) to coord(t); } \)

Protocol: common case. We give the pseudocode of the protocol in Algorithm 1 and illustrate its message flow in Figure 1a. Each handler in Algorithm 1 is executed atomically.

To certify a transaction \( t \), a client sends it in a \text{PREPARE} message to the relevant shards (line 6)\(^2\). A process managing a shard arranges all transactions received into a total certification order, stored in an array \( \text{txn} \); a \( \text{next} \) variable points to the last filled slot in the array. Upon receiving a transaction \( t \) (line 8), the process stores \( t \) in the next free slot of \( \text{txn} \). The process also computes its \( \text{vote} \), saying whether to COMMIT or ABORT the transaction, and stores it in an array \( \text{vote} \). We explain the vote computation in the following; intuitively,

\(^2\) In practice, the client only needs to send the data relevant to the corresponding shard. We omit this optimisation to simplify notation.
the vote is determined by whether the transaction $t$ conflicts with a previously received transaction. After the process managing a shard $s$ receives $t$, we say that $t$ is \textit{prepared at} $s$. The process keeps track of transaction status in an array \textit{phase}, whose entries initially store \texttt{START}, and are changed to \texttt{PREPARED} once the transaction is prepared. Having prepared the transaction $t$, the process sends a \texttt{PREPARE_ACK} message with its position in the certification order and the vote to a \textit{coordinator} of $t$. This is a process determined using a function $\texttt{coord} : \mathcal{T} \rightarrow \mathcal{P}$ such that $\forall t. \texttt{coord}(t) \in \texttt{proc(shards(t))}$.

The coordinator of a transaction $t$ acts once it receives a \texttt{PREPARE_ACK} message for $t$ from each of its shards $s$, which carries the vote $d_s$ by $s$ (line 14). The coordinator computes the final decision on $t$ using the $\cap$ operator (§2) and sends it in \texttt{DECISION} messages to the client and to all the relevant shards. When a process receives a decision for a transaction (line 18), it stores the decision in a \texttt{dec} array, and advances the transaction’s phase to \texttt{DECIDED}.

\textbf{Vote computation.} A process managing a shard $s$ computes votes as a conjunction of two \textit{shard-local certification functions} $f_s : 2^\mathcal{T} \times \mathcal{T} \rightarrow \mathcal{D}$ and $g_s : 2^\mathcal{T} \times \mathcal{T} \rightarrow \mathcal{D}$. Unlike the certification function of §2, the shard-local functions are meant to check for conflicts only on objects managed by $s$. They take as their first argument the sets of transactions already decided to commit at the shard, and respectively, those that are only prepared to commit (line 11). We require that the above functions be distributive, similarly to (1).

For example, consider the transaction model given in §2 and assume that the set of objects $\texttt{Obj}$ is partitioned among shards: $\texttt{Obj} = \bigcup_{s \in \mathcal{S}} \texttt{Obj}_s$. Then the shard-local certification functions for serializability are defined as follows: $f_s(T, t) = \texttt{COMMIT}$ iff

$$\forall x \in \texttt{Obj}_s. \forall v. (x, v) \in R(t) \implies (\forall t' \in T. (x, \_ ) \in W(t') \implies V_c(t') \leq v),$$

and $g_s(T, t) = \texttt{COMMIT}$ iff

$$\forall x \in \texttt{Obj}_s. \forall v. ((x, \_ ) \in R(t) \implies (\forall t' \in T. (x, \_ ) \notin W(t'))) \land$$

$$((x, \_ ) \in W(t) \implies (\forall t' \in T. (x, \_ ) \notin R(t'))).$$

The function $f_s$ certifies a transaction $t$ against previously committed transactions $T$ similarly to the certification function (2), but taking into account only the objects managed by the shard $s$. The function $g_s$ certifies $t$ against transactions $T$ prepared to commit.

The first conjunct of (5) aborts a transaction $t$ if it read an object written by a transaction $t'$ prepared to commit. To motivate this condition, consider the following example. Assume that a shard managing an object $x$ votes to commit a transaction $t'$ that read a version $v_1$ of $x$ and wants to write a version $v_2 > v_1$ of $x$. If the shard now receives another transaction $t$ that read the version $v_1$ of $x$, the shard has to abort $t$: if $t'$ does commit in the end, allowing $t$ to commit would violate serializability, since it would have read stale data. On the other hand, once the shard receives the abort decision on $t'$, it is free to commit $t$.

The second conjunct of (5) aborts a transaction $t$ if it writes to an object read by a transaction $t'$ prepared to commit. To motivate this, consider the following example, adapted from [37]. Assume transactions $t_1$ and $t_2$ both read a version $v_1$ of $x$ at shard $s_1$ and a version $v_2$ of $y$ at shard $s_2$; $t_1$ wants to write a version $v'_1 > v_2$ of $y$, and $t_2$ wants to write a version $v'_2 > v_1$ of $x$. Assume further that $s_1$ receives $t_1$ first and votes to commit it, and $s_2$ receives $t_2$ first and votes to commit it as well. If $s_1$ now receives $t_2$ and $s_2$ receives $t_1$, the second conjunct of (5) will force them to abort: if the shards let the transactions commit, the resulting execution would not be serializable, since one of the transactions must read the value written by the other.
A simple way of implementing (5) is, when preparing a transaction, to acquire read locks on its read set and write locks on its write set; the transaction is aborted if the locks cannot be acquired. The shard-local certification functions are a more abstract way of defining the behaviour of this and other implementations [32, 31, 34, 39, 37]. They can also be used to define weaker isolation levels than serializability. As an illustration, we can define shard-local certification functions for snapshot isolation as follows: $f_s(T, t) = \text{COMM} \iff$

$$\forall x \in \text{Obj}_s. \forall v. (x, v) \in R(t) \land (x, _) \in W(t) \implies (\forall t' \in T. (x, _) \in W(t') \implies V_e(t') \leq v),$$

and $g_s(T, t) = \text{COMM} \iff$

$$(x, _) \in W(t) \implies (\forall t' \in T. (x, _) \not\in W(t')).$$

The function $f_s$ restricts the global function (3) to the objects managed by the shard $s$. Since snapshot isolation allows reading stale data, the function $g_s$ only checks for write conflicts.

For shard-local certification functions to correctly approximate a given global function $f$, we require the following relationships. For a set of transactions $T \subseteq \mathcal{T}$, we write $T \mid s$ to denote the projection of $T$ on shard $s$, i.e., $\{t \in T \mid s \in \text{shards}(t)\}$. Then we require that

$$\forall t \in \mathcal{T}. \forall T \subseteq \mathcal{T}. f(T, t) = \text{COMM} \iff \forall s \in \text{shards}(t). f_s((T \mid s), t) = \text{COMM}. \quad (6)$$

In addition, for each shard $s$, the two functions $f_s$ and $g_s$ are required to be related to each other as follows:

$$\forall t. s \in \text{shards}(t) \implies (\forall t. g_s(T, t) = \text{COMM} \implies f_s(T, t) = \text{COMM}); \quad (7)$$

and

$$\forall t, t'. s \in \text{shards}(t) \cap \text{shards}(t') \implies (g_s(\{t\}, t') = \text{COMM} \implies f_s(\{t\}, t) = \text{COMM}). \quad (8)$$

Property (7) requires the conflict check performed by $g_s$ to be no weaker than the one performed by $f_s$. Property (8) requires a form of commutativity: if $t'$ is allowed to commit after a still-pending transaction $t$, then $t$ would be allowed to commit after $t'$. The above shard-local functions for serializability and snapshot isolation satisfy (6)-(8).

**Forgetting and recalling decisions.** The protocol in Algorithm 1 has two additional handlers at lines 21 and 24, executed non-deterministically. As we show in §4, these are required for the abstract protocol to capture the behaviour of optimised fault-tolerant TCS implementations. Because of process crashes, such implementations may temporarily lose the information about some final decisions, and later reconstruct it from the votes at the relevant shards. In the meantime, the absence of the decisions may affect some vote computations as we explained above. The handler at line 21 forgets the decision on a transaction (but not its vote). The handler at line 24 allows processes to resend the votes they know to the coordinator, which will then resend the final decisions (line 14). This allows a process that forgot a decision to reconstruct it from the votes stored at the relevant shards.

**Correctness.** The following theorem shows the correctness of multi-shot 2PC. In particular, it shows that the shard-local concurrency control given by $f_s$ and $g_s$ correctly implements the shard-agnostic concurrency control given by a global certification function $f$.

**Theorem 1.** A transaction certification service implemented using the multi-shot 2PC protocol in Algorithm 1 is correct with respect to a certification function $f$, provided shard-local certification functions $f_s$ and $g_s$ satisfy (6)-(8).
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![Message flow diagrams illustrating the behaviour of (a) multi-shot 2PC; (b) multi-shot 2PC with shards replicated using Paxos; (c) optimised protocol weaving together multi-shot 2PC and Paxos.]

We give the proof in [7, §A]. Its main challenge is that, in multi-shot 2PC, certification orders at different shards may disagree on the order of concurrently certified transactions; however, a correct TCS has to certify transactions according to a single total order. We use the commutativity property (8) to show that per-shard certification orders arising in the protocol can be merged into the desired single total order.

4 Fault-Tolerant Commit Protocol

System model. We now weaken the assumptions of the previous section by allowing processes to fail by crashing, i.e., permanently stopping execution. We still assume that processes are connected by reliable FIFO channels in the following sense: messages are delivered in the FIFO order, and messages between non-faulty processes are guaranteed to be eventually delivered. Each shard $s$ is now managed by a group of $2f + 1$ processes, out of which at most $f$ can fail. We call a set of $f + 1$ processes in this group a quorum for $s$. For a shard $s$ we redefine $\text{proc}(s)$ to be the set of processes managing this shard. For simplicity, we assume that the groups of processes managing different shards are disjoint.

Vanilla protocol. A straightforward way to implement a TCS in the above model is to use state-machine replication [36] to make a shard simulate a reliable process in multi-shot 2PC; this is usually based on a consensus protocol such as Paxos [27]. In this case, final decisions on transactions are never forgotten, and hence, the handlers at lines 21 and 24 are not simulated. Even though this approach is used by several systems [9, 14, 42], multiple researchers have observed that the resulting protocol requires an unnecessarily high number of message delays [41, 26, 28]. Namely, every action of multi-shot 2PC in Figure 1a requires an additional round trip to a quorum of processes in the same shard to persist its effect, resulting in the message-flow diagram in Figure 1b. Note that the coordinator actions have to be replicated as well, since multi-shot 2PC will block if the coordinator fails. The resulting protocol requires 7 message delays for a client to learn a decision on a transaction.

Optimised protocol overview. In Algorithms 2 and 3 we give a commit protocol that reduces the number of message delays by weaving together multi-shot 2PC across shards and a Paxos-like protocol within each shard. We omit details related to message retransmissions from the code. We illustrate the message flow of the protocol in Figure 1c and summarise the key invariants used in its proof of correctness in Figure 2.
A process maintains the same variables as in the multi-shot 2PC protocol (Algorithm 1) and a few additional ones. Every process in a shard is either the leader of the shard or a follower. If the leader fails, one of the followers takes over. A status variable records whether the process is a leader, a follower or is in a special recovering state used during leader changes. A period of time when a particular process acts as a leader is denoted using integer ballots. For a ballot \( b \geq 1 \), the process leader\((b) = ((b - 1) \mod (2f + 1)) \) is the leader of the ballot. At any given time, a process participates in a single ballot, stored in a variable ballot. During leader changes we also use an additional ballot variable cballot.

Unlike the vanilla protocol illustrated in Figure 1b, our protocol does not perform consensus to persist the contents of a decision message in a shard. Instead, the final decision on a transaction is sent to the members of each relevant shard asynchronously. This means that different shard members may receive the decision on a transaction at different times. Since the final decision on a transaction affects vote computations on transactions following it in the certification order (§3), computing the vote on a later transaction at different shard members may yield different outcomes. To deal with this, in our protocol only the leader constructs the certification order and computes votes. Followers are passive: they merely copy the leader’s decisions. A final decision is taken into account in vote computations at a shard once it is received by the shard’s leader.

**Failure-free case.** To certify a transaction \( t \), a client sends it in a prepare message to the relevant shards (line 10). A process \( p_i \) handles the message only when it is the leader of its shard \( s_0 \) (line 12). We defer the description of the cases when another process \( p_j \) is resending the prepare message to \( p_i \) (line 13), and when \( p_i \) has already received \( t \) in the past (line 14).

Upon receiving prepare\((t) \), the leader \( p_i \) first determines a process \( p \) that will serve as the coordinator of \( t \). If the leader receives \( t \) for the first time (line 16), then, similarly to multi-shot 2PC, it appends \( t \) to the certification order and computes the vote based on the locally available information. The leader next performs an analogue of “phase 2” of Paxos, trying to convince its shard \( s_0 \) to accept its proposal. To this end, it sends an accept message to \( s_0 \) (including itself, for uniformity), which is analogous to the “2a” message of Paxos (line 21). The message carries the leader’s ballot, the transaction \( t \), its position in the certification order, the vote and the identity of \( t \)’s coordinator. The leader code ensures invariant 1 in Figure 2: in a given ballot \( b \), a unique transaction-vote pair can be assigned to a slot \( k \) in the certification order.

A process handles an accept message only if it participates in the corresponding ballot (line 23). If the process has not heard about \( t \) before, it stores the transaction and the vote and advances the transaction’s phase to prepared. It then sends an accept_ack message to the coordinator of \( t \), analogous to the “2b” message of Paxos. This confirms that the process has accepted the transaction and the vote. The certification order at a follower is always a prefix of the certification order at the leader of the ballot the follower is in, as formalised by invariant 2. This invariant is preserved when the follower receives accept messages due to the FIFO ordering of channels.

The coordinator of a transaction \( t \) acts once it receives a quorum of accept_ack messages for \( t \) from each of its shards \( s \in \) shards\( (t) \), which carry the vote \( d_s \) by \( s \) (line 29). The coordinator computes the final decision on \( t \) and sends it in decision messages to the client and to each of the relevant shards. When a process receives a decision for a transaction (line 33), the process stores it and advances the transaction’s phase to decided.

Once the final decision on a transaction is delivered to the leader of a shard, it is taken into account in future vote computations at this shard. Taking as an example the shard-local functions for serializability (4) and (5), if a transaction that wrote to an object \( x \) is finally...
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1. If \(\text{ACCEPT}(b,k,t_1,d_1,\_ )\) and \(\text{ACCEPT}(b,k,t_2,d_2,\_ )\) messages are sent to the same shard, then \(t_1 = t_2\) and \(d_1 = d_2\).
2. After a process receives and acknowledges \(\text{ACCEPT}(b,k,t,d,\_ )\), we have \(\text{txn} = \text{txn}_k\) and \(\text{vote} = \text{vote}_k\), where \(\text{txn}\) and \(\text{vote}\) are the values of the arrays \(\text{txn}\) and \(\text{vote}\) at \(\text{leader}(b)\) when it sent the \(\text{ACCEPT}\) message.
3. Assume that a quorum of processes in \(s\) received \(\text{ACCEPT}(b,k,t,d,\_ )\) and responded to it with \(\text{ACCEPT}_\text{ACK}(s,b,k,t,d)\), and at the time \(\text{leader}(b)\) sent \(\text{ACCEPT}(b,k,t,d,\_ )\) it had \(\text{txn}_k = \text{txn}\) and \(\text{vote}_k = \text{vote}\). Whenever at a process in \(s\) we have \(\text{status} \in \{\text{leader}, \text{follower}\}\) and \(\text{ballot} = b' > b\), we also have \(\text{txn}_k = \text{txn}\) and \(\text{vote}_k = \text{vote}\).
4. If \(\text{ACCEPT}(b,k_1,t,\_ ,\_ )\) and \(\text{ACCEPT}(b,k_2,t,\_ ,\_ )\) messages are sent to the same shard, then \(k_1 = k_2\).
5. At any process, all transactions in the \(\text{txn}\) array are distinct.
6. a. For any messages \(\text{DECISION}(\_ ,k,d_1)\) and \(\text{DECISION}(\_ ,k,d_2)\) sent to processes in the same shard, we have \(d_1 = d_2\).
   b. For any messages \(\text{DECISION}(t,d_1)\) and \(\text{DECISION}(t,d_2)\) sent, we have \(d_1 = d_2\).
7. a. Assume that a quorum of processes in \(s\) have sent \(\text{ACCEPT}_\text{ACK}(s,b_1,k,t_1,d_1)\) and \(\text{ACCEPT}_\text{ACK}(s,b_2,k,t_2,d_2)\). Then \(t_1 = t_2\) and \(d_1 = d_2\).
   b. Assume that a quorum of processes in \(s\) have sent \(\text{ACCEPT}_\text{ACK}(s,b_1,k_1,t,d_1)\) and a quorum of processes in \(s\) have sent \(\text{ACCEPT}_\text{ACK}(s,b_2,k_2,t,d_2)\). Then \(k_1 = k_2\) and \(d_1 = d_2\).

\[\text{Figure 2}\] Key invariants of the fault-tolerant protocol. We let \(\alpha|_k\) be the prefix of the sequence \(\alpha\) of length \(k\).

decided to abort, then delivering this decision to the leader may allow another transaction writing to \(x\) to commit.

**Leader recovery.** We next explain how the protocol deals with failures, starting from a leader failure. The goal of the leader recovery procedure is to preserve Invariant 3: if in a ballot \(b\) a shard \(s\) accepted a vote \(d\) on a transaction \(t\) at the position \(k\) in the certification order, then this vote will persist in all future ballots; this is furthermore true for all votes the leader of ballot \(b\) took into account when computing \(d\). The latter property is necessary for the shard to simulate the behaviour of a reliable process in multi-shot 2PC that maintains a unique certification order. To ensure this property, our recovery procedure includes an additional message from the new leader to the followers ensuring that, before a follower starts accepting proposals from the new leader, it has brought its state in sync with that of the leader (this is similar to [29, 22]). The ballot of the last leader a follower synchronised with in this way is recorded in \(\text{cballot}\).

We now describe the recovery procedure in detail. When a process \(p_i\) suspects the leader of its shard of failure, it may try to become a new leader by executing the \text{recover} function (line 37). The process picks a ballot that it leads higher than \(\text{ballot}\) and sends it in a \text{NEW_LEADER} message to the shard members (including itself); this message is analogous to the “1a” message in Paxos. When a process receives a \text{NEW_LEADER}(b) message (line 39), it first checks that the proposed ballot \(b\) is higher than his. In this case, it sets its ballot to \(b\) and changes its status to \text{RECOVERING}, which causes it to stop processing \text{PREPARE}, \text{ACCEPT} and \text{DECISION} messages. It then replies to the new leader with a \text{NEW_LEADER}_\text{ACK} message containing all components of its state, analogous to the “1b” message of Paxos.
Algorithm 2: Fault-tolerant commit protocol at a process $p_i$ in a shard $s_0$: failure-free case.

```plaintext
1. next ← −1 ∈ Z;
2. $\text{txn}[\cdot] \in \mathbb{N} \rightarrow \mathcal{T}$;
3. $\text{vote}[\cdot] \in \mathbb{N} \rightarrow \{\text{COMMIT, ABORT}\}$;
4. $\text{dec}[\cdot] \in \mathbb{N} \rightarrow \{\text{COMMIT, ABORT}\}$;
5. $\text{phase}[\cdot] \leftarrow (\lambda k. \text{START}) \in \mathbb{N} \rightarrow \{\text{START, PREPARED, DECIDED}\}$;
6. status $\in \{\text{LEADER, FOLLOWER, RECOVERING}\}$;
7. ballot ← 0 ∈ N;
8. $\text{cballot} \leftarrow 0 ∈ N$;
9. function certify($t$)
   10. send $\text{PREPARE}(t)$ to proc(shards($t$));
11. when received $\text{PREPARE}(t)$ from $p_j$ or a client
   12. pre: status $\leftarrow \text{LEADER}$;
   13. if received from a process $p_j$ then $p ← p_j$ else $p ← \text{coord}(t)$;
   14. if $\exists k. t = \text{txn}[k]$ then
   15. send $\text{ACCEPT}(\text{ballot}, k, t, \text{vote}[k], p)$ to proc($s_0$)
   16. else
   17. next $\leftarrow$ next + 1;
   18. $\text{txn}[\text{next}] ← t$;
   19. $\text{vote}[\text{next}] ← f_{s_0}((\{\text{txn}[k] | k < \text{next} \land \text{phase}[k] = \text{DECIDED} \land \text{dec}[k] = \text{COMMIT}\}, t) \cap$
   20. $g_{s_0}((\{\text{txn}[k] | k < \text{next} \land \text{phase}[k] = \text{PREPARED} \land \text{vote}[k] = \text{COMMIT}\}, t)$;
   21. $\text{phase}[\text{next}] ← \text{PREPARED}$;
   22. send $\text{ACCEPT}(\text{ballot}, \text{next}, t, \text{vote}[\text{next}], p)$ to $s_0$;
23. when received $\text{ACCEPT}(b, k, d, p)$
   24. pre: status $\in \{\text{LEADER, FOLLOWER}\} \land \text{ballot} = b$;
   25. if phase[$k]$ = \text{START} then
   26. $\text{txn}[k] ← t$;
   27. $\text{vote}[k] ← d$;
   28. $\text{phase}[k] ← \text{PREPARED}$;
   29. send $\text{ACCEPT}_\text{ACK}(s_0, b, k, t, d)$ to $p$;
30. when for every $s \in \text{shards}(t)$ received a quorum of $\text{ACCEPT}_\text{ACK}(s, b_g, \text{pos}_s, t, d_g)$
   31. send $\text{DECISION}(t, \bigcap_{s \in \text{shards}(t)} d_s)$ to client($t$);
   32. for all $s \in \text{shards}(t)$ do
   33. send $\text{DECISION}(b_s, \text{pos}_s, \bigcap_{s \in \text{shards}(t)} d_s)$ to proc($s$);
34. when received $\text{DECISION}(b, k, d)$
   35. pre: status $\in \{\text{LEADER, FOLLOWER}\} \land \text{ballot} ≥ b \land \text{phase}[k] = \text{PREPARED}$;
   36. $\text{dec}[k] ← d$;
   37. $\text{phase}[k] ← \text{DECIDED}$;
```

Algorithm 3: Fault-tolerant commit protocol at a process $p_i$ in a shard $s_0$: recovery.

```plaintext
37 function recover() {
38     send NEW_LEADER(any ballot $b$ such that $b > \text{ballot} \land \text{leader(ballot)} = p_i$) to $s_0$;
39     when received NEW_LEADER($b$) from $p_j$
40         pre: $b > \text{ballot}$;
41         status ← RECOVERING;
42         ballot ← $b$;
43         send NEW_LEADER_ACK($b$, $\text{cballot}$, $\text{txn}$, $\text{vote}$, $\text{dec}$, $\text{phase}$) to $p_j$;
44     when received \{$\text{NEW_LEADER_ACK}(b, \text{cballot}_j, \text{txn}_j, \text{vote}_j, \text{dec}_j, \text{phase}_j) \mid p_j \in Q$\} from a quorum $Q$ in $s_0$
45         pre: status = RECOVERING $\land$ ballot = $b$;
46         var $J$ ← the set of $j$ with the maximal $\text{cballot}_j$;
47         forall $k$ do
48             if $\exists j. \text{phase}_j[k] \geq \text{PREPARED}$ then
49                 $\text{txn}[k] ← \text{txn}_j[k]$;
50                 $\text{vote}[k] ← \text{vote}_j[k]$;
51                 $\text{phase}[k] ← \text{PREPARED}$;
52             if $\exists j. \text{phase}_j[k] = \text{DECIDED}$ then
53                 $\text{dec} ← \text{dec}_j[k]$;
54                 $\text{phase}[k] ← \text{DECIDED}$;
55             next ← $\min\{k \mid \text{phase}[k] \neq \text{START}\}$;
56             $\text{cballot} ← b$;
57             status ← LEADER;
58             send NEW_STATE($b$, $\text{txn}$, $\text{vote}$, $\text{dec}$, $\text{phase}$) to proc($s_0$ \{ $p_i$ \});
59     when received NEW_STATE($b$, $\text{txn}$, $\text{vote}$, $\text{dec}$, $\text{phase}$) from $p_j$
60         pre: $b \geq \text{ballot}$;
61         status ← FOLLOWER;
62         $\text{cballot} ← b$;
63         $\text{txn} ← \text{txn}$;
64         $\text{vote} ← \text{vote}$;
65         $\text{dec} ← \text{dec}$;
66         $\text{phase} ← \text{phase}$;
67 function retry($k$)
68     pre: $\text{phase}[k] = \text{PREPARED}$;
69     send PREPARE($\text{txn}[k]$) to proc(shards($\text{txn}[k]$));
```

The new leader waits until it receives NEW_LEADER_ACK messages from a quorum of shard members (line 44). Based on the states reported by the processes, it computes a new state from which to start certifying transactions. Like in Paxos, the leader focuses on the states of processes that reported the maximal cballot (line 46): if the $k$-th transaction is PREPARED at such a process, then the leader marks it as accepted and copies the vote; furthermore, if the transaction is DECIDED at some process (with any ballot number), then the leader marks it as decided and copies the final decision. Given Invariant 2, we can show that the resulting
certification order does not have holes: if a transaction is PREPARED or DECIDED, then so are the previous transactions in the certification order.

The leader sets next to the length of the merged sequence of transactions, cballot to the new ballot and status to LEADER, which allows it to start processing new transactions (lines 55-57). It then sends a NEW_STATE message to other shard members, containing the new state (line 58). Upon receiving this message (line 59), a process overwrites its state with the one provided, changes its status to FOLLOWER, and sets cballot to b, thereby recording the fact that it has synchronised with the leader of b. Note that the process will not accept transactions from the new leader until it receives the NEW_STATE message. This ensures that Invariant 2 is preserved when the process receives the first ACCEPT message in the new ballot.

**Coordinator recovery.** If a process that accepted a transaction t does not receive the final decision on it, this may be because the coordinator of t has failed. In this case the process may decide to become a new coordinator by executing the retry function (line 67). For this the process just re-sends the PREPARE(t) message to the shards of t. A leader handles the PREPARE(t) message received from another process pj similarly to one received from a client. If it has already certified the transaction t, it re-sends the corresponding ACCEPT message to the shard members, asking them to reply to pj (line 14). Otherwise, it handles t as before. In the end, a quorum of processes in each shard will reply to the new coordinator (line 28), which will then broadcast the final decision (lines 30-31). Note that the check at line 14 ensures Invariants 4 and 5: in a given ballot b, a transaction t can only be assigned to a single slot in the certification order, and all transactions in the txn array are distinct.

Our protocol allows any number of processes to become coordinators of a transaction at the same time: unlike in the vanilla protocol of Figure 1b, coordinators are not consistently replicated. Nevertheless, the protocol ensures that they will all reach the same decision, even in case of leader changes. We formalise this in Invariant 6: part (a) ensures an agreement on the decision on the k-th transaction in the certification order at a given shard; part (b) ensures a system-wide agreement on the decision on a given transaction t. The latter part establishes that the fault-tolerant protocol computes a unique decision on each transaction.

By the structure of the hander at line 29, Invariant 6 follows from Invariant 7, since, if a coordinator has computed the final decision on a transaction, then a quorum of processes in each relevant shard has accepted a corresponding vote. We next prove Invariant 7.

**Proof of Invariant 7.** (a) Let us assume that quorums of processes in s have sent ACCEPT_ACK(s, b1, k, t1, d1) and ACCEPT_ACK(s, b2, k, t2, d2). Then ACCEPT(b1, k, t1, d1, _) and ACCEPT(b2, k, t2, d2, _) have been sent to s. Assume without loss of generality that b1 ≤ b2. If b1 = b2, then by Invariant 1 we must have t1 = t2 and d1 = d2. Assume now that b1 < b2. By Invariant 3, when leader(b2) sends the ACCEPT message, it has txn[k] = t1. But then due to the check at line 14, we again must have t1 = t2 and d1 = d2.

(b) Assume that quorums of processes in s have sent ACCEPT_ACK(s, b1, k1, t, d1) and ACCEPT_ACK(s, b2, k2, t, d2). Then ACCEPT(b1, k1, t, d1, _) and ACCEPT(b2, k2, t, d2, _) have been sent to s. Without loss of generality, we can assume b1 ≤ b2. We first show that k1 = k2. If b1 = b2, then we must have k1 = k2 by Invariant 4. Assume now that b1 < b2. By Invariant 3, when leader(b2) sends the ACCEPT message, it has txn[k1] = t. But then due to the check at line 14 and Invariant 5, we again must have k1 = k2. Hence, k1 = k2. But then by Invariant 7a we must also have d1 = d2.
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Protocol correctness. We only establish the safety of the protocol (in the sense of the correctness condition in §2) and leave guaranteeing liveness to standard means, such as assuming either an oracle that is eventually able to elect a consistent leader in every shard [5], or that the system eventually behaves synchronously for sufficiently long [12].

**Theorem 2.** The fault-tolerant commit protocol in Algorithms 2–3 simulates the multi-shot 2PC protocol in Algorithm 1.

We give the proof in [7, §B]. Its main idea is to show that, in an execution of the fault-tolerant protocol, each shard produces a single certification order on transactions from which votes and final decisions are computed. These certification orders determine the desired execution of the multi-shot 2PC protocol. We prove the existence of a single per-shard certification order using Invariant 3, showing that certification orders and votes used to compute decisions persist across leader changes. However, this property does not hold of final decisions, and it is this feature that necessitates adding transitions for forgetting and recalling final decisions to the protocol in Algorithm 1 (lines 21 and 24).

For example, assume that the leader of a ballot \( b \) at a shard \( s \) receives the decision **abort** on a transaction \( t \). The leader will then take this decision into account in its vote computations, e.g., allowing transactions conflicting with \( t \) to commit. However, if the leader fails, a new leader may not find out about the final decision on \( t \) if this decision has not yet reached other shard members. This leader will not be able to take the decision into account in its vote computations until it reconstructs the decision from the votes at the relevant shards (line 67). Forgetting and recalling the final decisions in the multi-shot 2PC protocol captures how such scenarios affect vote computations.

Optimisations. Our protocol allows the client and the relevant servers to learn the decision on a transaction in four message delays, including communication with the client (Figure 1c). As in standard Paxos, this can be further reduced to three message delays at the expense of increasing the number of messages sent by eliminating the coordinator: processes can send their `ACCEPT_ACK` messages for a transaction directly to all processes in the relevant shards and to the client. Each process can then compute the final decision independently. The resulting time complexity matches the lower bounds for consensus [24, 6] and non-blocking atomic commit [13].

In practice, the computation of a shard-local function for \( s \) depends only on the objects managed by \( s \): e.g., \( \text{Obj}_s \) for (4) and (5). Hence, once a process at a shard \( s \) receives the final decision on a transaction \( t \), it may discard the data of \( t \) irrelevant to \( s \). Note that the same cannot be done when \( t \) is only prepared, since the complete information about it may be needed to recover from coordinator failure (line 67).

5 Related Work

The existing work on the Atomic Commit Problem (ACP) treats it as a one-shot problem with the votes being provided as the problem inputs. The classic ACP solution is the Two-Phase Commit (2PC) protocol [15], which blocks in the event of the coordinator failure. The non-blocking variant of ACP known as Non-Blocking Atomic Commit (NBAC) [38] has been extensively studied in both the distributed computing and database communities [38, 13, 33, 20, 17, 18, 16]. The Three-Phase Commit (3PC) family of protocols [38, 3, 13, 2, 23] solve NBAC by augmenting 2PC with an extra message exchange round in the failure-free case. Paxos Commit [16] and Guerraoui et al. [18] avoid extra message delays by instead replicating
the 2PC participants through consensus instances. While our fault-tolerant protocol builds upon similar ideas to optimise the number of failure-free message delays, it nonetheless solves a more general problem (TCS) by requiring the output decisions to be compatible with the given isolation level.

Recently, Guerraoui and Wang [19] have systematically studied the failure-free complexity of NBAC (in terms of both message delays and number of messages) for various combinations of the correctness properties and failure models. The complexity of certifying a transaction in the failure-free runs of our crash fault-tolerant TCS implementation (provided the coordinator is replaced with all-to-all communication) matches the tight bounds for the most robust version of NBAC considered in [19], which suggests it is optimal. A comprehensive study of the TCS complexity in the absence of failures is the subject of future work.

Our multi-shot 2PC protocol is inspired by how 2PC is used in a number of systems [32, 31, 34, 39, 37, 9, 14]. Unlike prior works, we formalise how 2PC interacts with concurrency control in such systems in a way that is parametric in the isolation level provided and give conditions for its correctness, i.e., (6)-(8). A number of systems based on deferred update replication [30] used non-fault-tolerant 2PC for transaction commit [32, 31, 34, 39]. Our formalisation of the TCS problem should allow making them fault-tolerant using protocols of the kind we presented in §4.

Multiple researchers have observed that implementing transaction commit by layering 2PC on top of Paxos is suboptimal and proposed possible solutions [41, 26, 28, 37, 11]. In comparison to our work, they did not formulate a stand-alone certification problem, but integrated certification with the overall transaction processing protocol for a particular isolation level and corresponding optimisations.

In more detail, Kraska et al. [26] and Zhang et al. [41] presented sharded transaction processing systems, respectively called MDCC and TAPIR, that aim to minimise the latency of transaction commit in a geo-distributed setting. The protocols used are leaderless: to compute the vote, the coordinator of a transaction contacts processes in each relevant shard directly; if there is a disagreement between the votes computed by different processes, additional message exchanges are needed to resolve it. This makes the worse-case failure-free time complexity of the protocols higher than that of our fault-tolerant protocol. The protocols were formulated for particular isolation levels (a variant of Read Committed in MDCC and serializability in TAPIR). Both MDCC and TAPIR are significantly more complex than our fault-tolerant commit protocol and lack rigorous proofs of correctness.

Sciassia et al. proposed Scalable Deferred Update Replication [37] for implementing serializable transactions in sharded systems. Like the vanilla protocol in §4, their protocol keeps shards consistent using black-box consensus. It avoids executing consensus to persist a final decision by just not taking final decisions into account in vote computations. This solution, specific to their conflict check for serializability, is suboptimal: if a prepared transaction $t$ aborts, it will still cause conflicting transactions to abort until their read timestamp goes above the write timestamp of $t$.

Dragojević et al. presented a FaRM transactional processing system based on RDMA [11]. Like in our fault-tolerant protocol, in the FaRM atomic commit protocol only shard leaders compute certification votes. However, recovery in FaRM is simplified by the use of leases and an external reconfiguration engine.

Mahmoud et al. proposed Replicated Commit [28], which reduces the latency of transaction commit by layering Paxos on top of 2PC, instead of the other way round. This approach relies on 2PC deciding abort only in case of failures, but not because of concurrency control. This requires integrating the transaction commit protocol with two-phase locking and does not allow using it with optimistic concurrency control.
Schiper et al. proposed an alternative approach to implementing deferred update replication in sharded systems [35]. This distributes transactions to shards for certification using genuine atomic multicast [10], which avoids the need for a separate fault-tolerant commit protocol. However, atomic multicast is more expensive than consensus: the best known implementation requires 4 message delays to deliver a message, in addition to a varying convoy effect among different transactions [8]. The resulting overall latency of certification is 5 message delays plus the convoy effect.

Our fault-tolerant protocol follows the primary/backup state machine replication approach in imposing the leader order on transactions certified within each shard. This is inspired by the design of some total order broadcast protocols, such as Zab [22] and Viewstamped Replication [29]. Kokocinski et al. [25] have previously explored the idea of delegating the certification decision to a single leader in the context of deferred update replication. However, they only considered a non-sharded setting, and did not provide full implementation details and a correctness proof. In particular, it is unclear how correctness is maintained under leader changes in their protocol.

6 Conclusion

In this paper we have made the first step towards building a theory of distributed transaction commit in modern transaction processing systems, which captures interactions between atomic commit and concurrency control. We proposed a new problem of transaction certification service and an abstract protocol solving it among reliable processes. From this, we have systematically derived a provably correct optimised fault-tolerant protocol.

For conciseness, in this paper we focussed on transaction processing systems using optimistic concurrency control. We hope that, in the future, our framework can be generalised to systems that employ pessimistic concurrency control or a mixture of the two. The simple and leader-driven nature of our optimised protocol should also allow porting it to the Byzantine fault-tolerant setting by integrating ideas from consensus protocols such as PBFT [4].
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Abstract

Ad-hoc radio networks and multiple access channels are classical and well-studied models of distributed systems, with a large body of literature on deterministic algorithms for fundamental communications primitives such as broadcasting and wake-up. However, almost all of these algorithms assume knowledge of the number of participating nodes and the range of possible IDs, and often make the further assumption that the latter is linear in the former. These are very strong assumptions for models which were designed to capture networks of weak devices organized in an ad-hoc manner. It was believed that without this knowledge, deterministic algorithms must necessarily be much less efficient.

In this paper we address this fundamental question and show that this is not the case. We present deterministic algorithms for blind networks (in which nodes know only their own IDs), which match or nearly match the running times of the fastest algorithms which assume network knowledge (and even surpass the previous fastest algorithms which assume parameter knowledge but not small labels).

Specifically, in multiple access channels with \( k \) participating nodes and IDs up to \( L \), we give a wake-up algorithm requiring \( O(k \log L \log \log k) \) time, improving dramatically over the \( O(L^{3/2} \log^{3/2} L) \) time algorithm of De Marco et al. (2007), and a broadcasting algorithm requiring \( O(k \log L \log \log k) \) time, improving over the \( O(L) \) time algorithm of Gaśieniec et al. (2001) in most circumstances. Furthermore, we show how these same algorithms apply directly to multi-hop radio networks, achieving even larger running time improvements.
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1 Introduction

In this paper we address the fundamental question in distributed computing of whether basic communication primitives can be efficiently performed in networks in which the participating nodes have no knowledge about the network structure. Our focus is on deterministic algorithms.
1.1 Models and problems

We consider the two classical, and related, models of distributed communication: multiple access channels (cf. [19, 28]) and ad-hoc multi-hop radio networks (cf. [2, 8, 14, 27]).

1.1.1 Multiple access channels

A set of \( k \) nodes, with unique identifiers (IDs) from \( \{1, \ldots, L\} \), share a communication channel. Time is divided into discrete steps, and in every step each node chooses to either transmit a message to the channel or listen for messages. A transmission is only successful if exactly one node chooses to transmit in a given time-step; otherwise all nodes hear silence.

1.1.2 Ad-hoc multi-hop radio networks

The network is modeled by a directed graph \( \mathcal{G} = (V, E) \), with \( |V| = n \), where nodes correspond to transmitter-receiver stations. The nodes have unique identifiers from \( \{1, \ldots, L\} \). A directed edge \((v, u) \in E\) means that node \( v \) can send a message directly to node \( u \). To make propagation of information feasible, we assume that every node in \( V \) is reachable in \( \mathcal{G} \) from any other. Time is divided into discrete steps, and in every step each node chooses to either transmit a message to all neighbors or listen for messages. A listening node only hears a transmission if exactly one neighbor transmitted; otherwise it hears silence.

It can be seen that multiple access channels are equivalent to single-hop radio networks (that is, radio networks in which the underlying graph is a clique).

1.1.3 Node knowledge

We study blind versions of these models, by which we mean that the minimum possible assumptions about node knowledge are made (and this is where our work differs most significantly from previous work): we assume nodes do not know the parameters \( k, L, \) or \( n \), or any upper bounds thereof. In accordance with the standard model of ad-hoc radio networks (for more elaborate discussion about the model, see, e.g., [1, 2, 6, 9, 10, 16, 21, 23, 27]), we also make the assumption that a node does not have any prior knowledge about the topology of the network, its in-degree and out-degree, or the set of its neighbors. In our setting, the only prior knowledge nodes have is their own unique ID.

1.1.4 Tasks

In both models we consider the fundamental communication tasks of broadcasting (see, e.g., the survey [27] and the references therein) and wake-up (cf. [3, 8, 15]).

In the task of wake-up, nodes begin in a dormant state, and some non-empty subset of nodes spontaneously ‘wake up’ at arbitrary (adversarially chosen) time-steps. Nodes are also woken up if they receive messages. Nodes cannot participate (by transmitting) until they are woken up, and our goal is to ensure that eventually all nodes are awake. We assume nodes have access only to a local clock: they can count the number of time-steps since they woke up, but there is no global awareness of an absolute time-step number.

The task of broadcasting is usually described as follows: one node begins with a message, and it must inform all other nodes of this message via transmissions. However, to enable our results to transfer from multiple access channels (single-hop radio networks) to multi-hop radio networks, we will instead use broadcasting to refer to a more generalized task. Our broadcasting task will be defined similarly to wake-up, with the only difference being that
nodes have access to a global clock, informing them of the absolute time-step number. (In multiple access channels, this task is usually also referred to as wake-up, specifying global clock access, but here we will call it broadcasting to better differentiate.)

Notice that the standard broadcasting task in radio networks is a special case of this task, in which only one node spontaneously wakes up. A global clock can be simulated by appending the current global time-step to each transmitted message (and since all message chains originate from the same source node, these time-steps will agree).

For both tasks, we wish to minimize the number of time-steps that elapse between the first node waking up, and all nodes being woken. We are not concerned with the computation performed by nodes within time-steps.

1.2 Related work
As fundamental communications primitives, the tasks of designing efficient deterministic algorithms for broadcasting and wake-up have been extensively studied for various network models for many decades.

1.2.1 Wake-up
The wake-up problem (with only local clocks) has been studied in both multiple access channels and multi-hop radio networks (often separately, though the results usually transfer directly from one to the other). It has been commonly assumed in the literature that network parameters are known, and that IDs are small ($L = n^{O(1)}$).

The first sub-quadratic deterministic wake-up protocol for radio networks was given in by Chrobak et al. [8], who introduced the concept of radio synchronizers to abstract the essence of the problem. They give an $O(n^{5/3} \log n)$-time protocol for the wake-up problem. Since then, there have been several improvements in running time, making use of the radio synchronizer machinery: firstly to $O(n^{3/2} \log n)$ [4], and then to $O(n \log^2 n)$ [3]. The current fastest protocol is $O(n^{3/2} \log^2 n)$ [13]. However, without the assumption of small labels, all of these running times are increased. The algorithm of [13] as analyzed would give $O(n^{3/2} \log^2 n)$ time, and similar time with $k$ replacing $n$ in multiple access channels. All of these algorithms, like those we present here, are non-explicit.

There has been some work on wake-up in multiple access channels without knowledge of network parameters: firstly an $O(L^3 \log^3 L)$ algorithm [15], and then an improvement to $O(L^3 \log^3 L)$ [26]. It was believed that this algorithms in this setting were necessarily much slower than those for when parameters were known; for example, [26] states “a crucial assumption is whether the processors using the shared channel are aware of the total number $n$ of processors sharing the channel, or some polynomially related upper bound to such number. When such number $n$ is known, much faster algorithms are possible.”

There are no direct results for wake-up in radio networks with unknown parameters, but the algorithm of [26] can be applied to give $O(nL^3 \log^3 L)$ time.

We note that randomized algorithms for wake-up have also been studied, both with and without parameter knowledge; see [15, 19].

1.2.2 Broadcasting
Broadcasting is possibly the most studied problem in radio networks, and has a wealth of literature in various settings. For the model studied in this paper, directed radio networks with unknown structure and without collision detection, the first sub-quadratic deterministic
Deterministic Blind Radio Networks

A deterministic blind radio network with high probability, improved to
with this work, randomized algorithms for broadcasting without parameter knowledge are
wakes up at global time-step

The situation where node labels can be large is less well-studied, though it is easy to see that
within a log-logarithmic factor of the

various related models, including undirected networks, randomized broadcasting protocols,
and Rytter [14] and independently Kowalski and Pelc [22], who gave optimal randomized
running time of

Bar-Yehuda et al. [2] designed an almost optimal broadcasting algorithm achieving the

[6]. Randomized broadcasting has been also extensively studied, and in a seminal paper,
[11], 14, 16, 20, 27] and the references therein.

bound) for broadcasting without collision detection.

Ghaffari et al. [16] is the first to exploit collisions and surpass the algorithms (and lower
bound) for broadcasting without parameter knowledge.
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1.3 New results

We present algorithms for the fundamental tasks of broadcasting and wake-up in multiple access channels (single-hop radio networks) and multi-hop radio networks which require no knowledge of network parameters: nodes need know only their own unique ID.

Our wake-up algorithm takes $O\left(\frac{k \log L \log \log k}{\log \log n}\right)$ time in multiple access channels and $O\left(\frac{n \log L \log \log n}{\log \log n}\right)$ time in multi-hop radio networks, improving dramatically over the previous best $O(L^3 \log L)$ and $O(DL^3 \log L)$ respective running times of [26] (recall that $k \leq n \leq L$). This is particularly significant in the case of large labels, since dependency on $L$ has been improved from cubic to logarithmic. Furthermore, our running time matches the $O\left(\frac{n \log L \log \log n}{\log \log n}\right)$ time of [13], the fastest algorithm with parameter knowledge and small node labels.

Our broadcasting algorithm takes $O(k \log L \log \log k)$ time in multiple access channels and $O(n \log L \log \log n)$ time in multi-hop radio networks. This improves over the previous best $O(L)$ multiple access channel bound [15] in most cases. In radio networks the improvement is even more pronounced, beating not only the $O(DL^3 \log L)$ result of [26] but also the $O(n \log^2 L)$-time algorithm of [9], which was the fastest result for large labels even when network parameters are known. When labels are small (i.e., $L = n^{O(1)}$), our result matches the best running time for known parameters ($O(n \log D \log \log D)$ from [13]) for networks of polynomial eccentricity.

We believe the primary value of our work is in challenging the long-standing assumption that parameter knowledge is necessary for efficient deterministic algorithms in radio networks and multiple access channels. We show that in fact, deterministic algorithms which do not assume this knowledge can reach the fastest running times for those that do.

1.4 Previous approaches

Almost all deterministic broadcasting protocols with sub-quadratic complexity (that is, since [6]) have relied on the concept of selective families (or some similar variant thereof, such as selectors). These are families of sets for which one can guarantee that any subset of $[k] := \{1, 2, \ldots, k\}$ below a certain size has an intersection of size exactly 1 with some member of the family [6]. They are useful in the context of radio networks because if the members of the family are interpreted to be the set of nodes which are allowed to transmit in a particular time-step, then after going through each member, any node with a participating in-neighbor and an in-neighborhood smaller than the size threshold will be informed. Most of the recent improvements in broadcasting time have been due to a combination of proving smaller selective families exist, and finding more efficient ways to apply them (i.e., choosing which size of family to apply at which time) [6, 7, 9, 14].

Applying such constructs requires coordination between nodes, which relies on a global clock, making them unsuitable for wake-up. To tackle this issue, Chrobak et al. [8] introduced the concept of radio synchronizers. These are a development of selective families which allow nodes to begin their behavior at different times. A further extension to universal synchronizers in [4] allowed effectiveness across all in-neighborhood sizes.

Another similar extension of selective families came in 2010 with a paper by De Marco [24], which used a transmission matrix to schedule node transmissions for broadcasting. Like radio synchronizers, the application of this matrix allowed nodes to begin their own transmission sequence at any time, and still provided a ‘selective’ property that guaranteed broadcasting progress. The synchronization afforded by the assumption of a global clock allowed this method to beat the time bounds given by radio synchronizers (and previous broadcasting algorithms using selective families).
The proofs of existence for selective families, synchronizers, and transmission matrices follow similar lines: a probabilistic candidate object is generated by deciding on each element independently at random with certain carefully chosen probabilities, and then it is proven that the candidate satisfies the desired properties with positive probability, and so such an object must exist. These types of proofs are all non-constructive (and therefore all resulting algorithms non-explicit; cf. [5, 18] for an explicit construction of selective families with significantly weaker size bounds).

In contrast, results on multiple access channels without parameter knowledge (notably [15, 26]) have not used these types of combinatorial objects, and instead rely on some results from number theory. The algorithm of [26], for instance, is to have nodes transmit periodically, a node with ID \(v\) waiting \(p_v\) steps between transmissions, where \(p_v\) is the \(v^{th}\) smallest prime number. A number-theoretic result is then employed to show that eventually one node will transmit alone. As a result, these algorithms have the advantage of being explicit, but the disadvantage of slower running times.

### 1.5 Novel approach

We aim to apply the approach of using combinatorial objects proven by the probabilistic method to the setting where network parameters are not known. One way to do this would be to apply selectors (for example) of continually increasing size, until one succeeds. However, since there are two parameters which must meet the correct values for a successful application (\(k\) and \(L\) in the case of medium access channels), running times for this approach are poor. Instead, we define, and prove the existence of, a single, infinite combinatorial object, which can accommodate all possible values of parameters at the same time.

Another difference is that for all previous works using selective families or variants thereof, the candidate object has been generated with the same sequence of probabilities for each node. Here, however, in order to achieve good running times we need to have these probabilities depending on the node ID. In essence, this means that nodes effectively use their own ID as an estimate of the maximum ID in the network.

### 1.6 A note on non-explicitness

As mentioned, almost all deterministic broadcasting protocols with sub-quadratic complexity have relied on selective families or variants thereof, and have been non-explicit results. Our work here is also non-explicit, but while this is standard for deterministic radio network algorithms, it may present more of an issue here, since our combinatorial structures are infinite. It is not clear how the protocols we present could be performed by devices with bounded memory, and as such this work is more of a proof-of-concept than a practical algorithm. However, it is possible that our method could be adapted so that nodes’ behavior could be generated by a finite-size (i.e., a function of ID) program; this would be a natural and interesting extension to our work, and would overcome the problem.

Another issue which would remain is that nodes must perform the protocol indefinitely, and never become aware that broadcasting has been successfully completed. However, this is unavoidable in the model: Chlebus et al. [6] prove that acknowledged broadcasting without parameter knowledge is impossible.
2 Combinatorial objects

In this section we present the two combinatorial objects that we wish to use in our algorithms: *unbounded universal synchronizers* and *unbounded transmission schedules*. After defining them in Sections 2.1 and 2.2, we present their main properties in Theorems 3 and 12, and then show how to apply them to obtain new deterministic algorithms for wake-up and broadcasting in multiple access channels and in radio networks (Theorems 19, 20, 22, 23).

2.1 Unbounded universal synchronizers

For the task of wake-up, i.e., in the absence of a global clock, we will define an object called an *unbounded universal synchronizer* for use in our algorithm.

We begin by defining the sets of circumstances our algorithm must account for:

- **Definition 1.** An \((r, k)\)-instance \(X\) is a set \(K\) of \(k\) nodes with \(\sum_{v \in K} \log v = r\) and wake-up function \(\omega : K \rightarrow \mathbb{N}\).

(By using \(v\) as an integer here, we are abusing notation to mean the ID of node \(v\).) Here \(r\) is the main parameter we will use to quantify how ‘large’ our input instance is. By using the sum of logarithms of IDs (which approximates the total number of bits needed to write all IDs in use), we capture both the number of participating nodes and the length of IDs in a single parameter. We require \(r\) to be an integer, so we round down accordingly, but we omit floor functions for clarity since they do not affect the asymptotic result.

The wake-up function \(\omega\) maps each node to the time-step it wakes up (either spontaneously or by receiving a transmission) when our algorithm is run on this instance. This means that the wake-up function depends on the algorithm, but there is no circular dependency: whether nodes wake-up in time-step \(j\) only depends on the algorithm’s behavior in previous time-steps, and the algorithm’s behavior at time-step \(j\) only depends on the wake-up function up to \(j\). We will also extend \(\omega\) to sets of nodes in the instance by \(\omega(K) := \min_{v \in K} \omega(v)\).

We now define the combinatorial object that will be the basis of our algorithm:

- **Definition 2.** For a function \(g : \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}\), an *unbounded universal synchronizer* of delay \(g\) is a function \(S : \mathbb{N} \rightarrow \{0, 1\}\) such that for any \((r, k)\)-instance, there is some time-step \(j \leq \omega(K) + g(r, k)\) with \(\sum_{v \in K} S(v) j - \omega(v) = 1\).

The *unbounded universal synchronizer* \(S\) is a function mapping node IDs to a sequence of 0s and 1s, which tell nodes when to listen and transmit respectively. The function \(g\), which we will call the *delay function*, tells us how many time-steps we must wait before a successful transmission is guaranteed, so this is what we want to asymptotically minimize.

We will apply this object to perform wake-up as follows: each node \(v\) transmits a message in time-step \(j\) (with its time-step count starting upon waking up) iff \(S(v) j = 1\). Then, the property guarantees that at some time-step \(j\) within \(g(r, k)\) time-steps of the first node waking up, any \((r, k)\)-instance will have a successful transmission. We call this \(S\) ‘hitting’ the \((r, k)\)-instance at time-step \(j\). So, our aim is to show the existence of such an object, with \(g\) growing as slowly as possible.

Our main technical result in this section is the following:

**Theorem 3.** There exists an *unbounded universal synchronizer of delay* \(g\), where \(g(r, k) = O\left(\frac{r \log k}{\log \log k}\right)\).
Our approach to proving Theorem 3 will be to randomly generate a candidate synchronizer, and then prove that with positive probability it does indeed satisfy the required property. Then, for this to be the case, at least one such object must exist.

Our candidate \( S : \mathbb{N} \rightarrow \{0, 1\}^\mathbb{N} \) will be generated by independently choosing each \( S(v)_j \) to be 1 with probability \( \frac{e \log v}{j + 2c \log v} \) and 0 otherwise, where \( c \) is some sufficiently large constant to be chosen later.

While \( S \) is drawn from an uncountable set, we will only be concerned with events that depend upon a finite portion of it, and countable unions and intersections thereof. Therefore, we can use as our underlying \( \sigma \)-algebra that generated by the set of all events \( E_{v,j} = \{ S : S(v)_j = 1 \} \), where \( v, j \in \mathbb{N} \), with the corresponding probabilities \( \mathbb{P}[E_{v,j}] = \frac{e \log v}{j + 2c \log v} \).

We set delay function \( g(r, k) = \frac{c r \log k}{\log \log k} \).

To simplify our task, we begin with some useful observations:

First we note that since we only care about the asymptotic behavior of \( g \), we can assume that \( r \) is larger than a sufficiently large constant.

We also note that we need not consider all \((r, k)\)-instances. For a given \((r, k)\)-instance and time-step \( j \), let \( K_j \) be the set of nodes woken up by time \( j \) (with \( k_j := |K_j| \)), and \( r_j \) be defined as \( r \) but restricted to the nodes in \( K_j \). Let \( t \) be the earliest time-step such that \( t > g(r_j, k_j) \), and curtail the \((r, k)\)-instance to the corresponding \((r_i, k_i)\)-instance of nodes in \( K_i \). It is easy to see that if we hit all curtailed \((r_i, k_i)\)-instances within \( g(r_i, k_i) \) time, we must hit all \((r, k)\)-instances within \( g(r, k) \) time, so henceforth we will only consider curtailed instances (i.e., we can assume that \( j \leq g(r_j, k_j) \) for all \( j < g(r, k) \)).

Finally, we observe that, since nodes’ behavior is not dependent on the global clock, we can shift all \((r, k)\)-instances to begin at time-step 0.

To analyze the probability of hitting \((r, k)\)-instances, define the load of a time-step \( f(j) \) to be the expected number of transmissions in that time-step:

\[
\text{Definition 4. For a fixed } (r, k) \text{-instance, the load } f(j) \text{ of a time-step } j \text{ is defined as}
\]

\[
\sum_{v \in K_j} \mathbb{P}[v \text{ transmits}] = \sum_{v \in K_j} \frac{e \log v}{j - \omega(v) + 2c \log v}.
\]

We now seek to bound the load from above and below, since when the load is close to constant we have a good chance of hitting.

\textbf{Lemma 5. All time-steps } j \leq g(r, k) \text{ have } f(j) \geq \frac{\log \log k}{2c \log k}.

\textbf{Proof.} Fix a time-step \( j \leq g(r, k) \), let \( K_j \) be the set of nodes awake by time-step \( j \), and let \( k_j = |K_j| \) and \( r_j = \sum_{v \in K_j} \log v \), analogous to \( r \) and \( k \). If \( k_j = k \), then

\[
f(j) \geq \sum_{v \in K} \frac{c \log v}{j + 2c \log v} \geq \frac{cr}{j + 2cr} \geq \frac{cr}{2c r \log k} \geq \frac{\log \log k}{2c \log k}.
\]

If \( k_j < k \), then due to our curtailing of instances, we have \( j \leq g(r_j, k_j) \). So,

\[
f(j) \geq \sum_{v \in K_j} \frac{c \log v}{j + 2c \log v} \geq \frac{cr_j}{j + 2cr_j} \geq \frac{cr_j}{2c r_j \log k_j} \geq \frac{\log \log k_j}{2c \log k_j} \geq \frac{\log \log k}{2c \log k}.
\]

Having bounded load from below, we also seek to bound it from above. Unfortunately, the load in any particular time-step can be very high, but we can get a good bound on at least a constant fraction of the columns.
Then we pick therefore at least Proof. Lemma 8. Lemma 7.

The total load over all time-steps can be bounded as follows: the set of time-steps denote the set of time-steps such that loads ≤ \( f_i(x) \leq \log \log \log \) independently.

\[ \sum_{v} \log \log \log \leq \log \log \log \leq \log \log \log \leq \log \log \log . \]

Thus we have bounded load, and the load is hitting probability. The following lemma, or variants thereof, has been used in several previous works such as [2],[13].

\[ \sum_{v} \log \log \log \leq \log \log \log \leq \log \log \log . \]

Since by Lemma 5 all time-steps have load larger than \( f_i(x) = 1 \), and \( K' = \{ v \in K : \log \geq 2 \} \). This gives a contradiction, so we must have \( \sum_{v} \log \geq 5 \). Then

Proof. The total load over all time-steps can be bounded as follows:

\[ \log \log \log \leq \log \log \log \leq \log \log \log . \]

Therefore, at most 2\( \log x \) time-steps have load larger than \( f_i(x) = 1 \), and \( K' = \{ v \in K : \log \geq 2 \} \). This gives a contradiction, so we must have \( \sum_{v} \log \geq 5 \). Then

\[ \sum_{v} \log \leq \log \log \log . \]

Since by Lemma 5 all time-steps have load larger than \( f_i(x) = 1 \), and \( K' = \{ v \in K : \log \geq 2 \} \). This gives a contradiction, so we must have \( \sum_{v} \log \geq 5 \). Then
We now bound the number of possible instances we must hit:

**Lemma 9.** For any (sufficiently large) \( r \), the number of unique \((r,k)\)-instances is at most \( 2^{3r} \).

**Proof.** The total number of bits used in all node IDs in the instance is at most \( r \). There are at most \( 2^{r+1} \) possible bit-strings of length at most \( r \), and at most \( 2^r \) ways of dividing each of these into substrings (for individual IDs), giving at most \( 2^{2r+1} \) sets of node IDs. The number of possible wake-up functions \( \omega : K \to \mathbb{N} \) is at most \( g(r,k)^k \), since all nodes must be awake by \( g(r,k) \) time or the instance would have been curtailed.

\[
 g(r,k)^k = 2^k \log g(r,k) \leq 2^{1.1k \log r} = 2^{1.1(k \log k + k \log \log k)} \leq 2^{1.3(k \log(k^9)+r)} \leq 2^{2.9r}.
\]

So, the total number of possible \((r,k)\)-instances is at most \( 2^{2r+1+2.9r} \leq 2^{5r} \). \(\blacktriangleleft\)

**Lemma 10.** For any (sufficiently large) \( r \), the probability that \( S \) does not hit all \((r,k)\)-instances is at most \( 2^{-3r} \).

**Proof.** Fix some \((r,k)\)-instance. The probability that it is not hit within \( g(k,r) \) time-steps is at most

\[
 \prod_{j \in F} \left( 1 - \frac{\log k}{3c \log k} \right) \leq e^{-|F_1| \log \log k} \leq e^{-\frac{3c}{k} r} = 2^{-\frac{3cr}{k}} ,
\]

by Lemma 8. Hence, if we set \( c = 9 \), by a union bound the probability that any \((r,k)\)-instance is not hit is at most \( 2^{5r} \cdot 2^{-\frac{3cr}{k}} \leq 2^{-3r} \). \(\blacktriangleleft\)

We can now prove our main theorem on unbounded universal synchronizers (Theorem 3):

**Proof.** By Lemma 10 and a union bound over \( r \), the probability that \( S \) does not hit all instances is at most \( \sum_{r \in \mathbb{N}} 2^{-3r} < 1 \). Therefore \( S \) is an unbounded universal synchronizer of delay \( g \) with non-zero probability, so such an object must exist. \(\blacktriangleleft\)

### 2.2 Unbounded transmission schedules

For the task of broadcasting, i.e., when a global clock is available, we can make use of the global clock to improve our running time. We again define an infinite combinatorial object, which we will call an **unbounded transmission schedule**. We use the same definition of \((r,k)\)-instances as in the previous section.

**Definition 11.** For a function \( h : \mathbb{N} \times \mathbb{N} \to \mathbb{N} \), an **unbounded transmission schedule** of delay \( h \) is a function \( T : \mathbb{N} \times \mathbb{N} \to \{0, 1\}^\mathbb{N} \) such that \( T(v, \omega(v)) = 0 \) for any \( j < \omega(v) \), and for any \((r,k)\)-instance there is some time-step \( j \leq \omega(K) + h(r,k) \) with \( \sum_{v \in K} T(v, \omega(v)) = 1 \).

The difference here from an unbounded universal synchronizer is that nodes now know the global time-step in which they wake up, and so their transmission patterns can depend upon it. This is the second argument of the function \( T \). The other difference in the meaning of the definition is that the output of \( T \) now corresponds to absolute time-steps, rather than being relative to each node’s wake-up time as for unbounded universal synchronizers.

That is, the \( j \)-th entry of a node’s output sequence tells it how it should behave in global time-step \( j \), rather than \( j \) time-steps after it wakes up.

Our existence result for unbounded transmission schedules is the following:
Theorem 12. There exists an unbounded transmission schedule of delay \( h(r, k) = O(r \log \log k) \).

Our method will again be to randomly generate a candidate unbounded transmission schedule \( T \), and then prove that it satisfies the required property with positive probability, so some such object must exist.

Let \( d \) be a constant to be chosen later. Our candidate object \( T \) will be generated as follows: for each node \( v \), we generate a transmission sequence \( s_{v,j}, j \in \mathbb{N} \), with \( s_{v,j} \) independently chosen to be 1 with probability \( \frac{d \log v \log \log j}{j + 2d \log v \log \log j} \) and 0 otherwise.

However, these will not be our final probabilities for generating \( T \). To make use of our global clock, we will also divide time into short phases during which transmission probability will decay exponentially. The lengths of these phases will be based on a function \( z(j) := 2^{1+\log \log \log j} \), i.e., \( \log \log j \) rounded up to the next-plus-one power of 2. An important property to note is that for all \( i \), \( z(i) \equiv z(i+1) \). We also generate a sequence \( p_{v,j}, j \in \mathbb{N} \) of phase values, each chosen independently and uniformly at random from the real interval \([0,1]\). These, combined with the global time-step number and current phase length, will give us our final generation probabilities.

We set \( T(v, \omega(v))_j = 1 \) iff \( s_{v,j-\omega(v)} = 1 \) and \( p_{v,j-\omega(v)} \leq 2^{-j \mod z(j-\omega(v))} \).

It can then be seen that

\[
\Pr[T(v, \omega(v))_j = 1] = \frac{d \log v \log \log(j - \omega(v))}{(j - \omega(v) + 2d \log v \log \log(j - \omega(v)))2^{j \mod z(j-\omega(v))}}.
\]

The reason we split the process of random generation into two steps (using our phase values) is that now, if we shift all wake-up times in an \((r,k)\)-instance by the same multiple of \( z(x) \), then node behavior in the first \( x \) time-steps after \( \omega(K) \) does not change. We will require this property when analyzing \( T \).

Our probabilistic analysis is with respect to the \( \sigma \)-algebra generated by all events \( E_{v,\omega(v),j} = \{T(v, \omega(v))_j = 1\} \), with \( v, \omega(v), j \in \mathbb{N} \), and with the corresponding probabilities given above.

Let load \( f(j) \) of a time-step \( j \) be again defined as the expected number of transmissions in that time-step:

\[
f(j) := \sum_{v \in K_j} \frac{d \log v \log \log(j - \omega(v))}{(j - \omega(v) + 2d \log v \log \log(j - \omega(v)))2^{j \mod z(j-\omega(v))}}.
\]

We will set our delay function \( h(r, k) = d^2r \log \log k \).

Again we make some observations that allow us to narrow the circumstances we must consider: firstly that we can again assume that \( r \) is larger than a sufficiently large constant, and secondly that we need only look at curtailed instances (i.e., we can assume that \( j - \omega(K) \leq h(r, k) \) for all \( j < h(r, k) \)). This time, however, we cannot shift instances to begin at time-step 0, because node behavior is dependent upon global time-step number.

We follow a similar line of proof as before, except with some extra complications in dealing with phases. We first consider only time-steps at the beginning of each phase, i.e., time-steps \( \omega(K) < j \leq \omega(K) + h(r, k) \) with \( j \mod z(h(r, k)) \equiv 0 \), and we will call these basic time-steps. Notice that for basic time-steps,

\[
f(j) = \sum_{v \in K_j} \frac{d \log v \log \log(j - \omega(v))}{j - \omega(v)2d \log v \log \log(j - \omega(v))}.
\]

We bound the load of basic time-steps from below:
Lemma 13. All basic time-steps \( j \) have \( f(j) \geq \frac{1}{2d}. \)

Proof. Fix a basic time-step \( j \), let \( K_j \) be the set of nodes awake by time-step \( j \), and let \( k_j = |K_j| \) and \( r_j = \sum_{v \in K_j} \log v \), analogous to \( r \) and \( k \). If \( k_j = k \), then

\[
f(j) \geq \sum_{v \in K} \frac{d \log v \log \log (j - \omega(v))}{j - \omega(v) + 2d \log v \log \log (j - \omega(v))} \geq \sum_{v \in K} \frac{d \log v \log \log h(r, k)}{h(r, k) + 2d \log v \log \log h(r, k)}
\]

\[
\geq \sum_{v \in K} \frac{d \log v \log \log k_j}{2d^2 r_j \log \log k_j} \geq \frac{dr_j}{2d^2 r_j} = \frac{1}{2d}.
\]

If \( k_j < k \), then due to our curtailing of instances, we have \( j - \omega(K) \leq h(r_j, k_j) \). So,

\[
f(j) \geq \sum_{v \in K} \frac{d \log v \log \log (j - \omega(v))}{j - \omega(v) + 2d \log v \log \log (j - \omega(v))} \geq \sum_{v \in K} \frac{d \log v \log \log h(r_j, k_j)}{h(r_j, k_j) + 2d \log v \log \log h(r, k)}
\]

\[
\geq \sum_{v \in K} \frac{d \log v \log \log k_j}{2d^2 r_j \log \log k_j} \geq \frac{dr_j}{2d^2 r_j} = \frac{1}{2d}.
\]

Lemma 14. Let \( \mathcal{F} \) denote the set of ending time-steps \( j \) such that \( f(j) \leq 1 \). Then \( |\mathcal{F}| \geq \frac{d^2 r}{2}. \)

Proof. Let \( t \) be the first ending time-step. The total load over all ending time-steps can be bounded as follows:

\[
\sum_{\text{ending timestep } j} f(j) \leq \sum_{i=0}^{h(r,k)/\omega(h(r,k))} f(t + iz(h(r,k))) \leq \sum_{i=0}^{d^2 r} f(t + iz(h(r,k))).
\]

Applying the definition of \( f \), \( f(t + iz(h(r,k))) \) is equal to:

\[
\sum_{v \in K_{t+iz(h(r,k))}} \frac{d \log v \log \log (t + iz(h(r,k)) - \omega(v))2^{-iz(t+iz(h(r,k))-\omega(v))-1}}{(t + iz(h(r,k)) - \omega(v) + 2d \log v \log \log (t + iz(h(r,k)) - \omega(v)))},
\]

which is bounded from above when \( t - \omega(v) = 0 \):

\[
f(t + iz(h(r,k))) \leq \sum_{v \in K_{t+iz(h(r,k))}} \frac{d \log v \log \log (iz(h(r,k)))}{iz(h(r,k))2^{iz(h(r,k))}} \leq \sum_{v \in K_{t+iz(h(r,k))}} \frac{d \log v \log \log (iz(h(r,k)))}{iz(h(r,k))2^{iz(h(r,k))}}.
\]
So,
\[
\sum_{\text{ending timestep } j} f(j) \leq \sum_{i=0}^{d^2 r} \sum_{v \in K_{i+iz(h(r,k))}} d \log v \frac{\log \log(iz(h(r,k)))}{iz(h(r,k))} 2^{i(iz(h(r,k)))} \\
\leq \sum_{v \in K} \sum_{i=0}^{d^2 r} d \log v \frac{\log(iz(h(r,k)))}{iz(h(r,k))} 2^{i(iz(h(r,k)))} \\
\leq \sum_{v \in K} d^2 r \log v \sum_{i=0}^{\infty} \frac{\log(iz(h(r,k)))}{iz(h(r,k))} \log^2(iz(h(r,k))) \\
\leq 2d^2 r \log v \sum_{i=0}^{\infty} \frac{\log(iz(h(r,k)))}{iz(h(r,k))} \log^2(iz(h(r,k))) \leq 10dr .
\]

Here the last inequality follows since the second sum converges to a constant less than 5, which can be seen by inspection of the first three terms and using the integral bound
\[
\int_2^{\infty} \frac{\log \log x}{x} \, dx < 2
\]

Therefore, at most 10dr ending time-steps have load higher than 1, and so at least
\[
d^2 r - 10dr \geq \frac{d^2 r}{2} \quad (\text{provided we set } d \geq 5)
\]

ending time-steps have \( f(j) \leq 1 \). ▶

We can use Lemma 14 to show that we have sufficiently many time-steps with load within the interval \([\frac{1}{d^2}, 1]\):

\[\text{Lemma 15. Let } F \text{ be the set of time-steps } \omega(K) < j \leq \omega(K) + h(r,k) \text{ with } \frac{1}{d^2} \leq f(j) \leq 1. \text{ Then } |F| \geq \frac{d^2 r}{2} .\]

\[\text{Proof. It can be seen that load decreases by at most a multiplicative factor of 3 between consecutive time-steps (since the contribution of each node decreases by at most a factor of 3). So, since every base time-step has load at least } \frac{1}{d^2}, \text{ for every ending timestep } j \text{ with } f(j) \leq 1, \text{ there is some } j' \text{ in the preceding phase with } \frac{1}{d^2} \leq f(j') \leq 1. \quad \text{▶} \]

Since these time-steps have constant load, they have constant probability of hitting:

\[\text{Lemma 16. For any time-step } j \in F, \text{ the probability that } j \text{ hits is at least } \frac{1}{d^2} .\]

\[\text{Proof. By Lemma 7, the probability that } j \text{ hits is at least } f(j)^4 \frac{1-f(j)}{4}. \text{ This is minimized over the range } [\frac{1}{d^2}, 1] \text{ at } f(j) = \frac{1}{d^2} \text{ and is therefore at least } \frac{1}{d^2} \geq \frac{1}{d^2}. \quad \text{▶} \]

We now need to know how many unique \((r,k)\)-instances we must hit. Since we are only concerned with the first \(h(r,k)\) time-steps after the first node wakes up, we need only consider \((r,k)\)-instances which are unique within this time range.

\[\text{Lemma 17. For any (sufficiently large) } r, \text{ the number of unique (up to the first } h(r,k) \text{ steps after activation) } (r,k)\text{-instances is at most } 2^{5r} .\]

\[\text{Proof. As before (in Lemma 9) there are at most } 2^{2r+1} \text{ sets of node IDs. The number of possible wake-up functions } \omega : K \to \mathbb{N} \text{ for a fixed } \omega(K) \text{ is again at most } h(r,k)^k, \text{ and though we are using a different delay function to the previous section, the calculations used to prove Lemma 9 still hold.}
\]

\[h(r,k)^k = 2^k \log h(r,k) \leq 2^{1.1k \log r} = 2^{1.1(k \log k + k \log \frac{k}{e})} \leq 2^{1.3(k \log (k^{0.9}r))} \leq 2^{2.9r} .
\]

However, now our object does depend on \(\omega(K)\), though as we noted we can shift all activation times by a multiple of \(z(h(r,k))\) and behavior during the time-steps we analyze is
Algorithm 1 Wake-up at a node \( v \).

\[
\text{for } j \text{ from 1 to } \infty, \text{ in time-step } \omega(v) + j, \text{ do } \\
v \text{ transmits iff } S(v)_j = 1 \\
\text{end for}
\]

Algorithm 2 Broadcasting at a node \( v \).

\[
\text{for } j \text{ from 1 to } \infty, \text{ in time-step } j, \text{ do } \\
v \text{ transmits iff } T(v, \omega(v))_j = 1 \\
\text{end for}
\]

unchanged. So our total number of instances to consider is multiplied by \( z(h(r, k)) \), and is upper bounded by \( 2^{2r+1+2.9r}z(h(r, k)) \leq 2^{5r} \).  

Lemma 18. For any (sufficiently large) \( r \), the probability that \( T \) does not hit all \( (r, k) \)-instances is at most \( 2^{-3r} \).

Proof. Fix some \( (r, k) \)-instance. The probability that it is not hit within \( h(r, k) \) time-steps is at most

\[
\prod_{j \in F} (1 - \frac{1}{3d}) \leq e^{-\frac{4r}{3d}} \leq e^{-\frac{4r}{5d}} \leq 2^{-\frac{16r}{5d}}.
\]

Hence, if we set \( d = 34 \), by a union bound the probability that any \( (r, k) \)-instance is not hit is at most \( 2^{5r} \cdot 2^{-\frac{16r}{5d}} \leq 2^{-3r} \).  

We can now prove our main theorem on unbounded transmission schedules (Theorem 12):

Proof. By Lemma 18 and a union bound over \( r \), the probability that \( T \) does not hit all instances is at most \( \sum_{r \in \mathbb{N}} 2^{-3r} < 1 \). Therefore \( T \) is an unbounded transmission schedule of delay \( h \) with non-zero probability, so such an object must exist.

3 Algorithms for multiple access channels

Armed with our combinatorial objects, our algorithms are now extremely simple, and are the same for multiple access channels as for multi-hop radio networks.

Let \( S \) be an unbounded universal synchronizer of delay \( g \), where \( g(r, k) = O\left(\frac{r \log k}{\log \log k}\right) \), and \( T \) be an unbounded transmission schedule of delay \( h \), where \( h(r, k) = O(\log \log k) \).

Our algorithms are simply applications of these objects.

Theorem 19. Algorithm 1 performs wake-up in multiple access channels in time \( O\left(\frac{k \log L \log k}{\log \log k}\right) \), without knowledge of \( k \) or \( L \).

Proof. By the definition of an unbounded universal synchronizer, there is some time-step within

\[
g(r, k) = O\left(\frac{r \log k}{\log \log k}\right) = O\left(\frac{k \log L \log k}{\log \log k}\right)
\]
time-steps of the first activation in which only one node transmits, and this completes wake-up.
Theorem 20. Algorithm 2 performs broadcasting in multiple access channels in time $O(k \log L \log \log k)$, without knowledge of $k$ or $L$.

Proof. By the definition of an unbounded transmission schedule, there is some time-step within $h(r,k) = O(r \log \log k) = O(k \log L \log \log k)$ time-steps of the first activation in which only one node transmits, and this completes broadcasting.

4 Algorithms for radio networks

To see how our results on multiple access channels (Theorems 19 and 20) transfer directly to multi-hop radio networks, we apply the analysis method of [13] for radio network protocols. The idea is that we fix a shortest path $p = (p_0, p_1, \ldots, p_d)$ from some source node to some target node, and then classify all nodes into layers depending on the furthest node along the path to which they are an in-neighbor, i.e., layer $L_i = \{v : \max j \text{ such that } (v, p_j) \in E = i\}$. We wish to quantify how long a layer can remain leading, that is, the furthest layer to contain awake nodes. The key point is that we can regard these layers as multiple access channels: though they are not necessarily cliques, all we need is for a single node in the layer to transmit and then the layer ceases to be leading. Once the final layer ceases to be leading, the target node must be informed, and since this node was chosen arbitrarily we obtain a time-bound for informing the entire network. Thereby the problem is reduced to a sequence of at most $D$ single-hop instances, whose sizes sum to at most $n$. For full details of this analysis method see [13].

Therefore we can use the following lemma from [13] (paraphrased to fit our notation) to analyze how our algorithms perform in radio networks.

Lemma 21 (Lemma 10 of [13]). Let $X : [n] \to \mathbb{N}$ be a non-decreasing function, and define $Y(n)$ to be the supremum of the function $\sum_{i=1}^{n} X(\ell_i)$, where non-negative integers $\ell_i$ satisfy the constraint $\sum_{i=1}^{n} \ell_i \leq n$. If a broadcast or wake-up protocol ensures that any layer of size $\ell$ remains leading for no more than $X(\ell)$ time-steps, then all nodes wake up within $Y(n)$ time-steps.

Theorem 22. Algorithm 1 performs wake-up in radio networks in time $O(\frac{n \log L \log n}{\log \log n})$, without knowledge of $n$ or $L$.

Proof. By Theorem 19, any layer of size $\ell$ remains leading for no more than $X(\ell)$ time-steps, where $X(\ell) = O(\frac{\log L \log \ell}{\log \log \ell})$. $Y(n,h)$ is then maximized by setting $\ell_1 = n$ and $\ell_i = 0$ for every $i > 1$. So, by Lemma 21, wake-up is performed for the entire radio network in $O(\frac{n \log L \log n}{\log \log n})$ time.

Theorem 23. Algorithm 2 performs broadcasting in radio networks in $O(n \log L \log \log n)$ time, without knowledge of $n$ or $L$.

Proof. By Theorem 20, any layer of size $\ell$ remains leading for no more than $X(\ell)$ time-steps, where $X(\ell) = O(\ell \log L \log \log \ell)$. $Y(n,h)$ is then maximized by setting $\ell_1 = n$ and $\ell_i = 0$ for $i > 1$. So, by Lemma 21, broadcasting is performed for the entire radio network in $O(n \log L \log \log n)$ time.
5 Conclusions

We have shown that deterministic algorithms for communications primitives in multiple access channels and multi-hop radio networks need not assume parameter knowledge, or small IDs, to be efficient. One possible next step would be to show a means by which nodes could generate efficient transmission schedules based on some finite (i.e., with size bounded by some function of ID) advice string; this would go some way towards making the algorithm practical.
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Abstract
The problem of detecting network structures plays a central role in distributed computing. One of the fundamental problems studied in this area is to determine whether for a given graph $H$, the input network contains a subgraph isomorphic to $H$ or not. We investigate this problem for $H$ being a clique $K_\ell$ in the classical distributed CONGEST model, where the communication topology is the same as the topology of the underlying network, and with limited communication bandwidth on the links.

Our first and main result is a lower bound, showing that detecting $K_\ell$ requires $\Omega(\sqrt{n}/b)$ communication rounds, for every $4 \leq \ell \leq \sqrt{n}$, and $\Omega(n/((\ell)b))$ rounds for every $\ell \geq \sqrt{n}$, where $b$ is the bandwidth of the communication links. This result is obtained by using a reduction to the set disjointness problem in the framework of two-party communication complexity. We complement our lower bound with a two-party communication protocol for listing all cliques in the input graph, which up to constant factors communicates the same number of bits as our lower bound for $K_4$ detection. This demonstrates that our lower bound cannot be improved using the two-party communication framework.

2012 ACM Subject Classification Theory of computation → Distributed algorithms, Networks → Network algorithms

Keywords and phrases Lower bounds, CONGEST, subgraph detection, two-party communication

Introduction
We study the problem of detecting network structures in a distributed environment, which is a fundamental problem in modern computing. Our focus is on the subgraph detection problem, in which for a given graph $H$, one wants to determine whether the network graph $G$ contains a subgraph isomorphic to $H$ or not. We investigate this problem for $H$ being a clique $K_\ell$ for $\ell \geq 4$.

The nowadays classical distributed CONGEST model (see, e.g., [18]) is a variant of the classical LOCAL model of distributed computation (where in each round network nodes can send through all incident links messages of unrestricted size) with limited communication bandwidth. The distributed system is represented as a network (undirected graph) $G = (V, E)$.
with \( n = |V| \) nodes, where network nodes execute distributed algorithms in synchronous rounds, and the nodes collaborate to solve a graph problem with input \( G \). Each node is assumed to have a unique identifier from \( \{0, \ldots, \text{poly}(n)\} \). In any single round, all nodes can:

(i) perform an unlimited amount of local computation,
(ii) send a possibly different \( b \)-bit message to each of their neighbors, and
(iii) receive all messages sent to them.

We measure the complexity of an algorithm by the number of synchronous rounds required.

In accordance with the standard terminology in the literature, we assume \( b = \mathcal{O}(\log n) \); we note though that our analysis generalizes to other settings of \( b \) in a straightforward manner. (We note that in our lower bound for detecting \( K_4 \) and \( K_\ell \) in Section 2, to ensure full generality of presentation, we will make the analysis parametrized by the message size \( b \), in which case we will refer to such model of distributed computation as \( \text{CONGEST}_b \), the \( \text{CONGEST} \) model with messages of size \( b \).)

Our goal is, for a given network \( G = (V,E) \) and \( \ell \geq 4 \), to solve the subgraph detection problem for a clique \( K_\ell \), that is, to design an algorithm in the \( \text{CONGEST}_b \) model such that

(i) if \( G \) contains a copy of \( K_\ell \), then with probability \( \geq \frac{2}{3} \) at least one node outputs 1, and
(ii) if \( G \) does not contain a copy of \( K_\ell \), then with probability \( \geq \frac{2}{3} \) no node outputs 1.

The subgraph detection problem is a local problem: it can be solved efficiently solely on the basis of local information. In particular, in the \( \text{CONGEST} \) model, the problem of finding \( K_\ell \) in a graph can be trivially solved in \( \mathcal{O}(n) \) rounds, or in fact, in \( \mathcal{O}(\max_{u \in V} \deg_G(u)) \) rounds, where \( \deg_G(u) \) denotes the degree of node \( u \) in \( G \). Indeed, if each node sends its entire neighborhood to all its neighbors, then afterwards, each node will be aware of all its neighbors and of their neighbors. Therefore, in particular, each node will be able to detect all cliques it belongs to. Since for each node \( u \), the task of sending its entire neighborhood to all its neighbors can be performed in \( \mathcal{O}(\deg_G(u)) \) rounds in the \( \text{CONGEST} \) model, the total number of rounds for the entire network is \( \mathcal{O}(\max_{u \in V} \deg_G(u)) = \mathcal{O}(n) \) rounds. In view of this simple observation, the main challenge in the clique \( K_\ell \) detection problem is whether this task can be performed in a sublinear number of rounds.

1.1 Our results

In this paper, we give the first non-trivial lower bound for the complexity of detecting a clique \( K_\ell \) in the \( \text{CONGEST}_b \) model, for \( \ell \geq 4 \). In Theorem 5, we prove that every algorithm in the \( \text{CONGEST}_b \) model that with probability at least \( \frac{2}{3} \) detects \( K_\ell \), for \( \ell \geq 4 \) and \( \ell = \mathcal{O}(\sqrt{n}) \), requires \( \Omega(\sqrt{n/b}) \) rounds. Further, if \( \ell = \omega(\sqrt{n}) \), then \( \Omega(n/(\ell b)) \) rounds are required. We are not aware of any other non-trivial (super-constant) lower bound for this problem in the \( \text{CONGEST}_b \) model.

We complement our lower bound with a two-party communication protocol for listing all cliques in the input graph (see Theorem 10), which up to constant factors communicates the same number of bits as our lower bound for \( K_4 \) detection. This demonstrates that our lower bound is essentially tight in this framework, and cannot be improved using the two-party communication approach.

1.2 Techniques: Framework of two-party communication complexity

Our main results, the lower bound of clique detection in Theorem 5 and the upper bound in Theorem 10, rely on the two-party communication complexity framework and the use of a tight lower bound for the set disjointness problem in this framework.
We consider the classical two-party communication complexity setting (cf. [16]) in which two players, Alice and Bob, each have some private input $X$ and $Y$. The players’ goal is to compute a joint function $f(X,Y)$, and the complexity measure used is the number of bits Alice and Bob must exchange to compute $f(X,Y)$. In the two-party communication problem of set disjointness, Alice’s input is $X \in \{0,1\}^n$ and Bob holds $Y \in \{0,1\}^n$, and their goal is to compute $\text{DISJ}_n(X,Y) := \bigwedge_{i=1}^n X_i \land Y_i$. In a seminal work, Kalyanasundaram and Schnitger [14] showed that in any randomized communication protocol, the players must exchange $\Omega(n)$ bits to solve the set disjointness problem with constant success probability.

**Theorem 1 ([14]).** The randomized two-party communication complexity of set disjointness is $\Omega(n)$. That is, for any constant $p > 0$, any randomized two-party communication protocol that computes $\text{DISJ}_n(X,Y)$ with probability at least $p$, has two-party communication complexity $\Omega(n)$.

Our main result, the lower bound for detecting $K_\ell$ in the CONGEST model, relies on a reduction from the two-party communication problem of set disjointness. The two-party communication framework, and, in particular, the two-party set disjointness problem, have been frequently used in the past to construct lower bounds for the CONGEST model, see, e.g., [4, 7, 9, 11, 15]. A typical approach relies on a construction of a special graph $G = (V,E)$ with some fixed edges and some edges depending on the input of Alice and Bob. One partitions the nodes of $G$ into two disjoint sets $V_A$ and $V_B$. Let $\mathcal{C}$ be the $(V_A,V_B)$-cut, that is, the set of edges in $G$ with one endpoint in $V_A$ and one endpoint in $V_B$. Let $E_A$ be the edge set of $G[V_A]$ (subset of $E$ on vertex set $V_A$) and $E_B$ be the edge set of $G[V_B]$. We consider a scenario where Alice’s input is represented by the subgraph $G_A = (V,E_A \cup \mathcal{C}) \subseteq G$ and Bob’s input is represented by $G_B = (V,E_B \cup \mathcal{C}) \subseteq G$. (We denote this way of distributing the vertex and edge sets as the *vertex partition model.*) In order to learn any information about the structure of $G[A] \setminus \mathcal{C}$ and $G[B] \setminus \mathcal{C}$, and hence about the input of the other player, Alice and Bob must communicate through the edges of the cut $\mathcal{C}$. Therefore, in order to obtain a lower bound for a problem in the CONGEST$_b$ model, one wants to construct $G$ to ensure that it has some property (in our case, contains a copy of $K_\ell$) if and only if the corresponding instance of set disjointness is such that $\text{DISJ}_n(X,Y) = 1$, and in order to determine the required property, one has to communicate a large part of (essentially the entire graph) $G[A]$ through $\mathcal{C}$. With this approach, if the cut $\mathcal{C}$ has size $|\mathcal{C}|$, and the private inputs of Alice and Bob (edges in $G[A] \setminus \mathcal{C}$ or $G[B] \setminus \mathcal{C}$) are of size $s$, one can apply Theorem 1 to argue that the round complexity of any complex algorithm in the CONGEST$_b$ model for a given problem is $\Omega\left(\sqrt{\frac{s}{|\mathcal{C}|^2}}\right)$. The central challenge is to ensure that for the encoded set disjointness instance of size $s$ and the cut of size $|\mathcal{C}|$, the ratio $\frac{s}{|\mathcal{C}|^2}$ is as large as possible.

For example, Drucker et al. [7] incorporated a similar approach to obtain a lower bound for the subgraph detection problem in a broadcast variant of the CONGEST$_b$ model (in fact, for a (stronger) broadcast variant of the CONGESTED CLIQUE model), where nodes are required to send the same message through all their incident edges. The lower bound construction requires sending $\Omega(n^2)$ bits through the cut of size $O(n^2)$, but the fact that in the broadcast variant of the CONGEST$_b$ model every node is required to send the same message via all incident edges, at most $O(nb)$ bits can be transmitted through the cut, yielding a lower bound of $\Omega(\frac{n^2}{b})$. (In particular, for the broadcast variant of the CONGEST$_b$ model, Drucker et al. [7, Theorem 15] proved that detecting a clique $K_\ell$, $\ell \geq 4$, requires $\Omega(\frac{n^2}{b})$ rounds.) Note however that in the (non-broadcast) CONGEST$_b$ model, this construction does not give any non-trivial bound, since $\frac{s}{|\mathcal{C}|} = O(1)$.

Our main building block for our lower bound is the construction of $(\Omega(n^2),O(n^{3/2}))$-lower-bound graphs (see Section 3.1 for the precise definition) that can be used to encode a set disjointness instance of size $s = \Omega(n^2)$ such that the cut is of size $|\mathcal{C}| = O(n^{3/2})$. By
incorporating these bounds in the framework described above, this construction leads to the first non-trivial lower bound of $\Omega(\sqrt{n/b})$ for the subgraph detection problem in the CONGEST$_b$ model for the clique $K_4$. This construction can also be extended to detect larger cliques, yielding the lower bound of $\Omega(\frac{n}{(\ell + \sqrt{n})b})$ for detecting any $K_\ell$ with $\ell \geq 4$.

Since these are the first superconstant lower bounds for detecting a clique in the CONGEST model and since the best upper bound for these problems is still $O(n)$, the next goal is to understand to what extent these bounds could be improved and whether the existing approach could be used for that task. Do we need $\Omega(\sqrt{n/b})$ communication rounds to detect any clique $K_\ell$ (with $\ell \geq 4$, $\ell = O(\sqrt{n})$) in the CONGEST$_b$ model, or maybe we need as many as a linear number of rounds? While we do not know the answer to this question, and in fact, this question is the main open problem left by this paper, we can prove that any better lower bound would require a significantly different approach, going beyond the two-party communication framework in the vertex partition model.

Indeed, let us consider the vertex partition model in the two-party communication framework, as defined above. The input consists of an undirected $G = (V, E)$ with an arbitrary vertex partition $V = V_A \cup V_B$. We consider a scenario where Alice is given the subgraph $G_A = (V, E_A \cup C) \subseteq G$ and Bob is given $G_B = (V, E_B \cup C) \subseteq G$, where $C$ is the $(V_A, V_B)$-cut in $G$. The arguments in our construction of lower-bound graphs in Theorem 9 imply that for some inputs, any two-party communication protocol in the vertex partition model for the problem of listing all cliques in a given graph with $n$ nodes requires communication of $\Omega(\sqrt{n |C|})$ bits between Alice and Bob. We will prove in Section 4 (Theorem 10) that this lower bound is asymptotically tight in the two-party communication framework in the vertex partition model. We show that there is a two-party communication protocol in the vertex partition model for listing all cliques that uses $O(\sqrt{n |C|})$ communication rounds, where $C$ is the set of shared edges between Alice and Bob. This shows that we cannot obtain stronger lower bounds for the $K_\ell$-detection problem, for $\ell = O(\sqrt{n})$, in the CONGEST model using the two-party communication framework in the vertex partition model.

### 1.3 Related works

As a fundamental primitive, subgraph detection and listing in the CONGEST model has been recently receiving attention from multiple authors, focusing mainly on randomized complexity. However, despite major efforts, for the CONGEST model, relatively little is known about the complexity of the subgraph detection problem.

Prior to our work, no non-trivial results about the complexity of clique $K_\ell$ ($\ell \geq 4$) detection in the CONGEST model have been known. While there is a trivial lower bound of a constant number of rounds, and as we mentioned earlier, one can easily solve the problem in $O(n)$ rounds in the CONGEST model, no sublinear upper bounds nor superconstant lower bounds have been known.

In a recent breakthrough in this area, Izumi and Le Gall [12] raised some hopes that maybe these problems could be solved in a sublinear number of rounds in the CONGEST model. They considered the subgraph detection problem for the smallest interesting subgraph $H$, the triangle $K_3$, and presented a very clever algorithm that detects a triangle in $O(n^{2/3})$ rounds. Further, they also showed that the related problem of finding all triangles (triangle listing) can be solved in $O(n^{3/4})$ rounds. Very recently, these results were improved by Chang et al. [5], who showed that both triangle detection and enumeration can be solved in $O(\sqrt{n})$ rounds in the CONGEST model. There is no non-trivial lower bound for the triangle detection problem, though it is known (cf. [12, 17]) that the more complex triangle listing problem requires $\Omega(n^{1/3}/\log n)$ rounds, even in the CONGESTED CLIQUE model. It can also
be shown that the problem of listing all triangles such that each node \( v \) learns all triangles that it is part of significantly harder than the general triangle listing problem and requires \( \Omega(n/\log n) \) rounds [12, Proposition 4.4]. While rather disappointingly, we do not know how to extend any of these upper bounds to other cliques \( K_\ell \) with \( \ell \geq 4 \), the previously mentioned works for triangle detection raise hope that detecting cliques \( K_\ell \) could potentially be solved in a sublinear number of rounds. In fact, even for \( K_3 \), we do not even know whether detecting a triangle \( K_3 \) can be solved in a polylogarithmic or even a constant number of rounds in the \textsc{CONGEST} model (the lower bound of \( \Omega(n^{1/3}/\log n) \) rounds in the \textsc{CONGESTED CLIQUE} model (cf. [12, 17]) holds only for a more complex problem of detecting all triangles).

Even et al. [8] noted that the problem of detecting trees is significantly simpler and designed a randomized color-coding algorithm that detects any constant-size tree on \( \ell \) nodes in \( O(\ell^\ell) \) rounds.

As for lower bounds for the subgraph detection problem in the \textsc{CONGEST} model, until very recently, the only hardness results known in the literature have been for cycles. For any fixed \( \ell \geq 4 \), there is a polynomial lower bound for detecting the \( \ell \)-cycle \( C_\ell \) in the \textsc{CONGEST} model [7], where it has been shown that detecting \( C_\ell \) requires \( \Omega(\text{ex}(n, C_\ell)/\log n) \) rounds, where \( \text{ex}(n, C_\ell) \) is the Turán number for cycles, that is, the largest possible number of edges in a \( C_\ell \)-free graph over \( n \) vertices. In particular, for odd-length cycles (of length 5 or more), the lower bound of [7] is \( \Omega(n/\log n) \), and it is \( \Omega(\sqrt{n}/\log n) \) for \( \ell = 4 \). Very recently, Korhonen and Rybicki [15] improved the lower bound for all even-length cycles to \( \Omega(\sqrt{n}/\log n) \). Further, Gonen and Oshman [11] extended these lower bounds for \( C_\ell \)-freeness to some related classes of graphs, though still with some cyclic underlying structure. (As mentioned above, we note that Drucker et al. [7] presented lower bounds for other graphs, but this was in a broadcast variant of the \textsc{CONGESTED CLIQUE} model, where nodes are required to send the same message on all their edges. In particular, for the broadcast variant of the \textsc{CONGESTED CLIQUE} model, Drucker et al. [7] proved that detecting a clique \( K_\ell \), \( \ell \geq 4 \), requires \( \Omega(n/\log n) \) rounds.)

The only lower bound for the subgraph detection problem for \( H \) significantly other than cycles, is a very recent work of Fischer et al. [9], who demonstrated that the subgraph detection problem is hard even for some subgraphs \( H \) of constant size. In particular, for any constant \( \ell \geq 2 \), there is a graph \( H \) with a constant number of vertices and edges such that the problem of finding \( H \) in a network of size \( n \) requires time \( \Omega(n^{2-\frac{1}{\ell}}/b) \) in the \textsc{CONGEST} model, where \( b \) is the bandwidth of each communication link.

There has also been some recent research for the \textit{deterministic} subgraph detection problem in the \textsc{CONGEST} model. For example, Drucker et al. [7] designed an \( O(\sqrt{n}) \) round algorithm for \( C_4 \) detection, and Even et al. [8] and Korhonen and Rybicki [15] obtained path and tree detection algorithms requiring only a constant number of rounds. Korhonen and Rybicki [15] considered also deterministic subgraph detection (for paths, cycles, trees, pseudotrees, and on \( d \)-degenerate graphs) in the weaker broadcast \textsc{CONGEST} model, where nodes send the same message to all neighbors in each communication round. In the \textsc{CONGESTED CLIQUE} model, deterministic subgraph detection algorithms were given by Dolev et al. [6] and Censor-Hillel et al. [3].

We summarize earlier results together with our new results in Table 1.

### 1.3.1 Property testing of \( H \)-freeness

Since there have been so few positive results for the original subgraph detection problem, recently there have been some advances in a relaxation of this problem, a closely related (and significantly simpler) problem of \textit{testing subgraphs freeness} in the framework of property
testing for distributed computations (see, e.g., [1, 8]). In the property testing setting, an algorithm has to decide, with probability at least $\frac{2}{3}$, if the input graph is (a) $H$-free (i.e., does not contain a subgraph isomorphic to $H$) or (b) $\varepsilon$-far from being $H$-free (that is, the goal is to distinguish whether the input graph $G$ is $H$-free or one needs to modify more than $\varepsilon |E(G)|$ edges of $G$ to obtain a graph that is $H$-free); in the intermediate case, the algorithm can perform arbitrarily (see e.g., [3, 8] for more details). Property testing of $H$-freeness in the CONGEST model has received a lot of attention lately (see, e.g., [1, 2, 8, 9, 10]). In particular, it has been shown [8] that testing $H$-freeness can be done in $O(1/\varepsilon)$ round in the CONGEST model for any constant-size graph $H$ containing an edge $(x, y)$ such that any cycle in $H$ contains at least one of $x, y$. This implies testing in $O(1/\varepsilon)$ rounds of any cycle $C_k$, and of any subgraph $H$ on five (or less) vertices except $K_5$. Further, for any $\ell \geq 5$, $K_\ell$-freeness can be tested in $O((\varepsilon |E(G)|)^{1/2} \frac{1}{\sqrt{\varepsilon}})$ rounds [8]. For trees, Even et al. [8] show that testing if the input graph is $T$-free for a tree $T$ on $\ell$ vertices can be done in $O(\ell^{1+\varepsilon})$ rounds CONGEST model.

## 2 Lower bound results: Detecting a clique requires $\tilde{\Omega}(\sqrt{n})$ rounds

In this section we prove our hardness results showing that any algorithm in the CONGEST model that detects a $K_\ell$ with probability at least $\frac{2}{3}$ requires $\tilde{\Omega}(\sqrt{n}/b)$ rounds, for every $\ell = O(\sqrt{n})$ and $\ell \geq 4$, and requires $\tilde{\Omega}(\frac{n}{b})$ rounds if $\ell = \omega(\sqrt{n})$ (Theorems 4 and 5); or in short, $\Omega(\frac{n}{\ell+\sqrt{n}/b})$ rounds, for every $\ell \geq 4$. Our lower bound for the complexity of detecting $K_\ell$ in the CONGEST model relies on a reduction to the two-party communication complexity lower bound for the set disjointness problem (cf. Theorem 1 in Section 1.2), which we implement with the help of lower-bound graphs (cf. Section 2.1).
With the notion of lower-bound graphs at hand, we can formalize our reduction to the two-party communication complexity lower bound for set disjointness to obtain the following central theorem.

**Theorem 3.** Let \( G \) be a \((k, m)\)-lower-bound graph. Then, detecting a \( K_4 \) in the CONGEST model with probability at least \( \frac{2}{3} \) requires \( \Omega \left( \frac{k}{m^3} \right) \) rounds.

**Proof.** Let \( \mathcal{A} \) be an algorithm in the CONGEST model for \( K_4 \) detection, that is, such that with probability at least \( \frac{2}{3} \), if \( G \) contains a \( K_4 \) then at least one node outputs 1 and if \( G \)
contains no copy of $K_4$ then no node outputs 1. We will show that $A$ can be used to solve the two-party set disjointness problem for instances of size $k$.

Consider a set disjointness instance $(X,Y)$ of size $k$. Let $G = (A,B,E)$ be a $(k,m)$-lower-bound graph, let $E_1,E_2,...,E_b$ be the edge partition as in Item 2 of Definition 2, and let $H_A = (A,E_A)$ and $H_B = (B,E_B)$ be the graphs associated with $G$ (Item 4 in Definition 2). Alice constructs the set $E'_A \subseteq E_A$ such that for every $i$ with $X_i = 1$, the edge between $A(E_i)$ is included in $E'_A$. Similarly, Bob constructs the set $E'_B \subseteq E_B$ such that for every $i$ with $Y_i = 1$, the edge between $B(E_i)$ is included in $E'_B$.

We first show that the graph $G' := G \cup (E'_A \cup E'_B)$ contains a $K_4$ if and only if DISJ$_m(X,Y) = 1$. Indeed, since by Item 4 of Definition 2, the graphs $H_A$ and $H_B$ are bipartite (and thus the subgraphs $G'[A]$ and $G'[B]$ are bipartite too), any copy of $K_4$ in $G'$ must consist of two vertices from $A$ and two vertices from $B$. Let $a_1,a_2$ be any pair of distinct vertices in $A$ and $b_1,b_2$ be any pair of distinct vertices in $B$. Observe that if there is no $E_i$ such that $\{a_1,a_2\} = A(E_i)$ or there is no $E_i$ such that $\{b_1,b_2\} = B(E_i)$ then it is impossible for the nodes $a_1,a_2,b_1,b_2$ to form a $K_4$, since this would imply that either $a_1a_2 \notin E'_A$ or $b_1b_2 \notin E'_B$. Assume therefore that $\{a_1,a_2\} = A(E_i)$ and $\{b_1,b_2\} = B(E_i)$, for some $i,j$. Next, suppose that $i \neq j$. Then $G[\{a_1,a_2,b_1,b_2\}]$ is not isomorphic to $K_{2,2}$, by Item 3 of Definition 2. Hence, assume that $i = j$. Then $G[\{a_1,a_2,b_1,b_2\}]$ forms a $K_{2,2}$ if and only if $X_i = Y_i = 1$, which in turn implies DISJ$_m(X,Y) = 1$.

The simulation of $A$ on $G'$ is executed as follows. Suppose that $A$ runs in $r$ rounds. Alice simulates vertices $A$ and Bob simulates vertices $B$. In round $i$, Alice sends all messages from $A$ with destinations in $B$ to Bob, and Bob sends all messages from $B$ with destinations in $A$ to Alice. Since the cut between $A$ and $B$ is of size $m$, Alice and Bob exchange messages with overall $m\cdot b$ bits per round. Thus, overall they communicate $rmb$ bits. Since the algorithm allows them to solve set disjointness, by Theorem 1, we have $rmb = \Omega(k)$. Thus, $A$ requires $\Omega(\frac{k}{mb})$ rounds.

In Theorem 9 in Section 3, we prove the existence of a $(\Omega(n^2),\mathcal{O}(n^{3/2}))$-lower-bound graph. By combining Theorem 9 with Theorem 3, we obtain the following main result.

**Theorem 4.** Every algorithm in the CONGEST$_b$ model that detects a $K_4$ with probability at least $\frac{2}{3}$ requires $\Omega(\sqrt{n}/b)$ rounds.

### 2.3 Detection of $K_{\ell}$ for $\ell \geq 5$

The lower bound construction given in Theorem 3 can be extended to the task of detecting $K_{\ell}$, for $\ell \geq 5$ (see also Figure 2). To this end, we add a clique on $\ell - 4$ new nodes to graph $G'$ (from the proof of Theorem 3) and connect each of these nodes to every vertex in $A \cup B$. Observe that this increases the cut between $A$ and $B$ by $n(\ell - 4)$ edges. For $\ell = \mathcal{O}(\sqrt{n})$, there are only $\mathcal{O}(n^{3/2})$ additional edges, which implies that the same lower bound as for $K_4$ holds. If $\ell = \omega(\sqrt{n})$, then the number of additional edges is significant, since the size of the cut increases by more than a constant factor. In this case, the round complexity is $\Omega(n^{\ell/2}/(\ell - 4)) = \Omega(\frac{n^{\ell/2}}{\ell - 4})$. Similarly as before, the encoded set disjointness instance evaluates to 1 if and only if $G'$ contains a clique of size $\ell$. We thus conclude with the following theorem.

**Theorem 5.** Every algorithm in the CONGEST$_b$ model that detects $K_{\ell}$, for $\ell \geq 4$ and $\ell = \mathcal{O}(\sqrt{n})$, with probability at least $\frac{2}{3}$ requires $\Omega(\sqrt{n}/b)$ rounds. If $\ell = \omega(\sqrt{n})$, then $\Omega(n/(\ell \cdot b))$ rounds are required.
Figure 2: Extension of our lower bound for $K_4$ detection to $K_\ell$ detection, for $\ell \geq 5$. We add a clique $K_{\ell-4}$ on $\ell - 4$ new vertices to the graph $G'$ and connect every vertex of the clique to every other vertex of $G'$. Then the resulting graph contains a clique on $\ell$ vertices if and only if the encoded set disjointness instance evaluates to 1, i.e., $x_i = y_i = 1$, for some $i$.

3 Lower-bound graph construction

In this section, we prove the existence of a $(\Omega(n^2), O(n^{3/2}))$-lower-bound graph (see Definition 2), which is our main technical tool. We will show in Theorem 9 that Algorithm 1 below constructs a $(\Omega(n^2), O(n^{3/2}))$-lower-bound graph with high probability (observe that a non-zero probability already suffices to prove the existence of such a graph).

3.1 Construction of a $(\Omega(n^2), O(n^{3/2}))$-lower-bound graph

We proceed as follows. We start our construction with a bipartite random graph $G = (A,B,E)$ with $|A| = |B| = n$, where every potential edge $ab$ between $a \in A$ and $b \in B$ is included with probability $p = \frac{1}{\sqrt{n}}$. Observe that for any $a_1, a_2 \in A$ ($a_1 \neq a_2$) and $b_1, b_2 \in B$ ($b_1 \neq b_2$), the probability that $G[\{a_1, a_2, b_1, b_2\}]$ is isomorphic to a $K_{2,2}$ is $p^4$. We therefore expect $G$ to contain $(\frac{n}{2})^2 p^4$ copies of $K_{2,2}$, and we prove in Lemma 6 below that, with high probability, the actual number of copies of $K_{2,2}$ does not deviate significantly from its expectation. Let $K$ denote the set of copies of $K_{2,2}$ in $G$.

In the peeling phase, we greedily compute a subset $\mathcal{H} \subseteq K$ such that at the end, the graph induced by the edges of $\mathcal{H}$ is a $(\Omega(n^2), O(n^{3/2}))$-lower bound graph. When inserting a set $K = \{a_1, a_2, b_1, b_2\} \in K$ into $\mathcal{H}$, we make sure that the following three properties are fulfilled:

1. We ensure that later on we will never add a $K' = \{a'_1, a'_2, b'_1, b'_2\}$ such that either $\{a_1, a_2, b'_1, b'_2\}$ or $\{a'_1, a'_2, b_1, b_2\}$ form a $K_{2,2}$. To this end, when inserting $K$ into $\mathcal{H}$, for every $K' \in K$ that contains the same pair of $A$-vertices (or $B$-vertices), we add its pair of $B$ vertices (resp. $A$ vertices) to set $F_B$ (resp. $F_A$), indicating that this is a forbidden pair. Then, when inserting an element of $K$ into $\mathcal{H}$, we make sure that its pairs of $A$ and $B$ vertices are not forbidden.

2. We make sure that the insertion of $K$ will not prevent too many other sets $K'$ from being inserted into $\mathcal{H}$. To this end, we guarantee that there are at most six other sets in $K$ that share the same pair of $A$ vertices and at most six other sets that share the same pair of $B$ vertices. We prove in Lemma 7 that most $K \in K$ fulfill this property.
Algorithm 1 Construction of a \((\Omega(n^2),O(n^{3/2}))\)-lower bound graph:

**Input:** Integer \(n\), let \(p = \frac{1}{\sqrt{n}}\).

1. **Random Graph:**
   - Let \(G = (A,B,E)\) with \(|A| = |B| = n\) be the bipartite random graph where for every \(a \in A, b \in B\) the edge \(ab\) is included in \(E\) with probability \(p\).
   - Let \(\mathcal{K}\) be the family of sets \(\{a_1, a_2, b_1, b_2\}\) with \(a_1, a_2 \in A, a_1 \neq a_2, b_1, b_2 \in B, b_1 \neq b_2\) and \(G'[\{a_1, a_2, b_1, b_2\}]\) isomorphic to \(K_{2,2}\).
   - For \(S \subseteq A \cup B\), let \(\mathcal{K}(S) := \{K \in \mathcal{K} : S \subseteq K\}\).

2. **Peeling Process:**
   - Let \(A' \subseteq A\) and \(B' \subseteq B\) be a uniform random sample of \(A\) and \(B\), respectively, where every vertex is included with probability \(\frac{1}{2}\).
   - \(H \leftarrow \{\}, F_A \leftarrow \{\}, F_B \leftarrow \{\}.
   - For every \(K = \{a_1, a_2, b_1, b_2\} \in \mathcal{K}\) do
     - if \(|\mathcal{K}(\{a_1, a_2\})| \leq 6\) and \(|\mathcal{K}(\{b_1, b_2\})| \leq 6\) and \(|\{a_1, a_2\} \cap A'| = |\{b_1, b_2\} \cap B'| = 1\) and \(\{a_1, a_2\} \notin F_A\) and \(\{b_1, b_2\} \notin F_B\) then
       - \(\mathcal{H} \leftarrow \mathcal{H} \cup K\).
       - For every \(\{a_1, a_2, b_3, b_4\} \in \mathcal{K}(\{a_1, a_2\})\), add \(\{b_3, b_4\}\) to \(F_B\).
       - For every \(\{a_3, a_4, b_1, b_2\} \in \mathcal{K}(\{b_1, b_2\})\), add \(\{a_3, a_4\}\) to \(F_A\).
     - end if
   - end for

3. **Lower Bound Graph \(H\):**
   - For \(K = \{a_1, a_2, b_1, b_2\} \in \mathcal{H}\), let \(E_K\) be the edge set \(\{a_1b_1, a_1b_2, a_2b_1, a_2b_2\}\).
   - return \(H := (A, B, \bigcup_{K \in \mathcal{H}} E_K)\).

3. It is required that the graphs \(G_A\) and \(G_B\) as defined in Item 4 of Definition 2 are bipartite.
   - We therefore partition the sets \(A\) and \(B\) randomly into subsets \(A'\) and \(A \setminus A'\), and \(B'\) and \(B \setminus B'\), and only add \(K\) to \(\mathcal{H}\) if exactly one of its \(A\) vertices is in \(A'\) and one of its \(B\) vertices is in \(B'\).

   In the last step of the algorithm, we assemble graph \(H\) as the union of the edges contained in the copies of \(K_{2,2}\) in \(\mathcal{H}\).

3.2 Analysis of Algorithm 1

Our analysis relies on some basic properties of the structure of subgraphs of random graphs (for a more complete treatment of related problems, see, e.g., [13, Chapter 3]). We prove three high probability claims about the construction in Algorithm 1: that the random graph \(G\) contains many copies of \(K_{2,2}\) (Lemma 6), that only a small fraction of pairs of \(A\) vertices are contained in more than six copies of \(K_{2,2}\) (Lemma 7), and finally that the resulting graph \(H\) contains \(\Omega(n^2)\) copies of \(K_{2,2}\) (Lemma 8). With these three claims at hand, we will complete the analysis to prove in Theorem 9 that with high probability, the output of Algorithm 1 is a \((\Omega(n^2),O(n^{3/2}))\)-lower bound graph.

We begin with a proof that in Algorithm 1, the random graph \(G\) contains many copies of \(K_{2,2}\).
We distinguish the following cases:

A quick sanity check shows that

\[ \mathbb{E} |K| = \sum_{X \in \mathcal{A}} \mathbb{P}[\chi(X) = 1] = |\mathcal{A}|p^4 = \left( \frac{n}{2} \right)_2^2 p^4, \]

since \( K_{2,2} \) contains 4 edges. To bound the variance \( \mathbb{V}|K| \), we use the identity \( \mathbb{V}|K| = \mathbb{E}|K|^2 - (\mathbb{E}|K|)^2 \):

\[
\mathbb{E}|K|^2 = \mathbb{E} \left( \sum_{X \in \mathcal{A}} \chi(X) \right)^2 = \mathbb{E} \sum_{X,Y \in \mathcal{A}} \chi(X) \cdot \chi(Y) = \sum_{X,Y \in \mathcal{A}} \mathbb{E}(\chi(X) \cdot \chi(Y)).
\]

We distinguish the following cases:

- \( |X \cap Y| = 0 \). Then, \( \mathbb{E}(\chi(X) \cdot \chi(Y)) = p^8 \). Observe that there are \( t_0 = \left( \frac{n}{2} \right)_2^2 (\frac{n}{2} - 2)^2 \) such pairs.

- \( |X \cap Y| = 1 \). Then, \( \mathbb{E}(\chi(X) \cdot \chi(Y)) = p^6 \). There are \( t_1 = 4 \left( \frac{n}{2} \right)_2^2 (\frac{n}{2} - 2)^2 \) such pairs.

- \( |X \cap Y| = 2 \) and the intersection consists of either two \( A \)-vertices or two \( B \)-vertices. Then, \( \mathbb{E}(\chi(X) \cdot \chi(Y)) = p^6 \) and there are \( t_{2,1} = 2 \cdot \left( \frac{n}{2} \right)_2^2 (\frac{n}{2} - 2)^2 \) such pairs.

- \( |X \cap Y| = 2 \) and the intersection consists of one \( A \)-vertex and one \( B \)-vertex. Then, \( \mathbb{E}(\chi(X) \cdot \chi(Y)) = p^7 \) and there are \( t_{2,2} = 4 \cdot \left( \frac{n}{2} \right)_2^2 (n - 2)^2 \) such pairs.

- \( |X \cap Y| = 3 \). Then, \( \mathbb{E}(\chi(X) \cdot \chi(Y)) = p^6 \). There are \( t_3 = 4 \cdot \left( \frac{n}{2} \right)_2^2 (n - 2) \) such pairs.

- \( |X \cap Y| = 4 \). Then, \( \mathbb{E}(\chi(X) \cdot \chi(Y)) = p^4 \). There are \( t_4 = \left( \frac{n}{2} \right)_2^2 \) such pairs.

A quick sanity check shows that \( t_0 + t_1 + t_{2,1} + t_{2,2} + t_3 + t_4 = \left( \frac{n}{2} \right)_2^4 \). We thus obtain:

\[
\mathbb{V}|K| = \mathbb{E}|K|^2 - (\mathbb{E}|K|)^2 = p^8 (t_0 + t_1 + t_{2,1}) + p^7 t_{2,2} + p^6 t_3 + p^4 t_4 - \left( \frac{n}{2} \right)_2^4 p^8
\]

\[ \leq p^7 t_{2,2} + p^6 t_3 + p^4 t_4 = O(p^7 n^6), \]

where the last equality holds for every \( p \geq \frac{1}{n} \). We apply Chebyshev’s inequality and obtain:

\[
\mathbb{P} \left[ |K| - \mathbb{E}|K| \geq \frac{1}{10} \mathbb{E}|K| \right] \leq \frac{100\mathbb{V}|K|}{(\mathbb{E}|K|)^2} = C \cdot \frac{1}{n^2 p},
\]

for some constant \( C \).

Next, we prove that only a small fraction of pairs of \( A \) vertices are contained in more than six copies of \( K_{2,2} \).

\[ \mathbf{Lemma 7.} \] Let \( p = \frac{1}{\sqrt{n}} \). For every constant \( \delta > 0 \), with high probability, there are at most \((1 + \delta)n^2/10\) pairs of distinct vertices \( a_1, a_2 \in A \) with \( |K\{a_1, a_2\}| > 6 \).
Proof. Let $a_1, a_2 \in A$, $a_1 \neq a_2$ be arbitrary vertices. Let $B(\{a_1, a_2\}) \subseteq B$ be the set of vertices $b$ such that $a_1 b, a_2 b \in E$. Observe that $|K(\{a_1, a_2\})| = |B(\{a_1, a_2\})|$. By linearity of expectation, $\mathbb{E}[B(\{a_1, a_2\})] = np^2 = 1$.

Let $X$ be the family of all sets of vertices $\{a_1, a_2\} \subseteq A$ with $a_1 \neq a_2$. Partition now $X$ into disjoint subsets such that $X = X_1 \cup X_2 \cup \cdots \cup X_{n-1}$, where $|X_i| = n/2$ and, for every $1 \leq i \leq n-1$, all elements of $X_i$ are pairwise disjoint (such a partitioning corresponds to partitioning the complete graph $K_n$ into $n-1$ perfect matchings). For a pair of vertices $P \in X$, let $\chi(P)$ be the indicator variable of the event $\lvert B(P) \rvert > 5$. Recall that $\mathbb{E}[\chi(P)] = np^2 = 1$ (since $p = 1/\sqrt{n}$). Hence, by Markov’s inequality, we have $\mathbb{P}[\chi(P) = 1] \leq 1/9$.

For every $1 \leq i \leq n - 1$ we have $\mathbb{E} \sum_{P \subseteq X_i} \chi(P) = \frac{n^2}{2} = \frac{n^2}{9}$, so observe further that for every $P, Q \in X_i$, $P \neq Q$, the random variables $B(P)$ and $B(Q)$ are independent. Thus, by a Chernoff bound (for $\mu = \frac{n^2}{10}$):

$$
\mathbb{P} \left[ \sum_{S \in X_i} \chi(S) - \mu \geq \delta \mu \right] \leq 2 \exp \left( -\frac{\delta^2 \mu}{3} \right) = e^{-\Theta(n)},
$$

for any constant $\delta$. Thus, applying the union bound for every $1 \leq i \leq n - 1$, with high probability, at most $(1 + \delta) \frac{n^2}{10} \cdot (n-1) \leq (1 + \delta)n^2/10$ pairs of vertices are both connected to at least 5 vertices of $B$. Hence, at most $(1 + \delta)n^2/10$ pairs of vertices $\{a_1, a_2\}$ are such that $K(\{a_1, a_2\}) > \frac{1}{2}$. ▶

In the next lemma, we show that our resulting graph $H$ contains $\Omega(n^2)$ copies of $K_{2,2}$.

Lemma 8. With high probability, the number of copies of $K_{2,2}$ in $H$ is $|H| = \Omega(n^2)$.

Proof. By Lemma 6, we have $|K| \geq \frac{9}{10} (n-1)^2$ with high probability. Let $K' \subseteq K$ be the subset of sets $\{a_1, a_2, b_1, b_2\}$ with $K(\{a_1, a_2\}) \leq 6$ and $K(\{b_1, b_2\}) \leq 6$. By Lemma 7, with high probability, $|K'| \geq |K| - 2 \cdot (1 + \delta)n^2/10$, for any small constant $\delta$.

Let $K'' \subseteq K'$ be the subset of sets $\{a_1, a_2, b_1, b_2\}$ with $|\{a_1, a_2\} \cap A'| = |\{b_1, b_2\} \cap B'| = 1$. Observe that every set $X \in K'$ is included in $K''$ with probability $\frac{1}{2}$. Thus, by a Chernoff bound, $|K''| \geq |K'|/8$ with high probability.

We argue next that the insertion of any set $K \in K'$ can block at most $2 \cdot 6^2 = 72$ other sets of $K'$ from being inserted into $H$. Consider thus a set $K = \{a_1, a_2, b_1, b_2\} \in K'$ that is added to $H$. This inserts at most six pairs $\{a_3, a_4\}$ into $F_A$ and six pairs $\{b_3, b_4\}$ into $F_B$, since $K(\{a_1, a_2\}) \leq 6$ and $K(\{b_1, b_2\}) \leq 6$. Since each pair in $F_A$ or in $F_B$ can block at most another six sets of $K'$, overall at most $2 \cdot 6^2 = 72$ sets of $K'$ can be blocked by the insertion of $K$ into $H$.

Hence:

$$
|H| \geq \frac{|K''|}{72} \geq \frac{|K'|}{8 \cdot 72} \geq \frac{|K|}{2 \cdot (1 + \delta)n^2/10} \cdot \frac{8 \cdot 72}{8 \cdot 72} = \frac{9}{10} (n-1)^2 - (1 + \delta)n^2/5 = \Omega(n^2),
$$

for $\delta < \frac{1}{5}$.

With Lemmas 6–8 at hand, we are now ready to complete the analysis and show that the graph $H$ fulfills Definition 2 of a lower bound graph.

Theorem 9. With high probability, the output of Algorithm 1 is a $(\Omega(n^2), o(n^{3/2}))$-lower-bound graph. In particular, for every natural $n$, there exists a $(\Omega(n^2), o(n^{3/2}))$-lower-bound graph.
Proof. We need to check that all items of Definition 2 are fulfilled with \( p = \frac{1}{\sqrt{n}} \). Concerning Item 1, observe that graph \( G \) has \( O(n^2 p) = O(n^{3/2}) \) edges with high probability (by a Chernoff bound).

For each \( K \in \mathcal{H} \), let \( E_K \) denote the edge set added to graph \( H \) as in Step 3 of the algorithm. Item 2 holds, since \( E(H) = \bigcup_{K \in \mathcal{H}} E_K \), and \( H[E_K] \) is isomorphic to \( K_{2, 2} \), for every \( K \), and by Lemma 8.

Concerning Item 3, observe that when \( K = \{a_1, a_2, b_1, b_2\} \) is inserted into \( \mathcal{H} \), then every \( \{a_1, a_2, b_3, b_4\} \) such that \( G[\{a_1, a_2, b_3, b_4\}] \) is isomorphic to \( K_{2, 2} \) will not be inserted at a later stage, since \( \{b_3, b_4\} \) is inserted into \( F_B \). For the same reason, every \( \{a_3, a_4, b_1, b_2\} \) such that \( G[\{a_3, a_4, b_1, b_2\}] \) is isomorphic to \( K_{2, 2} \) will not be inserted into \( \mathcal{H} \). This proves Item 3.

Concerning Item 4, observe that for every \( \{a_1, a_2, b_1, b_2\} \) that is included in \( \mathcal{H} \), we have \( |\{a_1, a_2\} \cap A'| = |\{b_1, b_2\} \cap B'| = 1 \). Hence, \( H_A \) and \( H_B \) as defined in Item 4 are bipartite. ▶

4 Two-party communication protocol for listing all cliques

We consider a two-party communication protocol in the vertex partition model for listing all cliques (of all sizes) in a given graph. The input consists of an undirected graph \( G = (V, E) \) with an arbitrary vertex partition \( V = V_A \cup V_B \). Let \( C \) be the \((V_A, V_B)\)-cut, \( E_A \) be the edge set of \( G[V_A] \), and \( E_B \) be the edge set of \( G[V_B] \). We consider a scenario where Alice is given the subgraph \( G_A = (V, E_A \cup C) \subseteq G \) and Bob is given \( G_B = (V, E_B \cup C) \subseteq G \). The objective is for Alice and Bob to detect all cliques (of all sizes) of \( G \) and to minimize the number of bits communicated.

We show that in such a framework, there is a two-party communication protocol for listing all cliques (of all sizes) that uses \( O(\sqrt{n} |C|) \) bits of communication, where \( C \) is the edge set shared by Alice and Bob. This shows that we cannot improve our lower bounds for the \( K\ell\)-detection problem, for \( \ell = O(\sqrt{n}) \), in the CONGEST model (cf. Theorem 5) using the two-party communication framework in the vertex partition model.

Observe that without any communication between the two players, Alice can detect every clique that contains at most one vertex of \( V_B \), and, similarly, Bob can detect every clique that contains at most one vertex of \( V_A \) (in particular, listing all triangles does not require any communication). Our task is hence to detect every clique consisting of at least two \( V_A \) vertices and at least two \( V_B \) vertices. We consider two cases:

1. Suppose that \( |C| \geq n^{3/2} \). Then Alice sends all edges \( E_A \) to Bob by encoding all entries in the adjacency matrix of \( G[V_A] \), which requires at most \( n^2 \leq \sqrt{n} |C| \) bits. Since Bob then knows the entire graph \( G \), he can detect all cliques.

2. Suppose that \( |C| < n^{3/2} \). For any vertex \( v \in V \), let \( d_v \) be the number of edges of \( C \) incident to \( v \), let \( V_{\leq \sqrt{n}} \subseteq \{ v \in V_A : d_v \leq \sqrt{n} \} \), and let \( V_{> \sqrt{n}} = V_A \setminus V_{\leq \sqrt{n}} \). We first show how to detect every clique that contains at least one vertex of \( V_{\leq \sqrt{n}} \). Then, we show how to detect every clique that does not contain any vertex of \( V_{\leq \sqrt{n}} \).

a. For every \( v \in V_{\leq \sqrt{n}} \), Bob sends the induced subgraph \( G_B[V_G(v) \cap V_B] \) (its adjacency matrix) to Alice (observe that Bob knows the set \( V_{\leq \sqrt{n}} \) without communication). This requires at most \( \sqrt{n} |C| \) bits, since

\[
\sum_{v \in V_{\leq \sqrt{n}}} d_v^2 \leq \sqrt{n} \sum_{v \in V_{\leq \sqrt{n}}} d_v \leq \sqrt{n} |C| .
\]

Alice can thus detect any clique that contains at least one vertex of \( V_{\leq \sqrt{n}} \).
b. Observe that $|V_{\sqrt{n}}| \leq \frac{|C|}{\sqrt{n}}$. Alice sends the entire subgraph $G_A[V_{\sqrt{n}}]$ (again, its adjacency matrix) to Bob. This requires at most $\sqrt{n} |C|$ bits, since

$$
|V_{\sqrt{n}}|^2 \leq \left( \frac{|C|}{\sqrt{n}} \right)^2 = \frac{|C|^2 n}{|C|} \leq \sqrt{n} |C|
$$

using the assumption $|C| \leq n^{3/2}$. Bob can thus detect every clique that does not contain any vertex of $V_{\leq \sqrt{n}}$.

We thus obtain the following theorem:

► **Theorem 10.** There is a two-party communication protocol in the vertex partition model for listing all cliques (of all sizes) that uses $O(\sqrt{n} |C|)$ communication rounds, where $C$ is the set of shared edges between Alice and Bob.

## 5 Conclusions

In this paper, we give the first non-trivial lower bound for the problem of detecting a clique $K_\ell$, for $\ell \geq 4$, in the classical distributed CONGEST model. We show that detecting $K_\ell$ requires $\Omega(\frac{n}{\sqrt{\ell+n}})$ communication rounds, for every $\ell \geq 4$, where $b$ is the bandwidth of the communication links. Our lower bound is complemented by a matching upper bound obtained by a two-party communication protocol in the vertex partition model for listing all cliques of all sizes. This demonstrates that our lower bound cannot be improved using the two-party communication framework.

We leave as a great open question whether the complexity of clique detection in the CONGEST model is sublinear, or one needs $\tilde{\Theta}(n)$ communication rounds to detect even a copy of $K_4$. Since the two-party communication approach used in our lower bound cannot be improved further, we do not have any intuition whether the lower bound is tight, or could be improved significantly. On the other hand, the very recent $\tilde{O}(\sqrt{n})$-communication rounds algorithm for detecting a triangle [5] raises some hopes that maybe also $K_4$ could be detected in a sublinear number of rounds.
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1 Introduction

Shared memory objects have been classified by Herlihy [19] by their consensus number, where the consensus number of an object \( O \) is the maximum number of processes which can solve the consensus task in the wait-free model using any number of copies of \( O \). Herlihy also

\[ \text{Read-write registers are also usually allowed, in addition to copies of } O, \text{ but this is superfluous since any non-trivial object can implement bounded-use registers [7], and bounded-use suffices when solving a task.} \]
showed that \(n\)-consensus objects are universal for \(n\) processes, meaning that, for \(n\) processes, any other object can be implemented wait-free using \(n\)-consensus objects.

Until recently, it was not known whether an object of consensus power \(n\) can be implemented wait-free using \(n\)-consensus objects (i.e., objects that can be used to solve consensus among at most \(n\) processes) in a system of more than \(n\) processes (as a special case, the Common2 [2, 5] conjecture stipulates that all objects of consensus number 2 can be implemented using consensus for 2 processes). If this were the case, then the consensus hierarchy would offer a complete characterization of the synchronization power of distributed objects.

Addressing this question, requires first to precisely define the computation model used and the notion of synchronization power. Several object binding models exists, e.g. with a notion of ports, such as in the hard-wired and soft-wired binding models [11], or without ports, such as in the oblivious model [20]. There are also several ways to compare synchronization power, such as using non-blocking implementations or wait-free implementations, and by restricting the comparison to the power to implement tasks.

In this paper, we work in the oblivious object model. Moreover, we are just concerned with the power of objects to wait-free solve task defined over finite number of processors. It is easy to see that for this if we have an implementation of the object the implementation does not need to be a wait-free implementation, it is enough that it will be non-blocking, or as called in other places lock-free.

In 2016, Afek et al. [1] constructed for every \(n \geq 2\) an infinite sequence of deterministic objects (in the oblivious model) \(O_{n,k}, k \in \mathbb{N}\), of consensus number \(n\), and such that \(O_{n,k}\) cannot be used to obtain a non-blocking implementation of \(O_{n,k+1}\) in a system of \(nk + n + k\) processes. Thus, for every \(n\), the \(O_{n,k}\) objects have strictly increasing synchronization power, as measured by the non-blocking implementation relation. This shows that consensus number alone is not sufficient to characterize the synchronization power of deterministic objects at levels \(n \geq 2\) of the consensus hierarchy. As a special case, this also refutes the Common2 conjecture.

However, the case for consensus number 1 remained an open question, and it was conjectured that any deterministic object of consensus number 1 is equivalent to read-write registers, meaning that the object can solve exactly the same tasks that are solvable with read-write registers, no more, no less.

Herlihy [18] presented a consensus number 1 object that cannot be implemented wait-free from read-write register. But nevertheless it was implemented non-blocking (lock-free) from read-write registers, thus it did not refute the conjecture that every consensus number 1 object can be implemented non-blocking from read-write registers. Chan et al. [12] showed that for every set-consensus task, there exists an equivalent soft-wired non-deterministic object.

The main result of this paper refutes the above conjecture by presenting a deterministic object, Write and Read Next (WRN\(_k\)), in the oblivious binding model, satisfying:

\begin{itemize}
  \item Theorem 1. For all integers \(k \geq 3\), there is a deterministic object, WRN\(_k\), whose consensus number is 1 but which cannot be implemented non-blocking from registers in a system of \(n > k\) processes.
\end{itemize}

The second result of this paper applies to a one-shot variant, 1sWRN\(_k\), of WRN\(_k\). Assuming that the object may be accessed at most once by each process and that no two processes use the same argument in their invocation, we show the following theorem:

\begin{itemize}
  \item Theorem 2. 1sWRN\(_k\) and \((k, k-1)\)-set consensus have equivalent synchronization power (i.e., each can implement the other).
\end{itemize}
Since $(k, k-1)$-set-consensus is strictly weaker than $(k+1, k)$-set-consensus, this gives rise to an infinite hierarchy among the WRN$_k$ objects, such that 1sWRN$_{k'}$ objects are stronger than (can implement but not be implemented from) 1sWRN$_k$ objects if $k < k'$. Since 1sWRN$_k$ objects have more synchronization power than simple read-write registers, and cannot solve the consensus task for 2 processes, this shows the existence of an infinite number of object classes between simple read-write registers and 2-consensus.

The rest of the paper is structured as follows. The model is given in section 2. The WRN$_k$ object and its one-shot variant 1sWRN$_k$ are presented in Section 3. We show two set consensus implementations that use these objects in section 4. A construction of 1sWRN$_k$ from $(k, k-1)$-set consensus object is presented in section 5. WRN$_k$ is proved to be weaker than 2-consensus in Section 6. The implied infinite hierarchy is presented in Section 7. Finally, conclusions and open questions are discussed in section 8.

2 Model

We follow the standard asynchronous shared memory model with oblivious objects, as defined in [1], in which processes communicate with one another by applying atomic operations, called steps, to shared objects. Each object has a set of possible values or states. Each operation (together with its inputs) is a partial mapping, taking each state to a set of states. A shared object is deterministic if each operation takes each state to a single state and its associated response is a function of the state to which the operation is applied.

A configuration specifies the state of every process and the value of every shared object. An execution is an alternating sequence of configurations and steps, starting from an initial configuration. Processes behave in accordance with the algorithm they are executing. If $C$ is a configuration and $s$ is a sequence of steps, we denote by $Cs$ the configuration (or in the case of nondeterministic objects, the set of possible configurations) when the sequence of steps $s$ is performed starting from configuration $C$.

An implementation of a sequentially specified object $O$ consists of a representation of $O$ from a set of shared base objects and algorithms for each process to apply each operation supported by $O$. The implementation is deterministic if all its algorithms are deterministic. The implementation is linearizable if, in every execution, there is a sequential ordering of all completed operations on $O$ and a (possibly empty) subset of the uncompleted operations on $O$ such that:

1. If $op$ is completed before $op'$ begins, then $op$ occurs before $op'$ in this ordering.
2. The behavior of each operation in the sequence is consistent with its sequential specification (in terms of its response and its effect on shared objects).

An implementation of an object $O$ is wait-free if, in every execution, each process that takes sufficiently many steps eventually completes each of its operations on $O$. The implementation is non-blocking if, starting from every configuration, if enough steps are taken, then there exists a process that completes its operation. Note that a wait-free implementation is also a non-blocking implementation. In the rest of this paper, we discuss only deterministic and linearizable wait-free implementations.

A task specifies what combinations of output values are allowed to be produced, given the input value of each process and the set of processes producing output values. A wait-free or non-blocking solution to a task (both notion are equivalent when consider algorithms that solve tasks) is an algorithm in which each process that takes sufficiently many steps eventually produces an output value, and such that the collection of output values satisfies the specification of the task given the input values of the process.
A task is solvable wait-free if and only if it is solvable non-blocking. This is because, in a non-blocking implementation of a bounded problem, at least one processor eventually terminates. A processor that terminates stops participating, and thus, because the implementation is non-blocking, another process eventually terminates, and so on until all processes that take sufficiently many steps have terminated, which fulfills the wait-free requirement. More generally, for any problem in which there is a bound on the number of operations that processors must complete, there is no difference between non-blocking and wait-free.

In the consensus task, each process, $p_i$, has an input value $x_i$ and must output a value $y_i$ that satisfies the following two properties:

**Validity.** Every output is the input of some process.

**Agreement.** All outputs are the same.

We say that an execution of an algorithm solving consensus *decides a value* if that value is the output of some process.

The $k$-set consensus task, introduced by [14, 15], is defined in the same way, except that agreement is replaced by the following property:

**$k$-agreement.** There are at most $k$ different output values.

Note that the 1-set consensus task is the same as the consensus task.

An object has *consensus number* $n$ if there is a wait-free algorithm that uses only copies of this object and registers to solve consensus for $n$ processes, but there is no such an algorithm for $n + 1$ processes. An object has an infinite consensus number if there is such algorithm for each positive integer $n$.

For all positive integers $k < n$, an $(n,k)$-set consensus nondeterministic object [10] supports one operation, `propose`, which takes a single non-negative integer as input. The value of an $(n,k)$-set consensus object is a set of at most $k$ values, which is initially empty, and a count of the number of `propose` operations that have been performed on it (to a maximum of $n$). The first `propose` operation adds its input to the set. Any other `propose` operation can nondeterministically choose to add its input to the set, provided the set has size less than $k$. Each of the first $n$ `propose` operations performed on the object nondeterministically returns an element from the set as its output. All subsequent `propose` operations hang the system in a manner that cannot be detected by the processes.

A variant of the consensus task is the election task, in which all participating processes propose their own identifiers (rather than proposing some value). It also has the variable of $k$-set election task, that is basically a $k$-set consensus task, in which the identifiers of the processes are proposed. It was shown in [3] that the $k$-set consensus task is computationally equivalent to the $k$-set election task.

The $k$-strong set election task is a $k$-set election task, with the following self election property:

**Self Election.** If some process $p_i$ decides on $p_j$, then $p_j$ also decides on $p_j$.

It was shown in [9] that the $k$-strong set election task can be implemented using $k$-set election implementations, and thus the $k$-set election and $k$-strong set election tasks are computationally equivalent.
Algorithm 1 A sequential specification of the atomic WRN operation of a WRN\(_k\) object.

1: function WRN(i, v) \(\triangleright i \in \{0, \ldots, k - 1\}, v \neq \bot\)
2: \(A[i] \leftarrow v\)
3: return \(A[(i + 1) \mod k]\)
4: end function

Algorithm 2 \((k - 1)\)-Set consensus using a WRN\(_k\) object.

1: function Propose\((v_i)\) \(\triangleright\) For process \(P_i, 0 \leq i < k\)
2: \(t \leftarrow \text{WRN}(i, v_i)\) \(\triangleright\) \(t\) is a local variable.
3: if \(t \neq \bot\) then return \(t\)
4: else return \(v_i\)
5: end if
6: end function

3 Write and Read Next Objects

For every \(k \geq 2\), we introduce the WriteAndReadNext\(_k\) (or WRN\(_k\)) object, that has a single operation – WRN. This operation accepts an index \(i\) in the range \(\{0, \ldots, k - 1\}\), and a value \(v \neq \bot\). It returns the value \(v'\) that was passed in the previous invocation to WRN with the index \((i + 1) \mod k\), or \(\bot\) if there is no such previous invocation.

A possible implementation of WRN\(_k\) consists of \(k\) registers, \(A[0], \ldots, A[k - 1]\), initially initialized to \(\bot\). A sequential specification of the atomic WRN operation is presented in Algorithm 1.

The OneShotWRN\(_k\) (or 1sWRN\(_k\)) object is similar to WRN\(_k\), but any index can be used at most once. Any attempt to invoke 1sWRN with the same index twice is illegal, and hangs the system in a manner that cannot be detected by any process.

Note that the requirement that processes do not use the same argument in their invocation is reminiscent of the soft-wired model, in which there cannot be concurrency on a port. We could have chosen to specify 1sWRN\(_k\) in the soft-wired binding model. This would have avoided ad-hoc assumptions about how processes use of the 1sWRN\(_k\) object. We opted not to do so in order to use the oblivious object-binding model exclusively.

For \(k = 2\), WRN\(_2\) is simply a SWAP object, whose consensus number is known to be 2 [19]. From now on, we assume \(k \geq 3\), unless stated otherwise.

4 Solving \((k, k - 1)\)-Set Consensus using WRN\(_k\) Objects

4.1 Solution in a System of \(k\) Processes

For any \(k \geq 3\), a WRN\(_k\) object can solve the \((k, k - 1)\)-set consensus task for \(k\) processes with unique ids taken from \(\{0, \ldots, k - 1\}\), using the following algorithm (also described in Algorithm 2): Assume the processes are \(P_0, \ldots, P_{k-1}\), and their values are \(v_0, \ldots, v_{k-1}\). Process \(P_i\) invokes a 1sWRN with index \(i\) and value \(v_i\). If the output of the operation, \(t\), is \(\bot\), \(P_i\) decides \(v_i\). Otherwise, it decides \(t\).

Since it is illegal for a process to propose multiple values (with the same ID) in the set consensus task, WRN can be replaced by 1sWRN, that is invoked at most once with each index.

▶ Claim 3. Algorithm 2 is wait free.

▶ Claim 4. The first process to perform WRN decides its own proposed value.
Proof. Since it is the first one to invoke WRN, the output of WRN is ⊥, and hence the process decides on its own proposed value. ▶

▷ Claim 5. Let $P_i$ be the last process to perform 1sWRN. So $P_i$ decides the proposal of $P_{(i+1) \mod k}$.

Proof. Since $P_i$ is the last one to invoke WRN, $P_{(i+1) \mod k}$ has already completed its WRN invocation. Theretofore, $P_i$ receives $v_{(i+1) \mod k}$ as the output from WRN. Hence, $P_i$ decides the value of $P_{(i+1) \mod k}$. ▶

▷ Claim 6 ( Validity). A process $P_i$ can decide its proposed value, or the proposed value of $P_{(i+1) \mod k}$.

▷ Claim 7. A process $P_i$ decides its own proposed value if $P_{(i+1) \mod k}$ have not invoked WRN yet.

▷ Corollary 8 ($(k-1)$-agreement). Assume the proposals are pairwise different (there are exactly $k$ different proposals). So at most $k-1$ values can be decided.

Proof. Let $P_i$ be the first process to invoke WRN, and $P_j$ be the last process to invoke WRN. From Claim 4, $P_i$ decides its proposal. From Claim 5, $P_j$ decides the proposal of $P_{(j+1) \mod k}$. From claim 7, no process decides the proposal of $P_j$. ▶

▷ Corollary 9. Algorithm 2 solves the $(k-1)$-set consensus task for $k$ processes.

▷ Corollary 10. 1sWRN$_k$ and WRN$_k$ cannot be implemented from atomic read-write registers. Hence, 1sWRN$_k$ and WRN$_k$ are stronger than registers.

4.2 Solution in a System with $k$: Participating Processes Out of Many

Assuming that each process has a unique name in $\{0, \ldots, k-1\}$ might be a strong limitation in some models. In this section, we assume we have at most $k$ participating processes, whose names are taken from $\{0, \ldots, M-1\}$, where $M \gg k$.

In [4, 6], wait-free algorithms have been shown that use registers only to rename $k$ processes from $\{0, \ldots, M-1\}$ to $k$ unique names in the range $\{0, \ldots, 2k-2\}$. So we shall relax our assumption, and assume now we have at most $k$ participating processes, whose names are in $\{0, \ldots, 2k-2\}$. Let us consider the set of functions $\{0, \ldots, 2k-2\} \rightarrow \{0, \ldots, k-1\}$, call it $\mathcal{F}$. So $|\mathcal{F}| = (2k-1)^k$ is finite, and we can fix an arbitrary ordering of $\mathcal{F} = \{f_1, \ldots, f_{(2k-1)^k}\}$.

The $(k-1)$-set consensus algorithm for $k$ processes is described in Algorithm 3. It uses $(2k-1)^k$ instances of WRN$_k$ objects, $W[1], \ldots, W[(2k-1)^k]$. First, the process name is renamed to be $j \in \{0, \ldots, 2k-2\}$. Then, for each $\ell \in \{1, \ldots, (2k-1)^k\}$ (in this exact order for all processes), the process invokes $W[\ell].\text{WRN}$ with the index $f_\ell(j)$, and the proposed value $v_j$. If the result of such a WRN operation returns a value different than ⊥, the process immediately decides on this returned value, and returns without continuing to the following iterations. If the process received ⊥ from all the WRN operations on $W[1], \ldots, W[(2k-1)^k]$, it decides its own proposed value.

▷ Claim 11 ( Validity). Every decided value in Algorithm 3 was proposed by some process.
Algorithm 3 $(k-1)$-Set consensus for $k$ processes out of many using WRN$_k$ objects.

1: shared array of WRN$_k$ objects $W[\ell]$, $1 \leq \ell \leq (2k-1)^k$
2: function Propose($v$) \triangleright For process whose name is in $\{0, \ldots, M-1\}$
3: \hspace{1cm} $j \leftarrow$ Rename \hspace{1cm} \triangleright $j \in \{0, \ldots, 2k-2\}$
4: \hspace{1cm} for $\ell = 1, \ldots, (2k-1)^k$ do
5: \hspace{2cm} $i \leftarrow f_\ell(j)$ \hspace{1cm} \triangleright $i \in \{0, \ldots, k-1\}$ is a local variable.
6: \hspace{2cm} $t \leftarrow W[\ell].WRN(i, v)$ \hspace{1cm} \triangleright $t$ is a local variable.
7: \hspace{1cm} if $t \neq \perp$ then return $t$
8: \hspace{2cm} end if
9: \hspace{1cm} end for
10: return $v$ \hspace{1cm} \triangleright Reaching here means $t$ was $\perp$ in all iterations
11: end function

Proof. Each process can only write its proposal to the WRN objects, and hence only proposal values or $\perp$ can be returned from the WRN operations. Therefore, if a WRN operation performed by the process $P$ does not return $\perp$, it returns a proposal of some process $Q$, and hence $P$ decides on the proposal of $Q$. If $P$ gets only $\perp$ from all the WRN invocations, it decides on its own proposal. ▶

\begin{itemize}
  \item \textbf{Claim 12.} For every iteration number $1 \leq \ell \leq (2k-1)^k$, there is a process that invokes $W[\ell].WRN$ in Algorithm 3, and the first such process returns $\perp$.
\end{itemize}

Proof. The first process to invoke $W[\ell].WRN$ returns $\perp$ by the definition of the WRN objects, and hence it also continues to the next iteration. Using induction, it is clear that a process gets to the first iteration and continues to the second one, and hence there is a process that accesses $W[(2k-1)^k]$, and the first such process returns $\perp$. ▶

\begin{itemize}
  \item \textbf{Corollary 13.} There is a process that invokes $W[(2k-1)^k].WRN$ in Algorithm 3, and the first such process decides on its proposed value.
\end{itemize}

\begin{itemize}
  \item \textbf{Claim 14.} Assume a process $P$ got the output $x \neq \perp$ from its invocation of $W[(2k-1)^k].WRN$. $x$ is the value of another process $Q$, that invoked $W[(2k-1)^k].WRN$ before $P$.
\end{itemize}

\begin{itemize}
  \item \textbf{Corollary 15.} Assume exactly $k$ inputs were proposed to Algorithm 3. Also assume the processes $P$ and $Q$ proposed the values $x$ and $y$, respectively, and assume $P$ decides on $y$. $Q$ does not decide on $x$.
\end{itemize}

\begin{itemize}
  \item \textbf{Claim 16.} Assume all $k$ processes access the construction of algorithm 3, each with a different input. There is a process $P$ that decides on the value of another process $Q$.
\end{itemize}

Proof. Let $R$ be the set of new names of the processes after renaming them in line 3, $|R| = k$. Hence there is a mapping $f_\ell \in F$ such that $\{f_\ell(i) \mid i \in R\} = \{0, 1, \ldots, k-1\}$. Either some process returns before iteration $\ell^*$, or all of them reach iteration $\ell^*$.

In the former case, process $P$ quits in iteration $\ell^* < \ell^*$, and $P$ gets a proposal $v$ of another process from $W[\ell^*]$, and decides $v$.

In the latter case, let $j_P$ be the name of $P$ after the renaming in line 3. Let $P$ be the last process to invoke $W[\ell^*].WRN$. So $P$ invoked it with the index $f_{\ell^*}(j_P)$. Let $Q$ be the process that invoked $W[\ell^*].WRN$ with the index $(f_{\ell^*}(j_P) + 1) \mod k$ (there is such process because of the selection of $\ell^*$). $Q$ invoked $W[\ell^*].WRN$ before $P$, and hence the $P$'s invocation of $W[\ell^*].WRN$ results in the proposal of $Q$. Therefore, $P$ decides on the proposal of $Q$. ▶
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Algorithm 4 Implementing relaxed WRN\(_k\) using 1sWRN\(_k\) and registers.

1: shared 1sWRN\(_k\) object
2: shared array of registers \(A[i]\), \(0 \leq i < k\), initialized to 0
3: \textbf{function} \texttt{RLxWRN}(\(i, v\)) \hspace{1cm} \triangleright 0 \leq i < k, v \neq \perp
4: \hspace{1cm} \texttt{Inc}(A[i]) \hspace{1cm} \triangleright \text{Increment } A[i] \text{ by } 1.
5: \hspace{1cm} \texttt{c} \leftarrow \texttt{Read}(A[i]) \hspace{1cm} \triangleright \text{c is a local variable.}
6: \hspace{1cm} \textbf{if} \(c = 1\) \textbf{then return} 1sWRN\((i, v)\)
7: \hspace{1cm} \textbf{else return} \perp
8: \textbf{end if}
9: \textbf{end function}

\textbf{Corollary 17} ((\(k - 1\))-agreement). Assume exactly \(k\) inputs were proposed to Algorithm 3. So there is a process \(P\) whose proposal is not decided by any process.

\textbf{Proof.} Let \(v_i\) and \(d_i\) be the proposal and decision values of process \(P_i\). Let \(A\) be the set of processes \(P_i\) such that \(x_i \neq y_i\). From Claim 16, \(A \neq \emptyset\).

Each process \(P_i \in A\) has an iteration \(\ell_i\) in which \(d_i\) was returned from its invocation of \(W[\ell_i].\text{WRN}\). Let \(\ell'\) be the minimal such iteration, and let \(P_i \in A\) be the last process to invoke \(W[\ell'].\text{WRN}\).

No value was decided by any process in iteration \(\ell < \ell'\), and hence \(v_i\) was not decided by any process in these iterations. The value \(v_i\) is unknown to \(W[\ell]\) before \(P_i\) invokes \(W[\ell_i].\text{WRN}\). Therefore, \(v_i\) cannot be returned by any \(W[\ell_i].\text{WRN}\) invocation prior to \(P_i\)'s invocation. In \(P_i\)'s invocation the value \(d_i \neq v_i\) is returned. From the selection of \(i\), every \(W[\ell_i].\text{WRN}\) invocation after \(P_i\)'s invocation returns \(\perp\), and hence no process returns \(v_i\) in iteration \(\ell'\).

\(P_i\) have not participated in any latter iteration, and hence \(v_i\) was not seen by any WRN object in such an iteration, so it could not be returned from any WRN invocation. Therefore, \(v_i\) is not returned by any process also after iteration \(\ell'\).

\textbf{Corollary 18.} Algorithm 3 solves the \((k - 1)\)-set consensus task for \(k\) processes whose names are taken from \(\{0, \ldots, M - 1\}\).

Algorithm 3 uses WRN\(_k\) objects that cannot be trivially replaced by 1sWRN\(_k\) objects, since after the renaming, processes \(P\) and \(Q\) get the new names \(0 \leq i < j < 2k - 1\), and there is a mapping \(f_{\ell} \in \mathcal{F}\) such that \(f_{\ell}(i) = f_{\ell}(j)\). If both \(P\) and \(Q\) get to iteration \(\ell\), both invoke \(W[\ell].\text{WRN}\) with the index \(f_{\ell}(i) = f_{\ell}(j)\).

Although this fact might pose a problem, the correctness of the algorithm is based on the existence of an iteration \(\ell^*\) such that \(f_{\ell^*}\) maps all the renamed process names onto \(\{0, 1, \ldots, k - 1\}\). This fact is being used in the proof of Claim 16 in order to show that there is a process that decides on the proposal of another process, and hence the \((k - 1)\)-agreement property is achieved.

A relaxed implementation of WRN\(_k\) using 1sWRN\(_k\) is enough for implementing Algorithm 3. This relaxed implementation is described in Algorithm 4. The 1sWRN\(_k\) object is protected by a counter for every legal index. This counter is a simple atomic register that can be incremented and read (each operation is a single step). When a process comes with the index \(i\), it first increments the counter of index \(i\), and then reads the value of that counter. If the read value is exactly 1, it is safe for the process to invoke 1sWRN (in a similar manner to the flag principle [21]). Otherwise, the process cannot tell whether it is safe to invoke 1sWRN or not, so it gives up, and returns \(\perp\) directly.
**Claim 19 (Safety).** At most one process invokes \(1sWRN\) with an index \(0 \leq i < k\) in Algorithm 4.

**Proof.** \(1sWRN\) is invoked with an index \(i\) only by a process that read the value 1 (exactly) from \(A[i]\). By contradiction, assume both \(P\) and \(Q\) read 1 from \(A[i]\), and without loss of generality, let \(Q\) be the last process to increment \(A[i]\). Since \(A[i]\) is initialized to 0 and \(Q\) is not the first process to increment it, \(Q\) must have read at least 2.

**Corollary 20.** Algorithm 4 is using the \(1sWRN_k\) object legally.

**Claim 21.** If exactly \(k\) processes arrive with \(k\) different indices, \(1sWRN\) is invoked by every participating process in Algorithm 4.

**Proof.** Every process that comes with an index \(i\) is the only one that increments \(A[i]\), so it is the only one to read the value 1 from \(A[i]\), and hence it will invoke \(1sWRN\).

Algorithm 4 of a relaxed WRN\(_k\) object can be used as a substitution for the WRN\(_k\) objects in algorithm 3; lines 1 and 6 should be replaced by the following lines:

1: shared array of WRN\(_k\) objects \(W[\ell]\), \(1 \leq \ell \leq (2k - 1)^k\)
6: \(t \leftarrow W[\ell].RlxWRN(i, v)\) \(\triangleright t\) is a local variable.

If at round \(\ell\) two different processes access \(W[\ell]\) with the same index \(i\), with the relaxed WRN\(_k\) the underlying \(1sWRN\) operation might not even get invoked, in which case both processes get \(\perp\) from their \(RlxWRN\) invocation, if a process accesses later \(W[\ell].RlxWRN\) with the index \((i - 1) \mod k\), this process might get \(\perp\) and continue to the next iteration, which is the opposite of the expected behavior with regular WRN\(_k\) objects.

However, in the proof of Claim 16, iteration \(\ell^*\) still exists, in which all \(k\) participating processes invoke \(W[\ell].RlxWRN\) with a different index, and claim 21 guarantees that in iteration \(\ell^*\), the underlying \(1sWRN_k\) object gets accesses just like the regular WRN\(_k\) object. Hence Algorithm 3 solves the \((k - 1)\)-set consensus task for \(k\) processes using \(1sWRN_k\) objects as well.

### 5 Constructing \(1sWRN_k\) from \((k, k - 1)\)-Set Consensus Implementation

In this section we present an implementation of \(1sWRN_k\) object that uses \((k, k - 1)\)-strong set election (i.e., if process \(P_i\) decides in the proposal of \(P_j\), then \(P_j\) also decides on its own proposal), which can be implemented using \((k, k - 1)\)-set consensus \([9]\), and registers.

The base of the implementation is an array of registers, in which each process publishes its value (using the index), and reads the published value of its successor (by the index) if such a value is published, or \(\perp\) otherwise. Each process aims to return the read value of its successor, whether it is \(\perp\) or not. However, the first linearized operation must return \(\perp\), and if the processes return their read value, the following execution has no first linearized operation: All processes write together their values, and then read together the values of their successors.

In order to avoid such cases, the implementation uses a doorway register. This doorway is initially open (i.e., the register value is \textit{opened}), and once a process enters through the doorway (i.e., reads the value \textit{opened}), it closes the doorway (i.e., writes the value \textit{closed}). The processes that pass through the doorway use the strong set election implementation, and return the read published value of their successor only if they do not win the strong set
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Algorithm 5 Implementation of 1sWRN\(_k\) using \((k, k - 1)\)-Strong Set Election.

1: shared \((k, k - 1)\)-strong set election implementation \(SSE\)
2: shared MWMR register \(Doorway\), initially opened
3: shared SWMR register array \(R[i]\), \(0 \leq i < k\); initially \(R[i] = \perp\) for every \(i\)
4: shared SWMR register array \(O[i]\), \(0 \leq i < k\); initially \(O[i] = \perp\) for every \(i\)
5: function 1sWRN\((i, v)\) \(\triangleright i \in \{0, \ldots, k - 1\}\) is the index, \(v \notin \{\perp, \emptyset\}\) is the value.
6: \(R[i] \leftarrow v\) \(\triangleright v\) is announced at the index \(i\).
7: if \(\text{Read}(\text{Doorway}) = \text{opened}\) then
8:     \(Doorway \leftarrow \text{closed}\)
9:     if \(SSE.\text{Invoke}(i) = i\) then
10:         return \(\perp\)
11: end if
12: end if
13: \(SR \leftarrow \text{Snapshot}(R)\) \(\triangleright SR\) is a local array.
14: \(O[i] \leftarrow SR\)
15: \(SO \leftarrow \text{Snapshot}(O)\) \(\triangleright SO\) is a local array.
16: for \(j = 0, 1, \ldots, k - 1\) do
17:     if \(SO[j][i] = v\) and \(SO[j][(i + 1) \mod k] = \perp\) then
18:         return \(\perp\)
19: end if
20: end for
21: return \(SR[(i + 1) \mod k]\)
22: end function

The described solution is not enough, since the result is non-linearizable. Consider the case in which the doorway has already been closed by an early invocation. Since the read and write operations are not atomic, the linearization might break between an invocation announces its value, and reads the value of its successor index.

For example, consider the following execution: (1) an invocation \(w_1\) with the index 1 can announce its value. (2) an invocation \(w_2\) with the index 2 announces its value. (3) The invocation \(w_1\) encounters a closed doorway, reads the value of \(w_2\) and returns it. (4) After \(w_1\) completes, an invocation \(w_3\) announces its value. (5) \(w_2\) reads the announces value of \(w_3\) and returns it. In this described execution, \(w_1\) would be linearized after \(w_2\), that would be linearized after \(w_3\). But \(w_3\) starts only after \(w_1\) has completed.

In order to overcome this kind of problem, two snapshots are being taken. The first snapshot reads the announced values, and the second one is used for announcing the snapshot every invocation observes, in order to detect scenarios similar to the one described above. If an invocation \(w_i\) observes the value of its successor invocation \(w_{(i+1) \mod k}\), but it also sees that there is another invocation \(w_j\) that saw the value of \(w_i\), but did not see the value of \(w_{(i+1) \mod k}\), so \(w_i\) knows that it has started before \(w_{(i+1) \mod k}\) finishes, and \(w_i\) returns \(\perp\). A pseudo code of the implementation is presented in algorithm 5.

Let \(e\) be a legal execution that contains invocations to 1sWRN, as described in Algorithm 5. Denote by \(\{w_i\}\) the invocations to 1sWRN, such that \(w_i\) is the invocation with index \(i\) and input value \(v_i\). Assume 1sWRN was invoked for every index \(0 \leq i < k\) (otherwise, append
the missing invocations at the end of the execution). We will now see that Algorithm 5 is a linearizable implementation of \texttt{1sWRN}.

\begin{itemize}
  \item [\textbf{Claim 22.}] $w_i$ returns $v_{(i+1) \mod k}$ or $\bot$.
  \item [\textbf{Claim 23.}] There is an index $0 \leq i < k$ such that $w_i$ returns $\bot$.
  \item [\textbf{Proof.}] The first invocation to check the doorway status (in line 7) invokes the strong set election, so the strong set election is invoked at least once. By definition, there is an invocation $w_i$ that its strong set election invocation returns $i$, and then $w_i$ returns $\bot$ from Algorithm 5.
  \item [\textbf{Claim 24.}] There is an index $0 \leq i < k$ such that $w_i$ return $v_{(i+1) \mod k}$.
  \item [\textbf{Proof.}] When some invocation takes a snapshot in line 13, all invocations that enter the doorway finish, which is a contradiction.
\end{itemize}

Claim 27.

\begin{itemize}
  \item [\textbf{Claim 27.}] There is an edge from $w_i$ to $w_{(i+1) \mod k}$ if and only if there is no edge from $w_{(i+1) \mod k}$ to $w_i$.
  \item [\textbf{Corollary 28.}] There are no directed cycles in $G$.
Proof. The degree of each node in the graph is exactly 2, since the edges are between \( w_i \) and \( w_{(i+1) \mod k} \). Therefore, with the combination of Claim 27, if there is a cycle in \( G \), its length is \( k \).

Assume there is a cycle of length \( k \) in \( G \). Using claim 23, let \( w_{i1} \) be a 1sWRN invocation using Algorithm 5 that returns ⊥. Since \( w_{i1} \) returns ⊥, the cycle is in increasing order, e.g., for every \( 0 \leq i < k \), there is an edge from \( w_i \) to \( w_{(i+1) \mod k} \).

Using Claim 24, let \( w_{i2} \) be a 1sWRN invocation that returns \( v_{(i2+1) \mod k} \). From the construction of \( G \), there is an edge from \( w_{(i2+1) \mod k} \) to \( w_{i2} \), which is a contradiction to claim 27.

\[ \triangle \]

**Corollary 29.** There is a source and a sink in \( G \).

**Corollary 30.** The edges of \( G \) form a partial order.

**Lemma 31.** Let \( p \) be an increasing indices directed path from \( w_i \) to \( w_j \). That is:

\[ p = \langle w_i \rightarrow w_{(i+1) \mod k} \rightarrow w_{(i+2) \mod k} \rightarrow \cdots \rightarrow w_j \rangle \]

Then \( w_j \) finishes after \( w_i \) starts.

**Proof.** In this case, every \( w \in p \setminus \{w_j\} \) returns ⊥. We use induction on \( p \) to show that \( w_j \) finishes after every \( w \in P \) starts. The base case is trivial: \( w_j \) finishes after it starts.

Inductively assume \( w_j \) finishes after \( w_{(i+x) \mod k} \) starts. We now show that \( w_j \) finishes after \( w_{(i+x) \mod k} \) starts. If \( w_{(i+x) \mod k} \) starts before \( w_j \), it is impossible for \( w_j \) to finish before \( w_{(i+x) \mod k} \) starts. Let us now consider the case in which \( w_{(i+x) \mod k} \) starts before \( w_{(i+x+1) \mod k} \) starts, that is before \( w_j \) finishes.

Hence \( w_i \in P \) starts before \( w_j \) finishes.

\[ \triangle \]

**Lemma 32.** Let \( p \) be a descending indices directed path from \( w_i \) to \( w_j \). That is:

\[ p = \langle w_i \rightarrow w_{(i-1) \mod k} \rightarrow w_{(i-2) \mod k} \rightarrow \cdots \rightarrow w_j \rangle \]

Then \( w_j \) finishes after \( w_i \) starts.

**Proof.** In this case, every \( w \in p \setminus \{w_i\} \) does not return ⊥. We use induction on the length of \( p \) to show that \( w_j \) starts after \( w_i \) finishes. The base case is trivial: lemma 26 shows that \( w_j \) starts before \( w_j \) finishes if the length of \( p \) is 1.

Assume the length of \( p \) is greater than 1. Inductively we assume that any decreasing indices path shorter than \( p \) satisfies the lemma. Also assume by contradiction that \( w_j \) finishes before \( w_i \) starts. Therefore, \( w_j \) does not read \( v_i \) from \( R \) in line 13. Since \( w_j \) returns \( v_{(j+1) \mod k} \), it has to read \( v_{(j+1) \mod k} \) in \( R \) after \( w_{(j+1) \mod k} \) writes it there. So there is an \( \ell \) such that \( w_{\ell} \in P \), and \( w_j \) reads \( R[\ell] = v_{\ell} \) but \( R[(\ell+1) \mod k] = ⊥ \).

If operation \( w_{\ell} \) reads \( O[j] \neq ⊥ \), \( w_j \) would have to return ⊥ in line 18. Since \( w_{\ell} \in P \), it returns \( v_{(\ell+1) \mod k} \). Therefore, \( w_j \) reads \( O[j] = ⊥ \) in line 15. So \( w_{\ell} \) reads \( O \) before \( w_j \) finishes. Reading \( O \) in line 15 is the last operation in the shared memory, so \( w_{\ell} \) finishes before \( w_j \) does. Since the path \( \langle w_i \rightarrow w_{(i-1) \mod k} \rightarrow \cdots \rightarrow w_j \rangle \) is a decreasing path shorter than \( p \), from the induction assumption, \( w_i \) starts before \( w_{\ell} \) finishes, that is before \( w_j \) finishes.  \[ \triangle \]
Corollary 33 (Transitivity). Let $p$ be a directed path from $w_i$ to $w_j$ in $G$. So $w_j$ finishes after $w_i$ starts.

We build a total order of $\{w_i \mid 0 \leq i < k\}$ inductively. For the base case, denote: $S^0 = \emptyset$, $T^0 = \{w_i \mid 0 \leq i < k\}$.

Given $S^j$ and $T^j \neq \emptyset$, $0 \leq j < k$, we build $S^{j+1}$ and $T^{j+1}$ using the following construction: denote by $T_j$ the set of invocations $t \in T^j$, such that $t$ has no incoming edges in $G$ from another invocation in $T^j$. Since $T^j \neq \emptyset$ then also $T_j \neq \emptyset$, because there are no cycles in $G$. Let $w^j$ be the first invocation in $T_j$ to perform the write in line 6 (that is, to starts running). We define $S^{j+1}$ and $T^{j+1}$ as follows: $S^{j+1} = S^j \cup \{w^j\}$ and $T^{j+1} = T^j \setminus \{w^j\}$. Since $|T^{j+1}| = |T^j| + 1$, this construction is well defined for $0 \leq j < k$.

We define the total order $\preceq$ as follows: $w^i \preceq w^j$ if $i \leq j$.

Lemma 34. For every $0 \leq j < k$, there are no edges from $T^j$ to $S^j$.

Proof. Assume such an algorithm exists. Consider the possible executions of the processes

Proof. Assume $w^0$ does not return $\bot$. Following the construction of $G$, there is an incoming edge to $w^0$. From lemma 34, there are no incoming edges to $S^1 = \{w^1\}$, in a contradiction.

Corollary 35. $w^0$ returns $\bot$.

Corollary 36. $w_i$ returns $\bot$ if and only if $w_i \preceq w_{(i+1)} \mod k$.

Proof. Assume $w_i$ returns $\bot$. Assume $w_i = w^j$. So $w_i \in T^j$, but $w_i \in S^{j+1}$. Since $w_i$ returns $\bot$, following the construction of $G$, there is an edge from $w_i$ to $w_{(i+1)} \mod k$. Assuming that $w_{(i+1)} \mod k \in S^j$ would contradict lemma 34, so $w_{(i+1)} \mod k \in T^j$, and therefore also $w_{(i+1)} \mod k \in T^{j+1}$. So $w_i \preceq w_{(i+1)} \mod k$.

Corollary 37. $\preceq$ is a linearization of $1sWRN$. Therefore, algorithm 5 is a linearizable implementation of $1sWRN_k$.

Corollary 37 shows that $1sWRN_k$ can be implemented using a $(k, k - 1)$-set consensus implementation. This implies that $1sWRN_k$ is equivalent to $(k, k - 1)$-set consensus. In particular, $1sWRN_k$ cannot solve the 2-process consensus task where $k \geq 3$.

WRN$_k$ is Weaker than 2-Consensus

Section 5 describes a linearizable construction of $1sWRN_k$ using an implementation for $(k, k - 1)$-set consensus. In this section we prove that neither WRN$_k$ objects can solve the 2-process consensus task for $k \geq 3$, using a critical-state argument [17, 19].

We follow the standard definitions of bivalent configuration, $v$-univalent configuration and critical configuration, as defined in [17, 19].

Lemma 38. For each $k \geq 3$, there is no wait-free algorithm for solving the consensus task with 2 processes using only registers and WRN$_k$ objects.

Proof. Assume such an algorithm exists. Consider the possible executions of the processes $P$ and $Q$ of this algorithm, while proposing 0 and 1, respectively. Let $C$ be a critical configuration of this run. Denote the next steps of $P$ and $Q$ from $C$ as $s_P$ and $s_Q$, respectively. Without loss of generality, we assume that $C_{s_P}$ is a 0-univalent configuration, and $C_{s_Q}$ is a 1-univalent configuration.

Following [19], $s_P$ and $s_Q$ both invoke a WRN operation on the same WRN$_k$. 
Algorithm 6 $m$-set consensus for $n$ processes using WRN$_k$ objects.

1: shared array $W[j]$ of WRN$_k$ objects, $0 \leq j \leq \left\lceil \frac{n}{k} \right\rceil$

2: function Propose($v_i$) \hspace{2em} \triangleright For process $P_i$, $0 \leq i < n$

3: \hspace{2em} $t \leftarrow W \left\lceil \frac{i}{k} \right\rceil . \text{WRN}(i \mod k, v_i)$ \hspace{2em} \triangleright $t$ is a local variable.

4: \hspace{2em} if $t \neq \bot$ then return $t$

5: \hspace{2em} else return $v_i$

6: \hspace{2em} end if

7: end function

Case 1. Both $s_P$ and $s_Q$ perform WRN with the same index $i$.
The configurations $C_{s_P}$ and $C_{s_Q}$ are indistinguishable for a solo run of $P$, but
a solo run of $P$ from $C_{s_P}$ decides 0, while an identical solo run of $P$ from $C_{s_Q}$
decides 1. This is a contradiction.

Case 2. $s_P$ and $s_Q$ perform WRN with different indices, $i_P$ and $i_Q$, respectively.
Since $k \geq 3$, either $i_P \neq i_Q + 1 \mod k$ or $i_Q \neq i_P + 1 \mod k$. Without loss of
generality, assume that $i_Q \neq i_P + 1 \mod k$. So the configurations $C_{s_P}$ and
$C_{s_Q}$ are indistinguishable for a solo run of $P$. However, the identical solo runs of
$P$ from the configurations $C_{s_P}$ and $C_{s_Q}$ decide 0 and 1, respectively, which is
a contradiction.

Both cases resulted in a contradiction, and therefore no such algorithm exists.

7 Implications

7.1 Set Consensus Ratio

A trivial implication of Section 4 is that WRN$_k$ objects can solve the $m$-set consensus task
for $n$ processes as long as $k-1 \leq m \leq n$ is satisfied. For instance, WRN$_3$ objects can be used for
implementing $(12, 8)$-set consensus. Algorithm 6 describes an implementation of the $m$-set consensus task for $n$ processes
using WRN$_k$ objects. It uses an array $W$ of $\left\lceil \frac{n}{k} \right\rceil$ shared WRN$_k$ objects, where the process
named $i$, $0 \leq i < n$ invokes the WRN operation of $W \left\lceil \frac{i}{k} \rceil$ with its proposal and the index $i$
mod $k$. If $\bot$ is returned, the process decides on its own proposal. Otherwise, it decides on
the returned value of the invocation.

Note that Algorithm 6 can be implemented using 1sWRN$_k$ objects instead of the WRN$_k$
objess, since every index is accessed at most once.

Lemma 39. For every $0 \leq j \leq \left\lceil \frac{n}{k} \right\rceil$, the set of processes $\mathcal{P} = \{P_i \mid j \cdot k \leq i < (j + 1) \cdot k\}$
solves the $(k-1)$-set consensus task using algorithm 6.

Proof. This algorithm is similar to Algorithm 2, and since $|\mathcal{P}| \leq k$, corollary 9 shows
algorithm 6 solves the $(k-1)$-set consensus task for $\mathcal{P}$.

Corollary 40. Algorithm 6 solves the $m$-set consensus task for $n$ processes.

7.2 Infinite Hierarchy

The combination of the results of Sections 4 and 5 imply that 1sWRN$_k$ objects have the
same computational power as $(k, k-1)$-set consensus objects, e.g. 1sWRN$_k$ objects are
computationally equivalent to $(k, k-1)$-set consensus objects.

The following relationship among set consensus objects is known [1, 16]:
Theorem 41. Let $n > k$ and $m > j$ be positive integers. Then there is a wait-free implementation of an $(n, k)$-set consensus object from $(m, j)$-set consensus objects and registers in a system of $n$ or more processes if and only if $k \geq j$, $\frac{n}{k} \leq \frac{m}{j}$, and either $k \geq j \cdot \left\lceil \frac{n}{m} \right\rceil$ or $k \geq j \cdot \left\lfloor \frac{n}{m} \right\rfloor + n - m \cdot \left\lfloor \frac{n}{m} \right\rfloor$.

Corollary 42 (Hierarchy of 1sWRN objects). Let $k < k'$ be two positive integers. So:
1. $1sWRN_k$ cannot be implemented using $1sWRN_{k'}$ objects and registers.
2. $1sWRN_{k'}$ can be implemented using $1sWRN_k$ objects and registers.

This corollary forms an infinite hierarchy among the 1sWRN objects, such that $1sWRN_{k'}$ objects are considered to have more computational power than $1sWRN_k$ objects if $k < k'$. Since 1sWRN objects have more computational power than simple read-write registers, and cannot solve the consensus task for 2 processes, this hierarchy shows the existence of an infinite number of computational power classes between simple read-write registers and 2-consensus.

8 Conclusion

This paper advances our understanding of classification of deterministic shared objects. It was an open question whether there are deterministic objects that are stronger than registers, and yet incapable of solving the consensus task for two processes.

The answer to this question for nondeterministic objects is well known [18]. For the deterministic case, only recently [1] it has been shown that the consensus task alone is not enough for classifying the computational power of deterministic objects. It is suggested that the set consensus task gives a more fine grained granularity for deterministic objects power classification, however the layer of objects under 2-consensus was not discussed.

Our construction shows that set-consensus gives a more fine grained granularity in understanding the computational power of objects, even between atomic read/write registers and 2-consensus. Not only we show the existence of objects between both computational classes, we also provide an infinite hierarchy of computational classes between the two classes, defined by the set-consensus task, using the implications of [8, 9].

Even though we have a better understanding of the behavior of deterministic objects under 2-consensus, our research leaves some open questions. We have shown that for every $k$, there is a deterministic object that can solve the $(k, k - 1)$-set consensus task. This result is extended to the $(n, m)$-set consensus task, where $\frac{m}{n} \geq \frac{k}{k - 1} \geq \frac{2}{3}$. We do not show the existence of deterministic objects that can solve the $(n, m)$-set consensus task where $\frac{m}{n} < \frac{2}{3}$ without solving the 2-consensus task. More precisely, this paper does not show (or refute) the existence of a deterministic object that can solve the 2-set consensus task for any number of processes, but is unable to solve the 2-consensus task. These questions remain open.

Finally, although the Consensus Hierarchy is not precise enough to characterize the synchronization power of objects, we may conjecture that a hierarchy based on set-consensus may be precise enough. Chan et al. [13] give an example in which set-consensus powers is not enough to characterize the ability of a deterministic object to solve the $n$-SLC problem. However, by definition, the $n$-SLC problem is not a problem in the wait-free model. Thus the conjecture that set-consensus is enough to characterize the synchronization power of deterministic shared objects in the wait-free model (in particular, their power to solve tasks wait-free) is still open.
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1 Introduction

Data structures are one of the most fundamental building blocks in modern software. The creation of performance-optimized data structures is a high-value task, both because of intellectual contributions related to algorithms’ design and correctness proofs, and because
of the impact that even a single data structure can have on the performance of enterprise-level applications. For example, the use of a high-performance non-blocking skip list is the fundamental innovation in the MemSQL database [29].

Current and (likely) future generations of enterprise-level computing infrastructures deploy on a hardware design known as Non-Uniform Memory Access (or NUMA) [22, 24], which specifies that memory access latency varies depending on the distance between the processor performing the memory access and the memory chip currently holding the memory location. With NUMA, the memory hierarchy is more complex than before; if a system possesses multiple discrete CPU chips (i.e., physical processors installed on different CPU sockets), each will have faster access to a locally-attached coherent memory and slower (but still cache-coherent) access to the memories attached to other chips. This is mainly because the bandwidth of the hardware channel that connects these multiple chips is limited and its performance is generally poor. As a consequence of these considerations, we can claim that NUMA prefers locality; therefore, applications or systems should be (re)designed with this guideline in mind. Such a claim has been confirmed by a number of recent works [27, 4, 6, 10].

The performance penalty of NUMA architectures has been quantified by many recent efforts [4, 26, 3, 16]. A recurring, although conservative, guideline in those studies is to avoid (if possible) scheduling cooperative threads on different processors. Although this guideline is valid in some applications where there is a clear separation in data access pattern among application threads, it might not be easy to apply in other applications where data is maintained as a set of connected items in a linked data structure. For example, searching for an item usually forces a thread to traverse multiple elements of the data structure in order to reach the target item. Because of this, each operation might produce large traffic on the NUMA interconnection; this traffic is the main reason for degraded performance [9].

Caching will not completely solve the problem either, because concurrent updates mandate refreshing cached locations. From our experience, as we show later in the experimental results in Section 7, the presence of even a few percentage of update operations results in a significant performance drop on NUMA. We conclude that data structures not designed for NUMA do not perform well on modern enterprise-level architectures when concurrent updates mandate refreshing cached locations.

In this paper we present NUMASK, a novel concurrent skip list data structure [20] tailored to a NUMA organization. Unlike existing NUMA-aware solutions for data structures (e.g., [6] see Section 2 for details), our design does not limit parallelism to cope with NUMA; rather, it leverages NUMA characteristics to improve performance. What makes our proposal unique is that its advantages hold even for high update rates and contention. We adhered to the following considerations throughout the development of NUMASK:

(a) local memory accesses (i.e. memory close to the executing thread’s processor) are favored;
(b) traffic across NUMA zones, often produced by synchronization primitives, is avoided.

In a nutshell, our design produces redundant metadata to be placed on different NUMA zones (which meets requirement (a)) and avoids the need of synchronizing this metadata across NUMA zones (which satisfies requirement (b)). The final design is a data structure that never limits concurrency and at the same time primarily accesses NUMA local memory (in our evaluation study, > 80% of memory accesses are local).

The simple observation that motivated our work is that in a skip list, the actual data resides in the lowest level of the skip list, and the other levels form an index layer whose task is only to accelerate execution of operations. In NUMASK, we exploit this fact in two ways:
- We define independent index layers (one per NUMA zone) for the skip list. Each operation traverses the index layer that is local to the thread that executes it. This way, operations do not need to traverse the interconnection between NUMA zones during the index layer
traversal. Importantly, we do not keep these index layers consistent with each other; we allow them to be different. In fact, having different index layers in different NUMA zones does not affect correctness because the actual data (which resides in the lowest level of the skip list) is still synchronized.

We isolate updates on the index layers in separate (per-NUMA) helper threads instead of performing those updates in the critical path of the insert/remove operations. Although this isolation may delay the synchronization of the index layers, the (probabilistic) logarithmic complexity of the skip list operations can be eventually maintained even with lazy index layer updates [18].

Former designs [8, 12] proposed the isolation of index layer updates in helper threads, but none of them defined per-NUMA index layers. That is why in those proposals, the NUMA overhead is still significant due to traversing a single index layer. NUMASK inherits the idea of applying replication to data structure in order to improve its performance in NUMA architectures, as done by [6], but NUMASK targets only metadata and updates such metadata lazily.

We implement NUMASK in C++ and integrate into Synchrobench [17], a comprehensive suite of data structures implemented in the same optimized software infrastructure. The implementation of NUMASK has been enriched with specific optimizations, such as an efficient NUMA memory allocator, developed on top of libnuma [1], to avoid bottleneck. We compare the performance of NUMASK with three state-of-the-art concurrent skip lists: Fraser [15], No Hotspot [8], and Rotating Skip List [12]. Performance shows up to 16x speed up for write workloads and improvements up to 40% in read-intensive workloads. In summary, NUMASK hits an important performance goal: in low-contention workloads, NUMASK adds no overhead to the high-performance concurrent data structures; and in high-contention workloads, NUMASK outperforms all other competitors and keeps scaling (we tested up to 160 threads) while other competitors stop earlier (at 64 threads in our experiments).

NUMASK is part of the core release of Synchrobench [17] available at https://github.com/gramoli/synchrobench.

2 Related Work

Many concurrent variants of the original sequential skip list [28] data structure have been proposed in the last decade. Some of them are blocking [6, 21, 19, 20], and others are non-blocking [14, 15, 8, 12]. Among the non-blocking designs, which often demonstrate improved performance over blocking designs [17], Fraser [15] proposed the use of a CAS primitive to create a non-blocking skip list. Crain et al. [8] proposed a contention friendly skip list, called No Hotspot, which serves as the foundation of our NUMASK design. The main innovation in No Hotspot is that it isolates bookkeeping operations (e.g., updating index levels) in a helper thread. The rotating skip list was proposed by Dick et al. [12] to further improve No Hotspot’s poor locality of references in order to reduce cache misses. However, none of the above designs is optimized for NUMA architectures and thus they all generate significant NUMA interconnect traffic.

Recent uses of skip lists include ordered maps, priority queues, heaps, and database indexes (e.g., [29]). The NUMASK design can be applied to these data structures, improving their performance through data and index layer separation when deployed in NUMA architectures.

The impact of NUMA organization on the performance of software components (e.g. data structures and thread synchronization) is an important topic. Interestingly, the last decade saw the proposal of many NUMA-aware building blocks to improve application performance.
Examples include NUMA-aware lock implementations [11, 5], thread placement policy [23], and smart data arrays [27]. Although helpful, the applicability of these components in linked data structures is limited due to the memory organization required by data structures in order to implement their operations while preserving the asymptotic complexity.

Few specialized NUMA-aware techniques for data structures have been proposed [6, 4]. The most relevant to NUMASK is the method proposed by Calciu et al. [6], wherein data structures can be made NUMA aware. Using a technique called NR (Node Replication), replicas are created across NUMA zones. However, replica synchronization across zones forces significant NUMA interconnect traffic. In fact, since synchronous updates of the whole data structure (including the searching layer) are assumed, the authors needed a shared synchronization log to save and replay update operations on each replica of the data structure. Moreover, a read operation would wait for the replay of pending updates in order to guarantee its linearization. On the bright side, this approach is a general technique that applies to different data structure designs, whereas NUMASK can exploit specific optimizations because its goal is to provide a high-performance NUMA-aware skip list. In fact, NUMASK relaxes the need of synchronizing different index layer instances; thus, it does not suffer from the above overheads which impede scalability.

Brown et al. [4] proposed a simple design, effective in small-scale deployments, that maintains the entire index layer in a single NUMA zone. This solution’s pitfall is its limited parallelism. For operations to access NUMA-local memory addresses, either the application thread’s execution must be migrated to the processor attached to the desired NUMA zone, or the operation must be delegated to one or more serving threads in the target NUMA zone. This inherently limits parallelism to a single processor’s maximum computing capability. Our new design overcomes all the above limitations: all application and background threads operate primarily on NUMA-local memory and perform a negligible number of NUMA-remote accesses, eliminating the need for migration or delegation.

Orthogonal to our NUMASK approach, in [27, 25] partitioning techniques have been used for targeting the hardware organization of NUMA architectures to improve the performance of array representations [27] and in-memory transaction processing [25].

### 3 Terminology, NUMA & Linked Data Structures

In NUMA, each (multicore) CPU is physically connected to a partition of the whole memory available in the system, called a NUMA zone. A hardware interconnection exists between NUMA zones (the NUMA interconnection). The hardware provides applications (including the OS) with the abstraction of a single consistent global memory address space; therefore, threads can access the entire memory range in a manner that is oblivious to the NUMA zone in which each virtual address resides. However, this transparency comes with performance costs associated with having an interconnection between NUMA zones.

This interconnection has limited bandwidth, is slow to traverse, and saturates when many threads attempt to use it. Thus, if a thread executing on one CPU accesses a memory location stored in a NUMA zone physically connected with another CPU (called a remote NUMA zone hereafter), it incurs a latency that is significantly higher than the latency needed to access a memory location in the NUMA zone connected with the CPU where the thread executes (called local NUMA zone hereafter). In short, we use the term NUMA-local memory when the memory is in the local NUMA zone and the term NUMA-remote memory otherwise.

Linked data structures are particularly affected by the memory latency variation introduced by NUMA. This is because traversing the data structure through pointers can easily lead threads to access memory locations physically maintained in remote NUMA zones.
NUMA-aware memory allocation (e.g., libnuma [1], which is supported by most Operating System distributions) cannot eliminate this problem because even if threads allocate memory in their local NUMA zone, they might still need to traverse many other nodes to accomplish their operation, and these nodes might be added by threads running on remote NUMA zones.

4 NUMASK: A Concurrent Skip List Designed for NUMA

In this section we illustrate the design of NUMASK. In order to retain decades of high performance skip list results, NUMASK deploys a modular design that re-uses the fundamental operations of an existing concurrent skip-list and wraps these operations around a NUMA-aware architecture. The result is a data structure whose performance improves upon the selected concurrent skip list implementation when deployed on NUMA architectures. Another benefit of our modular design is that the correctness of the resulting NUMA-aware skip list is easy to prove since the wrapping architecture does not modify the core operations of the selected concurrent skip list implementation, which is assumed to be correct.

In this paper we will use the term base skip list to indicate an implementation of a skip list that is wrapped (and improved) by the NUMASK architecture. The base skip list is a concurrent skip list whose API are insert, remove, and contains operations, with their default signatures [20]. The only requirement we add to this concurrent skip list is that bookkeeping operations (e.g., updating the searching layers and physical removal of logically deleted nodes) are decoupled from the critical path of the data structure operations (i.e., insert/remove/contains) and executed lazily by a helper thread. It is worth noting that the features we require in the base skip list have been successfully deployed in many existing data structure implementations [18, 7, 12] and do not diminish the applicability of our proposal.

In this paper we use Crain et al.’s No Hotspot skip list [8] as the base skip list because it defines a helper thread responsible for updating the skip list, and it is one of the state-of-the-art concurrent skip list implementations (as studied in [17]). For completeness, it is worth mentioning that No Hotspot, and thus our NUMASK skip list implementation, is lock-free.

All skip list implementations share one key observation that motivates our design: elements in the data structure, representing the abstract state of the skip list, are reached through an index layer. This index layer is composed of metadata that does not belong to the abstract state of the data structure, and which is used to improve performance by minimizing the number of traversed nodes. Leveraging the above observation, we can split the memory space used by a skip list into a data layer, which stores the abstract state of the data structure, and an index layer, which includes the metadata exploited to reach the data layer. Figure 1a illustrates this separation.
Managing the data layer and index layer independently is the crucial intuition behind the NUMASK design, for it exploits the different consistency requirements they have to improve performance in NUMA architectures. None of the existing designs of NUMA-aware data structures, when applied to skip lists (e.g., [6]), accounts for such separation.

In a nutshell, in order to improve performance in NUMA architectures, the primary design choice of NUMASK is to create as many index layers as the number of NUMA zones in the system. These index layers are not updated immediately after successful insert/remove operations. Instead, they will be updated independently to avoid (unnecessary) synchronization and traffic on the NUMA interconnection. The ultimate goal of having NUMA-local index layers is to let operations on the data structure only access NUMA-local memory before reaching the data layer. Once there, the (probabilistic) logarithmic complexity of the skip list allows for the traversal of only few nodes in the data layer before finalizing the operation. We empirically demonstrate that traversing these few nodes (possibly NUMA-remote) does not have a significant impact on performance. NUMASK accomplishes the above goal by deploying the following design around a base skip list.

4.1 Per-NUMA zone index layers

In skip lists, most of the traversed nodes exist in the index layer; therefore, creating as many index layers as the number of NUMA zones allows application threads to perform mostly NUMA-local accesses. Given that the base skip list defers updates to the index layer to a helper thread, having multiple independent indexing layers entails the need of deploying the same amount of helper threads (one per NUMA zone) responsible for their management. Consequently, helper threads will also access NUMA-local memory.

4.2 Per-NUMA zone intermediate layers

Decisions on how to update the index layer usually depend upon the current composition of the data layer. That is why the aforementioned per-NUMA zone helper threads, responsible for updating each instance of the index layers, would have to traverse the data layer nodes in order to decide whether to apply certain modifications (e.g., increasing or lowering a level of a certain node in the data layer) or to leave the index layer instance unaltered. Since the traversed data layer nodes are not necessarily NUMA-local, this can produce excessive NUMA-remote accesses and generate significant traffic on the NUMA interconnection, which is the main source of performance degradation in NUMA.

Because in NUMASK we aim at eliminating any NUMA-remote accesses while updating the index layer instances, we create a NUMA-local view of the data layer, which we name the intermediate layer. Creating multiple intermediate layers, one per index layer instance, allows helper threads to fully operate on NUMA-local memory. Logically, the intermediate layer is placed in between the index layer and the data layer. With respect to the index layer, the intermediate layer has the same goal as the base skip list data layer, meaning it serves as a knowledge base for the helper thread(s) to update the index layer instance(s).

The peculiarity of the intermediate layer is that it need not be an exact replica of the data layer (e.g., it is enough to be eventually synchronized with the data layer). In fact, any inaccuracy in an index layer instance, which could happen due to a temporarily out-dated intermediate layer, affects only the skip list performance and not its correctness. This is the same rationale that led previous skip list designs [8, 12, 17] to lazily update the index layer. Relaxed constraints on the intermediate layer composition enable its NUMA distribution.
In Figure 1b we show a simple example of NUMASK. Here the abstract state of the skip list is the same as Figure 1a; however, the intermediate layer has not been updated with the element with key 7. This is a plausible case in our design, meaning that the \textit{insert}(7) operation result has not yet been propagated to the intermediate layer. We can easily see that the index layer remains the same as the skip list in Figure 1a. The modifications made by \textit{insert}(7) will eventually be propagated to the intermediate layer using a technique (shown below) that does not increase the duration of the actual data structure operation.

### 4.3 Propagation of Data Layer Modifications.

The intermediate layer instances need to be periodically updated to reflect the content of the data layer. A naïve way to do this follows: at the end of each update operation (i.e., insert/delete), necessary information is stored in an intermediary data structure (e.g., a queue), and each per-NUMA helper thread later loads this information and updates its local intermediate layer. However, this naïve approach leads to one major drawback: it requires synchronization and memory allocation overhead on the data structure’s critical path.

To remove this overhead from the application threads, NUMASK assigns a new helper thread the task of updating the intermediate layer instances. This thread operates at predefined intervals and iterates over the data layer. Every time it finds a node that has been modified (i.e., inserted or logically removed), it propagates this modification to all instances.

It is worth noting that this new helper thread does generate traffic on the NUMA-interconnection. However, the impact of this traffic on the data structure performance is minimal given that it does not operate frequently. Also, thanks to our optimizations in the index layers, the number of NUMA-remote accesses is already low (<15% in our experiments). Thus, the NUMA-interconnection is expected not to be saturated; therefore, this helper thread will not cause significant delay.

### 4.4 Example of NUMASK deployment

In Figure 2 we deployed NUMASK on a server with 4 processor sockets and 4 NUMA zones. In the example, the abstract state of the skip list is \{0;2;5;7;9\}. By looking at the data layer we assume that the elements 0 and 2 have been inserted by an application thread executing...
on CPU1, element 5 by a thread on CPU3, and so on. Each NUMA zone has its own intermediate and index layer instance. The composition of the different intermediate layer instances is different because the data layer modifications are not propagated at the same time to all intermediate later instances. For example, in the figure the element 6 has been removed, but the intermediate layer of NUMA zone 3 still has not applied this modification. Also, in the figure the four index layer instances differ from each other since helper threads work independently and do not proceed synchronously.

4.5 Design Trade-offs

The design of NUMASK presents different trade-offs with respect to the space and time needed to handle its index and intermediate layers, including tuning the configuration associated with the deployed helper threads. These trade-offs are briefly discussed below.

NUMASK introduces space overhead due to the presence of multiple instances of both index layer and intermediate layer. This overhead is proportional to the number of NUMA zones in the system; however it does not increase with the number of application threads. Moreover, as we will detail later, the synchronization overhead to maintain (i.e., traverse and update) this extra space is limited. Finally, it is important to note that, in cases where space utilization is crucial, some optimization can be added to NUMASK to control such utilization. For example, a probabilistic policy can be added to the data layer propagation process. This policy might aim at selecting only some operation made by application threads, rather than all, to be propagated to the different intermediate layer instances.

Another trade-off involves the helper threads frequency of operation. Tuning the backoff time after each iteration of the helper threads might affect the overall performance of NUMASK. One viable solution towards a configuration that is effective in multiple scenarios is to use an adaptive technique, similar to the one adopted in [18], in which the application workload is monitored and backoff time is adjusted accordingly.

5 NUMASK: Protocol Details

In this section we show the algorithmic details of NUMASK. The pseudo-code describing NUMASK is reported in Algorithms 2 and 3. To clarify the presentation, we abstract a base skip list in Algorithm 1. By leveraging this abstraction, we can avoid listing the details of core operations on the skip list (i.e., traversal, modification to data and index layer, logical and physical removal of elements) and focus on our NUMA-aware modifications. Algorithms 2 and 3 include calls to procedures defined in Algorithm 1. All the low-level details of our implementation are public and available in Synchrobench.

Algorithm 1 abstracts the base skip list as two procedures: Base-Operation and Base-Helper. Base-Operation is the handler for the three different types of data structure operations, namely insert, remove, and contains. Each of these operations is split into Base-Traversals and Base-DoOperation sub-procedures. The former traverses the index layer and returns a pointer to some data layer node where the operation should act. The latter works entirely on the data layer and applies the invoked operation (e.g., if the operation is an insert, the node is physically inserted in the data layer). Base-Helper periodically calls Base-UpdateIndex for updating the skip list index layer and performing physical removals.

As mentioned before, in our experiments we selected No Hotspot as the underlying base skip list implementation. The details of how No Hotspot implements Base-Traversals, Base-DoOperation, and Base-UpdateIndex can be found in [8].
Algorithm 1 Abstract Base Skip List.

1: Global Variable: indexSen \(\triangleright\) indexSen = sentinel node of index layer
2: procedure Base-Operation(Type t, Element el) \(\triangleright\) t = Insert/Remove/Contains
3: Node n = Base-Traversal(indexSen, el.key); \(\triangleright\) n is the node with the closest key value less than or equal to the desired node
4: boolean res = Base-DoOperation(t, el, n);
5: return res;
6: end procedure

7: procedure Base-Helper(Node s)
8: while true do
9: Base-UpdateIndex(s); \(\triangleright\) This procedure updates the index layer starting from the sentinel node s
10: end while
11: end procedure

5.1 NUMASK: Data Structure Operations

NUMASK’s Insert, Remove, and Contains operations (Algorithm 2) can be summarized in the following steps: i) each operation traverses the local index layer instance until it retrieves a pointer to a node in the local intermediate layer; ii) this intermediate layer node is used as an indirection to reach a pointer to a data layer node; iii) this pointer is then used to perform the actual operation on the data layer. Importantly, the operations terminate right after updating the data layer, since all further updates in both intermediate and index layers are delegated to the helper threads (as detailed in the next two subsections).

The details of Algorithm 2 are as follows. In typical skip lists, index layer traversal starts from a known sentinel node. In NUMASK, each NUMA zone has its own index layer instance and therefore its own sentinel node as well (Algorithm 2:2). When a NUMASK traversal is invoked (Algorithm 2:18), the local thread starts from the sentinel node of the local NUMA zone. From this point, all memory accesses of NUMASK_Traversal will be NUMA-local. The traversal operates similar to that of the base skip list: it moves to a node on its right in the same level (using the next field) as long as its key is less than or equal to the target key (say \(k\)), and it moves to the next lower index level (using the down field) otherwise. If there is no lower index level to traverse, the traversal exits by returning the pointer to the node in the intermediate layer. Each node in the intermediate layer has a (down) pointer to its respective data layer node, from which Base-DoOperation can begin.

Base-DoOperation operates similar to the base skip list: The data layer is traversed from the pointer reached by the intermediate layer node until either a node with a greater key is found or the list ends. After that, the operation completes based on its type. If it is a contains operation, it checks whether the node’s key matches \(k\) or not. The insert and remove operations use Compare-And-Swap for non-blocking updates (details of how No Hotspot, and thus NUMASK, accomplishes that can be found in [8]).

An important task assigned to NUMASK_DoOperation is to update the node’s status field upon a successful write operation. Setting this field to 1 (respectively 2) indicates to helper threads that the node is newly inserted (respectively removed), and this insertion (respectively removal) is not yet propagated to the intermediate and index layers. To simplify the pseudo-code, we exclude this assignment of the status field, replacing it with a comment in Algorithm 2:23.
Algorithm 2 NUMASK: Skip List Operations.

1: Global Variable:
2: Node indexSents[MaxNumaZones]  ▷ Array of index layer sentinel nodes, one per NUMA zone
3: Node interSents[MaxNumaZones]  ▷ Array of intermediate layer sentinel nodes, one per NUMA zone
4: Node dataSent  ▷ data layer sentinel node
5: Queue update-queues[MaxNumaZones]  ▷ Queue utilized for updating the MaxNumaZones intermediate layers
6: Node: a struct with fields
7: next  ▷ Pointer to next node in the list
8: down  ▷ Pointer to the node in the level below
9: status  ▷ Up to date = 0, recently added = 1, recently removed = 2
10: level  ▷ The height of the tallest tower in the index layer
11: deleted  ▷ Indicates if node is logically deleted
12: procedure NUMASK_Operation(Type t, Element el)
13: Node intermediate_node = NUMASK_Traversal(getCurrentNUMAZone(), el.key);
14: Node data_node = intermediate_node.down;
15: boolean result = NUMASK_DoOperation(t, el, data_node);
16: return result;
17: end procedure
18: procedure NUMASK_Traversal(int zone, Key k)  ▷ This procedure traverses the index layer associated with the local NUMA zone and returns a node in the intermediate layer
19: Node n = Base-Traversal(indexSents[zone], k);
20: return n
21: end procedure
22: procedure NUMASK_DoOperation(Type t, Element el, Node n)
23: boolean result = Base-DoOperation(t, el, n);  ▷ If successful, DoOperation sets the altered node’s status
24: return result;
25: end procedure

5.2 Data-Layer-Helper

In NUMASK, we create a single Data-Layer-Helper thread that periodically traverses the data layer in order to accomplish two objectives: i) it is responsible for feeding the different intermediate layer instances with the results of successful update operations on the data layer, and ii) it attempts to physically remove any logically-deleted nodes of the data layer.

In order to accomplish i), the NUMASK design provides each intermediate layer instance with a single-producer/single-consumer queue (Algorithm 2: 5). As a consequence of this decision, there are as many queues as NUMA zones in NUMASK. The producer for all the queues is the same: the Data-Layer-Helper thread; while each queue has a different consumer: the Per-NUMA-Helper thread running in the queue’s NUMA zone (detailed in the next subsection). We implemented these queues similar to the Vyukov SPSC queue [30].

The above queues are used to synchronize the data layer with intermediate layers as follows: when the Data-Layer-Helper thread traverses the data layer, each node’s status field is checked to see if it is nonzero (which means it was recently inserted/removed); if so, it is added to the queue of each NUMA zone (Algorithm 3: 6) and its status field is reset to zero (to indicate that it is now up to date).
Algorithm 3 NUMASK: Updating Metadata.

1: procedure DATA-LAYER-HELPER    \(\triangleright\) This procedure propagates recently altered nodes to intermediate layers
2:    while true do
3:        Node curr = dataSent.next;
4:        while curr != NULL do
5:            if curr.status != 0 then
6:                Add-Job-To-Queues(curr);
7:            curr.status = 0;
8:            else
9:                if curr.level == 0 && curr.deleted then \(\triangleright\) If curr is logically deleted and there is no tower above it in any index layer
10:                   remove(curr);
11:            end if
12:        end while
13:    end while
14: end procedure

15: procedure PER-NUMA-HELPER(int local_zone)
16:    while true do
17:        Update-Intermediate-Layer(local_zone)
18:        Base-UpdateIndex(interSents[local_zone]); \(\triangleright\) UpdateIndex is assumed to update the level field of nodes in the data and intermediate layer, when needed
19:    end while
20: end procedure

21: procedure ADD-JOB-TO-QUEUES(Node node)
22:    for i = 0 to MaxNumaZones do
23:        update-queues[i].push(node);
24:    end for
25: end procedure

26: procedure UPDATE-INTERMEDIATE-LAYER(int z) \(\triangleright\) This function updates the intermediate layer of zone z.
27:    Node sentinel = indexSents[z];
28:    while update-queues[z] is not empty do
29:        Node updatedNode = update-queue[z].pop();
30:        Node intermediate_node = NUMASK_Traversal(sentinel, updatedNode.key);
31:        if updatedNode.status == 1 then
32:            Node local-node = NUMA_alloc(updatedNode); \(\triangleright\) NUMA-aware memory allocator
33:            NUMASK_Operation(INSERT, local-node, intermediate_node);
34:        else
35:            NUMASK_Operation(REMOVE, updatedNode, intermediate_node);
36:        end if
37:    end while
38: end procedure
In order to accomplish ii), the algorithm checks each node to see if it is logically deleted. If so, then it becomes a candidate to be physically removed. As in No Hotspot (as well as other concurrent skip lists), unlinking a node from the data layer can be done only if no tower above it is present in the index layer. However, since NUMASK deploys multiple index layer instances, the condition for physically removing one node is that no tower above it is present in any index layer instance. Verifying this condition is simple: each node in the data layer has a field named level. If the traversed node’s level equals zero and it is logically deleted (Algorithm 3: 9), then the Data-Layer-Helper will proceed with its physical removal. In the next subsection we discuss how to update this level field.

By offloading the above two operations to a dedicated thread, the critical path of the application (NUMASK_Operation) is minimized. Note that populating the queues, which is required to update the intermediate layers (and therefore the index layers), entails an additional memory allocation overhead. This memory allocation could have been a dominant cost in the operation’s critical path if we did not offload it to a separate helper thread.

A positive side effect of our dedicated Data-Layer-Helper thread is that while the thread traverses the data layer, it reloads the cache of the processor on which it is executing, which increases cache hits for application threads that access the data layer. We exploit this idea further by rotating iterations of the Data-Layer-Helper thread between different NUMA zones. This way, caches in different NUMA zones (especially the L3 caches) are evenly refreshed. This process of refreshing caches is particularly effective when the data structure is not large; otherwise the number of elements evicted from cache might be large.

5.3 Per-NUMA-Helper

The role of Per-NUMA-Helper is to keep the index and intermediate layer of one NUMA zone updated. Consequently, NUMASK deploys one Per-NUMA-Helper thread per NUMA zone. Each iteration of the Per-NUMA-Helper thread performs two steps. First, it updates the local intermediate layer using the information contained in the queue of its NUMA zone (Algorithm 3:28). Second, it applies any needed modification to the local index layer.

The Update-Intermediate-Layer procedure (Algorithm 3:28) is responsible for achieving the first step. In this procedure, the Per-NUMA-Helper thread fetches jobs from the queue in the local NUMA zone and applies them to the local intermediate layer. To do that, Per-NUMA-Helper calls NUMASK-Traversal to reach the interested location of the local intermediate layer in logarithmic time. After that, the intermediate layer instance is updated by simply calling NUMASK-Operation using the intermediate node pointer returned by NUMASK-Traversal.

A critical low-level operation that happens during the Update-Intermediate-Layer procedure is the memory allocation of new nodes to be added to the local intermediate layer (Algorithm 3:34). It is required for all memory allocations by each Per-NUMA-Helper thread to be NUMA-local. Otherwise subsequent invocations of NUMASK-Traversal are not guaranteed to access entirely NUMA-local memory. In this regard, we tested multiple thread-local [2, 13] and NUMA-aware [1] allocators, but their overhead slowed performance. To deal with this problem, we developed a simple NUMA-aware memory allocator to serve memory allocation requests from Per-NUMA-Helper (see Section 6 for more details).

Once the local intermediate layer is updated, the procedure Base-UpdateIndex is called to update the index layer. In our implementation, inspired by No Hotspot, this procedure handles the raising and lowering of towers based on the composition of the intermediate layer, and it also handles removing any logically deleted nodes. First, the helper thread iterates over the intermediate layer, physically removing any nodes marked for deletion without any towers above (similar to what is done to the data layer nodes in Data-Layer-Helper). After that and if necessary, towers are raised or lowered to maintain the logarithmic complexity
of the index layer traversals. When a tower is entirely removed in an index layer instance, the Per-NUMA-Helper thread accesses the linked node to the data layer and decrements its level field. Although changing the status field in such cases entails a NUMA-remote access, it is not a frequent operation, and thus it has a negligible impact on performance.

5.4 Correctness Arguments

One of the advantages of NUMASK’s design is its ability to reuse already-implemented basic operations to manipulate the data (and not metadata) of the data structure. None of our modifications needs to address how to insert or remove a node in the skip list data layer. Even the basic skip list traversal need not be modified.

Such a design makes it possible to integrate the NUMASK approach into other skip list implementations without affecting the overall correctness. This is noticeable by looking at how in Algorithms 2 and 3 we invoke procedures from Algorithm 1. In summary, if the base skip list is correct, then NUMASK will preserve such correctness.

6 NUMASK Optimization

Custom NUMA-aware Memory Allocator. NUMASK requires a mechanism to allocate memory in a thread’s local NUMA zone. Without this, the proposed architecture would not be beneficial, as application and helper threads would frequently access NUMA-remote memory. Existing NUMA-aware memory allocators (e.g., libnuma) repeatedly interact with the operating system in order to retrieve NUMA-local memory. These interactions introduce a noticeable latency. After trying other memory allocators (e.g., [2, 13]), we decided to address our problem by developing a custom linear allocator to support the NUMASK design. To the best of our knowledge, this is the fastest design for memory allocation that fits our software architecture; it is simple yet effective.

Our NUMA allocator is used to serve allocation requests produced by Per-NUMA-Helper, therefore we deploy as many instances of our allocator as the number of Per-NUMA-Helper threads. Importantly, each of these allocator instances serves only one Per-NUMA-Helper thread; therefore, each allocator instance can be sequential (not concurrent).

A linear (or monotonic) allocator consists of a fixed-size memory buffer allocated upon initialization and an internal offset to the beginning of the buffer’s free space. Allocation requests increment the buffer offset by the size of the request and return the old value; thus requests are served in constant time without overhead, making the allocator fast.

Our allocator consists of a basic linear allocator plus three additions to fit our needs. The first addition is to allow the allocator to allocate new buffers (linear allocators usually do not reallocate memory). The second addition is to allocate the buffer in a specific NUMA zone, so that all the returned memory addresses reside in the same NUMA zone. With that, intermediate and index layers are formed of NUMA-local memory.

The final addition to our allocator deals with request alignment. Since the allocator is only used to create index and intermediate nodes, and their sizes are less than and greater than a half cache line, respectively, the requests are automatically aligned to either a half or whole cache line. The allocator keeps track of the previous request’s alignment internally and aligns the current request based on the previous alignment and the size of the current request. This internal bookkeeping allows the allocator to fit two index nodes in a cache line, which in turn results in faster index traversal, for two nodes in the same cache line will likely be near each other in the index layer, thus reducing necessary memory accesses.
Figure 3 details how the allocator aligns requests in different scenarios. The example begins in Figure 3a; the previous two requests resulted in a whole cache-line alignment and a half cache-line alignment. Depending on the next request, the allocator could result in two separate layouts. If the next request is an index node (size less than half a cache-line), the allocator can squeeze it in the half cache-line free space. Figure 3b shows the result in this case. However, if an intermediate node is the next memory allocation, the allocator will move the offset to the beginning of the next cache-line to keep the intermediate node from spilling over two cache lines. Figure 3c depicts this. Note that the free space skipped over in Figure 3c will not be used.

Avoiding Synchronization When Updating Intermediate Layer. In Section 5.3, we discussed how each Per-NUMA-Helper thread updates the local intermediate layer. In the pseudo-code we do that by invoking NUMASK-Operation, which uses synchronization primitives, since it is the same function used by application threads to operate on the data layer. This task can be changed to let Per-NUMA-Helper modify the intermediate layer without any atomic operations as follows. In order to make updates on an intermediate layer instance synchronization-free, we need to disallow NUMASK_Operation from using the intermediate layer to access the data layer (see Algorithm 2:14). To do so, in our implementation we store the pointer to the data layer directly in the index nodes so that application threads never need to access the intermediate layer.

7 Evaluation

We implemented NUMASK in C++, and integrated it into Synchrobench [17], a benchmark suite for concurrent data structures. In addition to providing a common software architecture to configure and test different data structure implementations, Synchrobench already implements many state-of-the-art high performance solutions that we used to compare against NUMASK. Specifically, we selected three concurrent skip list implementations: No Hotspot [8], Fraser [15], and Rotating skip list [12]. We also included a sequential skip list implementation [17]. As specified earlier in the paper, NUMASK has been built using No Hotspot as a base skip list implementation for two reasons: it is among the fastest concurrent skip lists of which we are aware, and it alleviates contention by deferring index layer updates.

Our testbed consists of a server with 4 Intel Xeon Platinum 8160 processors (2.1GHz, 24/48 cores/threads per CPU). The machine provides 192 hardware threads. There are 4 sockets hosting the 4 processors, via 4 NUMA zones (one per socket), and 768 GB of memory. In our experiments we ran up to 160 application threads (the actual number of executing threads is higher because of the helper threads used by each competitor) to leave enough resources to the operating system to execute without creating bottlenecks. In our experiments we distribute application threads evenly across NUMA zones.

The workloads we use to test competitors perform insert/remove/contains operations. Note that in order to keep the size of the data structure consistent, during removal the application attempts to pick elements that have previously been inserted successfully. Each
test has a warm-up phase where the skip list is populated and the index is built. This phase is also used to fill out L1/L2/L3 caches. After that, the application runs for 10 seconds while collecting statistics. In the experiments we use a range of key elements that is twice the data structure size; and all elements have integer keys. All results are averages of five test runs.

Before showing the throughput of all competitors, we report two plots that summarize the advantages of NUMASK over the base skip list, which is No Hotspot in our case. Figure 4 demonstrates the speedup of NUMASK over No Hotspot by varying the initial size of the data structure, in the range 64 to 1M elements. To improve clarity, a line is drawn to show when speedup equals 1. We test different percentages of update operations and we record the value for the best performance among all thread ranges. Although for clarity we cannot include the number of threads corresponding to each data point in the plot, it is worth noting that, in our evaluation settings, NUMASK is most effective when the number of threads exceeds 64, as it will be clear analyzing Figure 6. As a result, for all data points in Figure 4, the number of application threads is always in the range of 64 to 160.

NUMASK’s speedup grows significantly when the data structure size decreases. This is mostly due to its capability of exploiting NUMA-local accesses and leveraging cache locality. In fact, with sizes less than 10k elements, most of the data structure will likely fit in processors’ caches, but the presence of updates forces frequent cache refreshing. This refreshing requires loading memory locations from main memory. In No Hotspot, this is likely to be in a remote NUMA zone given that the machine has 4 NUMA zones. However, NUMASK was designed to keep most of the needed memory locations in the local NUMA zone. This is also confirmed by the result using 0% updates; here the speed up is significantly less than in write-intensive workloads because both competitors can benefit from cache locality. Considering 50% updates and 128 elements NUMASK is 11x faster than No Hotspot; and at 100K elements NUMASK is 27% faster. Interestingly, the plots in Figures 6g-6i, meaning when the data structure size is set at 100k, show how NUMASK’s performance does not degrade with respect to competitors. In these cases, the most dominant cost for all is poor cache locality, which brings down performance.

Figure 5 shows the key reason for the performance improvement of NUMASK: its NUMA-local accesses. To collect statistics, we monitored memory accesses performed by application threads and contrasted the application thread’s local NUMA zone with the NUMA zone in which the memory location resides. Here the initial size of the data structure is 100K, and we configured the system to run with 4 and 128 application threads. No Hotspot hovers around 25%, which is the immediate consequence of having uniform distribution of data structure accesses and 4 NUMA zones; NUMASK is around 90% because of its NUMA-aware
Figure 5 NUMA-local accesses in NUMASK and No Hotspot using \{4,128\} application threads.

Figure 6 Throughput of NUMASK against other skip list implementations varying data structure size and the percentage of update operations. Throughput is in Millions operations per second.
design. An observation that is not shown in the plots is that the percentage of NUMA-local accesses for the Per-NUMA-Helper threads is consistently slightly lower than 100% (recall that each Per-NUMA-Helper can occasionally access some NUMA-remote location as detailed in Section 5.3).

Figure 6 shows the throughput of NUMASK against the Fraser, Rotating, and No Hotspot skip lists by varying the number of application threads, data structure size, and percentage of update operations. Throughput is measured in millions of operations successfully completed per second. A specially relevant case is the one where the data structure is 1K elements. In the read-intensive scenario, all competitors scale well except for Fraser, with NUMASK demonstrating the highest performance. With 50% and 80% of updates, all competitors stop scaling beyond 64 threads while NUMASK continues scaling, hitting the remarkable performance of 300 million operations per second with 50% updates. In this configuration, at 160 threads NUMASK outperforms rotating skiplist and No Hotspot by 2x.

Reducing the data structure size improves the gap between NUMASK and the other competitors. This is reasonable since our NUMA design avoids synchronization across NUMA zones, which would generate many NUMA-remote accesses.

At 100k element size, the gaps among competitors is reduced. Still, NUMASK is the fastest at 50% updates and 160 threads by gaining 10% over Rotating and 27% over No Hotspot. As mentioned before and confirmed by the analysis of the cache hits/misses, the dominant cost here is repeatedly loading new elements into the cache. This cost obfuscates the effort in improving performance made by NUMASK’s design. No Hotspot’s performance evaluation also discusses similar findings with large data structure sizes.

8 Conclusion

In this paper we presented NUMASK, a high-performance concurrent skip list that uses a combination of distributed design and eventual synchronization to improve performance in NUMA architectures. Our evaluation study shows unquestionably high throughput and remarkable speedups: up to 16x in write-intensive workloads and in the presence of contention.
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Abstract

In this paper we investigate the computational power of a set of mobile robots with limited visibility. At each iteration, a robot takes a snapshot of its surroundings, uses the snapshot to compute a destination point, and it moves toward its destination. Each robot is punctiform and memoryless, it operates in $\mathbb{R}^m$, it has a local reference system independent of the other robots’ ones, and is activated asynchronously by an adversarial scheduler. Moreover, the robots are non-rigid, in that they may be stopped by the scheduler at each move before reaching their destination (but are guaranteed to travel at least a fixed unknown distance before being stopped).

We show that despite these strong limitations, it is possible to arrange $3m + 3k$ of these weak entities in $\mathbb{R}^m$ to simulate the behavior of a stronger robot that is rigid (i.e., it always reaches its destination) and is endowed with $k$ registers of persistent memory, each of which can store a real number. We call this arrangement a TuringMobile. In its simplest form, a TuringMobile consisting of only three robots can travel in the plane and store and update a single real number. We also prove that this task is impossible with fewer than three robots.

Among the applications of the TuringMobile, we focused on Near-Gathering (all robots have to gather in a small-enough disk) and Pattern Formation (of which Gathering is a special case) with limited visibility. Interestingly, our investigation implies that both problems are solvable in Euclidean spaces of any dimension, even if the visibility graph of the robots is initially disconnected, provided that a small amount of these robots are arranged to form a TuringMobile. In the special case of the plane, a basic TuringMobile of only three robots is sufficient.
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1 Introduction

1.1 Framework and Background

The investigations of systems of autonomous mobile robots have long moved outside the boundaries of the engineering, control, and AI communities. Indeed, the computational and complexity issues arising in such systems are important research topics within theoretical computer science, especially in distributed computing. In these theoretical investigations, the robots are usually viewed as punctiform computational entities that live in a metric space, typically $\mathbb{R}^2$ or $\mathbb{R}^3$, in which they can move. Each robot operates in “Look-Compute-Move” (LCM) cycles: it observes its surroundings, it computes a destination within the space based on what it sees, and it moves toward the destination. The only means of interaction between robots are observations and movements: that is, communication is stigmergic. The robots, identical and outwardly indistinguishable, are oblivious: when starting a new cycle, a robot has no memory of its activities (observations, computations, and moves) from previous cycles (“every time is the first time”).

There have been intensive research efforts on the computational issues arising with such robots, and an extensive literature has been produced in particular in regard to the important class of Pattern Formation problems [8, 19, 21, 22, 27, 28] as well as for Gathering [1, 2, 4, 7, 9, 10, 12, 11, 14, 20, 24] and Scattering [5, 23]; see also [6, 13, 29]. The goal of the research has been to understand the minimal assumptions needed for a team (or swarm) of such robots to solve a given problem, and to identify the impact that specific factors have on feasibility and hence computability.

The most important factor is the power of the adversarial scheduler that decides when each activity of each robot starts and when it ends. The main adversaries (or “environments”) considered in the literature are: synchronous, in which the computation cycles of all active robots are synchronized, and at each cycle either all (in the fully synchronous case) or a subset (in the semi-synchronous case) of the robots are activated, and asynchronous, where computation cycles are not synchronized, each activity can take a different and unpredictable amount of time, and each robot can be independently activated at each time instant.

An important factor is whether a robot moving toward a computed destination is guaranteed to reach it (i.e., it is a rigid robot), or it can be stopped on the way (i.e., it is a non-rigid robot) at a point decided by an adversary. In all the above cases, the power of the adversaries is limited by some basic fairness assumption. All the existing investigations have concentrated on the study of (a-)synchrony, several on the impact of rigidity, some on other relevant factors such as agreement on local coordinate systems or on their orientation, etc.; for a review, see [18].

From a computational point of view, there is another crucial factor: the visibility range of the robots, that is, how much of the surrounding space they are able to observe in a Look operation. In this regard, two basic settings are considered: unlimited visibility, where the robots can see the entire space (and thus all other robots), and limited visibility, when the robots have a fixed visibility radius. While the investigations on (a-)synchrony and rigidity have concentrated on all aspects of those assumptions, this is not the case with respect to visibility. In fact, almost all research has assumed unlimited visibility; few exceptions are the algorithms for Convergence [4], Gathering [15, 16, 20], and Near-Gathering [24] when the visibility range of the robot is limited. The unlimited visibility assumption clearly greatly simplifies the computational universe under investigation; at the same time, it neglects the more general and realistic one, which is still largely unknown.
Let us also stress that, in the existing literature, all results on oblivious robots are for \( \mathbb{R}^1 \) and \( \mathbb{R}^2 \); the only exception is the recent result on plane formation in \( \mathbb{R}^3 \) by semi-synchronous rigid robots with unlimited visibility [29]. No results exist for robots in higher dimensions.

### 1.2 Contributions

In this paper we contribute several constructive insights on the computational universe of oblivious robots with limited visibility, especially asynchronous non-rigid ones, in any dimension.

**TuringMobile**

The first and main contribution is the design of a “moving Turing Machine” made solely of asynchronous oblivious non-rigid robots in \( \mathbb{R}^m \) with limited visibility, for any \( m \geq 2 \). More precisely, we show how to arrange \( 3m + 3k \) identical non-rigid oblivious robots in \( \mathbb{R}^m \) with a visibility radius of \( V + \varepsilon \) (for any \( \varepsilon > 0 \)) and how to program them so that they can collectively behave as a single rigid robot in \( \mathbb{R}^m \) with \( k \) persistent registers and visibility radius \( V \) would. This team of identical robots is informally called a *TuringMobile*. We obtain this result by using as fundamental construction a basic component, which is able to move in \( \mathbb{R}^2 \) while storing and updating a single real number. Interestingly, we show that 3 agents are necessary and sufficient to build such a machine. The TuringMobile will then be built by arranging multiple copies of this basic component. Notably, the robots that constitute a TuringMobile need only be able to compute arithmetic operations and square roots.

A TuringMobile is a powerful construct that, once deployed in a swarm of robots, can act as a rigid leader with persistent memory, allowing the swarm to overcome many handicaps imposed by obliviousness, limited visibility, and asynchrony. As examples we present a variety of applications in \( \mathbb{R}^m \), with \( m \geq 2 \).

There is a limitation to the use of a TuringMobile when deployed in a swarm of robots. Namely, the TuringMobile must be always recognizable (e.g., by its unique shape) so that other robots cannot interfere by moving too close to the machine, disrupting its structure. This limitation can be overcome when the robots of the TuringMobile are visibly distinguishable from the others. However, this requirement is not necessary for all applications, but is only required when we want to perfectly simulate a rigid robot with memory.

We remark that we do not discuss how robots can self-assemble into a TuringMobile. We only focus on how the machine can be designed when we can freely arrange some robots. In the case of robots with unlimited visibility, a TuringMobile can be self-assembled, provided that the initial configuration of the robots is asymmetric. In the case of limited visibility, self-assembling a TuringMobile is a more complex and still open problem.

**Applications**

We propose several applications of our TuringMobile. First of all, the TuringMobile can explore and search the space. We then show how it can be employed to solve the long-standing open problem of (Near-)Gathering with limited visibility in spite of an asynchronous non-rigid scheduler and disagreement on the axes, a problem still open without a TuringMobile. Interestingly, the presence of the TuringMobile allows Gathering to be done even if the initial visibility graph is disconnected. Finally we show how the arbitrary Pattern Formation problem can be solved under the same conditions (asynchrony, limited visibility, possibly disconnected visibility graph, etc.).
The paper is organized as follows: In Section 2 we give formal definitions, introducing mobile robots with or without memory as oracle semi-oblivious real RAMs. In Section 3 we illustrate our implementation of the TuringMobile. In Section 4 we show how to apply the TuringMobile to solve fundamental problems. Due to space constraints, the proof of correctness of our TuringMobile implementation, several technical parts of the paper, and additional figures can be found in the full paper [17].

2 Definitions and Preliminaries

2.1 Oracle Semi-Oblivious Real RAMs

Real random-access machines. A real RAM, as defined by Shamos [25, 26], is a random-access machine [3] that can operate on real numbers. That is, instead of just manipulating and storing integers, it can handle arbitrary real numbers and do infinite-precision operations on them. It has a finite set of internal registers and an infinite ordered sequence of memory cells; each register and each memory cell can hold a single real number, which the machine can modify by executing its program.\(^2\)

A real RAM’s instruction set contains at least the four arithmetic operations, but it may also contain \(k\)-th roots, trigonometric functions, exponentials, logarithms, and other analytic functions, depending on the application. The machine can also compare two real numbers and branch depending on which one is larger.

The initial contents of the memory cells are the input of the machine (we stipulate that only finitely many of them contain non-zero values), and their contents when the machine halts are its output. So, each program of a real RAM can be viewed as a partial function mapping tuples of reals into tuples of reals.

Oracles and semi-obliviousness. We introduce the oracle semi-oblivious real RAM, which is a real RAM with an additional “ASK” instruction. Whenever this instruction is executed, the contents of all the memory cells are replaced with new values, which are a function of the numbers stored in the registers.

In other words, the machine can query an external oracle by putting a question in its \(k\) registers in the form of \(k\) real numbers. The oracle then reads the question and writes the answer in the machine’s memory cells, erasing all pre-existing data. The term “semi-oblivious” comes from the fact that, every time the machine invokes the oracle, it “forgets” everything it knows, except for the contents of the registers, which are preserved.\(^3\)

Remark. In spite of their semi-obliviousness, these real RAMs with oracles are at least as powerful as Turing Machines with oracles.

2.2 Mobile Robots as Real RAMs

Mobile robots. Our oracle semi-oblivious real RAM model can be reinterpreted in the realm of mobile robots. A mobile robot is a computational entity, modeled as a geometric point, that lives in a metric space, typically \(\mathbb{R}^2\) or \(\mathbb{R}^3\). It can observe its surroundings and

\(^2\) Nonetheless, the constant operands in a real RAM’s program cannot be arbitrary real numbers, but have to be integers.

\(^3\) Observe that, in general, the machine cannot salvage its memory by encoding its contents in the registers: since its instruction set has only analytic functions, it cannot injectively map a tuple of arbitrary real numbers into a single real number.
move within the space based on what it sees. The same space may be populated by several mobile robots, each with its local coordinate system, and static objects.

To compute its next destination point, a mobile robot executes a real RAM program with input a representation of its local view of the space. After moving, its entire memory is erased, but the content of its \( k \) registers is preserved. Then it makes a new observation; from the observation data and the contents of the registers, it computes another destination point, and so on. If \( k = 0 \), the mobile robot is said to be oblivious. Note that robots have no notion of time or absolute positions.

The actual movement of a mobile robot is controlled by an external scheduler. The scheduler decides how fast the robot moves toward its destination point, and it may even interrupt its movement before the destination point is reached. If the movement is interrupted midway, the robot makes the next observation from there and computes a new destination point as usual. The robot is not notified that an interruption has occurred, but it may be able to infer it from its next observation and the contents of its registers. For fairness, the scheduler is only allowed to interrupt a robot after it has covered a distance of at least \( \delta \) in the current movement, where \( \delta \) is a positive constant unknown to the robots. This guarantees, for example, that if a robot keeps computing the same destination point, it will reach it in a finite number of iterations. If \( \delta = \infty \), the robot always reaches its destination, and is said to be rigid.

**Mobile robots, revisited.** A mobile robot in \( \mathbb{R}^m \) with \( k \) registers can be modeled as an oracle semi-oblivious real RAM with \( 2m + k + 1 \) registers, as follows.

- \( m \) position registers hold the absolute coordinates of the robot in \( \mathbb{R}^m \).
- \( m \) destination registers hold the destination point of the robot, expressed in its local coordinate system.
- 1 timestamp register contains the time of the robot’s last observation.
- \( k \) true registers correspond to the registers of the robot.

As the RAM’s execution starts, it ignores its input, erases all its registers, and executes an “ASK” instruction. The oracle then fills the RAM’s memory with the robot’s initial position \( p \), the time \( t \) of its first observation, and a representation of the geometric entities and objects surrounding the robot, as seen from \( p \) at time \( t \).

The RAM first copies \( p \) and \( t \) in its position registers and timestamp register, respectively. Then it executes the program of the mobile robot, using its true registers as the robot’s registers and adding \( m + 1 \) to all memory addresses. This effectively makes the RAM ignore the values of \( p \) and \( t \), which indeed are not supposed to be known to the mobile robot.

When the robot’s program terminates, the RAM’s memory contains the output, which is the next destination point \( p' \), expressed in the robot’s coordinate system. The RAM copies \( p' \) into its destination registers, and the execution jumps back to the initial “ASK” instruction.

Now the oracle reads \( p, p', \) and \( t \) from the RAM’s registers (it ignores the true registers), converts \( p' \) in absolute coordinates (knowing \( p \) and the orientation of the local coordinate system of the robot) and replies with a new position \( p'' \), a timestamp \( t' > t \), and observation data representing a snapshot taken from \( p'' \) at time \( t' \). To comply with the mobile robot model, \( p'' \) must be on the segment \( pp' \), such that either \( p'' = p' \) or \( pp'' \geq \delta \). The execution then proceeds in the same fashion, indefinitely.

Note that in this setting the oracle represents the scheduler. The presence of a timestamp in the query allows the oracle to model dynamic environments in which several independent robots may be moving concurrently (without a timestamp, two observations from the same point of view would always be identical). Also note that in this formulation there are no
TuringMobile

actual robots moving through an environment in time, but only RAMs which query an oracle, which in turn provides a “virtual” environment and timeline by writing information in their memory.

Snapshots and limited visibility. In the mobile robot model we consider in this paper, an observation is simply an instantaneous snapshot of the environment taken from the robot’s position. In turn, each entity and object that the robot can see is modeled as a dimensionless point in \( \mathbb{R}^m \). A mobile robot has a positive visibility radius \( V \): it can see a point in \( \mathbb{R}^m \) if and only if it is located at distance at most \( V \) from its current position. If \( V = \infty \), the robot is said to have unlimited visibility.

As we hinted at earlier in this section, a mobile robot has its own local reference system in which all the coordinates of the objects in its snapshots are expressed. The origin of a robot’s local coordinate system always coincides with the robot’s position (hence it follows the robot as it moves), and its orientation and handedness are decided by the scheduler (and remain fixed). Different mobile robots may have coordinate systems with a different orientation or handedness. (However, when two robots have the same visibility radius, they also implicitly have the same unit of distance.)

So, a snapshot is just a (finite) list of points, each of which is an \( m \)-tuple of real numbers.

Simulating memory and rigidity. The main contribution of this paper, loosely speaking, is a technique to turn non-rigid oblivious robots into rigid robots with persistent memory, under certain conditions. More precisely, if \( 3m + 3k \) identical non-rigid oblivious robots in \( \mathbb{R}^m \) with a visibility radius of \( V + \varepsilon \) (for any \( \varepsilon > 0 \)) are arranged in a specific pattern and execute a specific algorithm, they can collectively act in the same way as a single rigid robot in \( \mathbb{R}^m \) with \( k > 0 \) persistent registers and visibility radius \( V \) would. This team of identical robots is informally called a TuringMobile.

We stress that the robots of a TuringMobile are asynchronous, that is, the scheduler makes them move at independent arbitrary speeds, and each robot takes the next snapshot an arbitrary amount of time after terminating each move. The robots are also anonymous, in that they are indistinguishable from each other, and they all execute the same program.

Although our technique is fairly general and has a plethora of concrete applications (some are discussed in Section 4), a “perfect simulation” is achieved only under additional conditions on the scheduler or on the environment (see Section 3.2).

3 Implementing the TuringMobile

3.1 Basic Implementation

We will first describe how to construct a basic version of the TuringMobile with just three oblivious non-rigid robots in \( \mathbb{R}^2 \). This TuringMobile can remember a single real number and rigidly move in the plane by fixed-length steps: its layout is sketched in Figure 1. In Section 3.2, we will show how to combine several copies of this basic machine to obtain a full-fledged TuringMobile.

Position at rest. The elements of the basic TuringMobile are three: a Commander robot, a Number robot, and a Reference robot, located in \( C, N \), and \( R \), respectively. These robots have the same visibility radius of \( V + \varepsilon \), where \( \varepsilon \ll V \), and there is always a disk of radius \( \varepsilon \) containing all three of them. When the machine is “at rest”, \( \angle NRC \) is a right angle, the distance between \( C \) and \( R \) is some fixed value \( d \ll \varepsilon \), and the distance between \( R \) and \( N \) is approximately \( 2d \). More precisely, \( N \) lies on a segment \( QQ' \) of length \( \lambda \), where \( \lambda \ll d \) is some fixed value, such that \( Q \) has distance \( 2d - \lambda/2 \) from \( R \) and \( Q' \) has distance \( 2d + \lambda/2 \) from \( R \).
Representing numbers. The distance between the Reference robot and the Number robot when the TuringMobile is at rest is a representation of the real number $r$ that the machine is currently storing. One possible technique is to encode the number $r$ as $\frac{RN + \arctan(r) \cdot \lambda}{\lambda}$ and to decode it as $r = \tan\left(\frac{RN - 2d}{\lambda}\right)$. However, there are also more complicated methods that use only arithmetic functions (see the full paper [17]).

Movement directions. The Commander’s role is to decide in which direction the machine should move next, and to initiate the movement. When the machine is at rest, the Commander may choose among three possible final destinations, labeled $D_1$, $D_2$, and $D_3$ in Figure 1. The segments $CD_1$, $CD_2$, and $CD_3$ all have the same length $\mu$, with $\lambda \ll \mu \ll d$, and form angles of $120^\circ$ with one another, in such a way that $D_1$ is collinear with $R$ and $C$.

Around the center of each segment $CD_i$ there is a midway triangle $\tau_i$, drawn in gray in Figure 1. This is an isosceles triangle of height $\lambda$ whose base lies on $CD_i$ and has length $\lambda$ as well. When the Commander decides that its final destination is $D_i$, it moves along the segment $CD_i$, but it takes a detour in the midway triangle $\tau_i$, as we will explain shortly.

Structure of the algorithm. Algorithm 1 is the program that each element of the basic TuringMobile executes every time it computes its next destination point.

Since the robots are anonymous, they first have to determine their roles, i.e., who is the Commander, etc. (line 1 of the algorithm). We make the assumption that there exists a disk of radius $\varepsilon$ containing only the TuringMobile (close to its center) and no other robot. Using the fact that the two closest robots must be the Commander and the Reference robot and that the two farthest robots must be the Commander and the Number robot, it is then easy to determine who is who (these properties will be preserved throughout the execution, as proved in the full paper [17]).

Once it has determined its role, each robot executes a different branch of the algorithm (cf. lines 2, 13, and 23). The general idea is that, when the Commander realizes that the machine is in its rest position, it decides where to move next, i.e., it chooses a final destination...
Algorithm 1 Basic TuringMobile in $\mathbb{R}^2$.

1: Identify Commander, Number, Reference (located in $C$, $N$, $R$, respectively)
2: if I am Commander then
3: Compute Virtual Commander $C'$ (based on $R$ and $N$) and points $A_1, S_i, S'_i, B_i, D_i$
4: if I am in $C'$ then Choose final destination $D_i$ and move to $A_i$
5: else if $\exists i \in \{1, 2, 3\}$ s.t. I am on segment $C'A_i$ but not in $A_i$ then Move to $A_i$
6: else if $\exists i \in \{1, 2, 3\}$ s.t. I am in $A_i$, then
7: Move to point $P$ on segment $S_iS'_i$ such that $PS_i = f(NQ)$
8: else if $\exists i \in \{1, 2, 3\}$ s.t. I am in triangle $A_1S_iS'_i$ but not on segment $S_iS'_i$ then
9: Move to the intersection of segment $S_iS'_i$ with the extension of line $A_iC$
10: else if $\exists i \in \{1, 2, 3\}$ s.t. I am on $S_iS'_i$ and $NQ = C_iS'_i$ then Move to $B_i$
11: else if $\exists i \in \{1, 2, 3\}$ s.t. I am in triangle $B_iS_iS'_i$ but not in $B_i$ then Move to $B_i$
12: else if $\exists i \in \{1, 2, 3\}$ s.t. I am on segment $B_iD_i$ but not in $D_i$ then Move to $D_i$
13: else if I am Number then
14: if $CR = d + \mu$ or $CR = d'$ then
15: Compute Virtual Commander $C'$ (based on $C$ and $R$) and points $D'_i$
16: if $CR = d + \mu$ and I am not in $D'_i$ then Move to $D'_i$
17: else if $CR = d'$ and $\angle NRC > 90^\circ$ and I am not in $D'_i$ then Move to $D'_i$
18: else if $CR = d'$ and $\angle NRC < 90^\circ$ and I am not in $D'_i$ then Move to $D'_i$
19: else
20: Compute Virtual Commander $C'$ (based on $R$ and $N$) and points $S_i, S'_i$
21: if $\exists i \in \{1, 2, 3\}$ s.t. $C$ is on segment $S_iS'_i$ then
22: Move to point $P$ on segment $QQ'$ such that $PQ = CS_i$
23: else if I am Reference then
24: if Commander and Number are not tasked with moving (based on the above rules) then
25: $\gamma = $ circle centered in $C$ with radius $d$
26: $\gamma' = $ circle with diameter $CN$
27: Move to the intersection of $\gamma$ and $\gamma'$ closest to $R$

$D_i$. This choice is based on the number $r$ stored in the machine’s “memory” (i.e., the number encoded by $RN$), the relative positions of the visible robots external to the machine, and also on the application, i.e., the specific program that the TuringMobile is executing.

When the Commander has decided its final destination $D_i$, the entire machine moves by the vector $\hat{CD}_i$, and the Number robot also updates its distance from the Reference robot to represent a different real number $r'$. Again, this number is computed based on the number $r$ the machine was previously representing, the relative positions of the visible robots external to the machine, and the specific program: in general, the new distance between $N$ and $Q$ is a function $f$ of the old distance. When all this is done, the machine is in its rest position again, so the Commander chooses a new destination, and so on, indefinitely.

Coordinating movements. Note that it is not possible for all three robots to translate by $\hat{CD}_i$ at the same time, because they are non-rigid and asynchronous. If the scheduler stops them at arbitrary points during their movement, after the structure of the machine has been destroyed, they will be incapable of recovering all the information they need to resume their movement (recall that they are oblivious and they have to compute a destination point from scratch every time).

To prevent this, the robots employ various coordination techniques. First the Commander moves to the middle triangle $\tau_i$, and precisely to its base vertex $A_1$, as shown in Figure 2(a) (cf. line 5 of Algorithm 1). Then it positions itself on the altitude $S_iS'_i$ in such a way as to indicate the new number $r'$ that the machine is supposed to represent. That is, the
Coordinated movement of the Commander and the Number robot, to cope with their asynchronous and non-rigid nature. (a) The Commander stops on $S_iS_i'$, recording the number that the machine is going to represent next (which is a function $f$ of the number currently represented by the Number robot). (b) The Number robot moves within $QQ'$ to match the Commander’s position in $S_iS_i'$. (c) Finally, the Commander reaches $D_i$.

Commander picks the point on $S_iS_i'$ at distance $f(NQ)$ from $S_i$ (lines 6 and 7). Even if it is stopped by the scheduler before reaching such a point, it can recover its destination by drawing a ray from $A_i$ to its current position and intersecting it with $S_iS_i'$ (lines 8 and 9).

When the Commander has reached $S_iS_i'$, it waits to let the Number robot adjust its position on the segment $QQ'$ to match that of the Commander on $S_iS_i'$, as in Figure 2(b) (lines 21 and 22). This effectively makes the Number robot represent the new number $r'$. Note that the Number robot can do this even if it is stopped by the scheduler several times during its march, because the Commander keeps reminding it of the correct value of $r'$: since $r'$ depends on the old number $r$, the Number robot would be unable to re-compute $r'$ after it has forgotten $r$. Once the Number robot has reached the correct position on $QQ'$, the Commander starts moving again (line 10) and finally reaches $D_i$ while the other robots wait, as in Figure 2(c) (lines 11 and 12).

When the Commander has reached $D_i$, the Number robot realizes it and makes the corresponding move (lines 14–18) while the other two robots wait. The destination point of the Number robot is $D_i'$, as shown in Figure 1. Finally, when the Number robot is in $D_i'$, the Reference robot realizes it and makes the final move to bring the TuringMobile back into a rest position (lines 23–27). Note that the number $r'$ stored in the machine is not erased after these final movements, because both the Number and Reference robot move by the same vector.

Computing the Virtual Commander. After the Commander has left its rest position and is on its way to $D_i$, the TuringMobile loses its initial shape, and identifying the $D_i$’s and the midway triangles becomes non-trivial. So, the robots try to guess where the Commander’s original rest position may have been by computing a point called the Virtual Commander $C'$.

Assuming that the Reference and Number robots have not moved from their rest positions, the Virtual Commander is easily computed: draw a line $\ell$ through $R$ perpendicular to $RN$; then, $C'$ is the point on $\ell$ at distance $d$ from $R$ that is closest to $C$. Once we have $C'$, we can construct the points $D_i$ with respect to $C'$ (in the same way as we did in Figure 1 with respect to $C$). This technique is used by Algorithm 1 at lines 3 and 20.
In the special case where the Commander has reached its final destination $D_i$ and the Reference robot has not moved from its rest position (but perhaps the Number robot has moved), the Virtual Commander can also be computed. This situation is recognized because the distance between the Commander and the Reference robot is either maximum (i.e., $d + \mu$) or minimum (i.e., $d' = \sqrt{d^2 + \mu^2 - d\mu}$), as Figure 1 shows. If the distance is maximum, then $C$ must coincide with $D_1$; otherwise, $C$ coincides with $D_2$ (if the angle $\angle NRC$ is obtuse) or $D_3$ (if the angle $\angle NRC$ is acute). Since we know the position of $R$ and one of the $D_i$’s, it is then easy to determine the other $D_i$’s. This technique is used at line 15.

The Reference robot’s behavior. To know when it has to start moving, the Reference robot executes Algorithm 1 from the perspective of the Commander and the Number robot: if neither of them is supposed to move, then the Reference robot starts moving (line 24).

We have seen that the Number robot can determine its destination $D'_i$ solely by looking at the positions of $C$ and $R$, which remain fixed as it moves. For the Reference robot the destination point is not as easy to determine, because the distance between $C$ and $N$ varies depending on what number is stored in the TuringMobile.

However, the Reference robot knows that its move must put the TuringMobile in a rest position. The condition for this to happen is that its destination point be at distance $d$ from $C$ (line 25) and form a right angle with $C$ and $N$ (line 26). There are exactly two such points in the plane, but one of them has distance much greater than $\mu$ from $R$, and hence the Reference robot will pick the other (line 27).

As the Reference robot moves toward such a point, all the above conditions must be preserved, due to the asynchronous and non-rigid nature of the robots. This is not a trivial requirement, and a proof that it is indeed fulfilled is in the full paper [17].

3.2 Complete Implementation

We have shown how to implement a basic component of the TuringMobile in $\mathbb{R}^2$ consisting of three robots: a Commander, a Number, and a Reference. The basic component is able to rigidly move by a fixed distance $\mu$ in three fixed directions, $120^\circ$ apart from one another. It can also store and update a single real number.

Planar layout. We can obtain a full-fledged TuringMobile in $\mathbb{R}^2$ by putting several tiny copies of the basic component side by side. For the machine to work, we stipulate that there exists a disk of radius $\sigma$ that contains all the robots constituting the TuringMobile and no extraneous robot, where $\sigma \ll \varepsilon$. The distance between two consecutive basic components of the TuringMobile is roughly $s$, where $d \ll s \ll \sigma$. This makes it easy for the robots to tell the basic components apart and determine the role of each robot within its basic component.

Since a basic component of the TuringMobile is a scalene triangle, which is chiral, all its members implicitly agree on a clockwise direction even if they have different handedness. Similarly, all robots in the TuringMobile agree on a “leftmost” basic component, whose Commander is said to be the Leader of the whole machine.

Coordinated movements. All the basic components of the TuringMobile are always supposed to agree on their next move and proceed in a roughly synchronous way. To achieve this, when all the basic components are in a rest position, the Leader decides the next direction among the three possible, and executes line 4 of Algorithm 1. Then all the other Commanders see where the Leader is going, and copy its movement.
When all the Commanders are in their respective \( A_i \)'s, they execute line 7 of the algorithm, and so on. At any time, each robot executes a line of the algorithm only if all its homologous robots in the other basic components of the TuringMobile are ready to execute that line or have already executed it; otherwise, it waits. When the last Reference robot has completed its movement, the machine is in a rest position again, and the coordinated execution repeats with the Leader choosing another direction, etc.

**Simulating a non-oblivious rigid robot.** Let a program for a rigid robot \( R \) in \( \mathbb{R}^2 \) with \( k \) persistent registers and visibility radius \( V \) be given. We want the TuringMobile described above to act as \( R \), even though its constituting robots are non-rigid and oblivious.

Our TuringMobile consists of \( 2 + k \) basic components, each dedicated to memorizing and updating one real number. These \( 2 + k \) numbers are the \( x \) coordinate and the \( y \) coordinate of the destination point of \( R \) and the contents of the \( k \) registers of \( R \). We will call the first two numbers the \( x \) variable and the \( y \) variable, respectively.

When the TuringMobile is in a rest position, its \( x \) and \( y \) variables represent the coordinates of the destination point of \( R \) relative to the Leader of the machine. Whenever the TuringMobile moves by \( \mu \) in some direction, these values are updated by subtracting the components of an appropriate vector of length \( \mu \) from them. Of course, this update is computed by the Commanders of the first two basic components of the machine, which communicate it to their respective Number robots, as explained in Section 3.1.

Let \( P \) be the destination point of \( R \). Since the TuringMobile can only move by vectors of length \( \mu \) in three possible directions, it may be unable to reach \( P \) exactly. So, the Leader always plans the next move trying to reduce its distance from \( P \) until this distance is at most \( 2\sigma \) (this is possible because \( \mu \ll d \ll \sigma \)).

When the Leader is close enough to \( P \), it “pretends” to be in \( P \), and the TuringMobile executes the program of \( R \) to compute the next destination point. Recall that the visibility radius of \( R \) is \( V \), and that of the robots of the TuringMobile is \( V + \varepsilon \). Since \( \sigma \ll \varepsilon \), each member of the TuringMobile can therefore see everything that would be visible to \( R \) if it were in \( P \), and compute the output of the program of \( R \) independently of the other members. The only thing it should do when it executes the program of \( R \) is subtract the values of the \( x \) and \( y \) variables to everything it sees in its snapshot, discard whatever has distance greater than \( V \) from the center of the snapshot, and of course discard the robots of the TuringMobile and replace them with a single robot in the center of the snapshot (representing the robot itself). Then, the robots that are responsible for updating the \( x \) and \( y \) variables add the relative coordinates of the new destination point of \( R \) to these variables. Similarly, the robots responsible for updating the \( k \) registers of \( R \) do so.

**Restrictions.** The above TuringMobile correctly simulates \( R \) under certain conditions. The first one is that, if all robots are indistinguishable, then no robot extraneous to the TuringMobile may get too close to it (say, within a distance of \( \sigma \) of any of its members). This kind of restriction cannot be dispensed with: whatever strategy a team of oblivious robots employs to simulate a single non-oblivious robot’s behavior is bound to fail if extraneous robots join the team creating ambiguities between its members. Nevertheless, the restriction can be removed if the members of a TuringMobile are distinguishable from all other robots.

Another difficulty comes from the fact that, if the TuringMobile is made of more than one basic component and its Commanders are all in their respective \( A_i \)'s and ready to update the values represented by the machine, they may get their snapshots at different times, due to
asynchrony. If the environment moves in the meantime, the snapshots they get are different, and this may cause the machine to compute an incorrect destination point or put inconsistent values in its simulated registers.

There are several possible solutions to this problem: we will only mention two trivial ones. We could assume the Commanders to be synchronous, that is, make the scheduler activate them in such a way that all of them take their snapshots at the same time. This way, all Commanders get compatible snapshots and compute consistent outputs. Another possible solution is to make the TuringMobile operate in an environment where everything else is static, i.e., no moving entities are present other than the TuringMobile’s members.

We stress that these restrictions make sense if a perfect simulation of $R$ is sought. As we will see in Section 4, there are several other applications of the TuringMobile technique where no such restrictions are required.

Higher dimensions. Let us now generalize the above construction of a planar TuringMobile to $R^m$, for any $m \geq 2$. We start with the same TuringMobile $M$ with $2 + k$ basic components laid out on a plane $\gamma \subset R^m$. Since $M$ has only two basic components for the $x$ and $y$ variables, we will add $m - 2$ basic components to it, positioned as follows.

Let vectors $v_1$ and $v_2$ be two orthonormal generators of $\gamma$, and let us complete $\{v_1, v_2\}$ to an orthonormal basis $\{v_1, v_2, \ldots, v_m\}$ of $R^m$. Now, for all $i \in \{3, 4, \ldots, m\}$, we make a copy of the basic component of $M$ containing the Leader, we translate it by $s \cdot v_i$, and we add it to the TuringMobile ($s$ is the same value used in the construction of the planar TuringMobile at the beginning of Section 3.2). Note that the Leader of this new TuringMobile $M'$ is still easy to identify, as well as the plane $\gamma$ when $M'$ is at rest.

Clearly, $m$ basic components allow the machine to record a destination point in $R^m$, as opposed to $R^2$. Additionally, the positions of the basic components with respect to $\gamma$ give the machine an $m$-dimensional sense of direction (see the full paper [17] for further details).

Theorem 1. Under the aforementioned restrictions, a rigid robot in $R^m$ with $k$ persistent registers and visibility radius $V$ can be simulated by a team of $3m + 3k$ non-rigid oblivious robots in $R^m$ with visibility radius $V + \varepsilon$.

4 Applications

In this section we discuss some applications of the TuringMobile. We also prove that the basic TuringMobile constructed in Section 3.1 is minimal, in the sense that no smaller team of oblivious robots can accomplish the same tasks.

4.1 Exploring the Plane

The first elementary task a basic TuringMobile in $R^2$ can fulfill is that of exploring the plane. The task consists in making all the robots in the TuringMobile see every point in the plane in the course of an infinite execution. We first assume that the three members of the TuringMobile are the only robots in the plane. Later in this section, we will extend our technique to other types of scenarios and more complex tasks.

Theorem 2. A basic TuringMobile consisting of three robots in $R^2$ can explore the plane.

Proof. Recall that a basic TuringMobile can store a single real number $r$ and update it at every move as a result of executing a real RAM program with input $r$. In particular, the TuringMobile can count how many times it has moved by simply starting its execution with $r = 0$ and computing $r := r + 1$ at each move.
Moreover, the Commander chooses the direction of the next move (in the form of a point \( D_i \), see Figure 1) by executing another real RAM program with input \( r \). If \( r \) is an integer, the Commander can therefore compute any Turing-computable function on \( r \), and so it can decide to move to \( D_1 \) the first time, then to \( D_2 \) twice, then to \( D_3 \) three times, to \( D_1 \) four times, and so on. This pattern of moves is illustrated in Figure 3, and of course it results in the exploration of the plane, because the visibility radius of the robots is much greater than the step \( \mu \).

**4.2 Minimality of the Basic TuringMobile**

We can use the previous result to prove indirectly that our basic TuringMobile design is minimal, because no team of fewer than three oblivious robots in \( \mathbb{R}^2 \) can explore the plane.

**Theorem 3.** If only one or two oblivious identical robots with limited visibility are present in \( \mathbb{R}^2 \), they cannot explore the plane, even if the scheduler lets them move synchronously and rigidly.

**Proof.** Assume that a single oblivious robot is given in \( \mathbb{R}^2 \) (hence no other entities or obstacles are present). Since the robot always gets the same snapshot, it always computes the same destination point in its local coordinate system, and so it always translates by the same vector. As a consequence, it just moves along a straight ray, and therefore it cannot explore the plane.

Let two oblivious robots be given, and suppose that their local coordinate systems are oriented symmetrically. Whether the robots see each other or not, if they take their snapshots simultaneously, they get identical views, and so they compute destination points that are symmetric with respect to \( O \). If they keep moving synchronously and rigidly, \( O \) remains their midpoint. So, if the robots have visibility radius \( V \), they see each other if and only if they are in the circle \( \gamma \) of radius \( V/2 \) centered in \( O \).
Let $O$ be the midpoint of the robots’ locations, and consider a Cartesian coordinate system with origin $O$. Without loss of generality, when the robots do not see each other, they move by vectors $(1, 0)$ and $(-1, 0)$, respectively. Let $\xi$ be the half-plane $y \geq V$, and observe that $\xi$ lies completely outside $\gamma$.

It is obvious that the robots cannot explore the entire plane if neither of them ever stops in $\xi$. The first time one of them stops in $\xi$, it takes a snapshot from there, and starts moving parallel to the $x$ axis, thus never seeing the other robot again, and never leaving $\xi$. Of course, following a straight line through $\xi$ is not enough to explore all of it.

\[\Downarrow\]

### 4.3 Near-Gathering with Limited Visibility

The exploration technique can be applied to several more complex problems. The first we describe is the Near-Gathering problem, in which all robots in the plane must get in the same disk of a given radius $\varepsilon$ (without colliding) and remain there forever. It does not matter if the robots keep moving, as long as there is a disk of radius $\varepsilon$ that contains them all.

It is clear that solving this problem from every initial configuration is not possible, and hence some restrictive assumptions have to be made. The usual assumption is that the initial visibility graph of the robots be connected [20, 24]. Here we make a different assumption: there are three robots that form a basic TuringMobile somewhere in the plane, and each robot not in the TuringMobile has distance at least $\varepsilon$ from all other robots. (Actually we could weaken this assumption much more, but this simple example is good enough to showcase our technique.) Also, in the existing literature on the Near-Gathering problem it is always assumed that the robots agree on at least one coordinate axis, but here we do not need this assumption.

Say that all robots in the plane have a visibility radius of $V \gg \varepsilon$, and that the TuringMobile moves by $\mu \ll \varepsilon$ at each step. The TuringMobile starts exploring the plane as above, and it stops in a rest position as soon as it finds a robot whose distance from the Commander is smaller than $V/2$ and greater than $\varepsilon$. On the other hand, if a robot is not part of the TuringMobile, it waits until it sees a TuringMobile in a rest position at distance smaller than $V/2$. When it does, it moves to a designated area $\mathcal{A}$ in the proximity of the Commander. Such an area has distance at least $3d$ from the Commander, so no confusion can arise in the identification of the members of the TuringMobile. If several robots are eligible to move to $\mathcal{A}$, only one at a time does so: note that the layout of the TuringMobile itself gives an implicit total order to the robots around it. Observe that the robots cannot form a second TuringMobile while they move to $\mathcal{A}$: in order to do so, two of them would have to move to $\mathcal{A}$ at the same time and get close enough to a third robot. Once they enter $\mathcal{A}$, the robots position themselves on a segment much shorter than $d$, so they cannot possibly be mistaken for a TuringMobile.

Once the eligible robots have positioned themselves in $\mathcal{A}$, the TuringMobile resumes its exploration of the plane, and the robots in $\mathcal{A}$ copy all its movements. Of course, at each step the TuringMobile waits for all the robots in $\mathcal{A}$ to catch up before carrying on with the exploration. Now, if the total number of robots in the plane is known, the TuringMobile can stop as soon as all of them have joined it. Otherwise, the machine simply keeps exploring the plane forever, eventually collecting all robots. In both cases, the Near-Gathering problem is solved.
4.4 Pattern Formation with Limited Visibility

Suppose $n$ robots are tasked with forming a given pattern consisting of a multiset of $n$ points: this is the Pattern Formation problem, which becomes the Gathering problem in the special case in which the points are all coincident. For this problem, it does not matter where the pattern is formed, nor does its orientation or scale.

Again, the Pattern Formation problem is unsolvable from some initial configurations, so we make the same assumptions as with the Near-Gathering problem. The algorithm starts by solving the Near-Gathering problem as before. The only difference is that now there is a second tiny area $B$, attached to $A$ (and still far enough from the TuringMobile), which the robots avoid when they join $A$. This is because this second area will later be used to form the pattern.

Since $n$ is known, the TuringMobile knows when it has to interrupt the exploration of the plane because all robots have already been found. At this point, the robots switch algorithms: one by one, they move to $B$ and form the pattern. This task is made possible by the presence of the TuringMobile, which gives an implicit order to all robots, and also unambiguously defines an embedding of the pattern in $B$. So, each robot is implicitly assigned one point in $B$, and it moves there when its turn comes.

If $n = 3$ or $n = 4$, there are uninteresting ad-hoc algorithms to do this: so, let us assume that $n \geq 5$. The first to move are the robots in $A$: this part is easy, because they all lie on a small segment, which already gives them a total order, and allows them to move one by one. The robots only have to be careful enough not to collide with other robots before reaching their final positions. Again, this is trivial, because only one robot is allowed to move at a time.

When this part is done, there are at least two robots in $B$, all of which have distance much smaller than $d$ from each other. Then the members of the TuringMobile join $B$ as well, in order from the closest to the farthest. Each of them chooses a position in $B$ based on the robots already there and the remnants of the TuringMobile. Moreover, the members of the TuringMobile that have not started moving to $B$ yet cannot be mistaken for robots in $B$, because they are at a greater distance from all others (and vice versa).

Note that, when the last robot leaves the TuringMobile and joins $B$, it is able to find its final location because there are already at least four robots there, which provide a reference frame for the pattern to be formed. When this last robot has taken position in $B$, the pattern is formed.

4.5 Higher Dimensions

Everything we said in this section pertained to robots in the plane. However, we can generalize all our results to robots in $\mathbb{R}^m$, for $m \geq 2$. Recall that, at the end of Section 3.2, we have described a TuringMobile for robots in $\mathbb{R}^m$, which can move within a specific plane $\gamma$ exactly as a bidimensional TuringMobile, but can also move back and forth by $\mu$ in all other directions orthogonal to $\gamma$.

Now, extending our results to $\mathbb{R}^m$ actually boils down to exploring the space with a TuringMobile: once we can do this, we can easily adapt our techniques for the Near-Gathering and the Pattern Formation problem, with negligible changes.

There are several ways a TuringMobile can explore $\mathbb{R}^m$: we will only give an example. Consider the exploration of the plane described at the beginning of this section, and let $P_i$ be the point reached by the Commander after its $i$th move along the spiral-like path depicted in Figure 3 ($P_0$ is the initial position of the Commander).
Our $m$-dimensional TuringMobile starts exploring $\gamma$ as if it were $\mathbb{R}^2$. Whenever it visits a $P_i$ for the first time, it goes back to $P_0$. From $P_0$, it keeps making moves orthogonal to $\gamma$ until it has seen all points in $\mathbb{R}^m$ whose projection on $\gamma$ is $P_0$ and whose distance from $P_0$ is at most $i$. Then it goes back to $P_0$, moves to $P_1$, and repeats the same pattern of moves in the section of $\mathbb{R}^m$ whose projection on $\gamma$ is $P_1$. It then does the same thing with $P_2$, etc. When it reaches $P_{i+1}$ (for the first time), it goes back to $P_0$, and proceeds in the same fashion. By doing so, it explores the entire space $\mathbb{R}^m$.

Note that this algorithm only requires the TuringMobile to count how many moves it has made since the beginning of the execution: thus, the machine only has to memorize a single integer. The direction of the next move according to the above pattern is then obviously Turing-computable given the move counter.

## 5 Conclusions

We have introduced the TuringMobile as a special configuration of oblivious non-rigid robots that can simulate a rigid robot with memory. We have also applied the TuringMobile to some typical robot problems in the context of limited visibility, showing that the assumption of connectedness of the initial visibility graph can be dropped if a unique TuringMobile is present in the system. Our results hold not only in the plane, but also in Euclidean spaces of higher dimensions.

The simplest version of the TuringMobile (Section 3.1) consists of only three robots, and is the smallest possible configuration with these characteristics (Theorems 2 and 3). Our generalized TuringMobile (Section 3.2), which works in $\mathbb{R}^m$ and simulates $k$ registers of memory, consists of $3m + 3k$ robots (Theorem 1). We believe we can decrease this number to $m + k + 3$ by putting all the Number robots in the same basic component and adopting a more complicated technique to move them. However, minimizing the number of robots in a general TuringMobile is left as an open problem.

Our basic TuringMobile design works if the robots have the same radius of visibility, because that allows them to implicitly agree on a unit of distance. We could remove this assumption and let each of them have a different visibility radius, but we would have to add a fourth robot to the TuringMobile for it to work (as well as keep the TuringMobile small compared to all these radii).

In order to encode and decode arbitrary real numbers we used a function and its inverse, which in turn are computed using the arctan and the tan functions. However, using transcendental functions is not essential: we could achieve a similar result by using only comparisons and arithmetic operations. The only downside would be that such a real RAM program would not run in a constant number of machine steps, but in a number of steps proportional to the value of the number to encode or decode. With this technique, we would be able to dispense with the trigonometric functions altogether, and have our robots use only arithmetic operations and square roots to compute their destination points.
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Abstract
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1 Introduction

The leader election (LE) problem, where a single (leader) node is given a distinguished role in the network, is a fundamental building block in algorithm design. This is because a leader can initiate and coordinate behaviors in the network, often making leader election a
crucial first step in applications requiring communication and agreement on a global scale. For example, more advanced communication primitives such as broadcast, gossiping and multi-broadcast, rely on a leader to coordinate transmissions [10] (see also Sect. 4.3).

Wireless networks with severe restrictions on communication capabilities are an increasingly prevalent subject of study, e.g., [6, 20, 7, 13, 14, 8]. In order to model these networks, Cornejo and Kuhn [7] introduced a convenient formal framework: the discrete beeping model ($\text{BEEP}$). In this model, time is divided into synchronous rounds, and in each round, a node can either listen or transmit a unary signal (beep) to all its neighbors. The possibility to directly transmit a beep to a node is defined by a static communication graph, and nodes have no knowledge of this graph. As a beep is merely a detectable burst of energy, a listening node does not receive the identifiers (ids) of its beeping neighbors. Even more critically, a beeping node receives no feedback, while a silent (listening) one can only detect that either at least one of its neighbors beeped or that all of them were silent. Although algorithms can take advantage of the synchronous nature of the rounds to transmit information using beeps, doing so impacts the time complexity in a quantifiable manner. This work studies how this impact can be minimized.

The beeping model has also been justified by its possible applications to biological networks [19], which are reliant on primitive communications. Fireflies communicate through flashes of light [2, 15] and cells through the diffusion of specific chemical markers [1, 22].

Beeps are an extremely limited form of communication, making it difficult to coordinate nodes. Being a fundamental coordination problem, leader election has received a lot of attention (see Sect. 1.1). Probabilistic and deterministic solutions were proposed for general graphs, and a time complexity lower bound of $\Omega(D + \log n)$ was established ($D$ is the diameter of the network, and $n$ its size). A prime concern is the design of time-efficient uniform solutions, that is, not requiring any knowledge on the graph topology or on the parameters $n$ and $D$ (or even on their upper bounds). Indeed, it is unrealistic to assume that upper bounds on these parameters are always available, especially when considering dynamic networks. Amongst existing works on LE in $\text{BEEP}$, the more difficult (for design) deterministic case has received less attention. However, this case is useful whenever random behavior is inappropriate or deterministic guarantees are required. We show in this work that an asymptotically time-optimal deterministic algorithm can be designed. This algorithm gives rise to an anonymous (not using ids) randomized algorithm that also matches the lower bound.

1.1 Related Work

Leader election (LE), being a fundamental problem in distributed computing, has been studied in various models. In each newly introduced model, an efficient leader election algorithm is a foremost concern, since it is frequently used as a building block in more complex algorithms. In particular, recent models designed for wireless networks assume that simultaneous communications interfere with each other. Consequently, leader coordination is even more important in these models, though LE is harder to solve efficiently.

Even though computational complexities (in particular time complexity) for LE are key aspects in the algorithmic design, additional properties are also of concern: for example, one might want nodes to detect termination, or to ensure that there is never more than one leader node during any execution (safety property).

Ghaffari and Haeupler [13] present the first LE algorithm for $\text{BEEP}$, which elects a leader in $O(D + \log n) \cdot O(\log^2 \log n)$ rounds with high probability (w.h.p.: with probability $1 - n^{-\Theta(1)}$). [13] also gives a lower bound of $\Omega(D + \log n)$ rounds for LE, applicable both to
Table 1 LE algorithms in the beeping model.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Round complexity</th>
<th>Safety</th>
<th>Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13]</td>
<td>$O(D + \log n \log \log n) \cdot \min{\log \log n, \log \frac{n}{D}}$ w.h.p.</td>
<td>w.h.p.</td>
<td>$N = n^e$</td>
</tr>
<tr>
<td>[12]</td>
<td>$O(D \cdot \log n)$ deterministic time</td>
<td>Deterministic</td>
<td>None</td>
</tr>
<tr>
<td>[9]</td>
<td>$O(D + \log n)$ expected time</td>
<td>w.h.p.</td>
<td>$N = n^e$</td>
</tr>
<tr>
<td>Here</td>
<td>$O(D + \log n)$ deterministic time</td>
<td>Deterministic</td>
<td>None</td>
</tr>
<tr>
<td>Here</td>
<td>$O(D + \log n)$ w.h.p.</td>
<td>w.h.p.</td>
<td>$N = n^e$</td>
</tr>
</tbody>
</table>

deterministic and randomized (w.h.p. time) algorithms. This bound can be compared to the $\Omega(D)$ lower bound in the ECONGEST model [16]. ECONGEST differs from BEEP in that any given node can send (different) messages of $O(\log n)$ bits to each of its neighbors during a round. When nodes receive messages, there are no collisions and they can distinguish from which edge they received a particular message. Intuitively, since a beep can convey at most one bit, additional $\Omega(\log n)$ rounds are necessary [18, 5, 11]. Following the result from [13], Czumaj and Davies [8, 9] presented a randomized LE algorithm with $O(D + \log n)$ expected time in BEEP. In both randomized algorithms, the safety property is guaranteed w.h.p., but some upper bound $N$ on the number of nodes $n$ is required. As for deterministic LE, Förster et al. [12] give the first algorithm in BEEP, with an $O(D \cdot \log n)$ round complexity. This algorithm is uniform in both $n$ and $D$. The round complexities of different LE algorithms, including those presented in this work, are compared below (see Table 1).

It is mentioned in [13, 9] that upper bounds in BEEP apply to the well-known radio networks with collision detection (RN-CD). In RN-CD, nodes can send messages of $O(\log n)$ bits (instead of beeps) and listening nodes receive a “collision” message if more than two neighbors communicate at the same time. For both models, previous results are not tight, especially for deterministic leader election.

[13, 8, 9, 12] concentrate on improving the time complexity of LE in general graphs, in BEEP. A different focus is presented in [14], where the goal is to minimize the size of the state machine representation of an algorithm solving randomized LE in single-hop networks.

Amongst the extensive leader election literature in other models, Casteigts et al. [5] is particularly relevant to this work. [5] proposes an $O(D + \log n)$ time deterministic LE algorithm in the constant-size ECONGEST model, where the algorithm is uniform in both the number of nodes $n$ and the diameter $D$. This model is much stronger than BEEP, in that a node can easily learn its local topology and has direct links to communicate with its neighbors, whereas the absence of such links in the beeping model causes interference and makes directed messages (with known sender and receiver) unachievable or plainly inefficient. Notice that by using a 2-hop coloring and by separating in time the transmission of messages, according to the colors of both the sender and receiver, the constant-size ECONGEST model can be simulated, but with a prohibitive multiplicative factor of $O(\Delta^4)$ [3] (where $\Delta$ is the maximum degree).

Nevertheless, one of the main contributions of [5] is a rooted (in the maximum id node) spanning tree construction and an information diffusion algorithm, designed to spread the maximum identifier efficiently, in a pipeline-like manner (rather than performing consecutive local comparisons on complete identifiers). This latter shift is crucial to the time-optimality of their algorithm, and is used here to improve on the $O(D \cdot \log n)$ result from [12].
1.2 Contributions

We propose a deterministic and completely uniform (in \( n \) and \( D \)) leader election algorithm with an \( O(D + \log n) \) asymptotically optimal round complexity. By independently sampling \( \Theta(\log n) \) bits to create unique identifiers w.h.p. and using this algorithm, we obtain a uniform (in \( D \) only) randomized leader election algorithm which takes \( O(D + \log n) \) rounds w.h.p. and works in anonymous networks. Both solutions are the first to achieve time-optimality for these guarantees in both \( \text{BEEP} \) and \( \text{RNCD} \), outperforming all previous deterministic and randomized results. This work closes the gap between upper and lower bounds for LE.

Furthermore, using the proposed deterministic LE algorithm, we propose the first asymptotically time-optimal (in \( O(\log n) \) rounds) Maximal Independent Set (MIS) and 5-coloring algorithms for trees in \( \text{BEEP} \) (leveraging the fact that given a leader in a tree network, it is simple to compute a 2-coloring). The MIS and coloring algorithms can be considered as essential symmetry-breaking procedures, and designing optimal-time solutions (even limited to tree networks) might be crucial for other applications in \( \text{BEEP} \).

Then, we give an \( O(\min\{k, \log n\} \cdot D + k \log \frac{uM}{k}) \) time \( k \)-source multi-broadcast (with provenance) algorithm (for messages in \( \{1, \ldots, M\} \)). This latter algorithm improves a previous result by Czumaj and Davies [8], when the number of sources \( k \) is sublogarithmic \( (k = o(\log n)) \), by executing \( k \) consecutive leader elections. Communication primitives are especially important in \( \text{BEEP} \), as they allow to deal with the interferences caused by simultaneous communications, and thus to design complex algorithms.

2 Model and Definitions

2.1 Preliminaries

The communication network is represented by a simple connected undirected graph \( G = (V, E) \), where \( V \) is the node set and \( E \) the edge set. The network size \( |V| \) is also denoted by \( n \), and the diameter by \( D \). Nodes have unique identifiers (ids). This property is essential in order to break symmetry in deterministic algorithms. The identifier of a node \( u \in V \), \( id(u) \), is an integer from \( \{1, \ldots, U\} \) where \( U \) is some upper bound unknown to nodes. Then, the maximum length over all identifiers in \( G \) is \( O(\log U) \) (also unknown). For simplicity, we make the common assumption that identifiers have logarithmic (in \( n \)) length, i.e., the id space is \( \{1, \ldots, N\} \) where \( N = n^c \) for some unknown constant \( c > 1 \). In Sect. 3.3, we explain how the results of the paper apply to an arbitrary id space setting.

Now, we give definitions pertaining to (binary) words. The empty word is denoted by \( \epsilon \). The operator \( \| \) is for the word concatenation. The length of a word \( x \) is denoted by \( |x| \). For any word \( x \) and integer \( j \in \{1, \ldots, |x|\} \), \( x[j] \) denotes the \( j^{th} \) most significant bit of \( x \). Let \( x \) and \( y \) be two words (of possibly different lengths), \( x \) is said to be the prefix (resp., proper prefix) of \( y \) if there exists a word (resp., non empty word) \( z \) such that \( x \| z = y \). Moreover, \( x \) is said to be higher than \( y \), denoted by \( x \succ y \), if \( y \) is a proper prefix of \( x \), or if \( x[j] > y[j] \) for the first differing bit \( j \) (even if \( |x| < |y| \)).

The \( \alpha \)-encoding [5] of an integer \( i \in \mathbb{N}^{>0} \) is a word obtained from the binary representation \( \text{bin} \) of \( i \). By definition, \( \alpha(i) = 1^{[\text{bin}]} \| 0 \| \text{bin} \). In the proposed LE algorithm (Sect. 3), instead of ids, nodes compare their \( \alpha \)-encodings (\( \alpha \)-ids). Finding the highest \( \alpha \)-id is equivalent to finding the maximum id, and can be performed uniformly (without padding the binary representations of ids) using bit-wise comparisons. A word \( x \) is well-formed if there exists an integer \( i \) such that \( x = \alpha(i) \). It is simple to prove that for every word \( x \), there is at most one such integer \( i \). Thus the \( \alpha^{-1} \) function (\( \alpha \)’s “inverse”) is defined on well-formed words.
2.2 Model Definitions

In the beeping model ($BEP$), an execution proceeds in synchronous rounds, i.e., there are synchronized local clocks and all nodes start at the same time, in a synchronous start. In each round, nodes synchronously execute the following steps. First, each node beeps (instruction $BEEP$ in algorithms) or listens ($LISTEN$ in algorithms). Beeps are transmitted to all neighbors of the beeping node. Then, if a node beeped (in the previous step of the same round), it learns no information from its neighbors. Otherwise, it knows whether or not at least one of its neighbors beeped (during the previous step of the same round). Finally, each node performs local computations. The synchronous start assumption can be replaced by a slightly weaker variant called wake-on-beep [1], for a constant multiplicative overhead (and an additive factor of $O(D)$ rounds). In this variant, a node starts spontaneously either at an arbitrary time, or at one of its neighbors’ beep, whichever happens first. Upon waking up, a node beeps immediately, to wake up its neighbors. As a result, the local clocks of two neighboring nodes differ by at most 1. Therefore, nodes can use phases of 3 rounds [1] (in which the node can beep or listen in the central round, and listens in both other rounds) to simulate rounds of a synchronous start execution.

We adopt the usual definitions for the system/algorithm: state of a node (values of its variables), configuration (a vector of all the nodes’ states), execution (a sequence of configurations at consecutive rounds’ ends), terminal configuration (a configuration repeated indefinitely), termination (when a terminal configuration has been reached), round complexity (number of rounds needed until a terminal configuration satisfying the problem conditions is reached, in the worst case). A variable $\var$ of a node $v$ is explicitly associated to $v$ using a subscript $\var_v$. An algorithm is said to be uniform\(^1\) in a parameter $p$ if the algorithm is not given $p$ (and is unable to infer it from the information it receives). For example, in a uniform (in $n$) algorithm, nodes do not know the size $n$ of the network, neither can they deduce it from their identifier. Notice that the variable size of the identifiers gives an unusable upper bound on the network size, as it leads to an excessive and unrealistic time complexity.

2.3 Leader Election

In the leader election (LE) problem, each node has a boolean variable, indicating a leader or a non-leader state. During an execution, there is never more than one leader (safety property). Initially, all nodes are non-leaders. Every execution terminates, and at the termination there is exactly one leader.

Now we give auxiliary definitions. First, we define eventual leader election, where the algorithm terminates but no node can detect this. Then, we define terminating leader election, where the algorithm terminates and all nodes detect when there remains a single candidate node (the leader). We solve explicit leader election (when nodes have unique identifiers): a terminating leader election in which all nodes know the elected leader’s identifier at the termination.

\(^1\) It is known that termination detection is easy in a synchronous setting whenever particular parameters related to the size of the communication graph are known, i.e., non-uniform terminating algorithms are easier to construct than the uniform ones.
Algorithm 1 Uniform Eventual Leader Election Algorithm.

1: IN: id: identifier ; OUT: leader: boolean, leaderId: identifier
2: candidate := true, prefix := ϵ, suspicious := false  \(\triangleright\) ϵ is the empty word
3: leaderId := 0, leader := false  \(\triangleright\) id and leaderId are ids, from \([1,\ldots,N]\)
4: for diffusion phase \(p := 1; p++\) do
5:   // First, a communication phase with \(c\) rounds.
6:   Communicate \((prefix, suspicious)\) to all neighboring nodes.
7:   // Then, apply predicates of rules 1 to 5 on received \((prefix, suspicious)\) pairs.
8:   Use received \((prefix, suspicious)\) pairs to update \(prefix\), candidate and suspicious
9:   if not candidate then leader := false
10:  else if prefix = \(α(id)\) then leader := true
11:  if prefix is well-formed then leaderId := \(α^{-1}(prefix)\)

3 Leader Election Algorithms

Classical approaches used to solve leader election in \(CONGEST\) models do not directly apply to \(BEEP\). Although they can be adapted using a transformer, doing so is too costly in most communication graph topologies (see discussion in the related work section: Sect. 1.1).

To solve the strongest version of LE, the explicit leader election, we proceed in two main steps. First, we design a uniform algorithm for eventual leader election, in Sect. 3.1. Then, in Sect. 3.2, we combine this algorithm with a specially designed uniform termination detection component to obtain a uniform explicit leader election algorithm. Finally, in Sect. 3.3, we discuss how the presented algorithm can be applied to other settings (e.g., arbitrary id range).

3.1 Uniform Eventual Leader Election

The algorithm (Algorithm 1) is described first (Sect. 3.1.1). Then, in Sect. 3.1.2, \(k\)-balanced messages are presented. They are used to allow constant-size communication phases composed of rounds and dedicated to the communication of (large) messages respecting local constraints.

Using the \(k\)-balanced message technique, a detailed description of the communication phases (appearing in Algorithm 1) is given in Sect. 3.1.3. Finally, in Sect. 3.1.4, we relate the presented techniques to existing works in \(CONGEST\) models.

3.1.1 Description

All nodes aim to spread their \(α\)-identifiers (\(α(id)\) in Alg. 1) to the whole network (information diffusion algorithm). They execute loosely synchronized bit-wise comparisons and propagate the bits of the highest detected prefix (of \(α\)-id). All nodes start out as candidates, with two variables: \(prefix\) and \(suspicious\). The binary word \(prefix\) is initialized to the empty word \(ϵ\) and represents the prefix of an \(α\)-id. Most of the time, it represents the highest prefix of which the node is aware. Each node adapts its \(prefix\) by adding or removing the less significant bits, depending on the information gathered. The boolean \(suspicious\) is initialized to \(false\) and indicates whether the node removed bits from \(prefix\) in the last phase.

Nodes execute diffusion phases (of \(c\) rounds each) synchronously. A diffusion phase consists of one communication phase of \(c = O(1)\) rounds (line 6), used to send \(prefix\) and \(suspicious\) to all neighbors, followed by a (limited) modification of \(prefix\).
The communication phase is described in detail in Sect. 3.1.3. In the same phase, each node receives \((\text{prefix}, \text{suspicious})\) pairs from its neighbors, but does not know which node sent which message, nor how many nodes sent any of these messages \((\text{multiplicity})\).

After the communication phase, any node \(v\) checks if \(\text{prefix}_v\) is a \textit{locally higher prefix}, using the received pairs (see details below) and the previously gathered information. If this is the case, it appends a bit from its \(\alpha\)-id to \(\text{prefix}_v\) \((\text{if} \ \text{prefix}_v \ \text{is a proper prefix of} \ \alpha(\text{id}_v))\), or does nothing \((\text{if} \ \text{prefix}_v = \alpha(\text{id}_v))\). Otherwise, it modifies \(\text{prefix}_v\) depending on the highest detected \(\text{prefix}\) value, and becomes a \textit{follower}. It can no longer become a leader. If that modification removes bits from \(\text{prefix}_v\), node \(v\) is said to be \textit{suspicious} for the following phase, and \(\text{suspicious}_v\) is assigned to \textit{true} for one phase.

The five rules below associate conditions (predicates) to actions. A predicate evaluated to \textit{true} triggers the associated action. In line 8, these predicates are evaluated \(\text{(by some node} \ v\text{)}\) on the set of the received \((\text{prefix}, \text{suspicious})\) pairs, in the given order of priority, and the first triggered action is performed.

1. If there exists a suspicious neighbor \(u\), such that \(\text{prefix}_u\) is a proper prefix of \(\text{prefix}_v\), remove \(\min\{\mid \text{prefix}_u\mid - \mid \text{prefix}_v\mid, 3\}\) letters from the end of \(\text{prefix}_v\).
2. If \(\text{prefix}_v = (z \parallel 0 \parallel w)\) with \(w \neq \epsilon\) and there exists a neighbor \(u\) with \(\text{prefix}_u = (z \parallel 1 \parallel y)\), delete \(|w|\) letters from the end of \(\text{prefix}_v\).
3. If \(\text{prefix}_v = (z \parallel 0)\) and there exists a neighbor \(u\) with \(\text{prefix}_u = (z \parallel 1 \parallel y)\), then change \(\text{prefix}_v\) to \((z \parallel 1)\).
4. If there exists a neighbor \(u\) with \(\text{prefix}_u = (\text{prefix}_v \parallel 1 \parallel w)\) then append 1 to \(\text{prefix}_v\).
5. If there exists a neighbor \(u\) with \(\text{prefix}_u = (\text{prefix}_v \parallel 0 \parallel w)\) then append 0 to \(\text{prefix}_v\).

If any of the predicates \(\text{(of the rules 1-5)}\) is true, \(\text{prefix}_v\) is not a locally higher prefix. Indeed, if a neighbor \(u\) (of \(v\)) is suspicious and \(\text{prefix}_u\) is a proper prefix of \(\text{prefix}_v\), then a neighbor of \(u\) has a higher prefix than \(\text{prefix}_v\), or is changing its \(\text{prefix}\) according to rule 1 above. By deleting the last bits of \(\text{prefix}_v\), node \(v\) is matching \(\text{prefix}_v\) to an unknown but higher \(\text{prefix}\). In all 4 other cases, \(\text{prefix}_u\) is clearly a higher prefix than \(\text{prefix}_u\), therefore \(\text{prefix}_v\) modifies \(\text{a limited amount of}\) its last bits to more closely match \(\text{prefix}_u\).

Additional local computations in lines 9-11 conclude a diffusion phase. Once a candidate’s \(\text{prefix}\) variable is well-formed \(\text{(i.e., once} \ \text{id}_v = \alpha^{-1}(\text{prefix}_v))\), this node becomes a leader. If in later rounds it becomes a follower, then it withdraws from the leader role. Although this process violates the safety property, it is necessary in order to elect a leader, as the last remaining candidate cannot detect that it is the last, due to the lack of termination detection in this preliminary eventual LE version.

The 5 rules described above are an idea adopted from [5]. Thus the described information diffusion process satisfies Lemma 1 and Theorem 2 below, adopted from the results of [5] and adapted here to our beeping algorithm \(\text{(see Sect. 3.1.4 for more details)}\).

\hspace{1cm} \textbf{Lemma 1} (Beeping version of Lemma 8 in [5]). \textit{Let} \(u\) and \(v\) be two neighboring nodes. Then, \(\text{prefix}_u\) and \(\text{prefix}_v\) are identical, except in at most 6 \(\text{(least significant)}\) bits: without loss of generality, from the \(\mid \text{prefix}_u\mid^{th}\) bit \(\text{(possibly included)}\) to the \(\mid \text{prefix}_v\mid^{th}\) bit.

\textit{Note that if the} \(\mid \text{prefix}_u\mid^{th}\) bit differs in \(\text{prefix}_u\) and \(\text{prefix}_v\), then \(\mid\text{prefix}_u\mid - |\text{prefix}_v| < 6\).

\hspace{1cm} \textbf{Theorem 2} (Beeping version of Theorem 10 in [5]). \textit{Let} \(X\) be the maximum identifier. \textit{After} \(\mid \alpha(X)\mid + 6r\) \textit{phases of the information diffusion algorithm, all nodes within distance} \(r\) \(\text{(for any} \ r \geq 0)\) \textit{from the node with} \(\mid \text{id}\) \(X\) \textit{have} \(\text{prefix} = \alpha(X)\). \textit{Thus, after at most} \(\mid \alpha(X)\mid + 6D\) \textit{phases, for each node} \(v\), \(\text{prefix}_v = \alpha(X)\), and \(\text{there is a unique candidate node}\).
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**Proof.** Let \( l \) be the maximum id node. We prove the theorem by induction on \( r \).

Node \( l \) has the maximum identifier \( X \), thus it appends a bit from \( \alpha(X) \) in each diffusion phase. After \( |\alpha(X)| \) phases, \( \text{prefix}_1 = \alpha(X) \). This concludes the case when \( r = 0 \).

For the induction step \( (r > 0) \), consider any given node \( u \) at distance \( r + 1 \) of node \( l \), and one of its neighbors \( v \) at distance \( r \) from \( l \). By Lemma 1, \( \text{prefix}_u \) and \( \text{prefix}_v \) differ in less than 6 bits. After \( |\alpha(X)| + 6r \) phases, since \( \text{prefix}_v = \alpha(X) \) (induction hypothesis), node \( v \) does not modify \( \text{prefix}_v \) and node \( u \) necessarily corrects (removes, changes or adds) at least one of \( \text{prefix}_u \)’s bits in each of the 6 following phases, until \( \text{prefix}_u = \alpha(X) \). ▶

Recall that a communication phase is composed of \( c = O(1) \) rounds (\( c \) is defined in Sect. 3.1.3). This implies the following theorem.

**Theorem 3.** Uniform Eventual Leader Election is solved by Algorithm 1 in \( O(D + \log n) \) rounds (in the beeping model).

**Proof.** Let \( v \) be any given node and \( X \) the maximum identifier in the network. From Theorem 2, \( \text{prefix}_v = \alpha(X) \) after \( O(D + \log n) \) phases. Nodes have the leader’s identifier by applying the \( \alpha^{-1} \) function. Moreover, the maximum id node is well-formed after \( |\alpha(X)| = O(\log n) \) phases, thus after \( O(\log n) \) rounds. As a result, the maximum id node is, and remains, a leader henceforth. ▶

### 3.1.2 Balanced messages

A basic design technique called multi-slot design pattern [4], allows to communicate constant-size messages without the sender’s id nor multiplicity, given a synchronous start. It works in communication phases of \( M \) rounds, if at most \( M \) different messages (in \( \{1, \ldots, M\} \)) are allowed. Beeping in the \( j \)th round of a phase is equivalent to sending the message \( j \). However, receivers cannot detect which (and how many) nodes sent that message. Thus, due to the beeping model’s restrictions, if a node sends a message \( m \), it receives no information about whether any of its neighbors also did.

Clearly, this design technique cannot be used to directly send \( \text{prefix} \) values, as these values are in \( \{1, \ldots, N\} \), and communication phases would be \( O(N) \) rounds long. But this technique can be adapted to send the values of a locally constrained (\( k \)-balanced) variable. A variable \( \text{var} \) is said to be \( k \)-balanced if it satisfies the \( k \)-balancing property, that is, if the difference between neighboring \( \text{var} \) values is at most \( k \) (for every node \( v \) and neighboring node \( u \), \(|\text{var}_u - \text{var}_v| \leq k \)).

If one wishes to communicate \( k \)-balanced messages, then it is enough to transmit, for a message \( m \), the remainder \( r = m \mod(1 + 2k) \), using the previous technique, with phases of \( M = 1 + 2k \) rounds (where \( k \) is known a priori to all nodes). Then, the receiver knowing at the same time its own remainder, the sender’s remainder and the fact that the messages are \( k \)-balanced, can deduce the originally sent message (but does not know if multiple nodes have sent this message). Specifically, let \( v \) be the receiver and \( u \) the sender. Node \( v \) deduces the original message \( m_u \) from the received remainder message \( r_u \): \( m_u = m_v + r_u - \lfloor \frac{r_u}{k+1} \rfloor M \).

Consider the example depicted in Table 2 for \( k = 4 \). For a given node \( v \), any message \( m_u \) sent by a neighboring node \( u \) is in \( \{m_v - k, \ldots, m_v + k\} \). By transmitting the remainder \( r_u = m_u \mod(1 + 2k) \), node \( u \) indicates whether its message \( m_u \) is in the next 4 values or in the previous 4, respectively to \( m_v \), and the exact position amongst the 4 possibilities (more precisely, through \( r_u - r_v \)). The remaining \( -\lfloor \frac{r_u}{k+1} \rfloor M \) factor deals with the fact that some lower (than \( m_v \)) messages \( m_u \) result in a high remainder \( r_u \), and some higher messages \( m_u \) in a low remainder \( r_u \), due to the modulo operation. Node \( v \) can deduce the message \( m_u \) by using all of this information, along with its own message \( m_v \).
Table 2 Communication of $k$-balanced messages, where $k = 4$ and $M = 9$. The executing node $v$, and its message value $m_v$, are highlighted. If $v$ receives a message $r_u = 3$, it is able to deduce that the corresponding message $m_u$ is 21.

<table>
<thead>
<tr>
<th>Received remainder $r_u =$</th>
<th>'0'</th>
<th>'1'</th>
<th>'2'</th>
<th>'3'</th>
<th>'4'</th>
<th>'5'</th>
<th>'6'</th>
<th>'7'</th>
<th>'8'</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_u = m_v =$</td>
<td>-1</td>
<td>$v$</td>
<td>+1</td>
<td>+2</td>
<td>+3</td>
<td>+4</td>
<td>-4</td>
<td>-3</td>
<td>-2</td>
</tr>
<tr>
<td>$(r_u - r_v) - \lfloor \frac{r_u - r_v}{k+1} \rfloor M$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decoded message $m_u =$</td>
<td>18</td>
<td>19</td>
<td>20</td>
<td>21</td>
<td>22</td>
<td>23</td>
<td>15</td>
<td>16</td>
<td>17</td>
</tr>
</tbody>
</table>

The $k$-balanced message technique is of independent interest, and allows efficient algorithm design when nodes communicate locally-similar values.

3.1.3 Designing constant-size communication phases

In this section, we show that by applying the balanced messages approach, using only $O(1)$ beeping rounds, a node can deduce its neighbors’ $prefix$ values (and whether some of them are suspicious), even though there are $O(N)$ different possible values of $prefix$.

From Lemma 1, we know that $|prefix|$ is a 6-balanced variable. Moreover, two neighboring nodes have similar $prefix$ values, which differ only in (at most 6 of) the last bits. Therefore, if a node can learn the last 6 bits of a neighboring $prefix$, and their exact positions, then it can fill up the empty bits (in more significant positions) using the bits from its own $prefix$. To learn that, one could use two consecutive communication subphases: the first communicates the position of the last bit (which is $|prefix|$, a 6-balanced variable) in a subphase with 13 rounds, and the second communicates an ending message with the last 6 bits (using a message from $\{1, \ldots, 2^6\}$, encoding all possible 6 letters combinations), in a subphase with 64 rounds. However, this does not work in $BEEP$ because one needs to know, for every different ending message sent by neighbors, the corresponding position of the last bit (thus the corresponding position message). Although this is trivial in $ECONGEST$, because messages from different neighbors are received on different edge ports, it is too costly to simulate this functionality in $BEEP$ (see Sect. 1.1). Fortunately, as the message space is constant-size in both of these communication subphases, the Cartesian product of both message spaces is also constant-size. This allows to associate position and ending messages, using $O(1)$ rounds, even in $BEEP$. Consequently, communication phases with 832 rounds (for messages in $\{1, \ldots, 13\} \times \{1, \ldots, 2^6\} \times \{false, true\}$) are needed to communicate enough information for a node to deduce all neighboring $prefix$ values.

On top of that, the nodes also need to communicate the boolean $suspicious$. For this reason, the message space is adapted to $\{1, \ldots, 13\} \times \{1, \ldots, 2^6\} \times \{false, true\}$. This results in communication phases (introduced in Algorithm 1, Sect. 3.1.1) of length $c = 1664$ rounds, which although large, is still $O(1)$ size.

3.1.4 Remarks on the eventual leader election algorithm

As mentioned in the related work (Sect. 1.1), [5] is particularly relevant to our work. In this section, we discuss this in detail.

The structure of the information diffusion algorithm is essentially the same. The algorithm progresses in diffusion phases, consisting of a communication phase (corresponding to a single round in the considered $ECONGEST$ model) where nodes send their ($prefix$, $suspicious$)
values, after which nodes change their prefix variable depending on the (prefix, suspicious) pairs received. Recall the 5 rules presented in Sect. 3.1.1: the set of the different possible changes for the prefix variable is of a constant size, and these changes are meant to affect at most a constant number of (the last) bits of prefix. An important point in [5] is the proof that this set of changes allows the maximum identifier to spread over the network, in an optimal $O(D + \log n)$ number of phases. We use the same constant-size set of changes (for prefix). That is why Lemma 1 also applies to our algorithm.

However, the other core element of their information diffusion algorithm, the communication phase, cannot be used in $B\mathcal{E}\mathcal{E}\mathcal{P}$. In [5], nodes maintain up-to-date copies of the prefix variables of their neighbors to circumvent the limited message size and can keep these copies up-to-date in a single communication phase of $O(1)$ rounds. In such a phase, nodes communicate what change was carried out (and which neighbor sent which message): sending the type of change is equivalent to sending the complete prefix value in this situation. In $B\mathcal{E}\mathcal{E}\mathcal{P}$, nodes are unable to know which neighbor sent which message. Although this capability can be simulated, it is unlikely that it can be done without increasing the time complexity of [5]. Current methods result in a $O(\Delta^4)$ multiplicative factor (see discussion in Sect. 1.1).

One of the main contributions of this work is the introduction of the $k$-balanced message method to leverage the local constraints between (unbounded) values, which allows to communicate in $O(1)$ rounds. With the $k$-balanced message technique, a node can transmit a value of prefix to its neighbors in $O(1)$ rounds (of $B\mathcal{E}\mathcal{E}\mathcal{P}$) only. This communication process differs greatly from that of [5].

### 3.2 Uniform Terminating Leader Election (Explicit LE)

Being often used as a primitive, the LE algorithm must be uniform and detect termination (e.g., so that it can be composed with other algorithms). Since classical approaches are not suited to $B\mathcal{E}\mathcal{E}\mathcal{P}$, we propose an explicit leader election algorithm using a different termination detection approach. Notice that, as mentioned previously, it is simple (in a synchronous setting) to transform the uniform eventual leader election algorithm, Algorithm 1, into a non-uniform one using knowledge of $D$ and $N$, and thus of the time complexity expressed in terms of these parameters. Then, candidates can wait until the algorithm terminates, by counting rounds corresponding to the evaluated time complexity. However, this technique cannot be used here.

Instead, we use a primitive called overlay networks. We briefly describe it in Sect. 3.2.1. Then, in Sect. 3.2.2, an adapted version of this primitive is used to create a uniform termination detection component. This component is combined with the previously presented eventual leader election algorithm to obtain uniform explicit leader election.

#### 3.2.1 Overlay network

The overlay network approach, in the context of leader election, was first used for $B\mathcal{E}\mathcal{E}\mathcal{P}$ in [12]. Such an overlay has a designated root, and consists of layers centered around the root. Nodes at a distance $d$ from that root (level $d$), have up links (resp. down links) towards all neighboring nodes (of the overlay) at distance $d - 1$ (resp. at distance $d + 1$) from the root. Using these (virtual) links, the root can gather information about the network and disseminate it. The default behavior for non-root overlay nodes is to relay any beep received over an up (resp. down) link in some phase $p$, to all down (resp. up) links in phase $p + 1$. 
Algorithm 2 Uniform Terminating Leader Election Algorithm.

1: **IN:** id: identifier ; **OUT:** leader: boolean, leaderId: identifier
2: candidate := true, prefix := ϵ, suspicious := false ▷ ϵ is the empty word
3: leaderId := 0, leader := false
4: **for** diffusion phase p := 1 ; p++ **do**
5:  // First, a communication phase with c = O(1) rounds.
6:  Communicate (prefix, suspicious) to all neighboring nodes.
7:  // Then, apply predicates of rules 1 to 5 on received (prefix, suspicious) pairs.
8:  Use received (prefix, suspicious) values to update prefix, candidate and suspicious.
9:  // Finally, termination detection phase with s = O(1) rounds.
10: Execute a termination detection phase.
11: if candidate and prefix = α(id) then
12:     if no beep is heard in down links, exit the loop.
13: else
14:     if a beep is heard in up links, exit the loop.
15:     leaderId := α−1(prefix)
16: if candidate then leader := true ▷ Last candidate becomes the leader

In more detail, overlays work in the following way. Time is divided into overlay phases of 9 rounds, where each phase consists of 3 subphases of 3 rounds each. The first 3 rounds are called control rounds, the next 3 - up rounds and the last 3 - down rounds. Each set of 3 rounds is numbered from 0 to 2. When nodes join the overlay, they initialize a depth variable (in {0, 1, 2}), through which they know some information about their layer (and thus how to communicate with the other layers). The root node joins the overlay at a given time, and assigns itself depth := 0. The other nodes willing to join the overlay listen in all control rounds. Since overlay nodes beep in the control round depth (in all overlay phases), the joining nodes assign themselves depth = beepHeard + 1 (mod 3), where beepHeard is the smallest control round in which a beep was heard.

It is important that the depth variable satisfies some local constraints, to be guaranteed by the joining process. More specifically, for any distance d and for any given (overlay) node v in level d, all neighboring (overlay) nodes u in level d − 1 (resp. in level d + 1) must have depth_u = depth_v − 1 (mod 3) (resp. depth_u = depth_v + 1 (mod 3)), where −1 (mod 3) = 2. With this property, nodes can listen over an up link (resp. down link) by listening in up (resp. down) round depth − 1 (mod 3) (resp. depth + 1 (mod 3)). Moreover, nodes beep over an up link (resp. down link) by beeping in up (resp. down) round depth (mod 3). In other words, communication through up and down links is the same as sending, or listening for, a depth message (using the multi-slot design pattern from [4], described in Sect. 3.1.2) using the corresponding subphase (a message from M_{depth} = {0, 1, 2}).

3.2.2 Termination detection component for explicit leader election

We describe the proposed termination detection component and its interactions with the eventual leader election algorithm (Algorithm 1). The termination detection component is meant to gather information from the whole network, on whether there are any candidates with a higher α-id. If there are none, the last candidate terminates and becomes leader. The combined final algorithm structure is given in Algorithm 2.
As in Algorithm 1, time is divided into diffusion phases, but these phases now include an additional termination detection phase. A termination detection phase consists of a border detection phase followed by an adapted overlay phase. The border detection phase is a communication phase for messages in $M_{\text{prefix}} = \{1, \ldots, 13\} \times \{1, \ldots, 2^6\}$, where nodes can detect if any of their neighbors has a different prefix value (similar to the communication in Sect. 3.1.3). If that is the case for an overlay node (even the root) which has been part of the overlay for more than 6 phases, this node becomes a border node (i.e., there exists a neighbor with a different prefix value). The adapted overlay phase is a communication phase with 3 subphases, each for messages in $M_{\text{depth}} \times M_{\text{prefix}}$. Each adapted overlay network is associated to a specific prefix (i.e., that of the overlay’s root, necessarily a candidate node). This prefix is used (communicated) so that nodes can detect whether the other endpoint of a down link or up link, is part of the same overlay (i.e., has the same prefix). Consequently, different overlay networks do not interfere with each other. A border detection phase has $|M_{\text{prefix}}|$ rounds and an adapted overlay phase has $9|M_{\text{prefix}}|$ rounds, thus a termination detection phase has $s = 10|M_{\text{prefix}}|$ rounds.

Upon having a well-formed prefix, each candidate designates itself as root and starts constructing an overlay network by using the termination detection phase. Nodes which have just joined the overlay and border nodes beep in their up links (relayed all the way back to the root) using the adapted overlay phase. As a result, the root hears beeps in its down links in each (termination detection) phase, until the overlay network covers the whole graph (Lemma 5). Moreover, the only overlay that can cover the whole graph is the overlay of the highest $\alpha$-id node (because this node never changes prefix depending on another node’s $\alpha$-id, and consequently never joins another candidate’s overlay). Therefore, when the root hears no beeps in its down links (and is not a border node), it knows that its overlay covers the whole graph, and that it is the highest $\alpha$-id node (thus the maximum id node). All other roots hear beeps in down links (or become border nodes), until their prefix is changed.

In more detail, the construction of the adapted overlay networks is done as follows. Once a candidate node has a well-formed prefix (after exactly $|\alpha(id)|$ diffusion phases), it sets itself up as an overlay’s root (in phase $p = |\alpha(id)|$), but it stays silent for 6 termination detection phases (from phase $p$ to phase $p + 5$) before beeping in the control rounds of phase $p + 6$ (and only in this phase). On the other hand, follower nodes with a well-formed prefix attempt to join the overlay corresponding to prefix right away. Once a follower node joins an overlay (in phase $p'$), it also stays silent for 6 termination detection phases before beeping in the control rounds of phase $p' + 6$. For any given node $v$ that joins an overlay in termination detection phase $p'$, its neighbors know if they join $v$’s overlay or not, by phase $p' + 6$ at the latest (by Theorem 2). By staying silent for 6 termination detection phases upon joining, $v$ ensures that all of its neighbors join the overlay at the same time (if they choose to join). Consequently, two nodes $u$ and $v$, at the same distance $d$ from an overlay’s root $r$, never join $r$’s overlay in different termination detection phases, and $\text{depth}_u = \text{depth}_v$. Otherwise, we could have $\text{depth}_u \neq \text{depth}_v$, which means a common neighbor of $u$ and $v$ at distance $d - 1$ from $r$ would not have properly defined down links.

Lemma 4. Let $r$ be the root of an overlay network. This overlay is properly constructed, that is, nodes at level $d$ have the same depth value.

Proof. Let us prove by induction that if a node at distance $d$ from $r$ joins $r$’s overlay, then it is in phase $|\alpha(id_r)| + 6d$. Let us first consider a node $v$ at distance 1 from $r$. For node $v$ to join $r$’s overlay, another overlay node must beep in the control rounds and prefix$_v$ must be equal to $\alpha(id_r)$, in the same phase. Notice that for any given two neighbors $u$ and $v$, which are in different overlays, both nodes beep in different control rounds, because prefix$_u \neq$ prefix$_v$. 

\[ \alpha(v) = \alpha(r) \]

\[ |\alpha(v)| = |\alpha(r)| + 6d \]

\[ \text{depth}_u = \text{depth}_v \]
In phase $|\alpha(id_v)| + 6$, $r$ beeps in the control rounds, and thus $v$ can join in that phase (if prefix$_v = \alpha(id_v)$). In addition, if prefix$_v \neq \alpha(id_v)$ in phase $|\alpha(id_v)| + 6$, then by Theorem 2, node $v$ does not consider $\alpha(id_v)$ as the highest prefix value it has encountered. As a result, it is impossible that prefix$_v = \alpha(id_v)$ after phase $|\alpha(id_v)| + 6$, and that $v$ joins $r$’s overlay after phase $|\alpha(id_v)| + 6$. The induction step ($d > 1$) is similar, starting from a node $v$ at distance $d$ from $r$.

Because the adapted overlay networks are properly constructed, we can prove that as long as an overlay has not covered the whole network, follower nodes beep in their up links, stopping the root from becoming a leader. In more detail, after a candidate node beeps in the control rounds, it listens to its down links in every termination detection phase. As long as it hears a beep in these links, or is a border node, it does not become leader. Once no beep is heard, it becomes leader, sends a beep in its down links and terminates. On the other hand, after a follower node joins the overlay (in phase $p$), its beeps in its up links in the first 7 termination detection phases (from phase $p$ to phase $p + 6$). It also beeps in the up links if it is a border node (and relays any beep heard through a down link). Finally, when a follower node hears a beep in its up links, it terminates. Consequently, before an overlay network covers the whole network, the root receives beeps in every (termination detection) phase.

Lemma 5. Let $r$ be the root of an overlay network. Then from diffusion phase $|\alpha(id_r)| + 6$ onwards, node $r$ hears beeps in its down links every phase, until it becomes a border node itself, or until its overlay covers the whole network.

Proof. Let $r$ be the root of an overlay network. From Lem. 4, $r$’s overlay network is properly constructed, therefore the virtual links can be used. We define a (overlay) downwards path from node $v$ to node $u$, as a sequence of down links starting in $v$ and ending in $u$. A node $u$ is downwards reachable from node $v$ if there is an overlay downwards path from $v$ to $u$.

Consider a follower node $v$, having just joined $r$’s overlay (in phase $p$). Node $v$ beeps in its up links for 7 termination detection phases after it joins (from phase $p$ to phase $p + 6$). For each additional level in the overlay with nodes downwards reachable from $v$, $v$ beeps in its up links during 7 additional termination detection phases (by relaying beeps heard in its down links, to its up links). Although the next layer (node $u$) is one hop away from the root, and starts beeping in phase $p + 6$, $v$ beeps during phase $p + 6$ ($7^{th}$ termination detection phase after it joins) and relays $u$’s first beep in phase $p + 7$. Consequently, there is no interruption in beeps sent through the up links. If an overlay node becomes a border node (some of its neighbors do not join in phase $p + 6$), then it beeps in up links in all phases $p' > p + 6$. If it exits the overlay, then its neighbors closer to the root become border nodes and beep in their up links. Therefore, the root keeps hearing beeps in its down links while levels are added to its overlay, but also if one of its overlay nodes becomes a border node. In that latter case, the root does not have the maximum id, and hears beeps in its down links until it becomes a border node itself.

Theorem 6. Explicit Leader Election is solved (uniformly) in $O(D + \log n)$ rounds in the beeping model.

Proof. The maximum identifier node $v$ starts to construct its overlay network in phase $|\alpha(id_v)| + 6$, which is $O(\log n)$. For any given node $u \neq v$, prefix$_v$ never modifies its bits to match prefix$_u$. Consequently, $v$ never joins $u$’s overlay and $v$’s overlay is the only one to grow until it covers the whole network, at a rate of adding a level every 6 diffusion phases. Thus, $v$’s overlay covers the whole network after an additional $O(D)$ diffusion phases. Node $v$ hears beeps in its down links for another additional $O(D)$ phases, since beeps from the
last nodes to join the overlay take $O(D)$ rounds to reach $v$. After that, node $v$ no longer hears beeps in its down links (Lemma 5) and is the only node in the network to terminate as leader. Then, it beeps in its down links, so that all nodes can terminate.

3.3 Discussion and Perspectives

The deterministic LE algorithm presented in this section works without any change with an arbitrary (unbounded) id space $\{1, \ldots, U\}$. In this case, its time complexity is $O(D + \log U)$. For an unbounded id space, a known result from distributed bit complexity [11] gives a lower bound of $\Omega(\log U)$ for a network with two nodes. This implies a lower bound of $\Omega(D + \log U)$ for multi-hop networks. Consequently, the presented algorithm is asymptotically time-optimal even with an unbounded id space.

Furthermore, the algorithm can be modified to work if it starts with only a subset of nodes as candidates, or if the ids are not unique (as long as the highest id-encoding is still unique). Since a set of (non-unique) ids with a unique maximum can be generated without knowing $n$ or $N$ [17], this last variant can then be applied to obtain a randomized uniform (in both $n$ and $D$) leader election algorithm.

4 Additional Results

LE is an important and often-used primitive when designing distributed algorithms. Thus, it makes sense that improving the time complexity of LE results in improved time complexities for other tasks. We propose improved algorithms for leader election in anonymous networks, MIS and coloring (in trees), and multi-broadcast.

4.1 Randomized Leader Election

When dealing with communication-restrictive models such as $\mathcal{B}\mathcal{E}\mathcal{E}\mathcal{P}$, anonymity is especially important from an application viewpoint. Indeed, when considering large scale dynamic wireless networks, it might not be economically feasible to equip all nodes with unique identifiers. Additionally, nodes might be prevented from revealing their unique ids (explicitly or through their actions), due to privacy or security concerns [23]. For this case, a deterministic algorithm assuming unique identifiers can be adapted into a randomized one (w.h.p. time and safety guarantees) for anonymous networks, as stated in [13]. Indeed, one can generate a unique id w.h.p. by independently sampling $\theta(\log n)$ bits. But in return the knowledge of the network size $n$ or at least some polynomial upper bound $N = O(n^c)$, is required.

4.2 MIS and 5-coloring for Trees

Symmetry breaking procedures such as maximal independent set (MIS) and coloring are important building blocks, especially in the communication-restrictive beeping model. Specifically, the MIS problem consists of choosing a set of nodes (local leaders) so that there are no two neighbors in the set (independence), and such that no other node of the network can be added to the set without causing the loss of the independence property. On the other hand, the $c$-coloring problem consists of assigning colors in $\{1, \ldots, c\}$ to the nodes of the network, such that neighboring nodes have different colors.

It is well-known that given a leader in tree networks (elected using $O(D + \log n)$ rounds), it is simple to 2-color the tree in $O(D)$ supplementary rounds. However, MIS and coloring have an $\Omega(\log n)$ lower bound (even in tree networks, as the bound from [21] holds for a graph
of disconnected pair of nodes), so this $O(D + \log n)$ 2-coloring algorithm is non-optimal for most communication graphs. Still, using the proposed uniform leader election algorithm, we design uniform, asymptotically time-optimal $O(\log n)$ MIS and 5-coloring algorithms in BEEP, for tree networks.

We first give the algorithmic description of the 5-coloring algorithm. Roughly, low degree nodes are colored first using 3 colors, and the remaining nodes form a subgraph where the connected components have at most a logarithmic diameter. Using the LE algorithm, these connected components can be 2-colored in a logarithmic number of rounds. Now, we give more details as to how these steps are achieved. First, the LimitedDegreeColoring algorithm from [3] is used to 3-color all nodes $v$ with $\deg(v) \leq 2$, in $O(\log n)$ rounds. Then, since all remaining nodes have a degree of at least 3, every remaining (non-colored) connected component (a tree) has a diameter of at most $\log n$. Thus, electing a leader for each such connected component requires $O(\log n)$ rounds. It is well-known that, in trees, coloring nodes according to their distance to the root can be done using 2 colors. This distance can be learnt by all nodes in $O(\log n)$ rounds. Specifically, nodes are synchronized after the leader election, and the leader broadcasts a beep, using a beep wave [13, 10] or reusing the overlay network from the leader election. The phase in which a node receives the broadcasted beep indicates its distance to the leader. Therefore the remaining non-colored nodes can be colored with another 2 colors, resulting in a 5-coloring for the communication graph.

From this 5-coloring, it is simple to compute an MIS in 5 additional rounds. Nodes with the same color form an independent set. Adding iteratively (at each round) nodes from each such set to a common independent set results in an MIS. Consequently, an MIS on the communication graph can also be computed in $O(\log n)$ rounds.

Notice that since all parts of the uniform 5-coloring algorithm are themselves uniform, it is a bit tricky to force nodes to resynchronize during the sequential execution. For this purpose, we use the EBET technique [3], to provide synchronization points in a uniform fashion - that is possible because, for every component of the proposed algorithm, the terminal state at a node can be detected locally - and thus solve the issue.

### 4.3 Multi-Broadcast with Provenance

Efficient communication primitives are fundamental building blocks in distributed computing, both for obtaining efficient algorithms and providing convenient abstractions of the actual communication mechanisms. These primitives are of even greater importance in BEEP. When compared to other message-passing models, it is far more difficult to communicate messages throughout the network with beeps.

Now, consider the multi-broadcast problem. Multiple sources ($k$ sources) have each a message they have to broadcast to all other nodes in the network. All messages are in $\{1, \ldots, M\}$. In multi-broadcast with provenance, the $k$ sources need to communicate their message, associated with their id, to all nodes in the network. In [10], an $O(D \cdot \log n + k \log \frac{nM}{k})$ round algorithm is given and the authors conjecture that the $D \cdot \log n$ term might be a lower bound. By presenting an $O(D + \log n)$ deterministic LE algorithm, this work shows that leader election is not a bottleneck for the multi-broadcast problem (whereas the previous deterministic LE algorithm required $O(D \cdot \log n)$ rounds). This suggests that $D \cdot \log n$ might be reducible to $D$ in both the deterministic and randomized cases.

The multi-broadcast with provenance algorithm in [10] can be divided into three core components: leader election, communicating the ids of all $k$ sources and finally using the order of these ids to communicate all messages properly to the leader (which then broadcasts the information to the network). In [10], the second component relies on the leader and
performs $k$ simultaneous binary searches, in $O(D \cdot \log n + k \log \frac{n}{k})$ rounds. Our contribution for this problem lies in improving the time complexities of the first and second components. The previous section (Sect. 3) improves the first component ([10] uses the leader election from [12]). More precisely, we use the leader election variant mentioned in Sect. 3.3, where the candidates can be a subset of all nodes. Here, only sources are candidates and the elected leader is the source with the maximum id. As for the second component, it is improved (whenever the number of sources $k$ is sublogarithmic) by executing $k - 1$ consecutive (variant) leader elections, where each leader election selects the source with the maximum id amongst the remaining non-elected sources. Notice that if nodes use their complete id for all $k - 1$ consecutive leader elections, the time complexity is $O(k \cdot (D + \log n))$ rounds. By being more efficient and leveraging the information communicated through the previous leader elections, $k - 1$ consecutive leader elections are executed in $O(k \cdot D + k \log n)$ rounds only.

This result hinges on a compact manner of representing $k$ unique values, which compresses the $k \log n$ bits required to communicate $k$ identifiers consecutively, into $k \log \frac{n}{k}$ bits. As shown in Figure 1, after communicating $id_1$ (6 bits), communicating $id_2$ only takes one bit, and after that communicating $id_3$ takes an additional 3 bits. Thus, with this compact representation, after the first leader is elected (amongst sources), subsequent leader elections are more efficient as candidates for subsequent leader elections (non-elected sources) are not required to communicate their whole id. For this reason, we introduce the $\beta$-encoding: $\beta(i) = 0^{\text{bin}} || 1 || \text{bin}$ for an integer $i$ and its binary representation $\text{bin}$. Contrary to $\alpha$-encodings, the highest $\beta$-encoding is produced by integers with the shortest but highest binary representations.

Assume that all candidates for leader election (sources which have not yet been elected) are given an identifier $\text{greaterID}$, greater than their own. They compute a reduced identifier $\text{reducedID}$, consisting of all bits from the first difference with $\text{greaterID}$ onwards. Communicating $\text{reducedID}$ to other nodes is, in this setting, the same as communicating $id$ since these other nodes have knowledge of $\text{greaterID}$ and thus deduce $id$ from $\text{reducedID}$. Now, if candidates use the proposed deterministic LE algorithm with $\beta(\text{reducedID})$, then the algorithm elects the node with the next maximum id value. Using this, the ids of all $k$ sources are communicated to all nodes in $O(k \cdot D + k \log \frac{n}{k})$ rounds.

Thus, executing both $k - 1$ consecutive leader elections and $k$ binary searches in parallel, the $k$ ids (of the sources) are communicated to all nodes in $O(\min\{k, \log n\} \cdot D + k \log \frac{n}{k})$ rounds. Then, the messages are gathered and broadcast using the leader, in a further $O(D + k \log M)$ rounds, resulting in a $O(\min\{k, \log n\} \cdot D + k \log \frac{2M}{k})$ algorithm for multi-broadcast with provenance.
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1 Introduction

In this paper, we study the remote memory references (RMR) complexity of abortable test-and-set. Test-and-set (TAS) is a fundamental shared memory primitive that has been widely used as a building block for classical problems such as mutual exclusion and renaming, and for the construction of stronger synchronization primitives [37, 41, 20, 15, 8, 7, 6, 29].

We consider a standard asynchronous shared memory system in which $n$ processes with unique IDs communicate by reading and writing shared registers. A TAS object stores a bit that is initially 0, and provides two methods, $\text{TAS()}$, which sets the bit and returns its previous value, and $\text{read()}$, which returns the current value of the bit. TAS is closely
related to mutual exclusion [18]: a TAS object can be viewed as a one-time mutual exclusion algorithm, where only one process (the one whose \texttt{TAS()} returned 0) can enter the critical section [19].

TAS objects have consensus-number two, and therefore they have no wait-free implementations from atomic registers. In particular, in deterministic TAS implementations, processes may have to wait indefinitely, by spinning (repeatedly reading) variables. It is common to predict the performance of such blocking algorithms by bounding remote memory references (RMRs). These are memory accesses that traverse the processor-to-memory interconnect. Local-spin algorithms achieve low RMR complexity by spinning on locally accessible variables. Two models are common: In distributed shared memory (DSM) systems, each shared variable is permanently locally accessible to a single processor and remote to all other processors. In cache-coherent (CC) systems, each processor keeps local copies of shared variables in its cache; the consistency of copies in different caches is maintained by a coherence protocol. Memory accesses that cannot be resolved locally and have to traverse the processor-to-memory interconnect are called remote memory references (RMRs).

Golab, Hendler, and Woelfel [27] implemented deadlock-free TAS objects from registers with $O(1)$ RMR complexity for the DSM and the CC model, which in turn have been used to construct equally efficient comparison-primitives, such as compare-and-swap (CAS) objects [29]. These constructions are particularly useful in the study of the complexity of the mutual exclusion problem, for which the RMR complexity is the standard performance metric [10, 9, 36, 13, 16, 33, 34, 35, 14, 31, 32, 42, 24, 11, 38, 17, 39, 25].

In the context of mutual exclusion, it has been observed that systems often require locks to support a “timeout” capability that allows a process waiting too long for the lock, to abort its attempt [43]. In database systems, such as Oracle’s Parallel Server and IBM’s DB2, the ability of a thread to abort lock attempts serves the dual purpose of recovering from a transaction deadlock and tolerating preemption of the thread that holds the lock [43]. In real-time systems, the abort capability can be used to avoid overshooting a deadline. Solutions to this problem have been proposed in the form of abortable mutual exclusion algorithms [43, 33, 42, 39, 17, 26]. In such an algorithm, at any point in the entry section a process may receive an abort signal upon which, within a finite number of its own steps, it must either enter the critical section or abort its current attempt to do so, by returning to the remainder section.

The complexity of the mutual exclusion problem in systems providing only registers is not affected by abortability: The abortable algorithms by Danek and Lee [17] and Lee [40] use only atomic registers and achieve $O(\log n)$ RMR complexity, which asymptotically matches the known lower bound for non-abortable mutual exclusion [13]. But abortable mutual exclusion algorithms seem to be much more difficult to obtain than non-abortable ones, and it is not surprising that all such algorithms preceding [17, 40] used stronger synchronization primitives (e.g., LL/SC objects in [33]). Moreover, no RMR efficient randomized abortable mutual exclusion algorithms are known, unless stronger primitives are used [42, 26]; on the other hand, several non-abortable randomized implementations use only registers [30, 31, 25, 14].

As mentioned earlier, CAS objects with $O(1)$ RMR complexity can be obtained from registers [29], but they cannot be used in an abortable mutual exclusion algorithm without sacrificing its abortability: If a process receives the abort signal while being blocked in an operation on a CAS object, it has no option to finish that operation in a wait-free manner, and thus may not be able to abort its attempt to enter the critical section. In general, implemented blocking strong objects, cannot be used to obtain abortable mutual exclusion objects.
One way of dealing with this impasse can be to make implementations of strong primitives also abortable, and to devise mutual exclusion algorithms in such a way that they accommodate operation aborts. Similarly, other algorithms and data structures that may require timeout capabilities, can potentially be implemented from abortable objects, but not from non-abortable ones.

We define abortability in the following, natural way: In a concurrent execution, a process executing an operation on the object may receive an abort signal at any point in time. When that happens, the process must finish its method call within a finite number of its own steps, and as a result the method call may fail to take effect, or it may succeed. The resulting execution must satisfy the safety conditions of the object (e.g., linearizability), if all failed operations are removed. Moreover, a process must be able to find out, by looking at the return value, whether its aborted operation succeeded, and if it did, then the return value must be consistent with a successful operation.

It may be tempting to define a weaker forms of abortability, e.g., where a return value of an aborted operation does not indicate whether the operation succeeded or not. As discussed in Section 1.1, such a weaker notion of abortability has indeed been suggested [4], but in a different context, where a process can choose for itself to abort its own pending operation (e.g., if it detects contention). In our scenario, where aborts are determined in an adversarial manner, the usefulness of such a weaker notion is not clear. For example, abortable TAS objects (according to our definition) can easily be used to implement an abortable mutual exclusion algorithm (TAS-lock): One can store a pointer to a “current” TAS object in a single register $R$. To get the lock, a process calls $\text{TAS()}$ on the TAS object that $R$ points to, and if the return value is 0, then the process has the lock, and otherwise it keeps reading $R$ until its value changes. To release the lock, the process simply swings the pointer $R$ so that it points to a new, fresh TAS object (this technique was proposed in [5], and [1, 2] showed how to bound the number of involved TAS objects). This also works in the case of aborts, because a process knows whether its operation took effect, and thus whether it is allowed to swing the pointer (and in fact must, to avoid dead-locks).

For the weaker definition of abortability mentioned above, a process whose $\text{TAS()}$ aborted may not be able to find out whether it has the lock or not, and then it can also not swing the pointer to a new TAS object, even though its $\text{TAS()}$ may have set the bit from 0 to 1. In fact, suppose that two processes call $\text{TAS()}$, and both $\text{TAS()}$ calls abort without receiving the information whether the aborted operation took effect. Then the TAS bit may be set, but none of the processes has received any information regarding who was successful, and reading the TAS object also provides no information.

Even though our notion of abortability may seem strong, any abortable mutual exclusion algorithm can be used to obtain any abortable object from its corresponding sequential implementation, by simply protecting the sequential code in the critical section. An interesting question is therefore, whether abortable objects can be obtained at a lower RMR cost than mutual exclusion.

We observe that this is true for implementations of abortable CAS objects from abortable TAS objects on the CC model: a straightforward modification of the constant RMR implementation of non-abortable CAS from TAS objects and registers [29], immediately yields an abortable CAS object, provided that the used TAS objects are atomic or also abortable.

▶ Observation 1. There is a deadlock-free implementation of abortable CAS from atomic registers and deadlock-free abortable TAS objects, which has $T + O(1)$ RMR complexity on the CC model, provided that $\text{TAS()}$ operations have RMR complexity $T$. 
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This theorem immediately implies that we could use atomic TAS objects (which are trivially abortable) to obtain abortable CAS objects with constant RMR complexity. But obviously, it does not help constructing deterministic abortable CAS objects from registers. However, we can use the fact that there are known randomized constructions of TAS objects, which are not only RMR efficient, but even efficient with respect to step complexity. More precisely, Giakkoupis and Woelfel [23] presented a randomized TAS implementation from registers, where the maximum number of steps any process takes in a \( \text{TAS()} \) operation has expectation \( O(\log^* n) \) against an oblivious adversary. (This means, the order in which processes take steps must be completely independent of their random decisions.) This construction is also randomized wait-free, meaning that, for any schedule all \( \text{TAS()} \) calls terminate with probability 1. Therefore, \( \text{TAS()} \) calls are abortable (in a randomized sense), as for any schedule each method call terminates with probability 1 (whether the process receives an abort signal or not). In the construction of CAS above, we can therefore use such randomized TAS implementation in place of abortable TAS.

\begin{corollary}
There is a deadlock-free randomized implementation of abortable CAS from atomic registers, such that on the CC model against an oblivious adversary each abort is randomized wait-free, and each operation on the object incurs at most \( O(\log^* n) \) RMRs.
\end{corollary}

Recall that there is also a deterministic constant RMR implementation of TAS from registers [27]. Hence, making this implementation abortable and applying Observation 1 would immediately yield deterministic constant RMR abortable implementations of CAS from registers. Unfortunately, it turns out that a deterministic constant RMR implementation of abortable TAS from registers does not exist. In particular, we define the abortable leader election (LE) problem, which is not harder than abortable TAS (with respect to RMR complexity). Our main technical result is an RMR lower bound of \( \Omega(\log n / \log \log n) \) for that object.

In a (non-abortable) LE protocol, every process decides for itself whether it becomes the leader (it returns \texttt{win}) or whether it loses (it returns \texttt{lose}). At most one process can become the leader, and not all participating processes can lose. I.e., if all participating processes finish the protocol, then exactly one of them returns \texttt{win} and all others return \texttt{lose}. Note that then in an abortable LE protocol all participating processes are allowed to return \texttt{lose}, provided that all of them received the abort signal.

An abortable TAS object immediately yields an abortable LE protocol: Each process executes a single \( \text{TAS()} \) operation and returns \texttt{win} if the \( \text{TAS()} \) call returns 0, and otherwise \texttt{lose} (i.e., it returns \texttt{lose} also when the \( \text{TAS()} \) return value indicates a failed abort). Similarly, it is easy to implement abortable TAS from abortable LE and a single register, preserving the asymptotic RMR complexity (but care must be taken to obtain linearizability).

Our main result is the following:

\begin{theorem}
For both, the DSM and the CC model, any deadlock-free abortable leader election (and thus any abortable TAS) implemented from registers has an execution in which at least one process incurs \( \Omega(\log n / \log \log n) \) RMRs.
\end{theorem}

This lower bound is asymptotically tight up to a \( \log \log n \) factor, because one can trivially obtain a TAS object with \( O(\log n) \) RMR complexity by protecting a straightforward sequential \( \text{TAS()} \) implementation with the abortable mutual exclusions algorithms by Danek and Lee [17] and Lee [40].

Leader election is one of the seemingly simplest synchronization primitives that have no wait-free implementation. In particular, as argued above, the lower bound in Theorem 3 immediately also applies to abortable TAS. This is in stark contrast to the \( O(1) \) RMRs
upper bound for non-abortable TAS and even CAS implementations [27, 29]. It shows that adding abortability to synchronization primitives is almost as difficult as solving abortable mutual exclusion, which has an RMR complexity of $\Theta(\log n)$ [17, 40].

In our lower bound proof we identify the crucial reason for why abortable LE is harder than its non-abortable variant: According to standard bi-valency arguments, for any deadlock-free LE algorithm, there is an execution in which some process takes an infinite number of steps. But it is not hard to see that one can design an (asymmetric) 2-process LE protocol in which one fixed process is wait-free, because the other one waits for the first one to make a decision if it detects contention. It turns out that this is not the case for abortable LE: Here, for any process, there is an execution in which that process takes an infinite number of steps.

1.1 Other Related Work.

Attiya, Guerraoui, Hendler, and Kuznetsov [12] consider augmenting non-wait-free implementations with a mechanism that allows processes to abort an ongoing operation and returning a special “failed” return value. Contrary to our model, where aborts are chosen in an adversarial manner, in the work of Attiay et. al. processes can decide when to abort in order to achieve termination (e.g., when they detect contention). This makes implemented objects weaker, while our abortable objects are stronger than non-abortable ones. A similar notion of abortable objects was suggested by Aguilera, Frølund, Hadzilacos, Horn, and Toueg [4]. In their work, processes can also decide to abort an ongoing operation, but the caller of an aborted operation may not find out whether its operation took effect or not. Since this uncertainty may not be acceptable, they also introduce query-abortable objects, where a query operation allows a process to determine additional information about its last non-query operation.

Note that their notion of abortability is quite different from the one used commonly for mutual exclusion and adopted by us, where the system, and not the implementation, dictates when a process needs to abort.

2 Abortable Compare-And-Swap in the CC Model

In this section we consider the cache-coherent (CC) model. Each process obtains a cached copy with each read of a register, and the cached copy only gets invalidated if some process later writes to the same register. Writes as well as reads of non-cached registers incur RMRs, while reads of cached registers do not.

A CAS object provides two operations, $\text{CAS}(\text{cmp}, \text{new})$, and $\text{read}()$. Operation $\text{read}()$ returns the current value of the object. Operation $\text{CAS}(\text{cmp}, \text{new})$ writes $\text{new}$ to the object, if the current value is $\text{cmp}$, and otherwise does not change the value of the object. In either case it returns the old value of the object.

Golab et al. [28] gave an implementation of CAS from TAS objects and registers, which has constant RMR complexity in the CC model, i.e., each $\text{CAS}()$ and each $\text{read}()$ operation incurs only $O(1)$ RMRs. In this section we show how to make that implementation abortable, provided that the used TAS objects are either atomic or abortable and deadlock-free. The pseudocode is in Figure 1. The original (non-abortable) version of the code is shown in black and our additional code to make it abortable in red (lines 6 and 20). it is assumed that the abort-signal is sent to a process by means of setting the process’ flag $\text{abort}$.
Method NameDecide()

1 $x := T.TAS()$
2 if $x = 0$ then
3     leader := PID
4 else
5     while leader = ⊥ do
6         if abort then return ⊥
7     return leader

Method CAS(cmp, new)

8 $d := D$
9 old := $d \rightarrow value$
10 if old = cmp ∧ cmp ≠ new then
11     winner := $d \rightarrow N.NameDecide()$
12     if winner = PID then
13         $d' := getNewPage()$
14         $d' \rightarrow value := new$
15         $D := d'$
16         $d \rightarrow value := new$
17         $d \rightarrow flag := True$
18     else
19         while $d \rightarrow flag ≠ True$ do
20             if abort then return ⊥
21     old := $d \rightarrow value$
22 return old

Figure 1 Implementation of (abortable) NameDecide() and CAS(). Without lines 6 and 20 the algorithms are equivalent to the non-abortable implementations in [28].

2.1 From TAS to Name Consensus

The implementation in [28] first constructs a name consensus object from a single TAS object $T$. This object supports a method NameDecide(), which each process is allowed to call at most once. All NameDecide() calls return the same value (agreement), which is the ID of a process calling NameDecide() (validity).

The non-abortable implementation in [28] uses a TAS object $T$ and a register leader that is initially ⊥. In a NameDecide() call, a process $p$ first calls $T.TAS()$. If the TAS() returns 0, then $p$ wins, and writes $p$ to leader. Otherwise, $p$ loses, and so it repeatedly reads leader, until leader ≠ ⊥, upon which $p$ can return the value of leader. It is easy to see (and was formally proved in [28]) that this is a correct name consensus algorithm.

We now show how this implementation can be made abortable, assuming the TAS object $T$ is atomic or abortable. We assume that when a process receives the abort signal, a static process-local variable abort, which is initially false, changes to True.

Recall that abortability requires that the return value of a TAS() operation indicates whether it failed or succeeded. We assume a failed TAS() simply returns ⊥. In NameDecide(), processes are only waiting until leader changes. If a process is receiving the abort signal while waiting for leader to change, then it can also simply return ⊥. The rest of the algorithm is the same as the original name consensus algorithm.

Clearly, the new code (line 6) does not affect RMR complexity, and following an abort the code is wait-free. Moreover, correctness (validity and agreement) in case of no failed NameDecide() operations follow immediately from correctness of the original algorithm. If a NameDecide() operation fails (i.e., returns ⊥), then it did not change any shared memory object (its TAS() must have either failed, or returned 1). Hence, removing an aborted and failed NameDecide() operation from the execution does not affect any other processes, and therefore the resulting execution must be correct.

2.2 From Name Consensus to Compare-And-Swap

We now show how the abortable name consensus algorithm can be used to obtain abortable CAS. Consider the implementation of $CAS(cmp, new)$ on the right hand side in Figure 1. The black code is logically identical to the one in [28]. It uses a register $D$ that points to
a page, which stores two registers, value and flag, as well as a name consensus object N. Register value at the page pointed to by D stores the current value of the object. (Thus, a read() operation, for which we omit the pseudo code, simply returns D \rightarrow value.) The \texttt{CAS()} operation assumes a wait-free method \texttt{getNewPage()}, which returns an unused page from a pool of pages (for simplicity assume this pool has infinitely many pages, but there are methods for wait-free memory management that allow using a bounded pool [29, 3]).

For a description of how the algorithm \texttt{CAS(cmp, new)} works, we refer to [28]. We can prove that the abortable version presented here is correct, provided that the non-abortable version (with line 20 removed) is: First of all, obviously line 20 does not change the RMR complexity. Moreover, if a process receives the abort-signal, then its abortable \texttt{NameDecide()} call terminates within a finite number of steps, and the process also does not wait in the while-loop, so its \texttt{CAS()} call completes within a finite number of its steps. Finally, notice that a \texttt{CAS()} call returns \bot only if an abort signal was received, and in that case no shared memory objects are affected (the process cannot have won the \texttt{NameDecide()} call). Hence, all aborted and failed operations can be removed from the execution without changing anything for the remaining operations. As a result we obtain Observation 1.

## 3 RMR Lower Bound for Abortable Leader Election

In this section, we give an overview of the RMR lower bound proof for abortable leader election (and thus TAS) as stated in Theorem 3. Due to space constraints, the full proof is omitted, but it is made available in the technical report [21].

First, we define some notation, the system model, RMR complexity, and the abortable leader election problem.

### 3.1 Lower Bound Preliminaries

**System Model and Notation.** For an set \( Q \) and any non-negative integer \( k \), let \( Q^k \) denote the set of all sequences of length \( k \) that contain only the elements in \( Q \). Furthermore, \( Q^* \) is the set of all sequences over \( Q \).

For the lower bound we assume a set \( P \) of \( n \) processes, and an arbitrary large but finite set \( R \) of shared registers. In each shared memory step (corresponding to a state transition), a process either reads or writes a register in \( R \). At an arbitrary point, a process may also receive an abort signal which does not result in a shared memory access, but in a state change of that process, provided the process has not received the abort signal earlier. Once a process has reached a halting state, it remains in that state forever, and does not execute any further shared memory steps.

For each process \( p \in P \), we define a special abort symbol \( p^\top \), which is used to indicate that a process receives an abort signal (as defined below). For a set \( P \subseteq P \) let \( P^\top = \{ p^\top | p \in P \} \), and \( P^\Delta = P \cup P^\top \). A schedule is a sequence \( \sigma \) over \( P^\Delta \). Thus, any schedule \( \sigma \) is in \( (P^\Delta)^* \).

The length of a schedule \( \sigma \) is denoted by \( |\sigma| \). Let \( \text{Proc}(\sigma) \) denote the set of processes \( p \in P \) that occur in \( \sigma \) at least once, not counting symbols in \( P^\top \).

A configuration is a sequence that describes the state of each process in \( P \) and each register in \( R \). A configuration \( C \) and a schedule \( \sigma \in P^\Delta \) of length one result in a new configuration \( \text{Conf}(C, \sigma) \), obtained from \( C \) by process \( p \) taking its next step, if \( \sigma = p^\top \in P^\top \), or by process \( p \) receiving the abort signal, if \( \sigma = p^\top \in P^\top \). If \( \sigma = \sigma_1 \sigma_2 \ldots \sigma_k \) is a schedule of length \( k > 1 \), then the new configuration is determined inductively as \( \text{Conf}(\text{Conf}(C, \sigma_1); \sigma_2 \ldots \sigma_k) \).

Configuration \( C \) and schedule \( \sigma = \sigma_1 \ldots \sigma_k \) also define an execution \( \text{Exec}(C, \sigma) \), which is a sequence \( s_1 s_2 \ldots s_k \), where \( s_i \) is the step executed or the abort signal received in the transition.
from \( C_{i-1} = \text{Conf}(C, \sigma_1 \ldots \sigma_{i-1}) \) to \( C_i = \text{Conf}(C_{i-1}, \sigma_i) \). To specify that an execution
starting in \( C \) and running by schedule \( \sigma \) is running algorithm \( A \), we use \( \text{Exec}_A(C, \sigma) \). The
length of an execution \( E \) is denoted by \( |E| \). We call \( s_i \) an \textit{abort step by process} \( p \), if in \( s_i \)
process \( p \) receives the abort signal.

The initial configuration is denoted by \( \Gamma \). A configuration \( C \) is \textit{reachable}, if there exists a
schedule \( \sigma \) such that \( \text{Conf}(\Gamma, \sigma) = C \). Since only reachable configurations are important in
our algorithms and proofs, we use \textit{configuration} instead of \textit{reachable configuration} from this
point on. For a configuration \( C \) we let \( \sigma_{\rightarrow C} \) denote an arbitrary but unique schedule such
that \( \text{Conf}(\Gamma, \sigma_{\rightarrow C}) = C \), and we define \( E_{\rightarrow C} = \text{Exec}(\Gamma, \sigma_{\rightarrow C}) \).

The projection of a schedule \( \sigma \) to a set \( Q \subseteq \mathcal{P}^A \) is denoted by \( \sigma|Q \). For an execution \( E \)
and a set \( P \) of processes, \( E|P \) denotes the sub-sequence of \( E \) that contains all (abort and
shared memory) steps by processes in \( P \). If \( Q \) or \( P \) contains only one symbol, \( s \), then we write \( \sigma|s \) instead of \( \sigma\{s\} \), or \( E|s \) instead of \( E\{s\} \).

Recall that a configuration \( C \) determines the state of each process. I.e., for any two executions \( E \) and \( E' \)
resulting in the same configuration \( C \), each process is in the same state at the end of \( E \) as at the end of \( E' \), and in particular \( E|p = E'|p \). Therefore, we associate
the state of a process in configuration \( C \) with \( E_{\rightarrow C}|p \). (But note that if two executions \( E \) and \( E' \)
are indistinguishable to each process in \( Q \subseteq \mathcal{P} \), then this does not in general imply that \( E|Q = E'|Q \).) The value of register \( r \)
in configuration \( C \) is denoted by \( \text{val}_C(r) \).

Configurations \( C \) and \( D \) are \textit{indistinguishable} to some process \( p \), if \( E_{\rightarrow C}|p = E_{\rightarrow D}|p \)
and \( \text{val}_C(r) = \text{val}_D(r) \) for every register \( r \in \mathcal{R} \). For a set \( Q \subseteq \mathcal{P} \), we write \( C \sim_Q D \) to denote
that configurations \( C \) and \( D \) are indistinguishable to each process in \( Q \); for a set consisting
of a single process \( p \) we write \( C \sim_p D \) instead of \( C \sim_{\{p\}} D \).

Finally, for two sequences \( s_1 \) and \( s_2 \) let \( s_1s_2 \) denotes their concatenation. (We use this
for schedules and executions.)

**RMR Complexity.** Our lower bound applies to both, the standard asynchronous distributed
shared memory (DSM) model and cache-coherent (CC) model. In fact, we use a model that
combines both, caches as well as locally accessible registers for each process.

We assume that the set of registers, \( \mathcal{R} \), is partitioned into disjoint memory segments
\( \mathcal{R}_p \), for \( p \in \mathcal{P} \). The registers in \( \mathcal{R}_p \) are \textit{local} to process \( p \) and \textit{remote} to each process \( q \neq p \).
We say that at the end of execution \( E \) a process \( p \) has a valid cached copy of register \( r \),
if in \( E \) process \( p \) reads or writes \( r \) at some point, and no other processes writes \( r \) after
that. Note that the configuration obtained at the end of an execution starting in \( \Gamma \) uniquely
determines whether \( p \) has a valid cached copy of a register \( r \). The reason is that the state
of \( p \) in configuration \( C \) determines the value that was written to or read from \( r \) when \( p \)
accessed \( r \) last, and \( p \) has a valid cached copy of \( r \) if and only if \( \text{val}_C(r) \) equals that value.
Let \( \text{Cache}_p(C) \) denote the union of \( \mathcal{R}_p \) and the set of registers of which process \( p \) has a
valid cached copy in configuration \( C \) if \( p \) has not terminated in \( C \), and the empty set if \( p \) is
terminated in \( C \).

A step in an execution \( E \) is either \textit{local} or \textit{remote} (we say it \textit{involves an RMR} if it is
remote). All abort steps are local. A non-abort step by process \( p \) is local, if and only if it
is either a read or a write of a register in \( \mathcal{R}_p \), or it is a read of a register of which \( p \) has a
local cached copy. (Our definition corresponds to a write-through cache; in a write-back
cache, certain writes may also be local. Even though we believe that our lower bound proof
technique can accommodate write-back caches, this is left for future work.)

For an execution \( E \) and a process \( p \), \( RMR_p(E) \) is the number of RMR steps by process \( p \)
in execution \( E \). For \( Q \subseteq \mathcal{P} \) we define \( RMR_Q(E) = \sum_{p \in Q} RMR_p(E) \), which is equal to the
total number of RMRs incurred by processes in \( Q \) in \( E \). For the sake of conciseness, we use
\( RMR(E) \) instead of \( RMR_{\mathcal{P}}(E) \).
Abortable Leader Election. An algorithm solves abortable leader election, if for any schedule \( \sigma \), in \( \text{Exec}(\Gamma, \sigma) \) each process that terminates returns \( \text{win} \) or \( \text{lose} \), at most one process returns \( \text{win} \), and if all processes in \( \text{Proc}(\sigma) \) return \( \text{lose} \), then all processes in \( \text{Proc}(\sigma) \) receive the abort signal.

We usually assume without explicitly saying so that an abortable leader election satisfies deadlock-freedom and wait-free abort, defined as follows: Wait-free abort means that after a process received the abort signal it terminates within a finite number of its own steps. An infinite schedule \( \sigma \) is \( P\)-fair for \( P \subseteq \mathcal{P} \), if each process in \( P \) appears infinitely many times in \( \sigma \). An infinite execution \( E \) is \( P\)-fair, if there exists a configuration \( C \) and a \( P\)-fair schedule \( \sigma \) such that \( E = \text{Exec}(C, \sigma) \). We use \( \text{fair} \) schedule and \( \text{fair} \) execution, instead of \( P\)-fair, when \( P = \mathcal{P} \). A method is deadlock-free if for any schedule \( \sigma \) all process’ method calls terminate in \( \text{Exec}(\Gamma, \sigma) \), provided this execution is \( P\)-fair, where \( P \) is the set of processes calling the method.

3.2 Properties of Abortable Leader Election

In this section we derive the critical property that distinguishes non-abortable from abortable leader election for the purpose of the lower bound. We consider algorithms in which each process returns either \( \text{win} \) or \( \text{lose} \) upon termination. We call such algorithms binary. Note that any (abortable) leader election algorithm is a binary algorithm. (Recall that in abortable leader election aborted and failed operations return \( \text{lose} \), and not \( \perp \) as in TAS.)

Several results in this section will concern only two arbitrarily selected processes in the \( n\)-process system for \( n \geq 2 \). For ease of notation, we will call these processes \( a \) and \( b \).

For an execution \( E \) of a binary algorithm in which \( a \) returns \( x \) and \( b \) returns \( y \), let \((x, y)\) denote the outcome vector of \( E \). For a binary algorithm \( A \) and a configuration \( C \), let \( V_A(C) \) denote the set of all outcome vectors of \( \{a, b\}\)-only executions starting in \( C \), in which processes \( a \) and \( b \) terminate.

First we observe that the outcome vectors of two indistinguishable configurations are equal.

\textbf{Observation 4.} For any binary algorithm \( A \), if configurations \( C \) and \( D \) are indistinguishable to processes \( a \) and \( b \), then \( V_A(C) = V_A(D) \).

\textbf{Proof.} Since \( C \) and \( D \) are indistinguishable to processes \( a \) and \( b \), \( E_{\rightarrow C} \cdot a = E_{\rightarrow D} \cdot a \), \( E_{\rightarrow C} \cdot b = E_{\rightarrow D} \cdot b \), and for any register \( r \), \( \text{val}_{C}(r) = \text{val}_{D}(r) \). Thus, for any \( x \) in \( \{a, b\}^{\Delta} \), we have \( (E_{\rightarrow C} \circ \text{Exec}(C, x)) \cdot a = (E_{\rightarrow D} \circ \text{Exec}(D, x)) \cdot a \), \( (E_{\rightarrow C} \circ \text{Exec}(C, x)) \cdot b = (E_{\rightarrow D} \circ \text{Exec}(D, x)) \cdot b \), and for any register \( r \), \( \text{val}_{\text{Conf}(C, x)}(r) = \text{val}_{\text{Conf}(D, x)}(r) \). So by induction, for any finite \( \{a, b\}\)-only schedule \( \sigma \), \( \text{Conf}(C, \sigma) \sim_{\{a, b\}} \text{Conf}(D, \sigma) \). Therefore, if in \( \text{Exec}(C, \sigma) \) process \( p \in \{a, b\} \) terminates, it also terminates in \( \text{Exec}(D, \sigma) \) and it returns the same value in both executions. Hence, the outcome vector \( V_A(C) \) is equal to \( V_A(D) \). \hfill \Box

For a binary algorithm \( A \), configuration \( C \) is bivalent if \( \{(\text{win}, \text{lose}), (\text{lose}, \text{win})\} = V_A(C) \).

This definition of bivalence refers to two fixed but arbitrarily chosen processes, \( a \) and \( b \). In a system with more than two processes, we may write \( \{a, b\}\)-bivalent to indicate the two processes \( a \) and \( b \) to which this definition applies. A configuration is strongly bivalent (or strongly \( \{a, b\}\)-bivalent) if it is bivalent and a solo-run by any process \( p \in \{a, b\} \), starting in \( C \), results in \( p \) winning. (Solo-run by \( p \) means an execution in which only process \( p \) takes steps, and none of them is an abort-step.)

A similar argument to the FLP Theorem [22] implies that for any deadlock-free binary algorithm and for any reachable bivalent configuration, there exists an infinite execution, where no process terminates.
There exists an infinite schedule \( \sigma \in \{a, b\}^* \), such that in \( \text{Exec}_A(C, \sigma) \) none of \( a \) and \( b \) terminate.

To prove this lemma we first prove Claim 6 and use the fact that none of \( a \) and \( b \) can be terminated in an \( \{a, b\}\)-bivalent configuration.

**Claim 6.** In any deadlock-free binary algorithm \( A \), if configuration \( C \) is \( \{a, b\}\)-bivalent, then either one of \( \text{Conf}(C, a) \) and \( \text{Conf}(C, b) \) is \( \{a, b\}\)-bivalent, or there exists an infinite \( \{a, b\}\)-only execution, where none of \( a \) and \( b \) terminates.

**Proof.** Since configuration \( C \) is \( \{a, b\}\)-bivalent, \( \mathcal{V}_A(C) = \{ (\text{win, lose}), (\text{lose, win}) \} \). Suppose neither \( \text{Conf}(C, a) \) nor \( \text{Conf}(C, b) \) is \( \{a, b\}\)-bivalent. Then there exist distinct \( x, y \in \{ \text{win, lose} \} \) such that

\[
\mathcal{V}_A(\text{Conf}(C, a)) = \{ (x, y) \}, \quad \text{and} \quad \mathcal{V}_A(\text{Conf}(C, b)) = \{ (y, x) \}, \tag{1}
\]

We now distinguish two cases.

**Case 1.** In \( C \), processes \( a \) and \( b \) are poised to access different registers or poised to read the same register. Thus,

\[
\text{Conf}(C, a \circ b) = \text{Conf}(C, b \circ a). \tag{2}
\]

By (1), \((y, x) \notin \mathcal{V}_A(\text{Conf}(C, a))\). Since \( \mathcal{V}_A(\text{Conf}(C, a \circ b)) \subseteq \mathcal{V}_A(\text{Conf}(C, a)) \), it holds \((y, x) \notin \mathcal{V}_A(\text{Conf}(C, a \circ b))\). Thus, by (2), \((y, x) \notin \mathcal{V}_A(\text{Conf}(C, b \circ a))\). Since \( \mathcal{V}_A(\text{Conf}(C, b \circ a)) \subseteq \mathcal{V}_A(\text{Conf}(C, b)) = \{ (y, x) \} \), this means that \( \mathcal{V}_A(\text{Conf}(C, b \circ a)) = \emptyset \). But this contradicts deadlock-freedom, as in a fair schedule starting in \( \text{Conf}(C, b \circ a) \) both processes must terminate and output something.

**Case 2.** In configuration \( C \), both processes are poised to access the same register \( r \), and at least one of them is poised to write \( r \). Without loss of generality, assume that \( a \) is poised to write register \( r \). If \( a \) takes its write step after \( b \)'s step, then \( a \)'s state and shared register values are no different than if only \( a \) takes its write step and \( b \) does not take its step. So \( \text{Conf}(C, a) \sim_a \text{Conf}(C, b \circ a) \). If process \( a \) does not terminate in a solo-run starting in \( \text{Conf}(C, a) \), then the claim is true, because there exists an infinite execution starting in \( C \) that neither \( a \) nor \( b \) terminates. However, if process \( a \) terminates in a solo-run starting in \( \text{Conf}(C, a) \), by (1), we can conclude that \((x, y) \in \mathcal{V}_A(\text{Conf}(C, b \circ a))\). Since \( \mathcal{V}_A(\text{Conf}(C, b \circ a)) \subseteq \mathcal{V}_A(\text{Conf}(C, b)) \), it holds that \((x, y) \in \mathcal{V}_A(\text{Conf}(C, b))\). This contradicts \( \mathcal{V}_A(\text{Conf}(C, b)) = \{ (y, x) \} \). \( \text{\ding{51}} \)

Any deadlock-free (non-abortable) 2-process leader election algorithm has a bivalent initial configuration. But in any fair schedule, both processes terminate. Therefore, the infinite execution that is guaranteed by the above corollary cannot be fair; in particular, it requires one of the two processes to run solo at some point. However, one can construct a deadlock-free (non-abortable) leader election algorithm in which one process never takes an infinite number of steps, no matter what the schedule is. The lemma below shows that this is not true for abortable two-process leader election algorithm.

**Lemma 7.** Let \( A \) be a deadlock-free abortable 2-process leader election algorithm with wait-free aborts. For any process \( p \), there exists an execution starting in the initial configuration, in which \( p \) takes a infinitely many steps.
Proof. Let \( \Gamma \) be the initial configuration of \( A \). For the purpose of contradiction, assume there is a fixed process, \( a \), that terminates within a finite number of its own steps in all executions. Let \( b \) be the other process.

By the semantics of abortable leader election, there is no execution in which both processes win, i.e.,

\[
(win, win) \notin V_A(\Gamma).
\]

Let algorithm \( A' \) be the same as \( A \) except that during any execution,

1. if any of the two processes receive the abort signal, the abort signal is ignored; and
2. if in step \( s \) process \( b \) reads \((a, x)\), where \( x \neq \perp \), then \( b \) continues its program, as if it had received the abort signal immediately after step \( s \).

In any execution of \( A \), processes \( a \) and \( b \) can only both lose, if they both receive the abort signal. Since in \( A' \) both processes ignore the abort signals (and only \( b \) possibly simulates having received an abort signal), there is no execution of \( A' \) in which \( a \) and \( b \) both lose. Thus, for the initial configuration \( \Gamma' \) of \( A' \),

\[
(lose, lose) \notin V_{A'}(\Gamma').
\]

Consider any execution \( E' = \text{Exec}(\Gamma', \sigma') \) of algorithm \( A' \) starting in \( \Gamma' \). We now create an execution \( E = \text{Exec}(\Gamma, \sigma) \) of \( A \) starting in \( \Gamma \), by scheduling the processes in exactly the same order as in \( E' \), but removing all abort signals. Moreover, when for the first time \( b \) reads a value of \((a, x)\) in \( E \), where \( x \neq \perp \) (if that happens), then we send process \( b \) the abort signal. By construction of \( A' \), processes \( a \) and \( b \) execute exactly the same shared memory steps in execution \( E \) of algorithm \( A \) as in execution \( E' \) of algorithm \( A' \). Thus, for every schedule \( \sigma' \) there is a schedule \( \sigma \) such that processes \( a \) and \( b \) execute in \( \text{Exec}_A(\Gamma', \sigma') \) the same shared memory steps as in \( \text{Exec}_A(\Gamma, \sigma) \). This implies

\[
V_{A'}(\Gamma') \subseteq V_A(\Gamma).
\]

Note that in the construction above, if \( \sigma' \) is fair, then so is \( \sigma \). Hence, the fact that \( A \) is deadlock-free implies

\[
A' \text{ is deadlock-free.}
\]

In algorithm \( A \), in a sufficiently long solo-run by \( a \) starting in \( \Gamma \), in which \( a \) does not receive the abort-signal, process \( a \) terminates (by deadlock-freedom) and returns \( \text{win} \) (by the semantics of abortable leader election). Hence, in \( A' \) process \( a \) also terminates and returns \( \text{win} \) after a sufficiently long solo-run starting from \( \Gamma \), because it takes exactly the same steps as in \( E \). Since \( A' \) is deadlock-free by (6), process \( b \) terminates after a sufficiently long solo-run following \( a \)'s solo-run, and by (3) process \( b \) returns \( \text{lose} \). With a symmetric argument, for algorithm \( A' \), in a sufficiently long solo-run by \( b \) starting in \( \Gamma \), followed by a sufficiently long solo-run of \( a \), process \( b \) returns \( \text{win} \) and process \( a \) returns \( \text{lose} \). Hence, \( \{(\text{win}, \text{lose}), (\text{lose}, \text{win})\} \subseteq V_{A'}(\Gamma') \). Using (3) and (4) we conclude

\[
V_{A'}(\Gamma') = \{(\text{win}, \text{lose}), (\text{lose}, \text{win})\}.
\]

We will now show that \( A' \) is wait-free. This together with (7) contradicts Lemma 5, and thus proves the lemma.

---

1 Recall that we assumed that each value that a process \( p \) writes is of the form \((p, y)\), where \( y \neq \perp \).
Recall that in every execution of algorithm A process a terminates within a finite number of its own steps. As a result, the same is true for A′.

Hence, it suffices to show that b terminates within a finite number of its own steps. Suppose there is an execution E∗ of A′ in which b executes an infinite number of steps. Then b never reads a value of (a, x), where x ≠ ⊥, as otherwise it would simulate having received the abort-signal in A, and then terminate after a finite number of steps. Since b never reads a value of (a, x), where x ≠ ⊥, it cannot distinguish E∗ from a solo-run starting in Γ′. Hence, b does not terminate in such an infinite solo-run. This contradicts (6).

One of the core properties of the abortable leader election problem that allows us to prove the lower bound is that there are no reachable strongly bivalent configurations in any execution.

Lemma 8. Let A be an abortable n-process leader election algorithm with wait-free aborts for n ≥ 2. Further, let C be a reachable configuration and a, b two distinct processes that do not receive the abort-signal in E → C, and which both terminate in any {a, b}-fair execution starting in C. Then C is not strongly {a, b}-bivalent.

Proof. Suppose C is strongly {a, b}-bivalent. Then it is {a, b}-bivalent, so

\[ V_A(C) = \{ (\text{lose}, \text{win}), (\text{win}, \text{lose}) \} \]  
(8)

and if a or b runs solo starting in C, then that process wins. Because \( \sigma \in \mathcal{P}^* \), neither a nor b receives the abort-signal in \( \text{Exec}(\Gamma, \sigma) \). By the assumption that aborts are wait-free, processes a and b both terminate in sufficiently long solo runs starting in \( \text{Conf}(C, a^\top) \) and \( \text{Conf}(C, b^\top) \), respectively. Let x and y be the return values of a in \( \text{Exec}(C, a^\top \circ a^{k_0}) \) and of b in \( \text{Exec}(C, b^\top \circ b^{k_0}) \), respectively, for sufficiently large integers \( k_a \) and \( k_b \).

Since \( \text{Conf}(C, a^\top) \sim_a \text{Conf}(C, a^\top b^\top) \),

a returns x in \( \text{Exec}(C, a^\top b^\top \circ a^{k_0}) \).  
(9)

Similarly, since \( \text{Conf}(C, b^\top) \sim_b \text{Conf}(C, a^\top b^\top) \),

b returns y in \( \text{Exec}(C, a^\top b^\top \circ b^{k_0}) \).  
(10)

We distinguish the following cases.

Case 1: \( x = y = \text{win} \). In a sufficiently long solo-run by b following \( \text{Exec}(C, a^\top b^\top \circ a^{k_0}) \), process b must terminate (by deadlock-freedom). Since a wins in that execution, b must lose. Thus,

\[ (\text{win}, \text{lose}) \in V_A(\text{Conf}(C, a^\top b^\top)) \]  
(11)

Applying a symmetric argument to a sufficiently long solo-run by a following \( \text{Exec}(C, b^\top a^\top \circ b^{k_0}) \), we obtain

\[ (\text{lose}, \text{win}) \in V_A(\text{Conf}(C, a^\top b^\top)) \]  
(12)

Hence, using (8), we get \( \{ (\text{win}, \text{lose}), (\text{lose}, \text{win}) \} = V_A(\text{Conf}(C, a^\top b^\top)) \). Then by Lemma 5, there exists an infinite execution starting in \( \text{Conf}(C, a^\top b^\top) \), such that a and b do not terminate. This contradicts wait-free aborts.

Case 2: \( x = y = \text{lose} \). In a sufficiently long solo-run by b following \( \text{Exec}(C, a^\top b^\top \circ a^{k_0}) \), process b must terminate (by deadlock-freedom). Since a loses in that execution, by (8), process b must win. Thus, \( (\text{lose}, \text{win}) \in V_A(\text{Conf}(C, a^\top b^\top)) \), and with a symmetric argument \( (\text{win}, \text{lose}) \in V_A(\text{Conf}(C, a^\top b^\top)) \). We get a contradiction for the same reasons as in Case 1.
Case 3: \( \{x, y\} = \{\text{win}, \text{lose}\} \). Without loss of generality, assume \( x = \text{win} \). Then in \( \text{Exec}(C, a^\top a^k) \) process \( a \) wins. On the other hand, since \( C \) is strongly bivalent, \( b \) wins in a sufficiently long solo-run starting in \( C \). Since \( C \sim_b \text{Conf}(C, a^\top) \), process \( b \) also wins in a long enough solo-run starting in \( \text{Conf}(C, a^\top) \). Hence, we have shown that any of the two processes in \( \{a, b\} \) wins in a solo-run starting in \( \text{Conf}(C, a^\top) \). By deadlock-freedom and (8) the other process loses, if it performs a long enough solo-run afterwards. This shows that \( \text{Conf}(C, a^\top) \) is strongly bivalent.

Now let \( A' \) be the 2-process algorithm in which \( a \) and \( b \) act exactly as in algorithm \( A \), but the initial configuration is \( \Gamma' = \text{Conf}(C, a^\top) \). Then \( A' \) is a deadlock-free abortable 2-process leader election algorithm with wait-free aborts: The wait-free abort property is inherited from \( A \). Deadlock-freedom follows from the assumption that \( a \) and \( b \) terminate in any fair execution starting in \( C \). Correctness follows from (8) and the fact that each process wins in a long enough solo-run starting in the initial configuration \( \text{Conf}(C, a^\top) \) (because that configuration is strongly bivalent).

Moreover, in \( A' \) process \( a \) always terminates within a finite number of its own steps. This follows from the wait-free abort property of \( A \) and the fact that both processes simulate \( A \) starting in configuration \( \text{Conf}(C, a^\top) \), in which \( a \) has already received the abort-signal. This contradicts Lemma 7.

\[\square\]

### 3.3 Constructing an Expensive Execution

We now consider an abortable leader election algorithm. We will construct a schedule such that in an execution starting in the initial configuration at least one process takes \( \Omega(\log n / \log \log n) \) RMR steps, where \( n \) is the number of processes.

#### 3.3.1 Additional Assumptions

We make the following assumptions that do not restrict the generality of our results. Recall that processes are state machines, each using some infinite state space \( Q \). We assume that during an execution a process never enters the same state twice. Further, we assume that each register stores a pair in \( P \times (Q \cup \{\perp\}) \), where \( \perp \notin Q \). The initial value of each register in \( R_p \) is \( (p, \perp) \), and when a process \( p \) writes to any register, it writes a pair \( (p, x) \), where \( x \) is \( p \)'s state before its write operation, and in particular \( x \neq \perp \). I.e., we are using a full information model, where processes write all information they have observed in the past. As a result, no two writes in an execution write the same value. Each process’s first shared memory step is a read outside of its local shared memory segment, that we call \textit{invocation read}, and thus incurs an RMR. Adding such a step to the beginning of each process’s program does not affect the asymptotic RMR complexity of the algorithm. We will assume that at the end of its execution, each process \( p \) reads all registers in \( R_p \) once. Since those reads do not incur any RMRs, this assumption can be made without loss of generality. We call \( p \)'s last read of register \( r \in R_p \) the \textit{terminating read} of \( r \), and we assume that after \( p \)'s last terminating read, \( p \) will immediately enter a halting state.

#### 3.3.2 Terminology and Notation

We define some additional terms and notation.

We say process \( p \) is \textit{visible} on register \( r \) in configuration \( C \) if \( \text{val}_C(r) = (p, x) \), for some \( x \in Q \). Let \( L(C) \) be the set of processes that have lost in configuration \( C \).

When we construct our high RMR execution, we need to make sure that whenever a process gains information about some other process that has not yet lost, someone pays for that with an RMR. To keep track of who knows who, we define a set \( K(C) \) that contains
pairs \((p, q)\) of processes. Informally, \((p, q)\) is in \(K(C)\) if \(p\) has already gained information about process \(q\) in the execution leading to configuration \(C\), or \(p\) can gain such information for “free” (i.e., without an RMR being paid for that). Gaining information does not only mean that \(p\) reads a register that \(q\) has written; it means anything that might affect \(p\)’s execution, e.g., \(p\)’s cache copies being invalidated. \(K(C)\) is the union of three sets \(K_1(C)\), \(K_2(C)\), and \(K_3(C)\), defined as follows:

- \(K_1(C)\) is the set of all pairs \((p, q)\), \(p \neq q\), such that in \(E \rightarrow C\) process \(p\) reads a register while process \(q\) is visible on that register. I.e., \(p\) reads a value of \((q, x)\), where \(x \in Q\).
  Informally: \(p\) has learned about \(q\) in \(E \rightarrow C\).

- \(K_2(C)\) is the set of all pairs \((p, q)\), \(p \neq q\), such that in \(E \rightarrow C\) process \(q\) takes at least one shared memory step and process \(p\) reads a register in \(\mathcal{R}_q\).
  Informally: Process \(p\) may have a valid cached copy of a register \(r \in \mathcal{R}_q\), and by writing to \(r\) process \(q\) can invalidate that cached copy without incurring an RMR.

- \(K_3(C)\) is the set of all pairs \((p, q)\), \(p \neq q\), such that in \(E \rightarrow C\) process \(p\) takes at least one shared memory step, and \(q\) writes to a register \(r \in \mathcal{R}_q\) before \(p\)’s terminating read of \(r\).
  Informally: \(p\) may learn about \(q\) without incurring an RMR by scanning all its registers in \(\mathcal{R}_p\).

Let \(K(C) = K_1(C) \cup K_2(C) \cup K_3(C)\). We say process \(p\) knows process \(q\) in configuration \(C\) if \((p, q) \in K(C)\).

In our inductive construction of an RMR expensive execution, we will sometimes erase processes from the constructed execution. For that reason, if \(p\) knows about \(q\), i.e., \((p, q) \in K(C)\), then we will not remove a process \(q\) from the execution \(E \rightarrow C\). We achieve this by ensuring that whenever \((p, q) \in K(C)\), \(q \in L(C)\), and as discussed earlier no lost processes will be erased.

However, we have to be careful about cases in which \(p\) does not know directly about \(q\). For example, suppose process \(q\) writes to register \(r\) in execution \(E\), and later some process \(z\) overwrites \(r\) and finally \(p\) becomes poised to read \(r\). In our inductive construction we may want to remove either \(z\) or \(p\) from the execution, because we do not want \(z\) to be discovered by \(p\). However, removing \(z\) reveals \(q\) on register \(r\), and so now \(p\) may discover \(q\). To account for that we introduce the concept of hidden processes.

In particular, for a configuration \(C\) and a register \(r\) we define a set \(H_r(C)\) of processes hidden on \(r\) as follows:

\((H1)\) For \(r \notin \mathcal{R}_p\), \(p \in H_r(C)\) if and only if either \(p\) does not access \(r\) in \(E \rightarrow C\), or \(p\) accesses \(r\) in \(E \rightarrow C\) at some point \(t\), and either no process writes \(r\) after \(t\), or at least one process that writes \(r\) after \(t\) is in \(L(C)\);

\textit{Idea:} If \(p\)’s write to \(r\) was overwritten by some processes, then at least one of them has lost and thus will not be erased from the execution. Hence, erasing a process does not reveal \(p\)’s write to any other process.

\((H2)\) For \(r \in \mathcal{R}_p\), \(p \in H_r(C)\) if and only if any process other than \(p\) that writes to \(r\) in \(E \rightarrow C\) is in \(L(C)\).

\textit{Idea:} If a process \(q\) wrote to a register \(r\) in \(p\)’s local memory segment, then \(q\) has lost. Therefore, \(q\) will not be erased from the execution. This is important because \(p\) can read \(r\) for free and we have to assume that it does so frequently, so erasing \(q\) from the execution might change what \(p\) observes in the execution.

Let \(H(C) = \bigcap_{r \in \mathcal{R}} H_r(C)\). We say process \(p\) is hidden in configuration \(C\), if \(p \in H(C)\).

We finally define the concept of a safe configuration as follows. Configuration \(C\) is safe, if
(S1) for any pair \((p, q) \in K(C)\), \(q \in L(C)\), and
(S2) if \(p \notin H(C)\), then either \(p \in L(C)\), or \(p\) takes no shared memory step in \(E_{\rightarrow C}\).

The first property ensures that no process \(p\) knows another process \(q\) that has not yet lost, and the second property says that all processes that are not hidden must have lost, or not even started participation. As a result, in an execution leading to a safe configuration, we can erase all processes that do not lose, without affecting any other processes. Formally, we will prove for a schedule \(\sigma\), a safe configuration \(C = Conf(\Gamma, \sigma)\) and a set of processes \(P \supseteq L(C)\),

\[
\begin{align*}
\text{Exec}(\Gamma, \sigma)|P &= \text{Exec}(\Gamma, \sigma)|P^0; \\
RMR_p(\text{Exec}(\Gamma, \sigma)) &= RMR_p(\text{Exec}(\Gamma, \sigma)|P^0); \text{ and} \\
\text{Cache}_p(C) &= \text{Cache}_p(Conf(\Gamma, \sigma)|P^0) \text{ for all } p \in P.
\end{align*}
\]

Moreover, if \(C\) is safe, then \(Conf(\Gamma, \sigma)|P^0\) is also safe.

### 3.3.3 Overview of the Construction

Let \(n \geq 4\), \(\ell = \lfloor \log n/c \log \log n \rfloor\) for some sufficiently large constant \(c\). We inductively construct a schedule \(\sigma_i\) and a set of processes \(P_i \subseteq P\), for all \(i \in \{0, \ldots, \ell\}\). For the sake of conciseness, let \(E_i = \text{Exec}(\Gamma, \sigma_i)\), \(C_i = \text{Conf}(\Gamma, \sigma_i)\), and \(L_i = L(C_i)\).

The construction will satisfy the following invariants for \(i \in \{0, \ldots, \ell\}\):

1. \((C_i)\) is safe.
2. \(|P_i \setminus L_i| \geq (n - 1)/(\log n)^c\).
3. \(RMR_{P_i \setminus L_i}(C_i) \geq i|P_i \setminus L_i| - i\).
4. For each process \(p \in P_i \setminus L_i\), \(RMR_p(C_i) \leq i\).
5. For each process \(p \in P_i \setminus L_i\), \(p^T\) does not appear in \(\sigma_i\).

Invariant (2) for \(i = \ell\) implies \(|P_i \setminus L_i| \geq 2\). Hence, by (3) there are at least two processes that each incur \(\Omega(\ell) = \Omega((\log n)/\log \log n)\) RMRs. Theorem 3 follows.

We now sketch how we construct \(\sigma_i\) and \(P_i\) inductively so that the invariants are satisfied. We start with \(P_0 = P\) and the initial configuration \(C_0\). We then schedule processes in rounds. In round \(i\), we choose a subset \(P_{i+1}\) of the processes in \(P_i \setminus L_i\) and remove all processes in \(P \setminus (P_{i+1} \cup L_i)\) from the execution constructed so far. This does not affect any of the remaining processes, because \(C_i\) is safe. Then we schedule the processes in \(P_{i+1}\) in such a way that each of them incurs an RMR, and only a small fraction of them lose.

To decide which processes to remove and to schedule the remaining processes, we proceed as follows: First we let each process in \(P_i \setminus L_i\) take sufficiently many steps until it is poised to incur an RMR. It is not hard to see that in an execution in which no process incurs an RMR, processes do not learn about each other, so the resulting configuration, \(D_i\), is again safe. Moreover, in a safe configuration processes only know about lost processes, so they cannot lose.

We then distinguish between a high contention write case, where a majority of processes are poised to write to few registers, and a low contention case, where either many registers are covered by processes poised to write, or a majority of processes are poised to read. Let \(S_i\) be the set of processes in \(P_i \setminus L_i\) which are poised to access in configuration \(D_i\). The high contention write case occurs if there are few such registers and a majority of processes are poised to write, i.e., \(|S_i| = O(|P_i \setminus L_i|/\log n)|\), and otherwise the low contention write case occurs.

In the low contention write case, we choose a set \(Q_i\) of processes, which contains for each register \(r \in S_i\) at most one process poised to write to \(r\) in \(D_i\). We consider the step \(s_p\) each process \(p \in Q_i\) is poised to take. We then create a directed graph \(G\) with processes...
as vertices, and an edge from \( p \) to \( q \) if in the resulting configuration (I) due to \( s_p \) or \( s_q \)
process \( p \) knows \( q \), or (II) due to step \( s_p \) process \( q \) is not hidden. Each application of rule
(I) must be paid for by RMRs in the execution, and for each application of (II) a process \( p \)
must overwrite some process \( q \). As a result graph \( G \) is sufficiently spares, and by Turán’s
theorem \([44]\) we obtain a large independent set \( J \). We let each process \( p \in J \) take one step,
\( s_p \), and erase all remaining processes that haven’t lost yet from the execution. It is not hard
to see that no process loses in any of the steps added, the resulting configuration is safe
(this follows from how we added edges to \( G \)) and, because of the sparsity of the graph, a
sufficiently large number of processes survive. From that we obtain Invariants (I1) and (I2).
Since each process \( p \) performs an RMR in step \( s_p \) and only local steps before that, we get
(I3) and (I4). Moreover, we don’t abort any processes, so (I5) is true.

In the high contention write case, we erase all readers from the execution. For each
register \( r \in S_i \), let \( W_r \) denote the set of processes poised to write to \( r \). Since this is a high
contention case, \(|W_r|\) is large for most registers \( r \). For each register \( r \) with sufficiently large
\(|W_r|\), we choose two distinct processes \( a, b \in W_r \).

We then argue that, after erasing some \( O(\log n) \) processes, we obtain a configuration \( D'_i \)
and an \( \{a, b\} \)-only schedule \( \sigma \) such that in execution \( \text{Exec}(D'_i, \sigma) \) processes \( a \) and \( b \) both lose
and see no process other than those in \( L_i \), which have lost already. The argument is based
on Lemma 8, but quite involved. We now let, starting from \( D'_i \), all processes in \( W_r \setminus \{a, b\} \)
execute one step, in which they write to \( r \). After that we schedule \( a \) and \( b \) as prescribed by \( \sigma \).
Then \( a \) and \( b \) will both first write to \( r \), and thus overwrite the writes by all other processes in
\( W_r \), then continue to take steps and lose without seeing any processes that haven’t lost, yet.
As a result, all processes in \( W_r \setminus \{a, b\} \) have taken a step but are now hidden, two processes
(\( a \) and \( b \)) have lost, and \( O(\log n) \) processes have been removed. It is not hard to see that the
resulting configuration is safe again. We repeat this for all registers \( r \) for which \(|W_r|\) is large
enough. Then, we let \( P_{i+1} \) denote the set of all surviving processes and \( C_{i+1} \) the resulting
configuration.

Configuration \( C_{i+1} \) is safe, and sufficiently few processes are removed or have lost so that
(I1) and (I2) remain true. Moreover, each process that does not lose performs exactly one
RMR, so (I3) and (I4) are true. (I5) is true because all processes that received the abort
signal lost.
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1 Introduction and Related Work

The set cover problem is one of the central problems in the study of approximation algorithms. For instance, the first chapter of the textbook of Williamson and Shmoys [27] is dedicated to illustrating “several of the central techniques of the book applied to a single problem, the set cover problem.” In this paper, we present the first time-optimal distributed approximation algorithm for the set cover problem, with an approximation guarantee that essentially matches the best known centralized approximation. Let us elaborate on this by first recalling the problem statement and centralized approximation bounds, as well as the distributed model of computation in the study of this problem.
1.1 Background

**Set Cover.** We are given a ground set of elements $U$ and some sets $S_1, S_2, \ldots, S_k \subseteq U$. The objective is to find a minimum-cardinality collection of the sets that covers all the elements, i.e., a collection $I \subseteq \{1, \ldots, k\}$ that minimizes $|I|$ subject to $\bigcup_{i \in I} S_i = U$.

**Known Centralized Approximations and Inapproximability Bounds.** For each element $u \in U$, we use $f_u = |\{ i \mid u \in S_i\}|$ to denote the frequency of this element, i.e., the number of sets that contain $u$. We also use $f$ to denote the maximum frequency among all elements, i.e., $f = \max_{u \in U} f_u$. A standard approximation guarantee for the set cover problem is an $f$-approximation, see e.g., [4, Theorem 2] or [27, Theorem 1.6] or [26, Theorem 15.2]. Moreover, this approximation is known to be nearly the best possible for polynomial-time central algorithms: For the special case $f = 2$ (when the problem is better known as the vertex cover problem), Dinur and Safra [9] proved NP-hardness of $1.36$ approximation, improving on a $7/6 - \epsilon$ hardness by Hastad [14]. For general $f$, the inaproximability has been improved in a sequence of papers: Trevisan gave an $\Omega(f^{1/19})$ bound [25]; Holmerin gave an $\Omega(f^{1-\epsilon})$ bound [15]; Dinur, Guruswami, and Khot improved that to $f - 3 - \epsilon$; which was then improved by Dinur, Guruswami, Khot, and Regev to $f - 1 - \epsilon$ [8]. Furthermore, assuming the Unique Games Conjecture, Khot and Regev proved an inapproximability of $f - \epsilon$ [16]. We remark that another approximation bound for the set cover is $\ln |U| - \text{see [27, Theorem 1.11]}. This bound is of interest when the frequency of appearances of the elements in different sets is large. Moreover, this bound is also known to be the nearly the best possible in the worst-case: A series of works by Lund and Yannakakis [21], Feige [10], and Moshkovitz [22] showed that it is NP-hard to always approximate set cover to within $(1 - \epsilon) \ln |U|$, for any constant $\epsilon > 0$. We note that although the standard way of formulating the upper bound is $\ln |U|$, the actual bound can be written more precisely as $\ln \Delta$ where $\Delta$ denotes the cardinality of the largest set.

**Distributed Computation Model.** We consider the CONGEST [23] model, which is the standard synchronous message passing model in distributed computing. In this model, the network is abstracted as a simple graph $G = (V, E)$ where $n = |V|$. There is one processor on each node of the network, which initially does not know the topology of the network. These processors can communicate in synchronous rounds where per round each processor/node can send one $O(\log n)$ bit message to each of its neighbors.

**Distributed Formulation of Set Cover.** The standard distributed formulation of the set cover problem (see, e.g., [19]) is that we have one processor for each element in the ground set $U$, and also one processor for each of the sets $S_1, S_2, \ldots, S_k \subseteq U$. The network is the natural corresponding (bipartite) graph where each element-processor is connected to the set-processors whose set contains this element. Communications on this network follow the CONGEST model of synchronous message passing, as explained above.

The above is a natural formulation. As prototypical examples, it captures the following settings: cases where we want to select as few as possible of the servers so that they can serve all of the clients, when each element can be served only by certain servers; and cases where we want to select as few as possible of monitoring agents who can control all workers, where each worker can be controlled only by certain monitoring agents$^1$.

$^1$ Of course, in the practical version of each of these problems, there might be many more constraints or optimization objectives. However, that goes beyond the objective of our paper, which is to characterize the complexity of a basic and fundamental problem in distributed approximation algorithms.
1.2 Our Result

We present a deterministic distributed algorithm that almost matches the $f$-approximation mentioned above, up to a $(1 + \varepsilon)$ factor for any arbitrary small constant $\varepsilon > 0$, in a time-complexity that is provably optimal:

**Theorem 1.** There is a deterministic distributed algorithm in the **CONGEST** model that computes an $f(1 + \varepsilon)$ approximation of minimum set-cover, in $O\left(\frac{\log(f \Delta)}{\varepsilon \log \log(f \Delta)}\right)$ rounds, in any set-system of frequency $f$ and maximum set size $\Delta$, and for any $0 < \varepsilon < 1$. Moreover, the algorithm operates on an anonymous network and uses messages of length $O(\varepsilon^{-1} \cdot \log(f \cdot \Delta))$.

The matching lower bound is due to a celebrated work of Kuhn, Moscibroda, and Wattenhofer [19]: they show that even the simple case of $f = 2$, where the set cover problem boils down to vertex cover, has a lower bound of $\Omega\left(\frac{\log \Delta}{\log \log \Delta}\right)$ rounds, for any approximation up to poly$(\log \Delta)$. Moreover, for all cases of interest for $f$-approximation – i.e., when $f$ is smaller than the other known approximation bound $\ln \Delta$ –, the $O\left(\frac{\log(f \Delta)}{\log \log(f \Delta)}\right)$ round complexity of the above algorithm asymptotically matches the $\Omega\left(\frac{\log \Delta}{\log \log \Delta}\right)$ lower bound.

We note that coming up with a deterministic distributed algorithm that achieves poly$(\log \Delta)$ (or even poly$(\log n)$) approximation for set cover, even with unbounded size messages, with poly$(\log n)$ number of rounds, where $n$ is the number of processors in the network, would be a major breakthrough: as shown recently in [12, Theorem 7.5], it would imply that any randomized distributed algorithm with poly$(\log n)$ number of rounds for any locally checkable problem can be derandomized and solved in poly$(\log n)$ number of rounds deterministically. This includes computing a Maximal Independent Set in poly$(\log n)$ number of rounds, which is an open question by Linial since the 80’s [20].

1.3 The Main Related Work and Comparison of Techniques

**Sequential Primal-Dual.** A standard centralized approximation algorithm that gives an $f$-approximation for set cover is the one based on the primal-dual schema. See, e.g., Bar-Yehuda and Even [4] or Vazirani’s textbook [26, Section 15.2] for a comprehensive description. Summarized, this schema works roughly as follows: there is a variable $y_u \in [0, 1]$ for each element $u \in U$; these are known as dual variables. Until all elements are covered, we iteratively pick an uncovered element, say $u$, and we raise its variable $y_u$ until for one of the sets containing $u$, say $S_i$, we have $\sum_{u' \in S_i} y_{u'} = 1$. We call such a set tight (because its constraint in the primal linear program is tight). Then we add this tight set to the set cover to be outputted at the end, and we consider all of its elements covered. As shown in [4, Theorem 2], and [26, Theorem 15.3], this method gives an $f$-approximation.

**Standard Distributed Primal-Dual.** The above method is clearly sequential. However, one can easily adapt it to the distributed setting\(^2\), when we relax the approximation factor to $f(1 + \varepsilon)$ for any arbitrarily small constant $\varepsilon > 0$. Initially, set $y_u = 1/\Delta$ for each element $u \in U$. Then, in each iteration, we do as follows: (1) for each set $S_i$ that has $\sum_{u' \in S_i} y_{u'} \geq 1 - \varepsilon/2$, add this set $S_i$ to the output set cover (all at the same time) and consider all of its elements covered. Then, for each uncovered element $u$, set $y_u \leftarrow y_u \cdot \frac{1}{1 - \varepsilon/2}$. The method terminates in $O(\log \Delta/\varepsilon)$ rounds and outputs an $f(1 + \varepsilon)$ approximation.

\(^2\) In fact, this adaptation is so simple and well-known that we are not sure what is the reference for it (or its first appearance). The analysis follows directly from [26, Proposition 15.1].
As a side comment, we add that Kuhn et al. [18,19] give a general algorithm for obtaining a \((1 + \varepsilon)\) approximation of fractional packing linear programs, which can then be turned into an integral solution for \(f(1 + \varepsilon)\) approximation of set cover via a simple deterministic rounding. However, the resulting algorithm would be slower than the above.

**Sped-up Distributed Solution, via the Local-Ratio Method.** In an elegant recent work, Bar-Yehuda, Censor-Hillel, and Schwartzman [3] presented an improved algorithm for the special case of \(f = 2\) (i.e., vertex cover), based on the local-ratio method [5] which itself is closely related to the primal-dual scheme [6]. Their algorithm improves the round complexity for \(f(1 + \varepsilon) = 2(1 + \varepsilon)\) approximation of vertex cover to the optimal bound of \(O(\log \Delta / (\varepsilon \log \log \Delta))\). Their algorithm also works for the weighted variant of the vertex cover problem. This round complexity matches the lower bound of Kuhn, Moscibroda, and Wattenhofer [19]. However, the algorithm of [3] seems especially crafted for the case of \(f = 2\) and it does not generalize\(^3\) to even \(f = 3\). In a very rough sense, the limitation is as follows: the method works by dividing the leftover space in dual constraints (i.e., \(1 - \sum_{u' \in S} y_{u'}\)) into two parts, a vault and a bank. The vault is used to initiate requests for increases in the dual variables (i.e., \(y_{u'}\)) and the bank is used to securely accept these dual variable increases, while making sure that \(\sum_{u' \in S} y_{u'} \leq 1\). When trying to extend this to \(f = 3\) or higher, it is not clear how to make all the sets containing one element agree consistently with the amount of the raise in the dual variable, while respecting their own individual \(\sum_{u' \in S} y_{u'} \leq 1\) constraints, and without slowing down the process too much.

**Our Method, in a Nutshell.** We also follow the primal-dual schema. But our method can be viewed as an improved and more general way of performing primal-dual distributedly, with optimal locality (i.e., round complexity) for set cover. In a very rough sense, it is based on a natural dynamic process that, over time, flexibly adjusts the amount of increase per each dual variable, while (1) not violating any of the constraints, (2) maintaining a large step of increase for most variables at most times. We are hopeful that dynamics of the same style may lead to improvements for many other optimization problems.

**A conceptual contribution, in the context of randomized Maximal Independent Set Algorithms [2, 11].** Besides the improvement in the round complexity of the set-cover problem, we think of our solution as shedding some light on some other known prior work [2, 11]. The dynamic process that we use for adjusting the increase steps in dual variables is closely related to the randomized maximal independent set algorithm of Ghaffari [11]. We note that a parameter-optimized version of the latter was used by Bar-Yehuda, Censor-Hillel, Ghaffari, and Schwartzman [2] to obtain a \(2(1 + \varepsilon)\) approximation of maximum matching in \(O(\log \Delta / \log \log \Delta)\) rounds. However, the place where we use the general dynamic process appears quite different than those of [2, 11]. While in those previous papers the dynamic process was set up to adjust the probability of trying to join the MIS (or the nearly maximal matching), in our current paper, the dynamic process is used in a fully deterministic way and it governs the adjustments in the increase step of dual variables. In hindsight, this suggests (in an informal way) that one can view the probabilities in Ghaffari’s MIS algorithm [11] as fractional solutions to some linear program. The dynamic process tries to adjust these probabilities towards the “sweet spot” where per round many nodes get hit (by either joining

---

\(^3\) We have also double checked this with Gregory Schwartzman, through personal communication.
MIS or having a neighbor join MIS). This is reminiscent of the standard randomized rounding method in design of approximation algorithms, where one first finds a good fractional solution to a suitable linear program formulation, and then performs a randomized rounding to turn these fractional solutions to integral; see e.g., [27, Section 1.7]. The difference is that the algorithm of [11] does not wait for these fractional variables to reach the sweet spot and only then do the rounding (i.e., deciding probabilistically for various elements). It instead performs a certain “iterative rounding” where even the interim fractional values are used for attempts of forming a good integral solution (an independent set that is adjacent to a large set of vertices).

1.4 Other related work

In this section we survey other related work. We start with results where \( f = 2 \), i.e., vertex cover. Recently, Ben-Basat, Even, Kawarabayashi, and Schwartzman [7] presented a 2-approximation algorithm for minimum weighted vertex cover in CONGEST with round complexity of \( O \left( \frac{\log n \log \Delta}{(\log \log \Delta)^2} \right) \). Their approach generalizes the \((2 + \varepsilon)\)-approximation algorithm of [3] and improves the dependency on \( \varepsilon^{-1} \) to logarithmic. For a detailed overview of work on vertex cover we refer the reader to [1,3].

We now turn to results for general \( f \): Koufogiannakis and Young [17] presented a distributed algorithm for weighted set cover in the LOCAL model. Their algorithm achieves an approximation ratio of \( f \) in \( O (\log^2 m) \) rounds w.h.p, where \( m \) is the number of elements. Kuhn et al. [18,19] studied covering and packing linear programs in the LOCAL model and obtained a \((1 + \varepsilon)\)-approximation algorithm in \( O (\varepsilon^{-1} \log n) \) rounds w.h.p., where \( n \) is the number of primal and dual variables. Ghaffari, Kuhn, and Maus [13] presented a randomized distributed approximation scheme (i.e., \((1 + \varepsilon)\)-approximation) for arbitrary distributed covering and packing integer linear programs in the LOCAL model with round complexity \( O (\text{polylog}(n/\varepsilon)) \) w.h.p., where \( n \) is the number of primal and dual variables. For more results in the LOCAL model we refer the reader to the survey by [24].

2 Problem Definition and Model of Computation

In this section we introduce the problem of vertex cover in hypergraphs (VCH). Designing a distributed CONGEST algorithm for VCH directly translates to an algorithm for set cover.

2.1 Preliminaries

A hypergraph \( H \) is a pair \( (V,E) \) where \( V \) denotes the set of vertices and \( E \subseteq 2^V \). Every hyperedge \( e \in E \) is a nonempty subset of vertices. The maximum degree of the graph \( G \) is denoted by \( \Delta \), and defined by \( \Delta \equiv \max_v |\{e \in E | v \in E\}| \). The rank of \( H \) is denoted by \( f \), and defined by \( f \equiv \max_{e \in E} |e| \).

2.2 Vertex Cover in Hypergraphs (VCH)

A subset \( C \subseteq V \) is a vertex cover in \( H = (V,E) \) if \( C \cap e \neq \emptyset \), for every hyperedge \( e \in E \). The minimum cardinality vertex cover problem in hypergraphs is defined as follows.

| **Problem:** | Minimum Cardinality Vertex Cover in Hypergraphs (VCH) |
| **Instance:** | A hypergraph \( H = (V,E) \). |
| **Solution:** | A vertex cover \( C \). |
| **Objective:** | Minimize the cardinality of the cover \( C \). |
We denote the cardinality of an optimal vertex cover by \( \text{opt} \).

Note that the VCH problem translates to set cover as follows:

(i) Each element in the ground set \( U \) is a hyperedge in the VCH formulation, and every set in the set cover problem is a vertex in VCH.

(ii) Indeed, the maximum rank of a hyperedge in VCH translates to the maximum frequency of an element in set cover and that the maximum degree in VCH translates to the maximum cardinality of a set in the set cover problem.

Also note that VCH is identical to the hitting set problem in set systems.

### 2.3 The Network

The network that corresponds to a hypergraph \( H = (V, E) \) is a bipartite graph \( N = (V \cup E, L) \), where there is a processor for every vertex \( v \) and a processor for every hyperedge \( e \). The set of links \( L \) consists of all the pairs \((v, e) \in V \times E\) such that \( v \in e \). Our algorithm does not require distinct IDs, namely, the network is anonymous. Moreover, the algorithm does not even rely on numbering of ports.

### 3 Algorithm Description

The algorithm is a primal-dual algorithm that updates the primal and dual variables in iterations. Each hyperedge has two variables: an auxiliary variable \( x(e) \) and an edge packing variable \( y(e) \). We denote the value of the variables in iteration \( t \) by \( x_t(e) \) and \( y_t(e) \).

- The dual variable \( y(e) \) is a nonnegative edge packing variable. By an edge packing variable we mean that, for every vertex \( v \) and in every iteration \( t \), \( \sum_{e \ni v} y_t(e) \leq 1 \). The variable \( y(e) \) is monotone non-decreasing over time.

- The auxiliary variable \( x(e) \) is initialized to \( x_0(t) = 1/K \). The dynamics of \( x(e) \) allow to either divide or multiply \( x(e) \) by \( K \) in each iteration as long as it is bounded by \( 1/K \). Here, \( K \geq 2 \) is a free parameter that is to be fixed later. The role of the auxiliary variables \( x(e) \) is to control the increase of the dual edge packing variables \( y(e) \).

**Definition 2.** A vertex \( v \) is \( \varepsilon \)-tight if \( \sum_{e \ni v} y_t(e) \geq 1 - \varepsilon \).

Following the primal-dual approximation scheme, a vertex \( v \) joins the vertex cover as soon as it becomes \( \varepsilon \)-tight. The algorithm terminates when the set of \( \varepsilon \)-tight vertices covers all the hyperedges.

The following terminology is used in the algorithm and its analysis.

1. The set of edges that contain a vertex \( v \) is denoted by \( E(v) \).
2. For a subset of edges \( A \subseteq E \), let \( x_t[A] \triangleq \sum_{e \in A} x_t(e) \).
3. For a vertex \( v \) let \( y_t[v] \triangleq \sum_{e \ni v} y_t(e) \).

**Definition 3.** The effective degree of an edge \( e \) is defined by

\[
d_t(e) = \sum_{v \in e} x_t[E(v)].
\]

Note that \( d_t(e) = \sum_{e' \ni e, e' \neq e} |\{e \cap e'\}| \cdot x_t(e') \). The “natural” definition of effective degree \( d_t(e) = \sum_{e' \ni e, e' \neq e} x_t(e') \) works as well. However, it is not clear how to implement the natural definition in CONGEST.

**Definition 4.** An edge \( e \) is light (in iteration \( t \)) if \( d_t(e) < K \). If \( d_t(e) \geq K \), we say that the edge is heavy.
3.1 The Algorithm (ALG)

**Input:** Hypergraph $H = (V, E)$ and $0 < \epsilon < 1$.

**Output:** A vertex cover $C \subseteq V$.

**Initialization:** For every $e \in E$, $x_0(e) \leftarrow 1/K$, $y_0(e) \leftarrow 0$, $C \leftarrow \emptyset$, $E' \leftarrow E$.

**Invariants:** (1) The variables $y(e)$ constitute a feasible edge packing. (2) $C$ equals the set of $\epsilon$-tight vertices.

**ALG:** The algorithm works by iterations until $E' = \emptyset$. Iteration $t$ works as follows:
1. For each light edge $e \in E'$, set $y_{t+1}(e) \leftarrow y(t)(e) + x_t(e) \cdot \epsilon/K$.
2. Add all the new $\epsilon$-tight vertices to $C$.
3. Remove covered edges: $E' \leftarrow E' \setminus \{ e \in E : e \cap C \neq \emptyset \}$.
4. Update the auxiliary variables of edge $e \in E'$, as follows:

$$x_{t+1}(e) = \begin{cases} \frac{x_t(e)}{K}, & \text{if } d_t(e) \geq K \quad \text{// heavy edge rule} \\ \min\{K \cdot x_t(e), 1/K\}, & \text{if } d_t(e) < K \quad \text{// light edge rule.} \end{cases}$$

The following simple observation bounds $d_t(e)$ for every edge $e$ and iteration $t$.

**Observation 5.** For all $e \in E$, and for all iterations $t$ it holds that

$$d_t(e) \leq \frac{\Delta}{K}, \text{ and}$$

$$\frac{d_t(e)}{K} \leq d_{t+1}(e) \leq K \cdot d_t(e).$$

4 Analysis

The analysis consists of two parts. In the first part, we prove that if the algorithm terminates, then it finds a vertex cover that is a $(1 + O(\epsilon)) \cdot f$-approximation of a minimum cardinality vertex cover. In the second part, we prove an upper bound on the number of iterations of the algorithm. Every iteration requires a constant number of communication rounds, and hence the bound on the number of communication rounds follows.

4.1 Approximation Ratio

**Claim 6.** Throughout the algorithm, the variables $y_t(e)$ constitute a feasible edge packing.

**Proof.** Fix a vertex $v$. The proof is by induction on $t$. Initially, $y_0(e) = 0$, hence, $y_0$ is clearly a feasible edge packing. Assume that $\{y_t(e)\}$ is an edge packing (i.e., $y_t[v] \leq 1$, for every $v$), we now prove that $\{y_{t+1}(e)\}$ is an edge packing. If $y_{t+1}[v] > y_t[v]$, then $v$ is not $\epsilon$-tight in the end of iteration $t$, and thus $y_t[v] < 1 - \epsilon$.

Let $e^*$ denote an arbitrary edge such that $v \in e^*$ and $y_{t+1}(e^*) > y_t(e^*)$. In particular, this implies that $e^*$ is light (see Step 1 of the algorithm), i.e., $d_t(e^*) < K$.

We conclude that

$$y_{t+1}[v] - y_t[v] = \frac{\epsilon}{K} \cdot \sum_{e \ni v, e \text{ light}} x_t(e) \\ \leq \frac{\epsilon}{K} \cdot d_t(e^*) < \epsilon,$$

where the second inequality holds because every light edge $e$ that contains $v$ contributes at least $x_t(e)$ to $d_t(e^*)$. Since $y_t[v] < 1 - \epsilon$, the claim follows. ▷
Claim 7. At the end of every iteration $t$ of the algorithm, the cardinality of the set of $\varepsilon$-tight vertices is at most $\frac{f}{1-\varepsilon} \cdot \text{opt}$.

Proof. 
\[
|\{v \mid y_t[v] \geq 1 - \varepsilon\}| \leq \sum_{v \mid y_t[v] \geq 1 - \varepsilon} \frac{1}{1-\varepsilon} \sum_{e \ni v} y_t(e) \\
\leq \frac{1}{1-\varepsilon} \sum_{e \in E} \sum_{v \in e} y_t(e) \\
\leq \frac{f}{1-\varepsilon} \sum_{e \in E} y_t(e) \leq \frac{f}{1-\varepsilon} \cdot \text{opt},
\]

where the first inequality follows from the definition of $\varepsilon$-tight vertices, the third inequality follows from the fact that $|e| \leq f$, and the fourth inequality follows from weak. \hfill \Box

Note that throughout the algorithm, $C$ is the set of $\varepsilon$-tight vertices. Upon termination, $E' = \emptyset$, and thus $C$ is a vertex cover. Hence, by Claim 7, it follows that when the algorithm terminates, the set $C$ is vertex cover and its cardinality is $(1 + O(\varepsilon)) \cdot f \cdot \text{opt}$.

4.2 Bounding the Number of Rounds

In this section we prove the following theorem. Recall that the algorithm terminates when $E' = \emptyset$.

Theorem 8. Let $K \geq 2$, the algorithm terminates after $O\left(\frac{\log(f \Delta)}{\log K} + \frac{K^3}{\varepsilon}\right)$ iterations.

4.2.1 Golden Iterations

Let $Light_t \triangleq \{e \in E \mid d_t(e) < K\}$, and $Heavy_t \triangleq \{e \in E \mid d_t(e) \geq K\}$. 

Definition 9. An iteration $t$ is a Type-1 iteration with respect to hyperedge $e$ if it satisfies:
\[d_t(e) < K \quad \text{and} \quad x_t(e) = 1/K.\]

Definition 10. An iteration $t$ is a Type-2 iteration with respect to hyperedge $e$ if it satisfies:
\[d_t(e) \geq 1 \quad \text{and} \quad \sum_{v \in e} x_t[E(v) \cap Light_t] \geq \frac{1}{2K^2} \cdot d_t(e).\]

An iteration $t$ is a golden iteration with respect to $e$ if it is a Type-1 or Type-2 iteration with respect to $e$.

Our goal is to bound the number of iterations until termination. Throughout the analysis, fix a hyperedge $e$, and assume that it is not covered after $T$ iterations (i.e., $e \cap C = \emptyset$).

Definition 11. For a fixed hyperedge $e$ not covered after $T$ iterations, define the following
We denote the cardinalities of these subsets using lower case letters, e.g., $g_1 = |G_1|, h = |H|$, etc.

**Claim 12.** $H = \{t \in [T] \mid x_{t+1}(e) = x_t(e)/K\}$ and $u \leq h$.

**Proof.** The first part follows from Line 4 of the algorithm. The variable $x_0(e)$ is initialized to $1/K$, never exceeds $1/K$, is divided by $K$ in iterations in $H$, and multiplied by $K$ in iterations in $U$. Hence, $1/K \geq x_T(e) = x_0(e) \cdot K^{u-h}$, and $u \leq h$, as required.

**Claim 13.** $T \leq 3h + g_1$.

**Proof.** Note that $\ell \leq u + s$. Indeed, if $t \in L$, then either $t \in U$ or $x_t(e)$ could not be multiplied by $K$, hence $t \in S$. Since $T = h + \ell$, by Claim 12 we conclude that $T \leq h + u + s \leq 2h + s$. To conclude the proof, we show that $s \geq g_1 + h$. This holds simply because, $S \setminus G_1 \subseteq H$.

**Claim 14.** $\max\{g_1, g_2\} \leq \frac{2K^3}{\varepsilon}$.

**Proof.** For each Type-1 iteration $t \in [T]$, the update of $y_t(e)$ due to Steps 1 and 4 is

$$y_{t+1}(e) = y_t(e) + x_t(e) \cdot \frac{\varepsilon}{K} = y_t(e) + \frac{\varepsilon}{K} \cdot \frac{1}{K}.$$ 

Hence $y_{T+1}(e) \geq g_1 \cdot \frac{\varepsilon}{K^2}$. Claim 6 implies that the $y_{T+1}(e^{'})$ variables constitute a feasible edge packing, i.e., $y_{T+1}(v) \leq 1$ for every $v$, then $y_{T+1}(e) \leq 1$, and hence $g_1 \leq K^3/\varepsilon$, as required.

We bound $g_2$ as follows. Consider a Type-2 iteration $t \in [T]$. Then,

$$\sum_{v \in e} y_{t+1}[v] - y_t[v] = \sum_{v \in e} \sum_{e' \ni v, e' \in \text{Light}_t} \frac{\varepsilon}{K} \cdot x_t(e')$$

$$= \frac{\varepsilon}{K} \cdot \sum_{v \in e} x_t[E(v) \cap \text{Light}_t]$$

$$\geq \frac{\varepsilon}{K} \cdot \frac{1}{2K^2} \cdot d_t(e) \geq \frac{\varepsilon}{2K^3},$$

where the last two inequalities follow from the definition of a Type-2 golden round (see Definition 10). This implies that $g_2(e) \leq 2K^3/\varepsilon$, as required.
Claim 15. If \( d_t(e) \geq 1 \), and \( t \not\in G_2 \), then
\[
d_{t+1}(e) < \frac{3}{2K} \cdot d_t(e).
\]

Proof. If \( d_t(e) \geq 1 \) and \( t \) is a not Type-2 iteration with respect to \( e \), then \( \sum_{v \in e} x_t[E(v) \cap Light_t] < \frac{3}{2K} \cdot d_t(e) \). Since \( x_{t+1}(e) \leq K \cdot x_t(e) \) if \( e \in Light_t \), and \( x_{t+1}(e) = x_t(e)/K \) if \( e \in Heavy_t \), we conclude that
\[
d_{t+1}(e) \leq \frac{1}{K} \sum_{v \in e} x_t[E(v) \cap Heavy_t] + K \cdot \sum_{v \in e} x_t[E(v) \cap Light_t]
\]
\[
\leq \frac{1}{K} \cdot d_t(e) + K \cdot \frac{1}{2K^2} \cdot d_t(e).
\]
The claim follows.

Claim 16. \( h \leq \frac{\log(f(\Delta/K^2))}{\log(2K^3)} + 4g_2 \).

Proof. Partition \( H \) into maximally contiguous (disjoint) intervals \( H = H_1 \cup \cdots \cup H_z \). Denote the endpoints of \( H_i \) by \( [t_i, b_i] \). Define
\[
a_i \triangleq \begin{cases} 
    t_i & \text{if } i = 1 \\
    \min\{t < t_i \mid \forall r \in [t, t_i - 1] : 1 \leq d_r(e) < K\} & \text{if } z \geq i > 1.
\end{cases}
\]
Note that, if \( i > 1 \), then the set \( \{t < t_i \mid \forall r \in [t, t_i - 1] : 1 \leq d_r(e) < K\} \) is not empty. Indeed, \( t_i - 1 \) belongs to this set as \( d_t(e) \geq K \) and \( 1 \leq d_{t_i-1}(e) < K \).

Let \( I_i \triangleq [a_i, b_i] \). Note that the intervals \( \{I_i\}_{i=1}^z \) are pairwise disjoint.

Since \( x_0(e) = \frac{1}{K} \) for every \( e \in E \) and since \( \sum_{e \in E} |E(v)| \leq f \cdot \Delta \) we get that \( d_{a_i}(e) \leq f \Delta/K \).
Hence, by the definition of \( a_i \), we have
\[
d_{a_i}(e) \leq \begin{cases} 
    f \Delta/K & \text{if } i = 1 \\
    K & \text{if } i > 1
\end{cases}
\]
By the definition of \( b_i \) we have
\[
d_{b_i}(e) \geq K.
\]
Now,
\[
d_{b_i}(e) \leq d_{a_i}(e) \cdot \left( \frac{3}{2K} \right)^{|I_i \cap \overline{G_2}|} \cdot K^{|I_i \cap G_2|}
\]
\[
\leq d_{a_i}(e) \cdot \left( \frac{2K}{3} \right)^{|I_i \cap G_2| - |I_i \cap \overline{G_2}|}.
\]
The first inequality follows from Claims 5 and 15. The second inequality follows from \( K < (2K/3)^3 \), as \( K \geq 2 \). Hence,
\[
|I_i \cap \overline{G_2}| \leq 3 \cdot |I_i \cap G_2| + \frac{\log \left( \frac{d_{a_i}(e)}{d_{b_i}(e)} \right)}{\log(2K/3)}
\]
Since
\[
\frac{d_{a_i}(e)}{d_{b_i}(e)} \leq \begin{cases} 
    f \Delta/K^2 & \text{if } i = 1 \\
    1 & \text{if } i > 1
\end{cases}
\]
by summing up over all the disjoint intervals we obtain
\[
\sum_{i=1}^{z} |I_i \cap \overline{C_2}| \leq 3g_2 + \frac{\log(f\Delta/K^2)}{\log(2K/3)}.
\]
Since \( h \leq g_2 + \sum_{i=1}^{z} |I_i \cap \overline{C_2}| \), the claim follows.

4.2.3 Proof of Theorem 8

Proof of Theorem 8. Suppose that the algorithm does not terminate after \( T \) rounds because the edge \( e \) remains uncovered. Claims 13, 16, and 14 and the fact that \( K \geq 2 \) and \( 0 < \varepsilon < 1 \) imply that
\[
T \leq 3h + g_1 \leq 3 \left( \frac{\log(f\Delta/K^2)}{\log(2K/3)} + 4g_2 \right) + g_1 = 3 \cdot \frac{\log(f\Delta/K^2)}{\log(2K/3)} + 12g_2 + g_1 \leq 3 \cdot \frac{\log(f\Delta/K^2)}{\log(2K/3)} + \frac{26K^3}{\varepsilon}.
\]
Since \( \log(2K/3) = \Omega(\log K) \), the theorem follows.

5 Distributed Implementation

In this section we present a distributed implementation of the algorithm. To simplify the presentation, we present the sequence of computations and messages performed by the vertices and the edges in a combined fashion.

States. Every vertex \( v \) has three states: “active” - means that \( v \) did not decide yet if it is in the cover or not, “in cover” - means that \( v \) decided to join the cover, “not in cover” - means that \( v \) decided that it will not join the cover. Every edge \( e \) has two states: “uncovered” and “covered”.

Distributed Implementation.
1. Every edge processor \( e \) maintains the variables \( x(e) \) and \( y(e) \). These variables are initialized as follows: \( x(e) \leftarrow 1/K \) and \( y(e) \leftarrow 0 \). The initial state of \( e \) is “uncovered”.
2. Every vertex processor \( v \) maintains a variable \( E'(v) \subseteq E(v) \), where \( E'(v) \) denotes the subset of edges that are not covered yet. Initialize \( E'(v) \leftarrow E(v) \). The initial state of a vertex is “active”.
3. Each iteration consists of the following steps:
   a. For every uncovered \( e \), send \( x(e) \) and \( y(e) \) to every \( v \in e \).
   b. For every active \( v \), if \( \sum_{e \in v} y(e) \geq 1 - \varepsilon \), then \( v \) changes its state of \( v \) to “in cover” and sends every edge \( e \in E(v) \) a message “in cover”.
   c. For every active \( v \), send \( x[E(v)] = \sum_{e \in v} x(e) \) to every edge \( e' \in E(v) \).

Footnote: The value used for \( y(e) \) is the last value received from \( e \). If \( e \) is uncovered, then it sends \( y(e) \) in the previous round. If \( e \) is covered, then \( v \) remembers the last received value.
d. For every edge \( e \), if \( e \) received an “in cover” message, then \( e \) changes its state to “covered”, and sends a “covered” message to every \( v \in e \).

e. For every active vertex \( v \), if \( v \) received a “covered” message from \( e \), then deletes \( e \) from \( E'(v) \). If \( E'(v) = \emptyset \), then \( v \) changes its state to “not in cover”.

f. For every uncovered edge \( e \), let \( d(e) = \sum_{v \in e} x[E(v)] \). Update \( x(e) \) as follows:

\[
x(e) \leftarrow \begin{cases} 
\frac{x(e)}{K}, & \text{if } d(e) \geq K \\
\min\{Kx(e), 1/K\}, & \text{if } d(e) < K 
\end{cases}
\]

The algorithm terminates when all the edges are covered and all the vertices are not active.

**Bound on Message Length.** The messages in the algorithm are \( x(e), y(e), x[E(v)] \) and information about the state. Our goal is to bound the length of these messages.

- **Observation 17.** For every edge \( e \) and iteration \( t \), \( \frac{1}{Kt} \leq x_t(e) \leq \frac{1}{K} \).
- **Observation 18.** For every vertex \( v \) and iteration \( t \), \( \frac{1}{Kt} \leq x_t[E(v)] \leq \frac{\Delta}{K} \).
- **Observation 19.** For every edge \( e \) and iteration \( t \), if \( y_t(e) > 0 \), then \( \frac{\epsilon}{K} \cdot \frac{1}{K^t} \leq y_t(e) \leq \frac{\epsilon}{K} \cdot \frac{1}{K^t} \).

The following lemma is implied by the observations above and by the fact that the number of bits required for encoding the numbers in \([a, b]\) where consecutive numbers differ by \( 1/K \) is \( \log(bK/a) \).

- **Lemma 20.** Let \( T \) denote the number of rounds of the algorithm until it terminates. Then the message length of the vertex cover algorithm is \( O(\log \Delta + T \cdot \log K) \).

## 6 Proof of the Main Result

**Proof of Theorem 1.** Setting \( K = \sqrt{\frac{\log(f\Delta)}{\log\log(f\Delta)}} \) in Theorem 8, implies that the round complexity of the algorithm is \( O\left(\frac{\log(f\Delta)}{\epsilon \log \log(f\Delta)} \right) \).

Claim 7 implies that the set \( C \) computed by our algorithm is indeed a vertex cover, and that this cover is an \( f(1 + O(\epsilon)) \)-approximate solution.

Lemma 20 implies that the message length of our algorithm is \( O(\epsilon^{-1} \cdot \log(f\Delta)) \), as required.

## 7 Discussion

In this paper we prove that an approximation of the minimum set cover (or the equivalent vertex cover in hypergraphs) can be computed in CONGEST in a locality-optimal way of performing the primal-dual scheme. The attained approximation ratio and number of rounds are \( f(1 + \epsilon) \) and \( O\left(\frac{\log(f\Delta)}{\epsilon \log \log(f\Delta)} \right) \) respectively, where \( \epsilon \) is a constant in \((0, 1)\). Hence, for \( f \leq \text{poly}(\log \Delta) \) the round complexity matches the lower bound of \( \Omega\left(\frac{\log \Delta}{\log \log \Delta} \right) \) by Kuhn, Moscibroda, and Wattenhofer [19].

---

5 In fact, \( v \) only needs to count the number of received “covered” messages. Hence, IDs and port numbers are not required.
The updates of the dual set variables are governed by the effective degrees of its elements $e$, the natural definition of which is (roughly) the summation over the elements which share a set with $e$. Unfortunately, it is not clear how to implement this natural definition in CONGEST. A nice observation is that the analysis also works with an approximated definition of the effective degree above (e.g., it allows double counting of elements) which is implementable in CONGEST. Another outcome of this relaxed definition of the effective degree is that our algorithm does not require distinct IDs, namely, the network is anonymous. Moreover, the algorithm does not even rely on numbering of ports. We are hopeful that dynamics of the same style may lead to improvements for other optimization problems.
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Distributed Set Cover Approximation: Primal-Dual with Optimal Locality

Abstract

Proving the linearizability of highly concurrent data structures, such as those using optimistic concurrency control, is a challenging task. The main difficulty is in reasoning about the view of the memory obtained by the threads, because as they execute, threads observe different fragments of memory from different points in time. Until today, every linearizability proof has tackled this challenge from scratch.

We present a unifying proof argument for the correctness of unsynchronized traversals, and apply it to prove the linearizability of several highly concurrent search data structures, including an optimistic self-balancing binary search tree, the Lazy List and a lock-free skip list. Our framework harnesses sequential reasoning about the view of a thread, considering the thread as if it traverses the data structure without interference from other operations. Our key contribution is showing that properties of reachability along search paths can be deduced for concurrent traversals from such interference-free traversals, when certain intuitive conditions are met. Basing the correctness of traversals on such local view arguments greatly simplifies linearizability proofs.

At the heart of our result lies a notion of order on the memory, corresponding to the order in which locations in memory are read by the threads, which guarantees a certain notion of consistency between the view of the thread and the actual memory.

To apply our framework, the user proves that the data structure satisfies two conditions: (1) acyclicity of the order on memory, even when it is considered across intermediate memory states, and (2) preservation of search paths to locations modified by interfering writes. Establishing the conditions, as well as the full linearizability proof utilizing our proof argument, reduces to simple concurrent reasoning. The result is a clear and comprehensible correctness proof, and elucidates common patterns underlying several existing data structures.
23:2 Proving Linearizability Using Local Views
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1 Introduction

Concurrent data structures must minimize synchronization to obtain high performance [16, 27]. Many concurrent search data structures therefore use optimistic designs, which search the data structure without locking or otherwise writing to memory, and write to shared memory only when modifying the data structure. Thus, in these designs, operations that do not modify the same nodes do not synchronize with each other; in particular, searches can run in parallel, allowing for high performance and scalability. Optimistic designs are now common in concurrent search trees [3, 10, 11, 14, 17, 19, 28, 36, 41], skip lists [13, 21, 26], and lists/hash tables [22, 23, 35, 45].

A major challenge in developing an optimistic search data structure is proving linearizability [25], i.e., that every operation appears to take effect atomically at some point in time during its execution. Usually, the key difficulty is proving properties of unsynchronized searches [37, 32, 48, 27], as they can observe an inconsistent state of the data structure – for example, due to observing only some of the writes performed by an update operation, or only some update operations but not others. Arguing about such searches requires tricky concurrent reasoning about the possible interleaving of reads and writes of the operations. Today, every new linearizability proof tackles these problems from scratch, leading to long and complex proofs.

Our approach: local view arguments. This paper presents a unifying proof argument for proving linearizability of concurrent data structures with unsynchronized searches that replaces the difficult concurrent reasoning described above with sequential reasoning about a search, which does not consider interference from other operations. Our main contribution is a framework for establishing properties of an unsynchronized search in a concurrent execution by reasoning only about its local view – the (potentially inconsistent) picture of memory it observes as it traverses the data structure. We refer to such proofs as local view arguments. We show that under two (widely-applicable) conditions listed below, the existence of a path to the searched node in the local view, deduced with sequential reasoning, also holds at some point during the actual (concurrent) execution of the traversal. (This includes the case of non-existence of a key indicated by a path to null.) Such reachability properties are typically key to the linearizability proofs of many prominent concurrent search data structures with unsynchronized searches [16]. Once these properties are established, the rest of the linearizability proof requires only simple concurrent reasoning.

Applying a local view argument requires establishing two conditions:

(i) **temporal acyclicity**, which states that the search follows an order on the memory that is acyclic across intermediate states throughout the concurrent execution; and

(ii) **preservation**, which states that whenever a node $x$ is changed, if it was on a search path for some key $k$ in the past, then it is also on such a search path at the time of the change.
Although these conditions refer to concurrent executions, proving them for the data structures we consider is straightforward.

More generally, these conditions can be established with inductive proofs that are simplified by relying on the very same traversal properties obtained with the local view argument. This seemingly circular reasoning holds because our framework is also proven inductively, and so the case of executions of length $N + 1$ in both the proof that (1) the data structure satisfies the conditions and (2) the traversal properties follow from the local view argument can rely on the correctness of the other proof’s $N$ case.

Simplifying linearizability proofs with local view arguments. To harness local view arguments, our approach uses assertions in the code as a way to divide the proof between (1) the linearizability proof that relies on the assertions, and (2) the proof of the assertions, where the challenge of establishing properties of unsynchronized searches in concurrent executions is overcome by local view arguments.

Overall, our proof argument yields clear and comprehensible linearizability proofs, whose whole is (in some sense) greater than the sum of the parts, since each of the parts requires a simpler form of reasoning compared to contemporary linearizability proofs. We use local view arguments to devise simple linearizability proofs of a variant of the contention-friendly tree [14] (a self-balancing search tree), lists with lazy [23] or non-blocking [27] synchronization, and a lock-free skip list.

Our framework’s acyclicity and preservation conditions can provide insight on algorithm design, in that their proofs can reveal unnecessary protections against interference. Indeed, our proof attempts exposed (small) parts of the search tree algorithm that were not needed to guarantee linearizability, leading us to consider a simpler variant of its search operation (see Remark 1).

Contributions. To summarize, we make the following contributions:

1. We provide a set of conditions under which reachability properties of local views, established using sequential reasoning, hold also for concurrent executions,
2. We show that these conditions hold for non-trivial concurrent data structures that use unsynchronized searches, and
3. We demonstrate that the properties established using local view arguments enable simple linearizability proofs, alleviating the need to consider interleavings of reads and writes during searches.

2 Motivating Example

As a motivating example we consider a self-balancing binary search tree with optimistic, read-only searches. This is an example of a concurrent data structure for which it is challenging to prove linearizability “from scratch.” The algorithm is based on the contention-friendly (CF) tree [12, 14]. It is a fine-grained lock-based implementation of a set object with the standard insert$(k)$, delete$(k)$, and contains$(k)$ operations. The algorithm maintains an internal binary tree that stores a key in every node. Similarly to the lazy list [23], the algorithm distinguishes between the logical deletion of a key, which removes it from the set represented by the tree, and the physical removal that unlinks the node containing the key from the tree.

We use this algorithm as a running example to illustrate how our framework allows to lift sequential reasoning into assertions about concurrent executions, which are in turn used to prove linearizability. In this section, we present the algorithm and explain the linearizability proof based on the assertions, highlighting the significant role of local view arguments in the proof.
The reader should assume that these methods can be invoked at any time; the details of when the algorithm decides to invoke them are not material for correctness. For example, in [12, 14], these methods are invoked by a dedicated restructuring thread.

\begin{figure}[h]
\centering
\begin{verbatim}
1 type N 2 int key 3 N left, right 4 bool del, rem 5 N root←new N(∞);
8 N×N locate (int k) 9 x,y←root 10 while (y=null ∧ y.key≠k) 11 x←y 12 if (x.key<k) 13 y←x.right 14 else 15 y←x.left 16 {Φ(root→x) ∧ Φ(root→y) ∧ x.key ≠ k ∧ y ≠ null} 17 return (x,y) 19 bool contains (int k) 20 (_,y)←locate(k) 21 if (y = null) 22 {Φ(root→null)} 23 return false 24 {Φ(root→y)} 25 if (y.del) 26 return false 27 {Φ(root→y ∧ y.del) ∧ y.key = k} 28 return true

30 bool delete (int k) 31 (_,y)←locate(k) 32 if (y = null) 33 {Φ(root→null)} 34 return false 35 lock(y) 36 if (y.rem) restart 37 ret ← ¬y.del 38 {root ← y ∧ y.key = k ∧ ¬y.rem} 39 y.rem=true 40 return ret

42 bool insert (int k) 43 (x,y)←locate(k) 44 {Φ(root→x) ∧ x.key ≠ k} 45 if (y=null) 46 {Φ(root→y) ∧ y.key = k} 47 lock(y) 48 if (y.rem) restart 49 return ¬y.del 50 {root ← y ∧ y.key = k ∧ ¬y.rem} 51 y.del=false 52 return ret

54 if (x.rem) restart 55 if (k < x.key ∧ x.left=null) 56 {Φ(root→x ∧ ¬x.rem ∧ k < x.key ∧ x.left=null)} 57 x.left←new N(k) 58 else if (x.right=null) 59 {Φ(root→x ∧ ¬x.rem ∧ k > x.key ∧ x.right=null)} 60 x.right←new N(k)

62 restart
63 return true

64 removeRight () 65 (z,_)←locate(*) 66 lock(z) 67 y←z.right 68 if (y=null ∨ z.rem) 69 return 70 lock(y) 71 return 72 removeLeft () 73 (p,_)←locate(*) 74 lock(p) 75 y←p.left 76 if (y=null ∨ p.rem) 77 return 78 lock(y)

81 rotateRightLeft () 82 (z,_)←locate(*) 83 lock(z) 84 y←z.left 85 if (y=null) 86 return 87 lock(y)

91 lock(x) 92 z←duplicate(y) 93 z.left←x.right 94 z.right←z 95 p.left←z 96 y.rem=true

99 return
\end{verbatim}
\caption{Running example. For brevity, unlock operations are omitted; a procedure releases all the locks it acquired when it terminates or restarts. * denotes an arbitrary key.}
\end{figure}

Figures 1 shows the code of the algorithm. (The code is annotated with assertions written inside curly braces, which the reader should ignore for now; we explain them in Section 2.1.) Nodes contain two boolean fields, \textit{del} and \textit{rem}, which indicate whether the node is logically deleted and physically removed, respectively. Modifications of a node in the tree are synchronized with the node’s lock. Every operation starts with a call to \texttt{locate(k)}, which performs a standard binary tree search – without acquiring any locks – to locate the node with the target key \( k \). This method returns the last link it traverses, \((x,y)\). Thus, if \( k \) is found, \( y.key = k \); if \( k \) is not found, \( y = \text{null} \) and \( x \) is the node that would be \( k \)'s parent if \( k \) were inserted. A \texttt{delete(k)} logically deletes \( y \) after verifying that \( y \) remained linked to the tree after its lock was acquired. An \texttt{insert(k)} either revives a logically deleted node or, if \( k \) was not found, links a new node to the tree. A \texttt{contains(k)} returns \( \text{true} \) if it locates a node with key \( k \) that is not logically deleted, and \( \text{false} \) otherwise.

Physical removal of nodes and balancing of the tree's height are performed using auxiliary methods. The algorithm physically removes only nodes with at most one child. The \texttt{removeRight} method unlinks such a node that is a right child, and sets its \textit{rem} field to notify...
Balancing is done using rotations. Figure 2a depicts the operation of \texttt{rotateRightLeft}, which needs to rotate node \( y \) (with key \( k \)) down. (We omit the symmetric operations.) It creates a new node \( z \) with the same key and \( \text{del} \) bit as \( y \) to take \( y \)'s place, leaving \( y \) unchanged except for having its \( \text{rem} \) bit set. A similar technique for rotations is used in lock-free search trees [10].

\section*{Remark 1}

The example of Figure 1 differs from the original contention-friendly tree [12, 14] in a few points. The most notable difference is that our traversals do not consult the \text{rem} flag, and in particular we do not need to distinguish between a left and right rotate, making the traversals’ logic simpler. Checking the \text{rem} flag is in fact unnecessary for obtaining linearizability, but it allows proving linearizability with a fixed linearization point, whereas proving the correctness of the algorithm without this check requires an unfixed linearization point. For our framework, the necessity to use an unfixed linearization point incurs no additional complexity. In fact, the simplicity of our proof method allowed us to spot this “optimization.” In addition, the original algorithm performs backtracking by setting pointers from child to parent when nodes are removed. Instead, we restart the operation; see Section 7 for a discussion of backtracking. Lastly, we fix a minor omission in the description of [14], where the \text{del} field was not copied from a rotated node.

\subsection*{2.1 Proving Linearizability}

Proving linearizability of an algorithm like ours is challenging because searches are performed with no synchronization. This means that, due to interference from concurrent updates, searches may observe an inconsistent state of the tree that has not existed at any point in time. (See Figure 2.) In our example, while it is easy to see that \texttt{locate} in Figure 1 constructs a search path to a node in sequential executions, what this implies for concurrent traversals is not immediately apparent. Proving properties of the traversal — in particular, that a node reached in the traversal truly lies on a search path for key \( k \) — is instrumental for the linearizability proof [48, 37].

Generally, our linearizability proofs consist of two parts: (1) proving a set of \textit{assertions} in the code of the concurrent data structure, and (2) a proof of linearizability based on those assertions. The most difficult part and the main focus of our paper is proving the assertions
using local view arguments, discussed in Section 2.2. In the remaining of this section we demonstrate that having assertions about the actual state during the concurrent execution makes it a straightforward exercise to verify that the algorithm in Figure 1 is a linearizable implementation of a set, assuming these assertions.

Consider the assertions in Figure 1. An assertion \( \{P\} \) means that \( P \) holds now (i.e., in any state in which the next line of code executes). An assertion of the form \( \Theta\{P\} \) means that \( P \) was true at some point between the invocation of the operation and now. The assertions contain predicates about the state of locked nodes, immutable fields, and predicates of the form root \( \sim \times \), which means that \( \times \) resides on a valid search path for key \( k \) that starts at root; if \( \times = \text{null} \) this indicates that \( k \) is not in the tree (because a valid search path to \( k \) does not continue past a node with key \( k \)). Formally, search paths between objects (representing nodes in the tree) are defined as follows:

\[
o \sim o = \exists o_0, \ldots, o_m. o_0 = o \land o_m = o \land \forall i = 1..m. \text{nextChild}(o_{i-1}, k, o_i), \text{ and } \text{nextChild}(o_{i-1}, k, o_i) = (o_{i-1}.\text{key} > k \land o_{i-1}.\text{left} = o_i) \lor (o_{i-1}.\text{key} < k \land o_{i-1}.\text{right} = o_i).
\]

One can prove linearizability from these assertions by, for example, using an abstraction function \( A : H \rightarrow p(N) \) that maps a concrete memory state\(^2\) of the tree, \( H \), to the abstract set represented by this state, and showing that \text{contains, insert, and delete} manipulate this abstraction according to their specification. We define \( A \) to map \( H \) to the set of keys of the nodes that are on a valid search path for their key and are not logically deleted in \( H \):

\( A(H) = \{ k \in N \mid H \vDash \exists x. \text{root} \sim_k x \land x.\text{key} = k \land \neg x.\text{del} \}. \) (\( H \vDash P \) means that \( P \) is true in \( H \).)

The assertions almost immediately imply that for every operation invocation \( \text{op} \), there exists a state \( H \) during \( \text{op}'s \) execution for which the abstract state \( A(H) \) agrees with \( \text{op}'s \) return value, and so \( \text{op} \) can be linearized at \( H \). We provide a more detailed discussion in the extended version [20].

### 2.2 Proving the Assertions

To complete the linearizability proof, it remains to prove the validity of the assertions in concurrent executions. The most challenging assertions to prove are those concerning properties of unsynchronized traversals, which we target in this paper. In Section 3 we present our framework, which allows to deduce assertions of the form \( \Theta(\text{root} \sim_k x) \) at the end of (concurrent) traversals by considering only interference-free executions. We apply our framework to establish the assertions \( \Theta(\text{root} \sim_k x) \) and \( \Theta(\text{root} \sim_k y) \) in line 16. In fact, our framework allows to deduce slightly stronger properties, namely, of the form \( \Theta(\text{root} \sim_k x \land \varphi(x)) \), where \( \varphi(x) \) is a property of a single field of \( x \) (see Remark 2). This is used to prove the assertions \( \Theta(\text{root} \sim_k y \land y.\text{del}) \) in line 26 and similarly in line 28. For completeness, we now show how the proof of the remaining assertions in Figure 1 is attained, when assuming the assertions deduced by the framework. This concludes the linearizability proof.

**Reachability related assertions.** In line 24 the fact that \( \Theta(\text{root} \sim_k y) \) is true follows from line 16.

---

\(^2\) We use standard modeling of the memory state (the heap) as a function \( H \) from locations to values; see Section 3.
The writes in insert and delete (lines 50, 56, 59 and 38) require that a path exists now. This follows from the $\Theta(root \rightsquigarrow x)$ (known from the local view argument) and the fact that $\neg x.\text{rem}$, using an invariant similar to preservation (see Example 10): For every location $x$ and key $k$, if $root \rightsquigarrow x$, then every write retains this unless it sets $x.\text{rem}$ before releasing the lock on $x$ (this happens in lines 95, 77 and 74). Thus, when insert and remove lock $x$ and see that it is not marked as removed, $root \rightsquigarrow x$ follows from $\Theta(root \rightsquigarrow x)$. Note that the fact that writes other than lines 95, 77 and 74 do not invalidate $root \rightsquigarrow x$ follows easily from their annotations.

Additional assertions. The invariant that keys are immutable justifies assertions referring to keys of objects that are read earlier, e.g. in line 50 and the rest of the assertion in line 28 ($y.\text{key}$ is read earlier in locate). The rest of the assertions can be attributed to reading a location under the protection of a lock. An example of this is the assertion that $\neg y.\text{rem}$ in line 38.

3 The Framework: Correctness of Traversals Using Local Views

In this section we present the key technical contribution of our framework, which targets proving properties of traversals. We address properties of reachability along search paths (formally defined in Section 3.1). Roughly speaking, our approach considers the traversal in concurrent executions as operating without interference on a local view: the thread’s potentially inconsistent picture of memory obtained by performing reads concurrently with writes by other threads. For a property $S_{k,x} = root \rightsquigarrow x$ of reachability along a search path, we introduce conditions under which one can deduce that $\Theta S_{k,x}$ holds in the actual global state of the concurrent data structure out of the fact that $S_{k,x}$ holds in the local view of a single thread, where the latter is established using sequential reasoning (see Section 3.2). This alleviates the need to reason about intermediate states of the traversal in the concurrent proof.

This section is organized as follows: We start with some preliminary definitions. Section 3.1 defines the abstract, general notion of search paths our framework treats. Section 3.2 defines the notion of a local view which is at the basis of local view arguments. Section 3.3 formally defines the conditions under which local view arguments hold, and states our main technical result. In Section 3.4 we sketch the ideas behind the proof of this result.

Programming model. A global state (state) is a mapping between memory locations (locations) and values. A value is either a natural number, a location, or null. Without loss of generality, we assume that threads share access to a global state. Thus, memory locations are used to store the values of fields of objects. A concurrent execution (execution) is a sequence of states produced by an interleaving of atomic actions issued by threads. We assume that each atomic action is either a read or a write operation. (We treat synchronization actions, e.g., lock and unlock, as writes.) A read $r$ consists of a value $v$ and a location read($r$) with the meaning that $r$ reads $v$ from read($r$). Similarly, a write $w$ consists of a value $v$ and a location mod($w$) with the meaning that $w$ sets mod($w$) to $v$. We denote by $w(H)$ the state resulting from the execution of $w$ on state $H$. 
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3.1 Reachability Along Search Paths

The properties we consider are given by predicates of the form \( S_{k,x} = \text{root} \stackrel{k}{\sim} x \), denoting reachability of \( x \) by a \( k \)-search path, where \( \text{root} \) is the entry point to the data structure. A \( k \)-search path in state \( H \) is a sequence of locations that is traversed when searching for a certain element, parametrized by \( k \), in the data structure. Reachability of an object \( x \) along a \( k \)-search path from \( \text{root} \) is understood as the existence of a \( k \)-search path between designated locations of \( x \), e.g. the key field, and \( \text{root} \).

Search paths may be defined differently in different data structures (e.g., list, tree or array). For example, \( k \)-search paths in Figure 1 consist of sequences \( \langle x.key, x.left, y.key \rangle \) where \( y.key \) is the address pointed to by \( x.left \) (meaning, the location that is the value stored in \( x.left \)) and \( x.key > k \), or \( \langle x.key, x.right, y.key \rangle \) where \( y.key \) is the address pointed to by \( x.right \) and \( x.key < k \). This definition of \( k \)-search paths reproduces the definition of reachability along search paths from Section 2.1.

Our framework is oblivious to the specific definition of search paths, and only assumes the following properties of search paths (which are satisfied, for example, by the definition above):

- If \( \ell_1, \ldots, \ell_m \) is a \( k \)-search path in \( H \) and \( H' \) satisfies \( H' (\ell_i) = H (\ell_i) \) for all \( 1 \leq i < m \), then \( \ell_1, \ldots, \ell_m \) is a \( k \)-search path in \( H' \) as well, i.e., the search path depends on the values of locations in \( H \) only for the locations along the sequence itself (but the last).
- If \( \ell_1, \ldots, \ell_m \) and \( \ell_m, \ldots, \ell_{m+r} \) are both \( k \)-search paths in \( H \), then \( \ell_1, \ldots, \ell_m, \ldots, \ell_{m+r} \) is too, i.e., search paths are closed under concatenation.
- If \( \ell_1, \ldots, \ell_m \) is a \( k \)-search path in \( H \) then so is \( \ell_i, \ldots, \ell_j \) for every \( 1 \leq i \leq j \leq m \), i.e., search paths are closed under truncation.

\[ \text{Remark 2.} \] It is simple to extend our framework to deduce properties of the form \( \Theta (\text{root} \stackrel{k}{\sim} x \land \varphi (x)) \) where \( \varphi (x) \) is a property of a single field of \( x \). For example, \( \varphi (x) = \text{del} \) states that the field \( \text{del} \) of \( x \) is true. As another example, the predicate \( \text{root} \stackrel{k}{\sim} x \land (x.next = y) \) says that the \( \text{link} \) from \( x \) to \( y \) is reachable. See the extended version [20] for details.

3.2 Local Views and Their Properties

We now formalize the notion of local view and explain how properties of local views can be established using sequential reasoning.

**Local view.** Let \( \bar{r} = r_1, \ldots, r_d \) be a sequence of read actions executed by some thread. As opposed to the global state, the local view of the reading thread refers to the inconsistent picture of the memory state that the thread obtains after issuing \( \bar{r} \) (concurrently with writes).

Formally, the sequence of reads \( \bar{r} \) induces a state \( H_{\bar{r}o} \), which is constructed by assigning to every location \( x \) which \( \bar{r} \) reads the last value \( \bar{r} \) reads in \( x \). Namely, when \( \bar{r} \) starts, its local view \( H_{\bar{r}o}^{(0)} \) is empty, and, assuming its \( i \)-th read of value \( v \) from location \( \ell \), the produced local view is \( H_{\bar{r}o}^{(i)} = H_{\bar{r}o}^{(i-1)} [ \ell \mapsto v ] \). We refer to \( H_{\bar{r}o} = H_{\bar{r}o}^{(d)} \) as the local view produced by \( \bar{r} \) (local view for short). We emphasize that while technically \( H_{\bar{r}o} \) is a state, it is not necessarily an actual intermediate global state, and may have never existed in memory during the execution.

**Sequential reasoning for establishing properties of local views.** Properties of the local view \( H_{\bar{r}o} \), which are the starting point for applying our framework, are established using sequential reasoning. Namely, proving that a predicate such as \( \text{root} \stackrel{k}{\sim} x \) holds in the local view at the end of the traversal amounts to proving that it holds in any sequential execution.
of the traversal, i.e., an execution without interference which starts at an arbitrary program state. This is because the concurrent traversal constructing the local view can be understood as a sequential execution that starts with the local view as the program state.

▶ Example 3. In the running example, straightforward sequential reasoning shows that indeed \( \text{root} \overset{k}{\rightarrow} x \) holds at line 16 in sequential executions of \( \text{locate}(k) \) (i.e., executions without interference), no matter at which program state the execution starts. This ensures that it holds, in particular, in the local view.

3.3 Local View Argument: Conditions & Guarantees

The main theorem underlying our framework bridges the discrepancy between the local view of a thread as it performs a sequence of read actions, and the actual global state during the traversal.

In the sequel, we fix a sequence of read actions \( \vec{r} = r_1, \ldots, r_d \) executed by some thread, and denote the sequence of write actions executed concurrently with \( \vec{r} \) by \( \vec{w} = w_1, \ldots, w_n \). We denote the global state when \( \vec{r} \) starts its execution by \( H^{(0)} \), and the intermediate global states obtained after each prefix of these writes in \( \vec{w} \) by \( H^{(i)} = w_1 \ldots w_i(H^{(0)}) \).

Using the above terminology, our framework devises conditions for showing for a reachability property \( S_{k,x} \) that if \( S_{k,x}(H_{\text{lv}}) \) holds, then there exists \( 0 \leq i \leq n \) such that \( S_{k,x}(H^{(i)}) \) holds, which means that \( \Phi S_{k,x} \) holds in the actual global state reached at the end of the traversal. We formalize these conditions below.

3.3.1 Condition I: Temporal Acyclicity

The first requirement of our framework concerns the order on the memory locations representing the data structure, according to which readers perform their traversals. We require that writers maintain this order acyclic across intermediate states of the execution. For example, when the order is based on following pointers in the heap, then, if it is possible to reach location \( y \) from location \( x \) by following a path in which every pointer was present at some point in time (not necessarily the same point), then it is not possible to reach \( x \) from \( y \) in the same manner. This requirement is needed in order to ensure that the order is robust even from the perspective of a concurrent reading operation, whose local view is obtained from a fusion of fractions of states.

We begin formalizing this requirement with the notion of search order on memory.

Search order. The acyclicity requirement is based on a mapping from a state \( H \) to a partial order that \( H \) induces on memory locations, denoted \( \preceq_H \), that captures the order in which operations read the different memory locations. Formally, \( \preceq_H \) is a search order:

▶ Definition 4 (Search order). \( \preceq_H \) is a search order if it satisfies the following conditions:

(i) It is locally determined: if \( \ell_2 \) is an immediate successor of \( \ell_1 \) in \( \preceq_H \), then for every \( H' \) such that \( H'(\ell_1) = H(\ell_1) \) it holds that \( \ell_1 \preceq_{H'} \ell_2 \).

(ii) Search paths follow the order: if there is a \( k \)-search path between \( \ell_1 \) and \( \ell_2 \) in \( H \), then \( \ell_1 \preceq_H \ell_2 \).

(iii) Readers follow the order: reads in \( \vec{r} \) always read a location further in the order in the current global state. Namely, if \( \ell' \) is the last location read, the next read \( r \) reads a location \( \ell \) from the state \( H^{(m)}_c \) such that \( \ell' \preceq_{H^{(m)}_c} \ell \).
Note that the locality of the order is helpful for the ability of readers to follow the order: the next location can be known to come forward in the order solely from the last value the thread reads.

**Example 5.** In the example of Figure 1, the order $\leq_H$ is defined by following pointers from parent to children, i.e., all the fields of $x.left$ and $x.right$ are ordered after the fields of $x$, and the fields of an object are ordered by $x.key < x.del < \{x.left, x.right\}$. It is easy to see that this is a search order. Locality follows immediately, and so does the property that search paths follow the order. The fact that the read-in-order property holds for all the methods in Figure 1 follows from a very simple syntactic analysis, e.g., in the case of `locate(k)`, children are always read after their parents and the field `key` is always accessed before `left` or `right`.

**Remark 6.** Different search orders may be used for different traversals and different $k$’s when establishing $\Phi(root \stackrel{\leq}{\geq} x)$ at the end of the traversal. In Definition 4, condition (iii) considers (just) the reads performed by the traversal of interest, and condition (ii) considers the possible search paths it constructs in the local view (just) for the $k$ of interest.

**Accumulated order and acyclicity.** The accumulated order captures the order as it may be observed by concurrent traversals across different intermediate states. Formally, we define the accumulated order w.r.t. a sequence of writes $\hat{w}_1, \ldots, \hat{w}_m$, denoted $\leq^0_{\hat{w}_1 \ldots \hat{w}_m}(H^{(0)})$, as the transitive closure of $\bigcup_{0 \leq m \leq n} \leq^0_{\hat{w}_1 \ldots \hat{w}_m}(H^{(0)})$. In our example, the accumulated order consists of all parent-children links created during an execution. We require:

**Definition 7 (Acyclicity).** We say that $\leq_H$ satisfies acyclicity of accumulated order w.r.t. a sequence $\hat{w} = w_1, \ldots, w_n$ of writes if the accumulated order $\leq^0_{w_1 \ldots w_n}(H^{(0)})$ is a partial order.

**Example 8.** In our running example, acyclicity holds because `insert`, `remove`, and `rotate` modify the pointers from a node only to point to new nodes, or to nodes that have already been reachable from that node. Modifications to other fields have no effect on the order. Note that `rotate` does not perform the rotation in place, but allocates a new object. Therefore, the accumulated order, which consists of all parent-children links created during an execution, is acyclic, and hence remains a partial order.

### 3.3.2 Condition II: Preservation of Search Paths

The second requirement of our framework is that for every write action $w$ which happens concurrently with the sequence of reads $\bar{r}$ and modifies location $\text{mod}(w)$, if $\text{mod}(w)$ was $k$-reachable (i.e., $s_{k,\text{mod}(w)}$ was true) at some point in time after $\bar{r}$ started and before $w$ occurred, then it also holds right before $w$ is performed. We note that this must hold in the presence of all possible interferences, including writes that operate on behalf of other keys (e.g. `insert(k)`). Formally, we require:

**Definition 9 (Preservation).** We say that $\hat{w}$ ensures preservation of $k$-reachability by search paths if for every $1 \leq m \leq n$, if for some $0 \leq i < m$, $H_c^{(i)} \models s_{k,\text{mod}(w_m)}$ then $H_c^{(m-1)} \models s_{k,\text{mod}(w_m)}$.

Note that $H_c^{(m)} \models s_{k,\text{mod}(w_m)}$ if $H_c^{(m)} \models s_{k,\text{mod}(w_m)}$ since the search path to $\text{mod}(w_m)$ is not affected by $w_m$ (by the basic properties of $s_{k,\text{mod}(w_m)}$, see Section 3.1).
Example 10. In our running example, preservation holds because \( w_m \) either modifies a location that has never been reachable (such as line 93), in which case preservation holds vacuously, or holds the lock on \( x \) when \( \neg x.\text{rem} \) (without modifying its predecessor earlier under this lock). In the latter case preservation holds because every previous write \( w' \) retains \( \text{root}^{k} \sim \text{mod}(w_m) \) unchanged unless it sets the field \( \text{rem} \) of \( x \) to true before releasing the lock on \( x \). Therefore, \( \text{root}^{k} \sim \text{mod}(w_m) \) is retained still when \( w_m \) is performed. Preservation follows.

We emphasize that the preservation condition only requires that \( k \)-reachability is retained to modified locations \( \ell \) and only at the point of time when the write \( w \) to \( \ell \) is performed; \( k \)-reachability may be lost at later points in time. In particular, locations whose reachability has been reduced may be accessed, as long as they are not modified after the reachability loss. For example, consider a rotation as in Figure 2a. The rotation breaks the \( k \)-reachability of \( y \): \( \text{root}^{k} \sim y \) holds before the rotation but not afterwards. Indeed, our framework does not establish \( \text{root}^{k} \sim y \), but infers \( \phi(\text{root}^{k} \sim y) \), which does hold. In this example, the preservation condition requires that the left and right pointers of \( y \) are not modified after this rotation is performed. On the other hand, concurrent traversals may access \( y \). In the example, this happens when (1) the traversal continues beyond \( y \) in the search for \( k' \neq k \), and when (2) the traversal searches for \( k \) and terminates in \( y \).

3.3.3 Local View Arguments’ Guarantee

We are now ready to formalize our main theorem, relating reachability in the local view (Section 3.2) to reachability in the global state, provided that the conditions from Definitions 7 and 9 are satisfied.

\[ \begin{align*}
\textbf{Theorem 11.} & \quad \text{If} \\
& \hspace{1em} (i) \ \leq_{H} \text{is a search order satisfying the accumulated acyclicity property w.r.t. } \bar{w}, \text{ and} \\
& \hspace{1em} (ii) \ \bar{w} \text{ ensures preservation of } k \text{-reachability by search paths,} \\
& \hspace{1em} \text{then for every } k \text{ and location } x, \text{ if } S_{k,x}(H_{lv}) \text{ holds, then there exists } 0 \leq i \leq n \text{ s.t. } S_{k,x}(H_{c}^{(i)}) \text{ holds.}
\end{align*} \]

In the extended version [20] we illustrate how violating these conditions could lead to incorrectness of traversals. Section 3.4 discusses the main ideas behind the proof.

3.4 Proof Idea

We now sketch the correctness proof of Theorem 11. (The full details appear in the extended version [20].) The theorem transfers \( S_{k,x} \) from the local view to the global state. Recall that the local view is a fusion of the fractions of states observed by the thread at different times. To relate the two, we study the local view from the lens of a fabricated state: a state resulting from a subsequence of the interfering writes, which includes the observed local view. We exploit the cooperation between the readers and the writers that is guaranteed by the order \( \leq_{H} \) (which readers and writers maintain) to construct a fabricated state which is closely related to the global state, in the sense that it simulates the global state (Definition 12);
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Definition 12. For a predicate $P$, we say that the subsequence of writes $w_i, \ldots, w_k$ $P$-simulates the sequence $w_1 \ldots w_n$ if for every $1 \leq j \leq k$, if $¬P(H^{(j-1)}_f)$ but $P(w_j(H^{(j-1)}_f))$, then $¬P(H^{(j-1)}_c) \implies P(w_j(H^{(j-1)}_c))$.

Simulation. As we show next, the construction of $\bar{w}_f$ ensures that the effect of every write in $\bar{w}_f$ on $S_{k,x}$ is guaranteed to concur with its effect on the real state with respect to changing $S_{k,x}$ from false to true. We refer to this property as simulation.

Lemma 13. Let $\bar{w}_f$ be the subsequence of $\bar{w} = w_1, \ldots, w_n$ defined above. If $S_{k,x}(H_{iv})$ holds and $\bar{w}_f S_{k,x}$-simulates $\bar{w}$, then there exists some $0 \leq i \leq n$ s.t. $S_{k,x}(H^{(i)}_c)$. 

Fabricated state. The fabricated state provides a means of analyzing the local view and its relation to the global (true) state. A fabricated state is a state consistent with the local view (i.e. it agrees with the value of every location present in the local view) that is constructed by a subsequence $\bar{w}_f = w_{i_1}, \ldots, w_{i_k}$ of the writes $\bar{w}$. One possible choice for $\bar{w}_f$ is the subsequence of writes whose effect was observed by $\bar{r}$ (i.e. $\bar{r}$ read-from). For relating the local view to the global state, which is constructed from the entire $\bar{w}$, it is beneficiary to include in $\bar{w}_f$ additional writes except for those directly observed by $\bar{r}$. In what follows, we choose the subsequence $\bar{w}_f$ so that the fabricated state satisfies a consistency property of forward-agreement with the global state. This means that although not all writes are included in $\bar{w}_f$ (as the thread misses some), the writes that are included have the same picture of the “continuation” of the data structure as it really was in the global state.

Construction of fabricated state based on order. Our construction of the fabricated state includes in $\bar{w}_f$ all the writes that occurred backward in time and wrote to locations forward in the order than the current location read, for every location read. (In particular, it includes all the writes that $\bar{r}$ reads from directly). Formally, let $\text{mod}(w)$ denote the location modified by write $w$. Then for every read $r$ in $\bar{r}$ that reads location $\ell_r$ from global state $H^{(m)}_c$, we include in $\bar{w}_f$ all the writes $\{w_j \mid j \leq m \land \ell_r \leq \text{mod}(w_j)\}$ (ordered as in $\bar{w}$). We use the notation $H^{(i)}_c = w_{i_1} \ldots w_{i_k}(H^{(0)}_c)$ for intermediate fabricated states. This choice of $\bar{w}_f$ ensures forward-agreement between the fabricated state and the global state: every write $w_{i_j}$ in $\bar{w}_f$, the states on which it is applied, $H^{(i_j-1)}_c$ and $H^{(i_j-1)}_f$ agree on all locations $\ell$ such that $\text{mod}(w_{i_j}) \leq H^{(i_j-1)}_f(\ell)$.

In what follows, we fix the fabricated state to be the state resulting at the end of this particular choice of $\bar{w}_f$. It satisfies forward-agreement by construction, and is an extension of the local view, relying on the acyclicity requirement.

Simulation. As we show next, the construction of $\bar{w}_f$ ensures that the effect of every write in $\bar{w}_f$ on $S_{k,x}$ is guaranteed to concur with its effect on the real state with respect to changing $S_{k,x}$ from false to true. We refer to this property as simulation.

Definition 12 (Simulation). For a predicate $P$, we say that the subsequence of writes $w_i, \ldots, w_k$ $P$-simulates the sequence $w_1 \ldots w_n$ if for every $1 \leq j \leq k$, if $¬P(H^{(j-1)}_f)$ but $P(w_j(H^{(j-1)}_f))$, then $¬P(H^{(j-1)}_c) \implies P(w_j(H^{(j-1)}_c))$.

Simulation implies that the write $w_{i_j}$ in $\bar{w}_f$ that changed $S_{k,x}$ to true on the local view, would also change it on the corresponding global state $H^{(i_j)}_c$ (unless it was already true in $H^{(i_j-1)}_c$). This provides us with the desired global state where $S_{k,x}$ holds. Using also the fact that $S_{k,x}$ is upward-absolute [44] (namely, preserved under extensions of the state), we obtain:

Lemma 13. Let $\bar{w}_f$ be the subsequence of $\bar{w} = w_1, \ldots, w_n$ defined above. If $S_{k,x}(H_{iv})$ holds and $\bar{w}_f S_{k,x}$-simulates $\bar{w}$, then there exists some $0 \leq i \leq n$ s.t. $S_{k,x}(H^{(i)}_c)$. 

Finally, we show that the fabricated state satisfies the simulation property. Owing to the specific construction of $\bar{w}_f$, the proof needs to relate the effect of writes on states which have a rather strong similarity: they agree on the contents of locations which come forward of the modified location. Preservation complements this by guaranteeing the existence of a path to the modified location:

**Lemma 14.** If $\bar{w}$ satisfies preservation of $S_{k,\text{mod}(w)}$ for all $w$, then $\bar{w}_{f}$ $S_{k,x}$-simulates $\bar{w}$ for all $x$.

To prove the lemma, we show that preservation, together with forward agreement, implies the simulation property, which in turn implies that $S_{k,x}(H_{f}^{(j-1)}) \Rightarrow \exists 0 \leq i \leq i_{j-1} S_{k,x}(H_{c}^{(i)})$ (see Lemma 13). To show simulation, consider a write $w_{i_{j}}$ that creates a $k$-search path $\zeta$ to $x$ in $H_{f}^{(j)}$. We construct such a path in the corresponding global state. The idea is to divide $\zeta$ to two parts: the prefix until $\text{mod}(w_{i_{j}})$, and the rest of the path. Relying on forward agreement, the latter is exactly the same in the corresponding global state, and preservation lets us prove that there is also an appropriate prefix: necessarily there has been a $k$-search path to $\text{mod}(w_{i_{j}})$ in the fabricated state before $w_{i_{j}}$, so by induction, exploiting the fact that simulation up to $j-1$ implies that $S_{k,x}(H_{f}^{(j-1)}) \Rightarrow \exists 0 \leq i \leq i_{j-1} S_{k,x}(H_{c}^{(i)})$, there has been a $k$-search path to $\text{mod}(w_{i_{j}})$ in some intermediate global state that occurred earlier than the time of $w_{i_{j}}$. Since $w_{i_{j}}$ writes to $\text{mod}(w_{i_{j}})$, the preservation property ensures that there is a $k$-search path to $\text{mod}(w_{i_{j}})$ in the global state also at the time of the write $w_{i_{j}}$, and the claim follows.

### 4 Putting It All Together: Proving Linearizability Using Local Views

Recall that our overarching objective in developing the local view argument (Section 3) is to prove the correctness of assertions used in linearizability proofs (e.g., in Section 2.1). We now summarize the steps in the proof of the assertions. Overall, it is composed of the following steps:

1. Establishing properties of traversals on the local view using sequential reasoning,
2. Establishing the acyclicity and preservation conditions by simple concurrent reasoning, and
3. Proving the assertions when relying on local view arguments, augmented with some concurrent reasoning.

For the running example, step 1 is presented in Example 3, and step 2 consists of Examples 8 and 10 (see the extended version [20] for a full formal treatment). Step 3 concludes the proof as discussed in Section 2.2.

**Remark 15.** While the local view argument, relying in particular on step 2, was developed to simplify the proofs of the assertions in 3, this goes also in the other direction. Namely, the concurrent reasoning required for proving the conditions of the framework (e.g., preservation) can be greatly simplified by relying on the correctness of the assertions (as they constrain possible interfering writes). Indeed, the proofs may mutually rely on each other. This is justified by a proof by induction: we prove that the current write satisfies the condition in the assertion, assuming that all previous writes did. This is also allowed in proofs of the conditions in Section 3.3, because they refer to the effect of interfering writes, that are known to conform to their respective assertions from the induction hypothesis. Hence, carrying these proofs together avoids circular reasoning and ensures validity of the proof.
5 Additional Case Studies

5.1 Lazy and Optimistic Lists

We successfully applied our framework to prove the linearizability of sorted-list-based concurrent set implementations with unsynchronized reads. Our framework is capable of verifying various versions of the algorithm in which insert and delete validate that the nodes they locked are reachable using a boolean field, as done in the lazy list algorithm [23], or by rescanning the list, as done in the optimistic list algorithm [27, Chap.9.8]. Our framework is also applicable for verifying implementations of the lazy list algorithm in which the logical deletion and the physical removal are done by the same operation or by different ones. We give a taste of these proofs here.

Figure 3 shows an annotated pseudo-code of the lazy list algorithm. Every operation starts with a call to locate(k), which performs a standard search in a sorted list – without acquiring any locks – to locate the node with the target key k. This method returns the last link it traverses, (x,y). Figure 3 includes two variants of contains(k): In one variant, it returns true only if it finds a node with key k that is not logically deleted (line 139), while in the second variant it returns true even if that node is logically deleted (the commented return at line 141). Interestingly, the same annotations allow to verify both variants, and the proof differs only in the abstraction function mapping states of the list to abstract sets. Modifications of a node in the list are synchronized with the node’s lock. An insert(k) operation calls locate, and then links a new node to the list if k was not found. delete(k) logically deletes y (after validating that y remained linked to the list after its lock was acquired), and then physically removes it.

As in Section 2, the assertions contain predicates of the form root \( \rightarrow^k x \), which means that x resides on a valid search path for key k that starts at root; the formal definition of a search path in the lazy list appears below. Note that root \( \rightarrow^k \text{null} \) indicates that k is not in the list.

\[
o_r \overset{k}{\longrightarrow} o_x \overset{a_{i-1}}{\equiv} \exists o_0, \ldots, o_m. o_0 = o_r \wedge o_m = o_x \wedge \forall i = 1..m. a_{i-1}.key < k \wedge a_{i-1}.next = o_i
\]

We prove the linearizability of the algorithm using an abstraction function. One abstraction function we may use maps H to the set of keys of the nodes that are on a valid search path for their key and are not logically deleted in H:

\[
A^{\text{logical}}(H) = \{ k \in \mathbb{N} \mid H \models \exists x. \text{root} \overset{k}{\rightarrow} x \wedge x.key = k \wedge x.mark \}
\]

Another possibility is to define the abstract set to be the keys of all the reachable nodes:

\[
A^{\text{physical}}(H) = \{ k \in \mathbb{N} \mid H \models \exists x. \text{root} \overset{k}{\rightarrow} x \wedge x.key = k \}
\]

We note that \( A^{\text{logical}}(H) \) can be used to verify the code of contains as written, while \( A^{\text{physical}}(H) \) allows to change the algorithm to return true in line 141. In both cases, the proof of linearizability is carried out using the same assertions currently annotating the code. In the rest of this section, we discuss the verification of the code in Figure 3 as written, and thus use \( A(H) = A^{\text{logical}} \) as the abstraction function. The assertions almost immediately imply that for every operation invocation op, there exists a state H during op’s execution for which the abstract state A(H) agrees with op’s return value, and so op can be linearized at H; we need only make the following observations. First, contains() and a failed delete() or insert() do not modify the memory, and so can be linearized at the point in time in which the assertions before their return statements hold. Second, in the state H in which a successful delete(k) (respectively, insert(k)) performs a write, the assertions on line 156
(respectively, line 126) imply that \( k \in \mathcal{A}(H) \) (respectively, \( k \notin \mathcal{A}(H) \)). Therefore, these writes change the abstract set, making it agree with the operation’s return value of \( \text{true} \). Finally, it only remains to verify that the physical removal performed by \text{delete}(k)\) in state \( H \) does not modify \( \mathcal{A}(H) \). Indeed, as an operation modifies a field of node \( v \) only when it has \( v \) locked, it is easy to see that for any node \( x \) and key \( k \), if \( \text{root} \xrightarrow{k} x \) held before the write, then it also holds afterwards with the exception of the removed node \( y \). However, \text{delete}(k)\) removes a deleted node, and thus does not change \( \mathcal{A}(H) \).

The proof of the assertions in Figure 3 utilizes a local view argument for the \( \diamond \) assertion in line 109 for the predicate \( \text{root} \xrightarrow{k} x \land x.next = y \), using the extension with a single field discussed in Remark 2. The conditions of the local view argument are easy to prove: The acyclicity requirement is evident, as writes modify the pointers from a node only to point to new nodes, or to nodes that have already been reachable from that node. Preservation holds because a write either (i) marks a node, which does not affect the search paths; (ii) modifies a location that has never been reachable (such as line 125), in which case preservation holds vacuously; (iii) removes a marked node \( y \) (line 159) which removes all the search paths that go through it. However, as \( y \) is marked, its fields are not going to be modified later on, and thus \( y \) cannot be the cause of violating preservation. Furthermore, all search paths that reach \( y \)'s successor before the removal are retained and merely get shorter; or (iv) adds a reachable node \( z \) in between two reachable nodes \( x \) and \( y \) (line 127). However, as \( z \)'s key is smaller than \( y \)'s, the insertion preserves any search paths which goes through \( y \)'s \text{next} pointer.
As for the rest of the assertions, when \texttt{insert} and \texttt{delete} lock \( x \) and see that it is not marked, the \( \texttt{root} \mathrel{\notightarrow} x \) property follows from the \( \phi(\texttt{root} \mathrel{\notightarrow} x) \) deduced above by a local view argument using the same invariant in preservation above. The remainder assertions are attributed to reading a location under the protection of a lock, e.g. \( \neg x.\texttt{mark} \) in line 122.

5.2 Lock-free List and Skip-List

We used our framework to prove the linearizability a sorted lock-free list-based concurrent set algorithm [27, Chapter 9.8] and of a lock-free skip-list-based concurrent set algorithm [27, Chapter 14.4]. In these proofs we use local view arguments to prove the concurrent traversals of the \texttt{contains} method, which is the most difficult part of the proofs: \texttt{add} and \texttt{remove} use the internal \texttt{find} which traverses the list and also prunes out marked nodes, and thus their correctness follows easily from an invariant ensuring the reachability of unmarked nodes. The proofs appear in [20].

6 Related Work

Verifying linearizability of concurrent data structures has been studied extensively. Some techniques, e.g., [1, 2, 18, 51, 49], apply to a restricted set of algorithms where the linearization point of every invocation is \textit{fixed} to a particular statement in the code. While these works provide more automation, they are not able to deal with the algorithms considered in our paper where for instance, the linearization point of \texttt{contains}(k) invocations is not fixed. Generic reductions of verifying linearizability to checking a set of assertions in the code have been defined in [5, 6, 7, 34, 24, 50, 53]. These works apply to algorithms with non-fixed linearization points, but they do not provide a systematic methodology for proving the assertions, which is the main focus of our paper.

Verifying linearizability has also been addressed in the context of defining program logics for \textit{compositional} reasoning about concurrent programs. In this context, the goal is to define a proof methodology that allows composing proofs of program’s components to get a proof for the entire program, which can also be reused in every valid context of using that program. Improving on the classical Owicki-Gries [39] and Rely-Guarantee [29] logics, various extensions of Concurrent Separation Logic [4, 9, 38, 40] have been proposed in order to reason compositionally about different instances of fine-grained concurrency, e.g. [30, 33, 15, 42, 46, 47]. However, they focus on the reusability of a proof of a component in a larger context (when composed with other components) while our work focuses on simplifying the proof goals that guarantee linearizability. The concurrent reasoning needed for our framework could be carried out using one of these logics.

The proof of linearizability of the lazy-list algorithm given in [37] is based on establishing the conditions required by the \textit{hindsight lemma} [37, Lemma 5.2]. The lemma states that every link traversed during an unsynchronized traversal was indeed reachable at some point in time between the beginning of the traversal and the moment the link was crossed. This enables verifying the correctness of the \texttt{contains} method using, effectively, sequential reasoning. The hindsight lemma is a specific instance of the extension discussed in Remark 2, and its

---

5 As in Section 5.2, these assertions could also be deduced directly from a slightly stronger invariant that unmarked nodes are reachable and that the list is sorted. This is not the case in the optimistic list of [27, Chap.9.8] which rescan instead of using a marked bit. In both cases \texttt{contains} requires a local view argument.
assumptions narrows its application to concurrent set algorithms implemented using sorted singly-linked lists. In contrast, we present a fundamental technique which is based on far more generic properties which is applicable to list and tree-based data structures alike.

The proof methodology for proving linearizability of [32] relies on properties of the data structure in sequential executions. The methodology assumes the existence of base points, which are points in time during the concurrent execution of a search in which some predicate holds over the shared state. For instance, when applying the methodology to the lazy list, they prove the existence of base points using prior techniques [37, 52] that employ tricky concurrent reasoning. Our work is thus complementary to theirs: our proof argument is meant to replace the latter kind of reasoning, and can thus simplify proofs of the existence of base points.

The Edgeset framework of Shasha and Goodman [43], which has recently been formalized using concurrent separation logic [31], provides conditions for the linearizability of concurrent search data structures. It relies on a precondition that for any operation on key $k$, $\text{root} \xrightarrow{k} x$ holds when the operation looks for, inserts, or deletes $k$ at $x$. However, the optimistic data structures that we consider often do not satisfy this precondition, making the Edgeset framework inapplicable. (Example 10 describes how this precondition does not hold in our search tree example, and a similar issue exists in the lazy-list.) Moreover, the Edgeset precondition implies that the linearization point of an operation occurs at one of its own atomic steps. Our framework does not have this requirement. Shasha and Goodman also describe three algorithm templates and prove, using concurrent reasoning, that these templates satisfy the preconditions of the Edgeset framework. In contrast, our argument uses sequential reasoning for traversals, and our concurrent proofs consider only the effects of interleaving writes – not both reads and writes.

7 Conclusions and Future Work

This paper presents a novel approach for constructing linearizability proofs of concurrent search data structures. We present a general proof argument that is applicable to many existing algorithms, uncovering fundamental structure – the acyclicity and preservation conditions – shared by them. We have instantiated our framework for a self-balancing binary search tree, lists with lazy [23] or non-blocking [27] synchronization, and a lock-free skip list. To the best of our knowledge, our work is the first to prove linearizability of a self-balancing binary search tree using a unified proof argument.

An important direction for future work is the mechanism of backtracking. Some algorithms, including the original CF tree [12, 14], backtrack instead of restarting when their optimistic validation fails. In the CF tree, backtracking is implemented by directing pointers from child to parent, breaking our acyclicity requirement. A similar situation arises in the in-place rotation of [8]. Handling these scenarios in our proof argument is an interesting direction for future work.

An additional direction to explore is validations performed during traversals. For example, the SnapTree algorithm [8] performs in-place rotations which violate preservation. The algorithm overcomes this by performing hand-over-hand validation during a lock-free traversal. This validation, consisting of re-reading previous locations and ensuring version numbers have not changed, does not fit our approach of sequential reasoning on traversals.

The preservation of reachability to location of modification arises naturally out of the correctness of traversals in modifying operations, ensuring that the conclusion of the traversal – the existence of a path – holds not only in some point in the past, but also holds at the
time of the modification. We show that, surprisingly, preservation, when it is combined with the order, suffices to reason about the traversal by a local view argument. We base the correctness of read-only operations on the same predicates, and so rely on the same property. It would be interesting to explore different criteria which ensure the simulation of the fabricated state constructed based on the accumulated order.

Finding ways to extend the framework in these directions is an interesting open problem. This notwithstanding, we believe that our framework captures important principles underlying modern highly concurrent data structures that could prove useful both for structuring linearizability proofs and elucidating the correctness principles behind new concurrent data structures.
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Abstract
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1 Introduction

1.1 Context and Objective

In the context of distributed fault-tolerant computing in large scale networks, it is of the utmost importance that the computing nodes can perpetually check the correctness of distributed data structures (e.g., spanning trees) encoded distributively over the network. Indeed, such data structures can be the outcome of an algorithm that might be subject to failures, or be a-priori correctly given data structures but subject to later corruption. Several mechanisms exist enabling checking the correctness of distributed data structures (see, e.g., [2,3,6,10–12]). For its simplicity and versatility, we shall focus on one classical mechanism known as proof-labeling schemes [31], a.k.a. locally checkable proofs [25].

Roughly, a proof-labeling scheme assigns certificates to each node of the network. These certificates can be viewed as forming a distributed proof of the actual data structure (e.g., for a spanning tree, the identity of a root, and the distance to this root in the tree). The nodes are then in charge of collectively verifying the correctness of this proof. The requirements are in a way similar to those imposed on non-deterministic algorithms (e.g., the class \( \text{NP} \)), namely: (1) on correct structures, the assigned certificates must be accepted, in the sense that every node must accept its given certificate; (2) on corrupted structures, whatever certificates are given to the nodes, they must be rejected, in the sense that at least one node must reject its given certificate. (The rejecting node(s) can raise an alarm, or launch a recovery procedure). Proof-labeling schemes and locally checkable proofs can be viewed as a form of non-deterministic distributed computing (see also [19]).

The main measure of quality for a proof-labeling scheme is the size of the certificates assigned to correct (a.k.a. legal) data structures. Indeed, these certificates are verified using protocols that exchange them between neighboring nodes. Thus using large certificates may result in significant overheads in term of communication. Also, proof-labeling schemes might be combined with other mechanisms enforcing fault-tolerance, including replication. Large certificates may prevent replication, or at the least result in significant overheads in term of space complexity if using replication.

Proof-labeling schemes are extremely versatile, in the sense that they can be used to certify any distributed data structure or graph property. For instance, to certify a spanning tree, there are several proof-labeling schemes, each using certificates of logarithmic size [26,31]. Similarly, certifying a minimum-weight spanning tree (MST) can be achieved with certificates of size \( \Theta(\log^2 n) \) bits in \( n \)-node networks [29,31]. Moreover, proof-labeling schemes are very local, in the sense that the verification procedure performs in just one round of communication, each node accepting or rejecting based solely on its certificate and the certificates of its neighbors. However, this versatility and locality comes with a cost. For instance, certifying rather simple graph property, such as certifying that each node holds the value of the diameter of the network, requires certificates of \( \tilde{\Omega}(n) \) bits [13]. There are properties that require even larger certificates. For instance, certifying that the network is non 3-colorable, or certifying that the network has a non-trivial automorphism both require certificates of \( \tilde{\Omega}(n^2) \) bits [25]. The good news though is that all distributed data structures (and graph properties) can be certified using certificates of \( O(n^2 + kn) \) bits, where \( k \) is the size of the part of the data structure stored at each node – see [25,31].

---

1 These two mechanisms slightly differ: the latter assumes that every node can have access to the whole state of each of its neighbors, while the former assumes that only part of this state is visible from neighboring nodes; nevertheless, the two mechanisms share the same essential features.

2 The tilde-notation is similar to the big-O notation, but also ignores poly-logarithmic factors.
Several attempts have been made to make proof-labeling schemes more efficient. For instance, it was shown in [9] that randomization helps a lot in terms of communication costs, typically by hashing the certificates, but this might actually come at the price of dramatically increasing the certificate size. Sophisticated deterministic and efficient solutions have also been provided for reducing the size of the certificates, but they are targeting specific structures only, such as MST [30]. Another direction for reducing the size of the certificates consists of relaxing the decision mechanism, by allowing each node to output more than just a single bit (accept or reject) [4, 5]. For instance, certifying cycle-freeness simply requires certificates of $O(1)$ bits with just 2-bit output, while certifying cycle-freeness requires certificates of $\Omega(\log n)$ bits with 1-bit output [31]. However, this relaxation assumes the existence of a centralized entity gathering the outputs from the nodes, and there are still network predicates that require certificates of $\tilde{\Omega} (n^2)$ bits even under this relaxation. Another notable approach is using approximation [13], which reduces, e.g., the certificate size for certifying the diameter of the graph from $\Omega(n)$ down to $O(\log n)$, but at the cost of only determining if the given value is up to two times the real diameter.

In this paper, we aim at designing deterministic and generic ways for reducing the certificate size of proof-labeling schemes. This is achieved by following the guidelines of [33], that is, trading time for space by exploiting the inherent redundancy in distributed proofs.

1.2 Our Results

As mentioned above, proof-labeling schemes include a verification procedure consisting of a single round of communication. In a nutshell, we prove that using more rounds of communication for verifying the certificates enables to reduce significantly the size of these certificates, often by a factor super-linear in the number of rounds, and sometimes even exponential.

More specifically, a proof-labeling scheme of radius $t$ (where $t$ can depend on the size of the input graph) is a proof-labeling scheme where the verification procedure performs $t$ rounds, instead of just one round as in classical proof-labeling schemes. We may expect that proof-labeling schemes of radius $t$ should help reduce the size of the certificates. This expectation is based on the intuition that the verification of classical (radius-1) proof-labeling schemes is done by comparing certificates of neighboring nodes or computing some function of them, and accept only if they are consistent with one another (in a sense that depends on the scheme). If the certificates are poorly correlated, then allowing more rounds for the verification should not be of much help as, with a $k$-bit certificate per node, the global proof has $kn$ bits in total in $n$-node graphs, leaving little freedom for reorganizing the assignment of these $kn$ bits to the $n$ nodes. Perhaps surprisingly, we show that distributed proofs do not only involve partially redundant certificates, but inherently highly redundant certificates, which enables reducing their size a lot when more rounds are allowed. To capture this phenomenon, we say that a proof-labeling scheme scales with scaling factor $f(t)$ if its size can be reduced by a factor $\Omega(f(t))$ when using a $t$-round verification procedure; we say that the scheme weakly scales with scaling factor $f(t)$ if the scaling factor is $\tilde{\Omega}(f(t))$, i.e., $\Omega(f(t)/\text{polylog } n)$ in $n$-node networks.

We prove that, in trees and other graph classes including e.g. grids, all proof-labeling schemes scale, with scaling factor $t$ for $t$-round verification procedures. In other words, for every boolean predicate $P$ on labeled trees (that is, trees whose every node is assigned a label, i.e., a binary string), if $P$ has a proof-labeling scheme with certificates of $k$ bits, for some $k \geq 0$, then $P$ has a proof-labeling scheme of radius $t$ with certificates of $O(k/t)$ bits, for all $t \geq 1$. 

In addition, we prove that, in any graph, uniform parts of proof-labeling schemes weakly scale optimally. That is, for every boolean predicate $P$ on labeled graphs, if $P$ has a proof-labeling scheme such that $k$ bits are identical in all certificates, then the part with these $k$ bits weakly scales in an optimal manner: it can be reduced into $\tilde{O}(k/b(t))$ bits by using a proof-labeling scheme of radius $t$, where $b(t)$ denotes the size of the smallest ball of radius $t$ in the actual graph. Therefore, in graphs whose neighborhoods increase polynomially, or even exponentially with their radius, the benefit in terms of space-complexity of using a proof-labeling scheme with radius $t$ can be enormous. This result is of particular interest for the so-called universal proof-labeling scheme, in which every node is given the full $n^2$-bit adjacency matrix of the graph as part of its certificate, along with the $O(\log n)$-bit index of that node in the matrix.

We complement these general results by a collection of concrete results, regarding scaling classical boolean predicates on labeled graphs, including spanning tree, minimum-weight spanning tree, diameter, and additive spanners. For each of these predicates we prove tight upper and lower bounds on the certificate size of proof-labeling schemes of radius $t$ on general graphs.

1.3 Our Techniques

Our proof-labeling schemes demonstrate that if we allow $t$ rounds of verification, it is enough to keep only a small portion of the certificates, while all the rest are redundant. In a path, it is enough to keep only two consecutive certificates out of every $t$: two nodes with $t-2$ missing certificates between them can try all the possible assignments for the missing certificates, and accept only if such an assignment exists. This reduces the average certificate size; to reduce the maximal size, we split the remaining certificates equally among the certificate-less nodes. This idea is extended to trees and grids, and is at the heart of the proof-labeling schemes presented in Section 3.

On general graphs, we cannot omit certificates from some nodes and let the others check all the options for missing certificates in a similar manner. This is because, for our approach to apply, the parts of missing certificates must be isolated by nodes with certificates. However, if all the certificates are essentially the same, as in the case of the universal scheme, we can simply keep each part of the certificate at some random node, making sure that each node has all parts in its $t$-radius neighborhood. A similar, yet more involved idea, applies when the certificates are distances, e.g., when the predicate to check is the diameter, and the (optimal) certificate of a node contains in a distance-1 proof-labeling scheme its distances to all other nodes. While the certificates are not universal in this latter case, we show that it still suffices to randomly keep parts of the distances, such that on each path between two nodes, the distance between two certificates kept is at most $t$. These ideas are applied in Sections 4 and 5.

In order to prove lower bounds on the certificate size of proof-labeling schemes and on their scaling, we combine several known techniques in an innovative way. A classic lower bound technique for proof-labeling schemes is called crossing, but this cannot be used for lower bounds higher than logarithmic, and is not suitable for our model. A more powerful technique is the use of nondeterministic communication complexity [13,25], which extends the technique used for the CONGEST model [1,23]. In these bounds, the nodes are

---

3 All our proof-labeling schemes are deterministic, but we use the probabilistic method for proving the existence of some of them.
partitioned between two players, who simulate the verification procedure in order to solve a communication complexity problem, and communicate whenever a message is sent over the edges of the cut between their nodes. When proving lower bounds for proof-labeling schemes, the nondeterminism is used to define the certificates: a nondeterministic string for a communication complexity problem can be understood as a certificate, and, when the players simulate verification on a graph, they interpret their nondeterministic strings as node certificates. However, this technique does not seem to be powerful enough to prove lower bounds for our model of multiple rounds verification. When splitting the nodes between the two players, the first round of verification only depends on the certificates of the nodes touching the cut, but arguing about the other verification rounds seems much harder. To overcome this problem, we use a different style of simulation argument, where the node partition is not fixed but evolves over time \cite{14,36}. More specifically, while there are sets of nodes which are simulated explicitly by either of the two players during the \( t \) rounds, the nodes in the paths connecting these sets are simulated in a decremental manner: both players start by simulating all these nodes, and then simulate less and less nodes as time passes. After the players communicate the certificates of the nodes along the paths at the beginning, they can simulate the verification process without any further communication. In this way, we are able to adapt some techniques used for the CONGEST model to our model, even though proof-labeling schemes are a computing model that is much more similar to the LOCAL model \cite{35}.

1.4 Previous Work

The mechanism considered in this paper for certifying distributed data structures and predicates on labeled graphs has at least three variants. The original proof-labeling schemes, as defined in \cite{31}, assume that nodes exchange solely their certificates between neighbors during the verification procedure. Instead, the variant called locally checkable proofs \cite{25} imposes no restrictions on the type of information that can be exchanged between neighbors during the verification procedure. In fact, they can exchange their full individual states, which makes the design of lower bounds far more complex. This latter model is the one actually considered in this paper. There is a third variant, called non-deterministic local decision \cite{19}, which prevents using the actual identities of the nodes in the certificates. That is, the certificate must be oblivious to the actual identity assignment to the nodes. This latter mechanism is weaker than proof-labeling schemes and locally checkable proofs, as there are graph predicates that cannot be certified in this manner. However, all predicates on labeled graphs can be certified by allowing randomization \cite{19}, or by allowing just one alternation of quantifiers (the analog of \( \Pi_2 \) in the polynomial hierarchy) \cite{7}. A distributed variant of the centralized interactive proofs was recently introduced by Kol et al. \cite{27}.

Our work was inspired by \cite{33}, which aims at reducing the size of the certificates by trading time for space, i.e., allowing the verification procedure to take \( t \) rounds, for a non-constant \( t \), in order to reduce the certificate size. They show a trade-off of this kind for example for proving the acyclicity of the input graph. The results in \cite{30} were another source of inspiration, as it is shown that, by allowing \( O(\log^2 n) \) rounds of communication, one can verify MST using certificates of \( O(\log n) \) bits. In fact, \cite{30} even describe an entire (non-silent) self-stabilizing algorithm for MST construction based on this mechanism for verifying MST.

In \cite{17}, the authors generalized the study of the class log-LCP introduced in \cite{25}, consisting of network properties verifiable with certificates of \( O(\log n) \) bits, to a whole local hierarchy inspired by the polynomial hierarchy. For instance, it is shown that MST is at the second level of that hierarchy, and that there are network properties outside the hierarchy. In \cite{34}, the
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A labeled graph is a pair \( (G, x) \) where \( G = (V, E) \) is a connected simple graph, and \( x : V \rightarrow \{0, 1\}^* \) is a function assigning a bit-string, called label, to every node of \( G \). When discussing a weighted \( n \)-nodes graph \( G \), we assume \( G = (V, E, w) \), where \( w : E \rightarrow [1, n^c] \) for a fixed \( c \geq 1 \), and so \( w(e) \) can be encoded on \( O(\log n) \) bits. An identity-assignment to a graph \( G \) is an assignment \( \text{ID} : V \rightarrow [1, n^c] \), for some fixed \( c \geq 1 \), of distinct identities to the nodes.

A distributed decision algorithm is an algorithm in which every node outputs accept or reject. We say that such an algorithm accepts if and only if every node outputs accept.

Given a finite collection \( \mathcal{G} \) of labeled graphs, we consider a boolean predicate \( \mathcal{P} \) on every labeled graph in \( \mathcal{G} \) (which may even depend on the identities assigned to the nodes). For instance, \( \text{AUT} \) is the predicate on graphs stating that there exists a non-trivial automorphism in the graph. Similarly, for any weighted graph with identity-assignment \( \text{ID} \), the predicate \( \text{mst} \) on \( (G, x, \text{ID}) \) states whether \( x(v) = \text{ID}(v') \) for some \( v' \in N[v]^4 \) for every \( v \in V(G) \), and whether the collection of edges \( \{(v, x(v)), v \in V(G)\} \) forms a minimum-weight spanning tree of \( G \). A proof-labeling scheme for a predicate \( \mathcal{P} \) is a pair \( (p, v) \), where

- \( p \), called prover, is an oracle that assigns a bit-string called certificate to every node of every labeled graph \( (G, x) \in \mathcal{G} \), potentially using the identities assigned to the nodes, and
- \( v \), called verifier, is a distributed decision algorithm such that, for every \( (G, x) \in \mathcal{G} \), and for every identity assignment \( \text{ID} \) to the nodes of \( G \),

\[
\begin{cases}
(G, x, \text{ID}) \text{ satisfies } \mathcal{P} & \implies v \circ p(G, x, \text{ID}) = \text{accept}; \\
(G, x, \text{ID}) \text{ does not satisfy } \mathcal{P} & \implies \text{for every prover } p', v \circ p'(G, x, \text{ID}) = \text{reject};
\end{cases}
\]

here, \( v \circ p \) is the output of the verifier \( v \) on the certificates assigned to the nodes by \( p \). That is, if \( (G, x, \text{ID}) \) satisfies \( \mathcal{P} \), then, with the certificates assigned to the nodes by the prover \( p \), the verifier accepts at all nodes. Instead, if \( (G, x, \text{ID}) \) does not satisfy \( \mathcal{P} \), then, whatever certificates are assigned to the nodes, the verifier rejects in at least one node.

The radius of a proof-labeling scheme \( (p, v) \) is defined as the maximum number of rounds of the verifier \( v \) in the local model [35], over all identity-assignments to all the instances in \( \mathcal{G} \), and all arbitrary certificates. It is denoted by \( \text{radius}(p, v) \). Often in this paper, the phrase proof-labeling scheme is abbreviated into PLS, while a proof-labeling scheme of radius \( t \geq 1 \) is abbreviated into \( t \text{-PLS} \). Note that, in a \( t \text{-PLS} \), one can assume, w.l.o.g., that the verification procedure, which is given \( t \) as input to every node, proceeds at each node in two phases:

---

4 In a graph, \( N(v) \) denotes the set of neighbors of node \( v \), and \( N[v] = N(v) \cup \{v\} \).
(1) collecting all the data (i.e., labels and certificates) from nodes at distance at most $t$, including the structure of the ball of radius $t$ around that node, and (2) processing all the information for producing a verdict, either accept, or reject. Note that, while the examples in this paper are of highly uniform graphs, and thus the structure of the $t$-balls might be known to the nodes in advance, our scaling mechanisms work for arbitrary graphs.

Given an instance $(G, x, ID)$ satisfying $P$, we denote by $p(G, x, ID, v)$ the certificate assigned by the prover $p$ to node $v \in V$, and by $|p(G, x, ID, v)|$ its size. We also let $|p(G, x, ID)| = \max_{v \in V(G)} |p(G, x, ID, v)|$. The certificate-size of a proof-labeling scheme $(p, v)$ for $P$ in $G$, denoted $\text{size}(p, v)$, is defined as the maximum of $|p(G, x, ID)|$, taken over all instances $(G, x, ID)$ satisfying $P$, where $(G, x) \in G$. In the following, we focus on the graph families $G_n$ of connected simple graphs with $n$ nodes, $n \geq 1$. That is, the size of a proof-labeling scheme is systematically expressed as a function of the number of nodes. For the sake of simplifying the presentation, the graph family $G_n$ is omitted from the notations.

The minimum certificate size of a $t$-PLS for the predicate $P$ on $n$-node labeled graphs is denoted by $\text{size-pls}(P, t)$, that is,

$$\text{size-pls}(P, t) = \min_{\text{radius}(p, v) \leq t} \text{size}(p, v).$$

We also denote by $\text{size-pls}(P)$ the size of a standard (radius-1) proof-labeling scheme for $P$, that is, $\text{size-pls}(P) = \text{size-pls}(P, 1)$. For instance, it is known that $\text{size-pls}(\text{MST}) = \Theta(\log^2 n)$ bits [29,31], and that $\text{size-pls}(\text{AUT}) = \widetilde{\Omega}(n^2)$ bits [25]. More generally, for every decidable predicate $P$, we have $\text{size-pls}(P) = O(n^2 + nk)$ bits [25] whenever the labels produced by $x$ are of $k$ bits, and $\text{size-pls}(P, D) = 0$ for graphs of diameter $D$ because the verifier can gather all labels, and all edges at every node in $D + 1$ rounds.

**Definition 1.** Let $I \subseteq \mathbb{N}^+$, and let $f : I \rightarrow \mathbb{N}^+$. Let $P$ be a boolean predicate on labeled graphs. A set $(p_t, v_t)_{t \in I}$ of proof-labeling schemes for $P$, with respective radius $t \geq 1$, scales with scaling factor $f$ on $I$ if $\text{size}(p_t, v_t) = O\left(\frac{1}{f(t)} \cdot \text{size-pls}(P)\right)$ bits for every $t \in I$. Also, $(p_t, v_t)_{t \in I}$ weakly scales with scaling factor $f$ on $I$ if $\text{size}(p_t, v_t) = \tilde{O}\left(\frac{1}{f(t)} \cdot \text{size-pls}(P)\right)$ bits for every $t \in I$.

In the following, somewhat abusing terminology, we shall say that a proof-labeling scheme (weakly) scales while, formally, it should be a set of proof-labeling schemes that scales.

**Remark.** At first glance, it may seem that no proof-labeling schemes can scale more than linearly, i.e., one may be tempted to claim that for every predicate $P$ we have $\text{size-pls}(P, t) = \Omega\left(\frac{1}{t} \cdot \text{size-pls}(P)\right)$. The rationale for such a claim is that, given a proof-labeling scheme $(p_t, v_t)$ for $P$, with radius $t$ and $\text{size-pls}(P, t)$, one can construct a proof-labeling scheme $(p, v)$ for $P$ with radius 1 as follows: the certificate of every node $v$ is the collection of certificates assigned by $p_t$ to the nodes in the ball of radius $t$ centered at $v$; the verifier $v$ then simulates the execution of $v_t$ on these certificates. In paths or cycles, the certificates resulting from this construction are of size $O(t \cdot \text{size-pls}(P, t))$, from which it follows that no proof-labeling scheme can scale more than linearly. There are several flaws in this reasoning, which make it actually erroneous. First, it might be the case that degree-2 graphs are not the worst case graphs for the predicate $P$; that is, the fact that $(p_t, v_t)$ induces certificates of size $O(t)$ times the certificate size of $(p_t, v_t)$ in such graphs may be uncorrelated to the size of the certificates of these proof-labeling schemes in worst case instances. Second, in $t$ rounds of verification every node learns not only the certificates of its $t$-neighborhood, but also its structure, which may contain valuable information for the verification; this idea stands out when the lower bounds for $\text{size-pls}(P)$ are established using labeled graphs of constant diameter, in which
case there is no room for studying how proof-labeling schemes can scale. The take away message is that establishing lower bounds of the type \( \text{size-pls}(\mathcal{P}, t) = \Omega(\frac{1}{t} \cdot \text{size-pls}(\mathcal{P})) \) for \( t \) within some non-trivial interval requires specific proofs, which often depend on the given predicate \( \mathcal{P} \).

**Communication Complexity.** In the set-disjointness (\( \text{disj} \)) problem on \( k \) bits, each of the two players Alice and Bob is given a \( k \)-bit string, denoted \( S_A \) and \( S_B \) respectively. They aim at deciding whether \( S_A \cap S_B = \emptyset \), i.e. whether there does not exist \( i \in \{1, \ldots, k\} \) such that \( S_A[i] = S_B[i] = 1 \). We consider nondeterministic protocols for the problem, i.e. protocols where the players also get an auxiliary string from an oracle that knows both inputs, and they may use it in order to verify that their inputs are disjoint. The communication complexity of a nondeterministic protocol for \( \text{disj} \) is the number of bits the players exchange on two input strings that are disjoint, in the worst case, when they are given optimal nondeterministic strings. The nondeterministic communication complexity of \( \text{disj} \) is the minimum, among all nondeterministic protocols for \( \text{disj} \), of the communication complexity of that protocol. The nondeterministic communication complexity of \( \text{disj} \) is \( \Omega(k) \) (e.g., as a consequence of Example 1.23 and Definition 2.3 in [32]).

## 3 All Proof-Labeling Schemes Scale Linearly in Trees

This section is entirely dedicated to the proof of one of our main results, stating that every predicate on labeled trees has a proof that scales linearly. Further in the section, we also show how to extend this result to cycles and to grids, and, more generally, to multi-dimensional grids and toruses.

**Theorem 2.** Let \( \mathcal{P} \) be a predicate on labeled trees, and let us assume that there exists a (distance-1) proof-labeling scheme \((p, v)\) for \( \mathcal{P} \), with \( \text{size}(p, v) = k \). Then there exists a proof-labeling scheme for \( \mathcal{P} \) that scales linearly, that is, \( \text{size-pls}(\mathcal{P}, t) = O\left(\frac{k}{t}\right) \).

The rest of this subsection is dedicated to the proof of Theorem 2. So, let \( \mathcal{P} \) be a predicate on labeled trees, and let \((p, v)\) be a proof-labeling scheme for \( \mathcal{P} \) with \( \text{size}(p, v) = k \). First, note that we can restrict attention to trees with diameter \( > t \). Indeed, predicates on labeled trees with diameter \( \leq t \) are easy to verify since every node can gather the input of the entire tree in \( t \) rounds. More precisely, if we have a scheme that works for trees with diameter \( > t \), then we can trivially design a scheme that applies to all trees, by adding a single bit to the certificates, indicating whether the tree is of diameter at most \( t \) or not.

The setting of the certificates in our scaling scheme is based on a specific decomposition of the given tree \( T \). Let \( T \) be a tree of diameter \( > t \), and let \( h = \lceil t/2 \rceil \). For assigning the certificates, the tree \( T \) is rooted at some node \( r \). A node \( u \) such that \( \text{dist}_T(r, u) \equiv 0 \pmod{h} \), and \( u \) possesses a subtree of depth at least \( h - 1 \) is called a border node. Similarly, a node \( u \) such that \( \text{dist}_T(r, u) \equiv -1 \pmod{h} \), and \( u \) possesses a subtree of depth at least \( h - 1 \) is called an extra-border node. A node that is a border or an extra-border node is called a special node. All other nodes are standard nodes. For every border node \( v \), we define the domain of \( v \) as the set of nodes in the subtree rooted at \( v \) but not in subtrees rooted at border nodes that are descendants of \( v \). The proof of the following lemma is omitted from this extended abstract.

**Lemma 3.** The domains form a partition of the nodes in the tree \( T \), every domain forms a tree rooted at a border node, with depth in the range \([h - 1, 2h - 1]\), and two adjacent nodes of \( T \) are in different domains if and only if they are both special.
The certificates of the distance-\(t\) proof-labeling scheme contain a 2-bit field indicating to each node whether it is a root, border, extra-border, or standard node. Let us show that this part of the certificate can be verified in \(t\) rounds. The prover orients the edges of the tree towards the root \(r\). It is well-known that such an orientation can be given to the edges of a tree by assigning to each node its distance to the root, modulo 3. These distances can obviously be checked locally, in just one round. So, in the remaining of the proof, we assume that the nodes are given this orientation upward the tree. The following lemma (whose proof is omitted) shows that the decomposition into border, extra-border, and standard nodes can be checked in \(t\) rounds.

**Lemma 4.** Given a set of nodes marked as border, extra-border, or standard in an oriented tree, there is a verification protocol that checks whether that marking corresponds to a tree decomposition such as the one described above, in \(2h < t\) rounds.

We are now ready to describe the distance-\(t\) proof-labeling scheme. From the previous discussions, we can assume that the nodes are correctly marked as root, border, extra-border, and standard, with a consistent orientation of the edges towards the root. We are considering the given predicate \(\mathcal{P}\) on labeled trees, with its proof-labeling scheme \((p, v)\) using certificates of size \(k\) bits. Before reducing the size of the certificates to \(O(k/t)\) by communicating at distance \(t\), we describe a proof-labeling scheme at distance \(t\) which still uses large certificates, of size \(O(k)\), but stored at a few nodes only, with all other nodes storing no certificates.

**Lemma 5.** There exists a distance-\(t\) proof-labeling scheme for \(\mathcal{P}\), in which the prover assigns certificates to special nodes only, and these certificates have size \(O(k)\).

**Sketch of proof.** On legally labeled trees, the prover provides every special node (i.e., every border or extra-border node) with the same certificate as the one provided by \(p\). All other nodes are provided with no certificates. On arbitrary labeled trees, the verifier is active at border nodes only, and all non-border nodes systematically accept (in zero rounds). At a border node \(v\), the verifier first gathers all information at distance \(2h\). This includes all the labels of the nodes in its domain, and of the nodes that are neighbors of some node in its domain. Then \(v\) checks whether there exists an assignment of \(k\)-bit certificates to the standard nodes in its domain that results in \(v\) accepting at every node in its domain. If this is the case, then \(v\) accepts, else it rejects. Since the standard nodes form non-overlapping regions well separated by the border and extra-border nodes, this results in a correct distance-\(t\) proof-labeling scheme.

We now show how to spread out the certificates of the border and extra-border nodes to obtain smaller certificates. The following lemma is the main tool for doing so. As this lemma is also used further in the paper, we provide a generalized version of its statement, and we later show how to adapt it to the setting of the current proof.

We say that a local algorithm \(A\) recovers an assignment of certificates provided by some prover \(q\) from an assignment of certificates provided by another prover \(q'\) if, given the certificates assigned by \(q'\) as input to the nodes, \(A\) allows every node to reconstruct the certificate that would have been assigned to it by \(q\). We define a special prover as a prover that assigns certificates only to the special nodes, while all other nodes are given empty certificates.

**Lemma 6.** There is a local algorithm \(A\) satisfying the following. For every \(s \geq 1\), for every oriented marked tree \(T\) of depth at least \(s\), and for every assignment of \(b\)-bit certificates provided by some special prover \(q\) to the nodes of \(T\), there exists an assignment of \(O(b/s)\)-bit certificates provided by a prover \(q'\) to the nodes of \(T\) such that \(A\) recovers \(q\) from \(q'\) in \(s\) rounds.
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Sketch of proof. The prover $q'$ spreads the certificate assigned to each border node $v$ along a path starting from $v$, of length $s-1$, going downward the tree. The algorithm $A$ gathers the certificates spread along these paths.

Proof of Theorem 2. In the distance-$t$ proof-labeling scheme, the prover chooses a root and an orientation of the tree $T$, and provides every node with a counter modulo 3 in its certificate allowing the nodes to check the consistency of the orientation. Then the prover constructs a tree decomposition of the rooted tree, and provides every node with its type (root, border, extra-border, or standard) in its certificates. Applying Lemmas 5 and 6, the prover spreads the certificates assigned to the special nodes by $p$. Every node will get at most two parts, because only the paths associated to a border node and to its parent (an extra-border node) can intersect. Overall, the certificates have size $O(k/h) = O(k/t)$. The verifier checks the orientation and the marking, then recovers the certificates of the special nodes, as in Lemma 6, and performs the simulation as in Lemma 5. This verification can be done with radius $t \leq 2h$, yielding the desired distance-$t$ proof labeling scheme.

Linear scaling in cycles and grids. For the proof techniques of Theorem 2 to apply to other graphs, we need to compute a partition of the nodes into the two categories, special and standard, satisfying three main properties. First, the partition should split the graph into regions formed by standard nodes, separated by special nodes. Second, each region should have a diameter small enough for allowing special nodes at the border of the region to simulate the standard nodes in that region, as in Lemma 5. Third, the regions should have a diameter large enough to allow efficient spreading of certificates assigned to special nodes over the standard nodes, as in Lemma 6. For any graph family in which one can define such a decomposition, an analogue of Theorem 2 holds. We show that this is the case for cycles and grids (the proof is omitted).

Corollary 7. Let $\mathcal{P}$ be a predicate on labeled cycles, and let us assume that there exists a (distance-1) proof-labeling scheme $(p,v)$ for $\mathcal{P}$ with size$(p,v) = k$. Then there exists a proof-labeling scheme for $\mathcal{P}$ that scales linearly, that is, size-pls($\mathcal{P}, t$) = $O\left(\frac{k}{t}\right)$. The same holds for predicates on 2-dimensional labeled grids.

By the same techniques, Corollary 7 can be generalized to toroidal 2-dimensional labeled grids, as well as to $d$-dimensional labeled grids and toruses, for every $d \geq 2$.

4 Universal Scaling of Uniform Proof-Labeling Schemes

It is known [33] that, for every predicate $\mathcal{P}$ on labeled graphs with size-pls($\mathcal{P}$) = $\tilde{\Omega}(n^2)$, there is a proof-labeling scheme that scales linearly on the interval $[1, D]$ in graphs of diameter $D$. We show that, in fact, the scaling factor can be much larger. We say that a graph $G = (V,E)$ has growth $b = b(t)$ if, for every $v \in V$ and $t \in [1, D]$, we have that $|B_G(v,t)| \geq b(t)$. We say that a proof-labeling scheme is uniform if the same certificate is assigned to all nodes by the prover.

Theorem 8. Let $\mathcal{P}$ be a predicate on labeled graphs, fix a uniform 1-PLS $(p,v)$ for $\mathcal{P}$ and denote $k = \text{size}(p,v)$. Then there is a proof-labeling scheme for $\mathcal{P}$ that weakly scales with scaling factor $b(t)$ on graphs of growth $b(t)$. More specifically, let $G$ be a graph, let $t_0 = \min\{t \mid b(t) \geq \log n\}$, and $t_1 = \max\{t \mid k \geq b(t)\}$. Then, in $G$, for every $t \in [t_0, t_1]$, size-pls($\mathcal{P}, t$) = $\tilde{O}\left(\frac{k}{b(t)}\right)$. 


Proof. Let \( s = (s_1, \ldots, s_k) \), where \( s_i \in \{0, 1\} \) for every \( i = 1, \ldots, k \), be the \( k \)-bit certificate assigned to every node of \( G \). Let \( t \geq 1 \) be such that \( k \geq b(t) \geq c \log n \) for a constant \( c \) large enough. For every node \( v \in V \), set the certificate of \( v \), denoted \( s^{(v)} \), as follows: for every \( i = 1, \ldots, k \), \( v \) stores the pair \( (i, s_i) \) in \( s^{(v)} \) with probability \( \frac{c \log n}{b(t)} \). Recall the following Chernoff bounds: Suppose \( Z_1, \ldots, Z_m \) are independent random variables taking values in \( \{0, 1\} \), and let \( Z = \sum_{i=1}^m Z_i \). For every \( 0 \leq \delta \leq 1 \), we have \( \Pr[|Z - E[Z]| \leq e^{-\frac{1}{2} \delta^2 E[Z]}] \leq e^{-\frac{1}{2} \delta^2 E[Z]} \), and \( \Pr[|Z - E[Z]| \leq e^{-\frac{1}{8} \delta^2 E[Z]}] \leq e^{-\frac{1}{8} \delta^2 E[Z]} \).

On the one hand, for every \( v \in V \), let \( X_v \) be the random variable equal to the number of pairs stored in \( s^{(v)} \). By a Chernoff bound, we have \( \Pr[X_v \geq \frac{2c \log n}{b(t)}] \leq e^{-\frac{1}{8} c \log n} = n^{-\frac{c}{8 \log n}} \).

Therefore, by union bound, the probability that a node \( v \) stores more than \( \frac{2c \log n}{b(t)} \) pairs \( (i, s_i) \) is at most \( n^{1 - \frac{c}{8 \log n}} \), which is less than \( \frac{1}{2} \) for \( c \) large enough.

On the other hand, for every \( v \in V \), and every \( i = 1, \ldots, k \), let \( Y_{v,i} \) be the number of occurrences of the pair \( (i, s_i) \) in the ball of radius \( t \) centered at \( v \). By a Chernoff bound, we have \( \Pr[Y_{v,i} \leq \frac{1}{2} c \log n] \leq e^{-\frac{1}{8} c \log n} = n^{-c/8} \). Therefore, by union bound, the probability that there exists a node \( v \in V \), and an index \( i \in \{1, \ldots, k\} \) such that none of the nodes in the ball of radius \( t \) centered at \( v \) store the pair \( (i, s_i) \) is at most \( k n^{1 - c/8} \), which is less than \( \frac{1}{2} \) for \( c \) large enough.

It follows that, for \( c \) large enough, the probability that no node stores more than \( \tilde{O}(k/b(t)) \) pairs \( (i, s_i) \), and every pair \( (i, s_i) \) is stored in at least one node of each ball of radius \( t \), is positive. Therefore, there is a way to prove to distribute the pairs \( (i, s_i) \), \( i = 1, \ldots, k \), to the nodes such that (1) no node stores more than \( \tilde{O}(k/b(t)) \) bits, and (2) every pair \( (i, s_i) \) appears at least once in every \( t \)-neighborhood of each node. At each node \( v \), the verification procedure first collects all pairs \( (i, s_i) \) in the \( t \)-neighborhood of \( v \), in order to recover \( s \), and then runs the verifier of the original (distance-1) proof-labeling scheme.

Finally, we emphasize that we only use probabilistic arguments as a way to prove the existence of certificate assignment, but the resulting proof-labeling scheme is deterministic and its correctness is not probabilistic.

Theorem 8 finds direct application to the universal proof-labeling scheme [25,31], which uses \( O(n^2 + kn) \) bits in \( n \)-node graphs labeled with \( k \)-bit labels. The certificate of each node consists of the \( n \times n \) adjacency matrix of the graph, an array of \( n \) entries each equals to the \( k \)-bit label at the corresponding node, and an array of \( n \) entries listing the identities of the \( n \) nodes. It was proved in [33] that the universal proof-labeling scheme can be scaled by a factor \( t \). Theorem 8 significantly improves that result, by showing that the universal proof-labeling scheme can actually be scaled by a factor \( b(t) \), which can be exponential in \( t \).

Corollary 9. For every predicate \( P \) on labeled graphs, there is a proof-labeling scheme for \( P \) as follows. For every graph \( G \) with growth \( b(t) \), let \( t_0 = \min\{t \mid b(t) \geq \log n\} \). Then, for every \( t \geq t_0 \) we have \( \text{size-pls}(P, t) = \tilde{O}\left(\frac{n^2 + kn}{b(t)}\right) \).

Theorem 8 is also applicable to proof-labeling scheme where the certificates have the same sub-certificate assigned to all nodes; in this case, the size of this common sub-certificate can be drastically reduced by using a \( t \)-round verification procedure. This is particularly interesting when the size of the common sub-certificate is large compared to the size of the rest of the certificates. An example of such a scheme is in essence the one described in [31, Corollary 2.4] for iso\( G \). Given a parameter \( k \in \Omega(\log n) \), let iso\( G \) be the predicate on graph stating that there exist two vertex-disjoint isomorphic induced subgraphs of size \( k \) in the given graph. The proof of the next corollary appears in the full version of our paper.
Corollary 10. For every $k \in \left[1, \frac{n}{2}\right]$, we have $\text{size-pls}(\text{iso}_k) = \Theta(k^2)$ bits, and, for every $t > 1$, $\text{size-pls}(\text{iso}_k, t) = \tilde{O}\left(\frac{k^2}{\log t}\right)$.

5 Certifying Distance-Related Predicates

For any labeled (weighted) graph $(G, x)$, the predicate $\text{diam}$ on $(G, x)$ states whether, for every $v \in V(G)$, $x(v)$ is equal to the (weighted) diameter of $G$.

Theorem 11. There is a proof-labeling scheme for $\text{diam}$ that scales linearly between $[c \log n, n/\log n]$, for some constant $c$. More specifically, there exists $c > 0$, such that, for every $t \in [c \log n, n/\log n]$, $\text{size-pls}(\text{diam}, t) = \tilde{O}\left(\frac{n}{t}\right)$. Moreover, no proof-labeling schemes for $\text{diam}$ can scale more than linearly on the interval $[1, n/\log n]$, that is, for every $t \in [1, n/\log n]$, $\text{size-pls}(\text{diam}, t) = \tilde{\Omega}\left(\frac{n}{t}\right)$.

The upper bound proof follows similar lines to those of Theorem 8: each node keeps only a partial list of distances to other nodes. In the verification process, a node $u$ computes its distance to a node $v$ as follows: first, $u$ finds a node $v'$ in its $t$-neighborhood that has the distance to $v$ in its certificate; then, $u$ computes its distance to $v'$, which is possible since $u$ knows all its $t$-neighborhood; and finally, $u$ deduces its own distance from $v$. A suitable choice of parameter guarantees the existence of a “good” $v'$, that will indeed allow $u$ to compute the correct distance. The full proof appears in the full version of our paper.

We now describe the construction of the lower bound graph (see Figure 1). Let $k = \Theta(n)$ be a parameter whose exact value will follow from the graph construction. Alice and Bob use the graph in order to decide $\text{DISJ}$ on $k$-bit strings. Let $P \geq 1$ be a constant, and let $t$ be the parameter of the $t$-PLS, which may or may not be constant. The graph consists of the following sets of nodes: $L = \{\ell_0, \ldots, \ell_{k-1}\}$, $L' = \{\ell_0', \ldots, \ell_{k-1}'\}$, $T = \{t_0, \ldots, t_{\log k-1}\}$, $F = \{f_0, \ldots, f_{\log k-1}\}$, and $\ell_k$ and $\ell_{k+1}$, which will be simulated by Alice, and similarly $R = \{r_0, \ldots, r_k\}$, $R' = \{r_0', \ldots, r_{k-1}'\}$, $T' = \{t_0', \ldots, t_{\log k-1}'\}$, $F' = \{f_0', \ldots, f_{\log k-1}'\}$, and $r_k$ and $r_{k+1}$, which will be simulated by Bob.

The nodes are connected by paths, where the paths consist of additional, distinct nodes. For each $0 \leq i \leq k-1$, connect with $P$-paths (i.e., paths of $P$ edges and $P-1$ new nodes) the following pairs of nodes: $(\ell_i, \ell_i')$, $(\ell_i, \ell_k)$, $(\ell_k, \ell_{k+1})$, $(r_i, r_i')$, $(r_i, r_k)$, and $(r_k, r_{k+1})$. Add such
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**Claim 12.** If $S_A$ and $S_B$ are disjoint then $D = 4P + 2t + 2$, and otherwise $D \geq 6P + 2t + 1$.

The proof of this claim follows similar lines of the proof of [1, Lemma 2], and appears in the full version of our paper. We can now prove the lower bound from Theorem 11.

**Proof of lower bound from Theorem 11.** Fix $t \in [1, n/ \log n]$, and let $S_A$ and $S_B$ be two input strings for the DISJ problem on $k$ bits. We show how Alice and Bob can solve DISJ on $S_A$ and $S_B$ in a nondeterministic manner, using the graph described above and a $t$-PLS for $\text{DIAM} = 4P + 2t + 2$.

Alice and Bob simulate the verifier on the labeled graph (see Figure 2). The nodes simulated by Alice, denoted $A$, are $L \cup L' \cup T \cup F \cup \{\ell_k, \ell_{k+1}\}$ and all the paths between them, and by Bob, denoted $B$, are $R \cup R' \cup T' \cup F' \cup \{r_k, r_{k+1}\}$ and the paths between them. For each pair of nodes $(a, b) \in A \times B$ that are connected by a $(2t + 1)$-path, let $P_{ab}$ be this path, and $\{P_{ab}(i)\}$, $i = 0, \ldots, 2t + 1$ be its nodes in consecutive order, where $P_{ab}(0) = a$ and $P_{ab}(2t + 1) = b$. Let $C$ be the set of all $(2t + 1)$-path nodes, i.e. $C = V \setminus (A \cup B)$. The nodes in $C$ are simulated by both players, in a decremental way described below.

Alice interprets her nondeterministic string as the certificates given to the nodes in $A \cup C$, and she sends the certificates of $C$ to Bob. Bob interprets his nondeterministic string as the certificates of $B$, and gets the certificates of $C$ from Alice. They simulate the verifier execution for $t$ rounds, where, in round $r = 1, \ldots, t$, Alice simulates the nodes of $A$ and all nodes $P_{ab}(i)$ with $(a, b) \in A \times B$ and $i \leq 2t + 1 - r$, while Bob simulates the nodes of $B$ and all nodes $P_{ab}(i)$ with $i \geq r$.  

![Figure 2](image_url) The lower bound graph construction for $t = 3$, and the sets of nodes simulated by Alice in the three rounds of verification (from dark gray to lighter gray). Alice eventually knows the outputs of all the nodes in the light-most gray shaded set.
Note that this simulation is possible without further communication. The initial state of nodes in $A$ is determined by $S_A$, the initial state of the nodes $P_{ab}(i)$ with $i \leq 2t$ is independent of the inputs, and the certificates of both node sets are encoded in the nondeterministic string of Alice. In each round of verification, all nodes whose states may depend on the input of Bob or on his nondeterministic string are omitted from Alice’s simulation, and so she can continue the simulation without communication with Bob. Similar arguments apply to the nodes simulated by Bob. Finally, each node is simulated for $t$ rounds by at least one of the players. Thus, if the verifier rejects, that is, at least one node rejects, then at least one of the players knows about this rejection.

Using this simulation, Alice and Bob can determine whether $\text{disj}((S_A, S_B))$ is true as, from Claim 12, we know that if it is true then $\text{diam} = 4P + 2t + 2$, and the verifier of the PLS accepts, while otherwise it rejects. The nondeterministic communication complexity of the true case of $\text{disj}$ on $k$-bit strings is $\Omega(k) = \Omega(n)$, so Alice and Bob must communicate this amount of bits. From the graph definition, $|C| = \Theta(t \log n)$ which implies $\text{size-pls}(\text{diam}, t) = \Omega\left(\frac{n}{t \log n}\right)$, as desired.

Let $k$ be a non-negative integer. For any labeled graph $(G, x)$, $k$-$\text{spanner}$ is the predicate on $(G, x)$ that states whether the collection of edges $E_H = \{(v, w), v \in V(G), w \in x(v)\}$ forms a $k$-additive spanner of $G$, i.e., a subgraph $H$ of $G$ such that, for every two nodes $s, t$, we have $\text{dist}_H(s, t) \leq \text{dist}_G(s, t) + k$. There is a proof-labeling scheme for additive-spanner that weakly scales linearly, or more precisely, $\text{size-pls}(\text{k-spanner}, t) = \Theta\left(\frac{n}{k t}\right)$ for any constant $k$ and $t \in [1, n/\log n]$. In the full version of our paper we prove this result, its optimality, as well as slightly weaker results for general spanners.

6 Distributed Proofs for Spanning Trees

In this section, we study two specific problems which are classical in the domain of proof-labeling schemes: the verification of a spanning tree, and of a minimum-weight spanning tree. The predicates $\text{st}$ and $\text{mst}$ are the sets of labeled graphs where some edges are marked and these edges form a spanning tree, and a minimum spanning tree, respectively. For these predicates, we present proof-labeling schemes that scale linearly in $t$. Note that $\text{st}$ and $\text{mst}$ are problems on general labeled graphs and not on trees, i.e., the results in this section improve upon Section 4 (for these specific problems), and are incomparable with the results of Section 3.

Formally, let $\mathcal{F}$ be the family of all connected undirected, weighted, labeled graphs $(G, x)$. Each label $x(v)$ contains a (possibly empty) subset of edges adjacent to $v$, which is consistent with the neighbors of $v$, and we denote the collection of edges represented in $x$ by $T_x$. In the $\text{st}$ (respectively, $\text{mst}$) problem, the goal is to decide for every labeled graph $(G, x) \in \mathcal{F}$ whether $T_x$ is a spanning tree of $G$ (respectively, whether $T_x$ is a spanning tree of $G$ with the sum of all its edge-weights minimal among all spanning trees of $G$). For these problems we have the following results.

\begin{itemize}
  \item [\textbf{Theorem 13.}] For every $t \in O(\log n)$, we have that $\text{size-pls}(\text{st}, t) = O\left(\frac{\log n}{t}\right)$.
\end{itemize}

\textbf{Proof sketch.} To prove that a marked subgraph $T_x$ is a spanning tree, we verify it has the following properties: (1) spanning the graph, (2) acyclic, (3) connected. The first property is local – every node verifies that it has at least one incident marked edge. For the second property, we use the $t$-distance proof-labeling scheme for acyclicity designed by Ostrovsky et al. [33, Theorem 8], where oriented trees are verified and every root knows that it is a root, using $O(\log n/t)$-bit certificates. Finally, we use Theorem 2 within the tree in order to split the root $\text{ID}$; the nodes then verify they all agree on the root, which implies connectivity.
Theorem 14. For every $t \in O(\log n)$, we have that $\text{size-pls}(\text{mst}, t) = O \left( \frac{\log^2 n}{t} \right)$.

Our theorem only applies for $t \in O(\log n)$, meaning that we can get from proofs of size $O(\log^2 n)$ to proofs of size $O(\log n)$, but not to a constant. For the specific case $t = \Theta(\log n)$, our upper bound matches the lower bound of Korman et al. [30, Corollary 3]. In the same paper, the authors also present an $O(\log^2 n)$-round verification scheme for MST using $O(\log n)$ bits of memory at each node (both for certificates and for local computation). Removing the restriction of $O(\log n)$-bit memory for local computation, one may derive an $O(\log n)$-round verification scheme with $O(\log n)$ proof size out of the aforementioned $O(\log^2 n)$-round scheme, which matches our result for $t = \Theta(\log n)$. The improvement we present is two-folded: our scheme is scalable for different values of $t$ (as opposed to schemes for only $t = 1$ and $t = \Theta(\log n)$), and our construction is much simpler, as described next.

Our upper bound is based on a famous 1-round PLS for MST [29,30], which in turn builds upon the algorithm of Gallager, Humblet, and Spira (GHS) [24] for a distributed construction of an MST. The idea behind this scheme is, given a labeled graph $(G, x)$, to verify that $T_x$ is consistent with an execution of the GHS algorithm in $G$.

The GHS algorithm maintains a spanning forest that is a subgraph of the minimum spanning tree, i.e., the trees of the forest are fragments of the desired minimum spanning tree. The algorithm starts with a spanning forest consisting of all nodes and no edges. At each phase each of the fragments adds the minimum-weight edge going out of it, thus merging several fragments into one. After $O(\log n)$ iterations, all the fragments are merged into a single component, which is the desired minimum-weight spanning tree. We show that each phase can be verified with $O(\log n/t)$ bits, giving a total complexity of $O(\log^2 n/t)$ bits.

The GHS algorithm assumes distinct edge weights, which implies a unique minimum-weight spanning tree and a unique (synchronous) execution of the algorithm. The case of non-unique edge weights is easily resolved in the algorithm by any consistent tie-breaking (e.g., using node IDs); handling non-unique edge weights in verification is not as easy, since the tie-breaking mechanism must result in the specified spanning tree. Theorem 14 is true without the assumption of distinct edge weights, but we prove it here only under this assumption, and leave the proof of the general case to the full version of our paper.

Proof of Theorem 14. Let $(G, x)$ be a labeled graph such that $T_x$ is a minimum-weight spanning tree. If $t$ is greater than the diameter $D$ of $G$, every node can see the entire labeled graph in the verification process, and we are done; we henceforth assume $t \leq D$. The certificates consist of four parts.

First, we choose a root and orient the edges of $T_x$ towards it. We give each node its distance from the root modulo 3, which allows it to obtain the ID of its parent and the edge pointing to it in one round. Second, we assign the certificate described above for ST (Theorem 13), which certifies that $T_x$ is indeed a spanning tree. This uses $O(\log n/t)$ bits.

The third part of the certificate tells each node the phase in which the edge connecting it to its parent is added to the tree in the GHS algorithm, and which of the edge’s endpoints added it to the tree. Note that after one round of verification, each node knows for every incident edge, at which phase it is added to the spanning tree, and by which of its endpoints. This part uses $O(\log \log n)$ bits.

The fourth part of the certificate consists of $O(\log^2 n/t)$ bits, $O(\log n/t)$ for each of the $O(\log n)$ phases of the GHS algorithm. To define the part of a certificate of every phase, fix a phase, a fragment $F$ in the beginning of this phase, and let $e = (u, v)$ be the minimum-weight edge going out of $F$, where $u \in F$ and $v \notin F$. Our goal is that the nodes of $F$ verify together that $e$ is the minimum-weight outgoing edge of $F$, and that no other edge was added by $F$ in
this phase. To this end, we first orient the edges of $F$ towards $u$, i.e. set $u$ as the root of $F$. If the depth of $F$ is less than $t$, then in $t-1$ rounds the root $u$ can see all of $F$ and check that $(u,v)$ is the lightest outgoing edge. All other nodes just have to verify that no other edge is added by the nodes of $F$ in this phase. Otherwise, if the depth of $F$ is at least $t$, by Theorem 2, the information about $ID(u)$ and $w(e)$ can be spread on $F$ such that in $t$ rounds it can be collected by all nodes of $F$. With this information known to all the nodes of $F$, the root can locally verify that it is named as the node that adds the edge and that it has the named edge with the right weight. The other nodes of $F$ can locally verify that they do not have incident outgoing edges with smaller weights, and that no other edge is added by $F$.

Overall, our scheme verifies that $T_x$ is a spanning tree, and that it is consistent with every phase of the GHS algorithm. Therefore, the scheme accepts $(G,x)$ if and only if $T_x$ is a minimum spanning tree.

7 Conclusion

We have proved that, for many classical boolean predicates on labeled graphs (including MST), there are proof-labeling schemes that linearly scale with the radius of the scheme, i.e., the number of rounds of the verification procedure. More generally, we have shown that for every boolean predicate on labeled trees, cycles and grids, there is a proof-labeling scheme that scales linearly with the radius of the scheme. This yields the following question:

▶ **Open Problem 1.** Prove or disprove that, for every predicate $P$ on labeled graphs, there is a proof-labeling scheme for $P$ that (weakly) scales linearly.

In fact, the scaling factor might even be larger than $t$, and be as large as $b(t)$ in graphs with ball growth $b$. We have proved that the uniform part of any proof-labeling scheme can be scaled by such a factor $b(t)$ for $t$-PLS. This yields the following stronger open problem:

▶ **Open Problem 2.** Prove or disprove that, for every predicate $P$ on labeled graphs, there is a proof-labeling scheme for $P$ that scales with factor $\tilde{\Omega}(b)$ in graphs with ball growth $b$.

We are tempted to conjecture that the answer to the first problem is positive (as it holds for trees and cycles). However, we believe that the answer to the second problem might well be negative. In particular, it seems challenging to design a proof-labeling scheme for diam that would scale with the size of the balls. Indeed, checking diameter is strongly related to checking shortest paths in the graph, and this restricts significantly the way the certificates can be redistributed among nodes in a ball of radius $t$. Yet, there might be some other way to certify diam, so we let the following as an open problem:

▶ **Open Problem 3.** Is there a proof-labeling scheme for diam that scales by a factor greater than $t$ in all graphs where $b(t) \gg t$?
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Abstract
In this work we study the cost of local and global proofs on distributed verification. In this setting the nodes of a distributed system are provided with a nondeterministic proof for the correctness of the state of the system, and the nodes need to verify this proof by looking at only their local neighborhood in the system.

Previous works have studied the model where each node is given its own, possibly unique, part of the proof as input. The cost of a proof is the maximum size of an individual label. We compare this model to a model where each node has access to the same global proof, and the cost is the size of this global proof.

It is easy to see that a global proof can always include all of the local proofs, and every local proof can be a copy of the global proof. We show that there exists properties that exhibit these relative proof sizes, and also properties that are somewhere in between. In addition, we introduce a new lower bound technique and use it to prove a tight lower bound on the complexity of reversing distributed decision and establish a link between communication complexity and distributed proof complexity.

2012 ACM Subject Classification Theory of computation → Distributed computing models, Theory of computation → Proof complexity

Keywords and phrases Proof-labeling schemes, distributed verification, non-determinism, local proofs

Digital Object Identifier 10.4230/LIPIcs.DISC.2018.25

Acknowledgements The authors would like to thank Jukka Suomela for mentioning that Amos could be an interesting problem in this context, and the anonymous reviewers for their feedback.

1 Introduction

In distributed decision a distributed system must decide if its own state satisfies a given property. When compared to classical decision problems, the crucial difference is that each node of the distributed system must make its own local decision based only on information available in its local neighborhood. We say that the system accepts if all nodes accept, and otherwise the system rejects.

A distributed system is modeled as a communication graph where edges denote nodes that can directly communicate with each other. The setting where each node only gets to see its constant-radius neighborhood in the graph is called local decision [8]. It is possible to
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decide local properties of the system in this manner, for example whether a given coloring is correct. On the other hand, it is impossible to decide global properties like whether a given set of edges forms a spanning tree.

To decide global properties, nodes can be provided with a nondeterministic proof, called a proof-labeling scheme [14] or a locally checkable proof [11]. Each node gets its own proof string as an additional input. Nodes can gather all the information in their constant-radius neighborhood, including these local proof strings, and decide to accept or reject. We say that such a scheme decides a property if there exists an assignment of local proofs to make all nodes accept if and only if the system satisfies the required property.

For example, to prove that a given set of edges forms a spanning tree, each node can be provided with the name of a designated root of the tree, and its distance to the root. Nodes can check that they agree on the identity of the root, and that they have exactly one neighbor with smaller distance to the root along the edges of the spanning tree.

We are interested in minimizing the size of the proof. In particular, we want to minimize the size of the largest label given to a single node. The local proofs often contain redundant information between the different local proof strings. For example, in the previous case each node must know the name of the root. The distances to the root are also highly correlated between neighbors. We approach this question by comparing the size of local proofs to global proofs. In this setting each node has access to the same universal proof string. The decision mechanism remains otherwise the same.

It is easy to see that minimum sizes of global and local proofs bound each other. A global proof can simply be a list of the local proof strings. Conversely, a local proof can copy the same global proof for each node. In this work, we study how these two proof sizes relate to each other for different properties.

Unlike in the centralized setting, distributed decision cannot be reversed trivially. This is due to the fact that the distributed decision mechanism is asymmetric: all nodes must accept a correct input, but a failure might only be detectable locally. Decision can be reversed using a logarithmic number of additional nondeterminism [11, 7]: when deciding a language \( \overline{L} \), a spanning tree rooted at a rejecting node for \( L \) is constructed to convince the remaining nodes that such a node exists. This is an even more general primitive in distributed proofs: the proof must convince the nodes that a local defect exists somewhere in the graph, and only the nodes that are located close to this defect can verify it’s existence. We show that the existing upper bounds are asymptotically tight: reversing decision requires a local proof of logarithmic size, and global proofs do not help.

Since the distributed verification of a proof happens locally, a distributed proof of a global property must carry information between distant parts of the input graph. This has led to the use of lower bound techniques from communication complexity for distributed decision. On the other hand proving lower bounds inside the nondeterministic hierarchy of local decision [7] with multiple levels of nondeterminism seems to be hard. This is partially due to the fact that current lower bound techniques from communication complexity cease to work. We formalize this intuition by establishing a connection between the nondeterministic local decision hierarchy and the nondeterministic communication complexity hierarchy [1]. This connection exists for local proofs but is even stronger when considering global proofs.

Motivation. The first proof-labeling schemes were designed in the context of self-stabilizing algorithms, where a distributed algorithm would, in addition to the output, keep some information to verify that the state of the network is not corrupted. Similar scenarios exist for global proofs. For example, one may consider a network where the machines compute in
a distributed fashion, but an external operator with a view of the whole network can once in
a while broadcast a piece of information, such as the name of a leader. As one expects this
type of update to be costly, the focus is on minimizing the size of such broadcast information.

Our research belongs to a recent line of work that establishes the foundations of a theory
of complexity for distributed network computation. In this context, the certificate comes
from a prover, and one studies the impact of non-determinism on computation and the
minimal amount of information needed from the prover to decide a task. Global proofs are
a natural alternative form of non-determinism. Moreover, in proof-labeling schemes a part
of the certificate is often global. For example, the name of a leader is given to all nodes.
Global proofs can be used to study how much of such redundant information a local proof
must have. Finally, one may consider that global proofs are the most natural equivalent of
classical non-determinism: only the algorithm is distributed and we ask what is the cost if
distributing the proof.

Related work. Proof-labeling schemes have been defined in [14, 15]. An important result
in the area is the tight bound on the size of the proofs certifying minimum spanning tree
[13]. Recently, several variations have been defined, for verifying approximation [3], with
non-constant verification radius [20], with a dependency between the number of errors and the
distance to the language [6], and variations on the communication model [22]. An analogue
of the polynomial hierarchy for distributed decision has been defined [7].

Another line of work uses a slightly different notion of non-determinism. Fraigniaud et al.
[8] consider a similar kind of scheme with a prover and local verifier, but with the constraint
that the certificates should not depend on the identifiers of the network. For these works, and
more generally the complexity theory of distributed decision, we refer to a recent survey [5].

The idea of a prover for computation in a network, or in a system with several computa-
tional units, appears outside of distributed computing, and usually with a global proof.
In property testing, models where a prover provides a certificate to the machine that
queries the graph have been considered [19, 12]. In two-party communication complexity,
non-determinism comes as a global proof that both players can access. Along with non-
determinism the authors of [1] define a hierarchy. Separating the levels of this hierarchy is
still a major open problem [10].

Our contributions. We formalize the notion of global proofs for nondeterministic local
verification. We study them, in particular comparing the global and local proof complexities
of distributed verification.

One main goal of this line of research is to understand the price of locality in nondeter-
ministic distributed verification – that is, how much information must be repeated in the
local proofs of the nodes in order to allow local decision of global problems.

1. We show that the price of locality can exhibit the extreme possible values. An example
of a maximally global property for distributed verification is the language where at most
one node is selected. This is one of the core primitives in distributed verification: proving
that at most one event of a given type happens in the whole graph. On the other hand,
we show that when verifying that at least one node is selected, a global proof must use
enough bits to essentially copy every local proof label.

2. We introduce a new proof technique for proving lower bounds for local verification. This
proof technique is based on analyzing the neighborhood graph labeled with the local
proofs. We use it to show that reversing decision requires $\Omega(\log n)$-bit local proof and a
$\Omega(n \log n)$-bit global proof. Our proof technique is somewhat similar to the one used by
Göös and Suomela to prove their $\Omega(\log n)$ lower bounds for local proofs [11]. Their proof technique relies on combining several fragments of yes-instances to produce an accepting no-instance. This is not sufficient for our results, since we want to prove lower bounds for languages for which several fragments of yes-instances joined together might still produce a yes-instance.

3. We establish a connection between nondeterministic verification and nondeterministic communication complexity. Proving separations for the hierarchy of nondeterministic communication complexity has been an open question since its introduction over 30 years ago [1]. We show that proving similar separations for the hierarchy of nondeterministic local decision is connected to this question: for every boolean function $f$ we construct a distributed language such that it can be decided on the $k$th level if $f$ can be decided on the $k$th level of the communication complexity hierarchy. Considering global proofs instead of local proofs allows to strengthen this result as in this new setting one can also show that verification schemes imply communication protocols. This formalizes the previous intuition that proving lower bounds for nondeterministic local verification is potentially hard as it would imply proving lower bounds for nondeterministic communication complexity.

## 2 Model and definitions

The network is modeled by a simple graph $G = (V,E)$. The size of the graph $|V|$ is denoted by $n$. The nodes are given unique identifiers from a range that is polynomial in $n$ and therefore can be encoded with $O(\log n)$ bits.

**Distributed decision.** A **distributed language** is a set of labeled graphs $(G,x)$, where $x$ is a function that assigns input labels to nodes and edges of $G$. Distributed languages are often assumed to be computable (from the centralized computing perspective), but this is irrelevant for the current paper. An example is the language **spanning tree**, which is the set of graphs whose edges are labeled with 1 or 0 such that edges labeled with 1 form a spanning tree of the graph.

A **distributed proof** $\ell : V(G) \to \{0,1\}^k$ is a function that assigns a string of bits (also called a certificate) to each node of the graph. Each node gets its own string as a part of its input. The **size** of a proof the length of the proof strings $k$.

A **local decision algorithm** (also called a **verifier**) with radius $t$ is a distributed algorithm $A$, in the synchronous message passing model, in which every node $v$ first gathers all the information about its $t$-radius neighborhood (the structure of the graph, the identifiers of the nodes, the local inputs), and possibly some proofs given by one or several provers, and outputs a decision, accept or reject, based on this information. The distance $t$ is constant independent of $n$, the size of the network, and therefore the algorithm can be seen as a function $A(v,x,\ell)$ on the local graph topology, the inputs labels, and the possible proof. The verifier is assumed to be uniform, that is, it does not know the size of the graph.

A **local decision scheme** is simply a local decision algorithm, and we say that it decides a language $L$ if, for every labeled graph, all nodes accept if and only if the labeled graph belongs to $L$:

$$\forall(G,x) : (G,x) \in L \iff \forall v \in V(G), A(v,x) = \text{accept}. $$

A **nondeterministic decision scheme** consists of a local decision algorithm and a **prover** that assigns a distributed proof to each node. A nondeterministic scheme exists for a language $L$
if there is an algorithm $A$ such that for every labelled graph $(G, x)$ there exists a proof that makes every node accept if and only if $(G, x)$ belongs to the language:

$$\forall (G, x) : (G, x) \in L \iff \exists \ell \forall v \in V(G), A(v, x, s) = \text{accept}.$$ 

In particular, if $(G, x) \notin L$, then there must not exist a proof that makes all nodes of $G$ accept.

**Different types of proofs.** We study three different variants of distributed proofs. In a (purely) local proof, the prover provides every node with its own label. The local proofs have the same size which depends only on the language and on the size of the network $n$. For a given language, the minimum, over all proofs, of the maximum proof size at a single node is denoted by $s_{\ell}(n)$. This is the classic framework of proof-labeling schemes. We introduce (purely) global proofs, where the prover provides a single certificate, and every node can access it. This can also be seen as a local proof that must assign the same string to every node. Its minimum size is denoted by $s_g(n)$. Finally, in mixed proofs, the prover provides a global proof and local proofs. The size considered, denoted by $s_m(n)$, is the sum of the size of the global proof, and the size of the concatenation of the local proofs in an optimal scheme.

3 The price of locality

In this section, we study the size of local, mixed and global proofs for different problems, and the price of locality that follows.

3.1 Proof sizes

In this subsection some general inequalities between the sizes of the different proof sizes are proven. We then discuss the definition of the price of locality.

▶ **Theorem 1.** For any language, the optimal proof sizes respect the following inequalities.

$$s_{\ell}(n) \leq s_m(n) \leq s_g(n)$$

$$s_m(n) \leq n \cdot s_{\ell}(n)$$

$$s_g(n) \leq n \cdot s_{\ell}(n) + O(n \log n)$$

**Proof.** The first line of inequalities mainly follows from the definitions. Suppose one is given a mixed certificate for a language, with local certificates of size $f(n)$ each, and a global certificate of size $g(n)$. The size of this mixed certificate is $s_m(n) = n \cdot f(n) + g(n)$. Then one can create a local proof of size $f(n) + g(n)$, by giving to every node its local part concatenated with the global part. Thus $s_{\ell}(n) \leq s_m(n)$. The inequality $s_m(n) \leq s_g(n)$ holds because the mixed proof is a generalization of the global proof. Similarly, if there exists local certificates of size $s_{\ell}(n)$, then one can use them in the mixed model. The size measured in the mixed model will then be $n \cdot s_{\ell}(n)$. Finally, given local certificates, one can craft a global certificate. The global certificate consists of a list of pairs, each pair consisting of an ID and the local certificate of the node with this ID. The size is in $n \cdot s_{\ell}(n) + O(n \log n)$ because identifiers are on $O(\log n)$ bits. ◀
3.2 Price of locality

We define the **Price of Locality** for distributed proofs, by analogy with the **Price of Anarchy** in algorithmic game theory [16, 21]. Note that this is not the same as the price of locality that appears in the title of [17]. The price of locality (PoL) of a language is defined as the ratio between the size of the concatenation of the purely local certificates, divided by the size of the mixed certificate. That is:

\[
\text{PoL}(n) = \frac{n \cdot s_l(n)}{s_m(n)}.
\]

It may come as a surprise that we use mixed proofs instead of global proofs for this definition. There are several reasons for this. First, the inequalities above insure that with this definition the ratio is between 1 and \(n\), whereas with global proofs the price could be smaller than 1, thus not a price per se. We study this possibility in Section 5. More fundamentally, mixed proofs are a better way to measure how much it costs to fully distribute a proof, as they are a proper generalization of the local proofs, which is not the case of global proofs. Second, our upper bounds use purely global proofs, and our lower bounds (except in Section 5) consider mixed proofs, thus we get the strongest results on both sides.

**Remark.** Note that we assume that the local proofs given to the nodes are of the same size, and thus the concatenation is exactly \(n\) times larger then the size of one local certificate. The interesting question of whether the average proof size could be asymptotically better, if proofs of different sizes were allowed, is outside of the scope of this paper.

3.3 High price of locality

In this section, we prove that it can be very costly to distribute the proof. This is easy and is a warm-up for the rest of the paper. A scheme uses uniform local proofs, if the local proofs given to the nodes of the network are all equal. It is simple to change such proof system into a global proof: just take the uniform local proof and make it global. The verifier has the same behaviour and the scheme is correct. This implies the following theorem.

**Theorem 2.** For languages where an optimal proof-labeling scheme uses uniform local proofs, the price of locality is \(\Theta(n)\).

This theorem applies to the language **Symmetry**, the set of graphs that do not admit a non-trivial automorphism, which has an optimal scheme with \(O(n^2)\) uniform local proofs [11]. We now consider the language **At-most-one-selected** (**Amos**), that has been defined and used in [9]. In this problem, the nodes are given binary inputs, and the yes-instances are the ones such that at most one node has input 1. We prove that this language meets the hypothesis of the previous theorem.

**Theorem 3.** The language **Amos** has an optimal proof-labeling scheme with uniform proofs of size \(O(\log n)\).

**Proof.** We describe the scheme. The prover’s strategy on yes-instances is the following. If there is exactly one selected node, the prover provides the ID of the node as uniform certificate, otherwise it provides an empty label. The verification algorithm is, for every node \(v\): if \(v\) is selected and the certificate is not its ID, then reject, otherwise accept. It is easy to check that this scheme is correct. First, if no node is selected, all nodes accept, for all certificate. Second, if one nodes is selected, then the prover provides its ID as a certificate, and thus the selected node accepts, and all the other nodes too. Finally, if two or more nodes are selected, at most one of them has its ID written in the global certificate, because the IDs are distinct and thus at least one node is rejecting. ▶
In [11], the authors prove that the language Leader Election, where exactly one node is labelled 1 and the remaining nodes are labelled 0, requires $\Omega(\log n)$ local certificate. The proof basically shows that without this amount of proof, an instance with two leaders would be accepted. This reasoning holds for Amos, and we can derive a $\Omega(\log n)$ lower bound for local certificates as well.

**Corollary 4.** The price of locality for Amos is in $\Theta(n)$.

### 3.4 Intermediate price of locality

In this subsection, we show that the language Minimum Spanning Tree (MST) has price of locality $\Theta(\log n)$. It is an intermediate price, between $n$ (the previous subsection), and constant (the next section). The language MST is the set of weighted graphs in which the subset of the edges labelled with 1 form a minimum spanning tree of the graph. The edge weights are assumed to be polynomial in $n$ and for simplicity we assume that the edge weights are distinct.

In [13], the authors show that there exist local proofs of size $O(\log^2 n)$ for MST, and that this bound is tight. We show a simple global proof that has size $O(n \log n)$. As a mixed proof for the simpler language Spanning Tree requires $\Omega(n \log n)$ (see Section 4), this bound is also tight.

**Theorem 5.** The global proof size for Minimum Spanning Tree is in $O(n \log n)$.

**Proof.** We describe the scheme. On a yes-instance the prover provides a list of the selected edges with their weights. This global certificate has size $O(n \log n)$, because the edge weights and the identifiers can be written on $O(\log n)$ bits. Then every node first checks that the certificate is correct regardless of the graph. That is, every node checks that:

- The certificate is a well-formed edge list. Let $L$ be this list.
- The list $L$ describes an acyclic graph. That is that there is no set of nodes $w_1, w_2, ..., w_k$ such that $(w_1, w_2), (w_2, w_3), ..., (w_{k-1}, w_k)$, and $(w_k, w_1)$ appear in the list.
- The list $L$ describes a connected graph. That is for any pair of nodes present in the list, there exists a path in the list that connects them.

Then every node $v$ of the graph checks locally that:

- The $L$ is consistent with the selected edges that are adjacent to it.
- It has an adjacent selected edge.
- For every $e = (v, w)$ in the graph but not in the list, and every edge $e'$ on the path from $v$ to $w$ in $L$, the weight of $e'$ is smaller than the weight of $e$.

We now prove the correctness of the scheme. The first part of the verification insures that the set of edges described by $L$ form an acyclic connected graph. The two first checks of the second part insure that it contains the selected edges and that it is spanning the graph. As it is a spanning tree, it must then be exactly the set of selected edges. Finally, remember that the so-called cycle property states that a spanning tree verifying the last item of the previous algorithm is a minimum spanning tree [4].

### 4 Localities for free and reversing decision

In this section, we show that for some languages there exists local proofs of size $O(\log n)$ and that any mixed proof has size $O(n \log n)$. It follows that in this case, the price of locality is constant, that is the locality of the proofs comes for free.
The language we consider, called at least one selected (ALOS), consists of all labeled graphs such that at least one node has a non-zero input label. We say that a node with a non-zero input label is selected. Proving that at least one node has some special property (being the root, having some input, being part of some special subgraph) is an important subroutine in many schemes.

On a more fundamental perspective, reversing decision basically deals with proving that some node is rejecting, which falls into the scope of the ALOS. It has long been known that $O(\log n)$ local proof is sufficient for reversing decision, and the current section shows that not only is this optimal, but also one cannot gain by using global proofs.

**Theorem 6.** A mixed proof for the language ALOS requires $\Omega(n \log n)$ bits.

The theorem is equivalent to stating that the language requires either $\Omega(\log n)$ bits per local proof or an $\Omega(n \log n)$ bit global proof.

**Proof of Theorem 6.** The proof is essentially a counting argument that shows that for any proof scheme that uses small certificates we can find a graph in which no nodes are selected, but there is a proof that makes the verifier accept the input. This is done by analyzing the structure of the graph where nodes are all possible accepting labeled cycle fragments, and two nodes are adjacent if the verifier accepts locally when they are placed one after the other on a cycle. Finally we show that this graph contains an accepting cycle that has no selected nodes.

Consider a mixed scheme with local certificates of size $f(n)$ and a global certificate of size $g(n)$. Let $r$ be the verification radius of the scheme.

**Blocks.** The lower bound instances are consistently oriented cycles of length at most $n = (b + 1)(2r + 1)$, for some integer $b$. Cycles are constructed from blocks of $2r + 1$ nodes: the $i$th block is a path $B_i = (v_j, v_{j+1}, \ldots, v_{j+2r})$, where $j = i(2r + 1) + 1$, oriented consistently from $v_j$ to $v_{j+2r}$. Each node $v_j$ is labeled with the unique identifier $j$.

**Constructing instances from blocks.** Let $\pi : [b] \rightarrow [b]$ be a permutation on the set of the first $b$ blocks. Each permutation defines a cycle $C_\pi$ where we take the blocks in the order given by $\pi$, and finally take the $(b + 1)$th block. Each pair of consecutive blocks in $\pi$ is connected by an edge, and $B_{b+1}$ is connected to $B_{\pi^{-1}(1)}$.

Finally, the center node $v_{b(2r+1)+r+1}$ of $B_{b+1}$ is labeled with a non-zero label, making the instance a yes-instance. All other nodes are labeled with the zero-label. Denote this family of permuted yes-instances by $C = \{ C_\pi \}_\pi$.

**Labeled blocks.** The prover assigns a local proof of $f(n)$ bits to each node. Thus, there are $2^{f(n)(2r+1)}$ different possible labeled versions of each block. We call these labeled blocks. Denote by $B_{i,\ell}$ the block $B_i$ labeled according to $\ell$. We call $B_i$ the type of $B_{i,\ell}$.

Consider two labeled blocks, $B_{i,\ell}$ and $B_{j,\ell'}$, in this order, linked by an edge. We say that labeled blocks are accepting from $B_{i,\ell}$ to $B_{j,\ell'}$ with global certificate $L$ if, when we run the verifier on the nodes that are at distance at most $r$ from an endpoint of the connecting edge, all these nodes accept. We denote this by $B_{i,\ell} \rightarrow_L B_{j,\ell'}$.

For each choice $L$ of the global certificate, this edge relation defines a graph $G_{B,L}$ on the set of labeled blocks. A path in $G_{B,L}$ corresponds to a labeled path fragment in which all nodes at least $r$ steps away from the path’s endpoints accept. Finally, an accepting cycle is a cycle in $G_{B,L}$ such that all nodes accept.
Bounding the overlap of certificates. For each $C_\pi \in C$, there must exist an accepting assignment of certificates to the nodes. Let $L$ denote the global part of this accepting certificate. Such a $C_\pi$ corresponds to a directed cycle in $G_{B,L}$. Note that in this cycle the last edge can be omitted as it would always link the last block to the first block. Then $C_\pi$ corresponds to a directed path $P(C_\pi,L)$ of length $b$ in $G_{B,L}$. Denote the set of labeled blocks on this path by $S(C_\pi,L)$.

Let $C_L$ denote the set of instances such that there exists an accepting local certification given the global certificate $L$. Every yes-instance has an accepting certification, so there must exist $L^*$ with

$$|C_{L^*}| \geq |C|/2^g(n).$$

Now consider any two instances $C_\pi$ and $C_{\pi'}$ in $C_{L^*}$. We drop the specification of the global certificate from the notation. We have the following lemma.

**Lemma 7.** For all pairs of instances $C_\pi$, $C_{\pi'}$ with the same accepting global certificate $L$, we have that $S(C_\pi,L) \neq S(C_{\pi'},L)$.

**Proof.** Assume that $C_\pi$ and $C_{\pi'}$ use the same set of blocks, that is $S(C_\pi,L^*) = S(C_{\pi'},L^*)$. Also assume without loss of generality, that $\pi$ is the identity permutation. Now in $P(C_{\pi'})$ there must exist a back edge with respect to $\pi$, that is, an edge between labeled blocks $B$ and $B'$, of types $B_{\pi'^{-1}(i)}$ and $B_{\pi'^{-1}(i+1)}$ respectively, such that $\pi'^{-1}(i) > \pi'^{-1}(i+1)$. This is because we assumed that the instances consist of the same blocks, but are different. Therefore at some point an edge of $C_{\pi'}$ must go backwards in the order of $\pi$. We also have that $B, B' \neq B_{b+1}$ as if there is no back edge before reaching $B_{b+1}$, we must have $C_\pi = C_{\pi'}$.

This implies that there is an accepting cycle formed by taking first the path from $B$ to $B'$ along $P(C_{\pi'})$ and then an edge from $B'$ to $B$. This cycle does not contain a selected node. It follows that there is a no-instance of size at least $2(2r+1)$ and a certification that causes the verifier to accept the instance, a contradiction.

**Remark.** Note that the contradicting instances can be of size $2(2r+1)$ but the identifiers can be of size $n$ and the certificates of size $f(n)$. Therefore the lower bound only holds for uniform verifiers that do not get any guarantees except that 1) the identifiers come from the set $[n+c]$, for some constant $c$, and 2) the certificates are of size at least $f(n)$.

Alternatively it is possible to consider ATOS on possibly disconnected instances so that every connected component must have at least one node selected. In this case the proof will fool even a non-uniform scheme (that is, one that has information about the real size of the instance).

Counting argument. By Lemma 7, each pair of permutations $\pi, \pi'$ in $C_{L^*}$ must induce a different set of labeled blocks that form the accepting certifications of instances $C_\pi$ and $C_{\pi'}$. The number of different permutations in $C_{L^*}$ is at least $b^l/2^g(n)$. On the other hand, the number of different sets of labeled blocks, selecting a block of each type, is $2^{f(n)(2r+1)b}$. As shown in Lemma 7, to have a legal certification, we must have that $2^{f(n)(2r+1)b+g(n)} \geq b^l$.

Using Stirling’s approximation we get that $f(n)(2r+1)b + g(n) \geq b \log_2 b - (\log_2 e)b + O(\ln b)$. Since $b = \Theta(n)$ and $r = O(1)$, this implies that either $f(n) = \Omega(\log n)$ or $g(n) = \Omega(n \log n)$. Thus the mixed proof has size $\Omega(n \log n)$.

Theorem 6 implies that reversing decision requires $\Omega(\log n)$ bit certificates in the following sense.
Corollary 8. There exists a language, None selected, that can be decided locally without nondeterministic proofs and its complement is Alos, which requires local certificates of size $\Omega(\log n)$ or global certificates of size $\Omega(n \log n)$.

Proof. Consider the language None selected, that is, the language of labeled graphs such that all nodes have the zero label. This language is locally decidable without nondeterminism, that is, None selected $\in$ LD [8] or $\Lambda_0$ in the notation of Section 6. The language Alos is its complement. Finally, by Theorem 6, deciding Alos, that is, reversing the decision of None selected requires local certificates with $\Omega(\log n)$ bits or global certificates with $\Omega(n \log n)$ bits.

The proof can be adapted to several other problems, namely leader election, spanning tree and the set of odd cycles, giving a lower bound for mixed proof systems.

Corollary 9. Any mixed proof system for Leader election requires local certificates of size $\Omega(\log n)$ or global certificates of size $\Omega(n \log n)$.

Proof of Corollary 9. Consider the proof of Theorem 6. The family $C$ of yes-instances for Alos is also a family of yes-instances for Leader election. Since Leader election $\subseteq$ Alos, the proof of Theorem 6 produces no-instances of Leader election that the verifier accepts.

Corollary 10. Any mixed proof system for spanning tree requires local certificates of size $\Omega(\log n)$ or global certificates of size $\Omega(n \log n)$.

Proof sketch. Consider two types of instances: the cycles where all the edges are selected, and the the cycles where all edges but one are selected. The first instances are not in the language, the second are. We can rephrase this restricted problem as: there is at least one non-selected edge. Then the same type of proof works.

Corollary 11. Any mixed proof system for odd-cycle requires local certificates of size $\Omega(\log n)$ or global certificates of size $\Omega(n \log n)$.

Proof sketch. The proof of Corollary 11 consists in a refinement of the proof for Alos. We can build on an odd number of blocks, each block being of odd length itself. Then we can give a colour to each block so that half of the blocks are black and half are white. Finally we can force the paths to alternate between white and black blocks. The cycles obtained will then be of even length, and thus be no-instances. The number of possible paths is reduced, but only by term of the form $2^b$, which is negligible compared with the $b!$ term. The calculation then still gives the $\Omega(n \log n)$ lower bound.

A consequence of these corollaries is that all the $\Omega(\log n)$ lower bounds obtained in [11] for local certificates can be lifted to $\Omega(n \log n)$ mixed proofs with our technique. However for the problem Amos we studied in the previous section, our technique does not work, which is consistent with the fact that an $\Omega(n \log n)$ lower bound would contradict the $O(\log n)$ upper bound we show. As already said, the technique of [11] works for Amos, and provides the $\Omega(\log n)$ bound for local proofs. The reason our technique fails is because we show that if the certificates are too short then one can shorten the cycles that are yes-instances, which is not useful for Amos, as a ‘subinstance’ of this problem is still in the language: one can only remove selected nodes. The authors of [11] show that one can glue different yes-instances together and get a configuration that is still accepted by the nodes, and for Amos this means one can glue different instances with one node selected, and then get an instance with more
than one node selected, and this instance is still accepted, which raises a contradiction. Note that because of this duality, the proof technique of [11] does not give a lower bound for Alos, even for the case of local proofs.

It is also worth noting that the intersection of the languages Amos and Alos is Leader Election. It is known that Leader Election has a proof-labeling scheme of size $\Theta(\log n)$, constructed with a spanning tree, along with the ID of the leader given to all the nodes. The results of the current and previous sections show that this decomposition is mandatory: one needs a global part of size $\Theta(\log n)$, and a local part of size $\Theta(\log n)$.

5 Beyond free locality

The language Bipartite is the set of bipartite graphs. Local proofs of constant size exist for this language: the prover can just describe a 2-coloring of the graph by giving a bit to each node, and every node can check that its neighbors are given a color different from its own. We conjecture that for this language, even when restricting the topology to cycles, optimal purely global proofs are larger than the sum of the optimal local proof sizes. More precisely this sum is $\Theta(n)$, and we conjecture that purely global proofs take $\Theta(n \log n)$ bits.

▶ Conjecture 12. For Bipartite, purely global proofs have size $\Theta(n \log n)$.

We are not able to prove the lower bound of the conjecture, but we can prove weaker inequalities. For this problem, the range of the identifiers is important, and that is why we consider the maximum identifier to be a parameter $M$, that we do not bound by a polynomial any more.

▶ Theorem 13. For Bipartite, there exist two constants $\alpha$ and $\beta$ such that, for identifiers bounded by $M$:

$$
\alpha \max\{n, \log \log M\} \leq s_g(n) \leq \beta \min\{M, n \log M\}.
$$

Note that if $M = n$ then we get a tight $\Theta(n)$ bound. The $\Omega(n)$ lower bound holds for any ID range, but the $\log \log M$ bound shows that this cannot be tight for every ID range: we can get an arbitrarily large lower bound if we allow arbitrarily large identifiers.

Proof. We start with the upper bounds. The $O(n \log M)$ upper bound comes from the certificate made by concatenating the couples (ID, local proof) for every node, as in Theorem 1. For the $O(M)$ upper bound, the prover strategy is to provide a vector with $M$ cells, where cell $i$ will contain a bit indicating the color of the node with ID $i$. In both cases the nodes will get their own colors and the colors of their neighbors from the certificate, and they can check locally the consistency of the coloring.

We now prove the lower bounds for the restricted case of cycles. Note that bipartiteness on cycles boils down to distinguishing between odd and even length cycles. A priori, in a scheme for this language, the prover is not forced to explicitly provide a coloring to the nodes. We show that a proof always implies a coloring. More precisely, a node can always extract from the proof its color and the colors of its neighbors, and then check the consistency of the coloring. As in Section 4, we will use blocks of nodes to build a large a number of instances. The blocks are paths of $2^r + 1$ nodes. The $i$-th block, noted $b_i$ has consecutive IDs from $i(2^r + 1) + 1$ up to $(i + 1)(2^r + 1)$. Every block is oriented in the direction of increasing IDs. A block-based cycle is a cycle made by concatenating blocks, with a consistent orientation.
**Lemma 14.** For every global proof $c$, there exists a coloring function $f_c : [M] \mapsto \{0, 1\}$, such that for every block-based cycle $H$ that is accepting with certificate $c$, $f_c$ defines a proper coloring of $H$.

**Proof of Lemma 14.** First, note that as the blocks have odd length, a block-based cycle has even length if and only if it is composed of an even number of blocks. Then, for block-based cycles, replacing virtually each block by a vertex, and trying to 2-color the resulting cycle is equivalent to 2-color the nodes of the original instance.

Fix a certificate $c$. Consider the directed graph $G_c$, whose nodes are the blocks $(b_i)$. There is an oriented edge $(b_i, b_j)$ if and only if there exists a block-based cycle for which $c$ is an accepting certificate, and where the block $b_i$ is followed by the block $b_j$.

**Claim 15.** The graph $G_c$ contains no directed odd cycle.

**Proof of Claim 15.** Suppose the graph $G_c$ contains a directed odd cycle. Consider the corresponding block-based cycle $C$. Because it has odd length, it is a no-instance. Consider a node $v$ of this instance that is rejecting with certificate $c$. Without loss of generality, assume $v$ is in the first half of its block $b_i$ (that is, its ID is between $i(2r+1)+1$ and $i(2r+1)+r+1$). Let $b_h$ be the block preceding $b_i$ in $C$. The node $v$ can only see (parts of) of $b_h$ and $b_i$, because its radius is $r$. As $(b_h, b_i)$ belongs to $G_c$, there exists a yes-instance $C'$, in which every node accepts with proof $c$, and in which $b_i$ follows $b_h$. This is a contradiction, because with certificate $c$, $v$ is accepting in $C'$, and rejecting in $C$, although it has the exact same view in both instances. Thus the graph $G_c$ contains no directed odd cycle.

**Claim 16.** Every connected component of the graph $G_c$ is strongly connected.

**Proof of Claim 16.** Consider the following way of building $G_c$: take an arbitrary ordering of the cycles that accept with $c$, and add them (i.e. add their edges) to $G_c$, one by one. We show the strong connectivity of the connected components by induction. The property holds for the empty graph. Suppose every connected component is strongly connected until some step, and that we add a new cycle. As a directed cycle is strongly connected, merging it with one or several strongly connected components, keeps the strong connectivity.

It is known that a strongly connected digraph with no odd length directed cycles can be 2-colored (see e.g. Theorem 1.8.1 in [2]). Thus, from Claim 15 and Claim 16, we get that $G_c$ has a 2-coloring. This 2-coloring induces a 2-coloring on all the block-based cycles accepting with $c$, thus it defines the function $f_c$ of the lemma.

Now fix a size $n$, for an even $n$, and consider the following table. The columns are indexed by the blocks, thus there are $M/(2r + 1)$ of them. The rows are indexed by all the possible certificates, that is all the strings on $s_g(n)$ bits. The cell that corresponds to block $b$ and certificate $c$ contains the color given by $f_c$ to the center node of $b$. We will now give two simple properties of this table that will imply the two lower bounds.

Let a **balanced binary vector** be a vector of bits with the same number of zeros and ones. Let the **complement** of a binary vector be the same binary vector where ones and zeros have been complemented.

**Lemma 17.** For every balanced binary vector $p$ of length $n$, there exists a row of the table such that the vector made by the $n$ first cells is equal to either $p$ or its complement.
Proof of Lemma 17. Consider a balanced binary vector $p$. Consider a cycle $H$ made by concatenating the $n$ first blocks, in an ordering such that coloring block $i$ with the $i^{th}$ bit of $p$, defines a proper coloring of the cycle. Note that, as $p$ is balanced, such a cycle must exist. This cycle $H$ has even length, thus it belongs to the language and there exists an accepting certificate $c$. The first $n$ cells of the row of $c$ must describe a proper coloring of $H$, and there are only two such colorings: $p$ and its complement. ▷

For every balanced vector of length $n$ there exists a row that it matches (or its complement matches) on the $n$ first cells. A row can only correspond to one such vector (up to complement), and since there are at least $2^{n/2}/2$ balanced binary vectors (first $n/2$ bits can be chosen freely) the table must have at least $2^{n/2}$ different certificates, thus the certificate size is lower bounded by $n$, up to multiplicative constants. ▶

Lemma 18. Two columns of the table cannot be equal.

Proof of Lemma 18. Suppose columns $i$ and $j$ are equal. Consider an even-length block-based cycle $C$, where the block $i$ is linked to the block $j$. Such a cycle always exists. For every certificate $c$, the same color is given to both blocks $i$ and $j$ in $f_c$, because the columns are equal. Thus no certificate provides a proper coloring of $C$, which is a contradiction because $C$ belongs to the language. ▷

As there are $M$ different columns, there is at least order of $\log(M)$ certificates. Then the length of a certificate is in $\Omega(\log \log(M))$. This finishes the proof of Theorem 13. ▶

6 Local decision and communication complexity

In this section we present the nondeterministic hierarchies for local decision and communication complexity.

Nondeterministic hierarchy of local decision. Feuilloley et al. [7] introduced a nondeterministic hierarchy of local decision. It is the distributed computing analogue of the classical polynomial hierarchy. A prover and a disprover take turns, providing each node with proofs of size $O(\log n)$. Once the proof labels have been assigned, the nodes look at their constant-radius neighborhood, including the nondeterministic proofs, and decide whether they accept or not.

The classes $\Sigma_k$ and $\Pi_k$ correspond to the languages that can be decided using $k$ levels of nondeterminism – in $\Sigma_k$ the prover goes first, and in $\Pi_k$ the disprover. Let $\ell_1, \ell_2, \ldots, \ell_k$ denote the $k$ levels of nondeterministic labels provided to the nodes. A language $L \in \Sigma_k$ if and only if there exists a verifier $A$ such that

$$(G, x) \in L \iff \exists \ell_1, \forall \ell_2, \ldots, \forall \ell_k, \forall v \in V(G), A \text{ accepts.}$$

Here $Q$ denotes the existential quantifier if $k$ is odd and the universal quantifier otherwise. The classes $\Pi_k$ are defined similarly, but with the disprover (i.e. universal quantifier) going first.

The classes that corresponds to the disprover talking last collapse to the previous level, and the only interesting levels are $\Sigma_1, \Pi_2, \Sigma_3, \ldots$, which are denoted by $(\Lambda_k)_{k \in \mathbb{N}}$. The complements of these classes are denoted by $\text{co-}\Lambda_k$ and we have that $\text{co-}\Lambda_k \subseteq \Lambda_{k+1}$ [7], i.e., decision can always be reversed using an extra quantifier with $O(\log n)$ bits. As shown in Theorem 6, in general, $\Omega(\log n)$ bits are also required for reversing decision.
The main open question of Feuilloley et al. [7] was whether $\Lambda_2$ and $\Lambda_3$ were different or not. As in the polynomial hierarchy, the equality $\Lambda_k = \Lambda_{k+1}$ of two levels would imply a collapse of the local hierarchy down to the $k$th level. We show that this question is related to long-standing open questions nondeterministic communication complexity [1].

A hierarchy for global certificates. Similar to the hierarchy of local certificates, we can define a hierarchy for the global certificates. Define $\Sigma^G_k$, $\Pi^G_k$, and $\Lambda^G_k$ as previously, except that the labels $\ell_1, \ell_2, \ldots, \ell_k$ are global certificates seen by all nodes.

Communication complexity. We will compare the hierarchies of nondeterministic local decision to the hierarchy of nondeterministic communication complexity defined by Babai et al. [1].

In the communication complexity setting we are given a boolean function $f$ on $2^n$ bits. Two entities, Alice and Bob, are each given $n$-bit vectors $x$ and $y$, and have to decide if $f(x \cup y) = 1$. They can communicate through a reliable channel and have unlimited computational resources. The measure of complexity is the number of bits Alice and Bob need to communicate in order to decide $f$. For more details, see for example the book [18].

In nondeterministic communication complexity Alice and Bob have access to nondeterministic advice (we will say that it is given by a prover). The cost of a protocol is the sum of the number of bits communicated by Alice and Bob and the number of advice bits given by the prover. This means that messages of Alice and Bob can equivalently be encoded in the advice.

Babai et al. defined a hierarchy of nondeterministic communication complexity [1]. In addition to Alice and Bob we have two players, whom we will call prover and disprover for consistency, giving nondeterministic advice to Alice and Bob. Prover and disprover will alternate $k$ times and each time give an advice string of $g(n)$ bits. Now we define the class $\Sigma^{cc}_k(g(n))$ of boolean functions as the set of functions such that there exists an algorithm $A$ for Alice, and an algorithm $B$ for Bob such that if $f \in \Sigma^{cc}_k(g(n))$, then

$$\forall x, y, \exists \ell_1, \ldots, Q \ell_k A(\ell_1, \ell_2, \ldots, \ell_k, x) = B(\ell_1, \ell_2, \ldots, \ell_k, y) = 1 \iff f(x, y) = 1.$$ 

Again $Q$ denotes the existential quantifier if $k$ is odd and the universal quantifier otherwise. The classes $\Pi^{cc}_k(g(n))$ are defined similarly, but with the disprover going first. We are particularly interested in this hierarchy when $g(n) = O(\log n)$. Note that in their work, Babai et al. consider the hierarchy for $g(n) = O(poly(\log n))$ [1].

6.1 Connecting local decision and communication complexity

In this section we partially formalize the intuition that complexity of local verification is connected to communication complexity. We show that general lower bound proof techniques for nondeterministic local verification will also apply to communication complexity. We then show that if one considers global proofs instead of local ones, the result can be strengthened.

Theorem 19. For every boolean function $f$, there exists a distributed language $L_f$ such that if $f \in \Sigma^{cc}_k(g(n))$ for odd $k$ or $f \in \Pi^{cc}_k(g(n))$ for even $k \geq 2$, then $L_f \in \Lambda_k(g(n))$.

The proof is by showing that there exists a family of languages such that a nondeterministic verification scheme can simulate a nondeterministic communication protocol. The theorem partially explains why it is difficult to separate the different levels of the local decision hierarchy – the question is inherently tied to long-standing open questions in communication complexity [1].
Proof of Theorem 19. Let $f$ be a boolean function on $2n$ variables. We will construct an infinite family of graphs $G_n = (G(n,t,x,y))_{t,x,y}$ and a related language $L_f$.

The graph $G(n,t,x,y)$ consists of a path $P_{2t+1} = (v_1,v_2,...,v_{2t+1})$ of length $2t+1$, and two sets of nodes, $V_A$ and $V_B$ of size $n$. Let us denote $v_A = v_1$ and $v_B = v_{2t+1}$. We add an edge between each $v \in V_A$ and $v_A$, and an edge between each $u \in V_B$ and $v_B$. The nodes $v_A$ and $v_B$ are labelled with their respective identities.

Parameters $x$ and $y$ are bit vectors of length $n$, corresponding to the inputs of players $A$ and $B$ in the communication complexity setting. To encode the input vectors, we use graphs on $V_A$ and $V_B$, respectively. There are $2^n$ possible input vectors. We’ll define a function $\phi$ that maps each graph on $n$ nodes to an $n$-bit vector. Since the encoding of the input cannot depend on the unique identifiers, $\phi$ must map all graphs of the same isomorphism class to the same vector. Finally, since there are at least $2(2^n)/n! = \Omega(2^n)$ such graph isomorphism classes, we can find a $\phi$ such that for all $x \neq y$, we have $\phi(x) \neq \phi(y)$.

Given $\phi, x, y$, we can choose two graphs $G_A \in \phi^{-1}(x)$ and $G_B \in \phi^{-1}(y)$, identify the node sets $V_A$ and $V_B$ with $V(G_A)$ and $V(G_B)$, respectively, and add the corresponding edges to the graph $G(n,t,x,y)$. We will use $G_A$ and $G_B$, respectively, to denote these graphs on node sets $V_A$ and $V_B$. Nodes $v_A$ and $v_B$ are labelled as special nodes so that the structure of $G_A$ and $G_B$ can be detected. We denote this graph construction by $G(n,t,x,y)$.

Local verification of $G_f$. A single $O(\log n)$-bit certificate is enough to verify the structure of $G(n,t,x,y)$. It first consists of a spanning tree of $P_{2t+1}$: node $v_A$ is marked as root, and each node $v_i$ has a pointer to $v_{i-1}$ and a counter $i$, its distance to the root. It also contains the value $n$. The nodes $v_A$ and $v_B$ can check that the sizes of the graph $G_A$ and $G_B$ are consistent with this value. They also check that there are no other outgoing edges from $G_A$ and $G_B$. Nodes $v_A$ and $v_B$ can see all nodes of $G_A$ and $G_B$, and determine their isomorphism classes, and compute $x = \phi(G_A)$ and $y = \phi(G_B)$, respectively.

Deciding $L_f$. We say that $G \in L_f$ if and only if
1. the structure of $G$ is that of $G(n,t,x,y)$ for some setting of the parameters, and
2. the function $f$ evaluates to 1 on $\phi(G_A) \cup \phi(G_B)$.

Now assume that $f$ is on the $k$th level of the communication complexity hierarchy with $s = \Omega(\log n)$ bits of nondeterminism. We can use this implied protocol $P$ to solve $L_f$ on the $k$th level. If the graph structure is correct, the prover and disprover essentially simulate their counterparts from the communication complexity setting, and label all nodes on $P_{2t+1}$ as if in $P$. Then $v_A$ can simulate $A$ and $v_B$ can simulate $B$, accepting if and only if $f(x,y) = 1$. If the prover tries to deviate from this strategy, nodes can see that its labelling of $P_{2t+1}$ is not constant, and reject. If the disprover tries to deviate, the prover can construct a certificate pointing to this error, and all nodes will accept.

Global proofs and communication complexity. In the setting of global proofs we can show a slightly stronger theorem.

Theorem 20. For every boolean function $f$ and every $g(n) = \Omega(\log n)$ there exists a distributed language $L_f$ such that $L_f \in \Sigma^G_k(g(n))$, for $k \geq 1$ if and only if $f$ is in the $k$th level of the communication complexity hierarchy with $O(g(n))$ bits of nondeterminism, in particular $f \in \Sigma^G_k$ for $k$ odd or $f \in \Pi^G_k$ for $k$ even.

In particular, this theorem implies that any collapse in the hierarchy for global certificates implies a collapse in the corresponding communication complexity hierarchy.
Proof of Theorem 20. We show that with respect to the language $L_f$ defined in the proof of Theorem 19, the communication complexity model and the global verification model can simulate each other.

1. **Communication protocol implies a global verification protocol.** The proof proceeds essentially as in the proof of Theorem 19. Using $O(t \log n)$ bits the global certificate can give the list of nodes on the path between $v_A$ and $v_B$. If a node has degree 2, it must see its own name on this list. Nodes $v_A$ and $v_B$ can again locally verify the structure of $G_A$ and $G_B$ and recover $x$ and $y$. Finally the prover and disprover follow the communication protocol $P$ on instance $(x, y)$, allowing nodes $v_A$ and $v_B$ to simulate Alice and Bob.

2. **Global verification scheme implies a communication protocol.** Assume there is a $k$th level global verification scheme with $\phi^{-1}(x)$-bit certificates for $L_f$. Alice and Bob will simulate this scheme as follows. Construct a virtual graph $G(x, y)$ consisting of three parts: the nodes $v_A$ and $v_B$, a path $P_{k+1}$ of length $2t+1$ between them, and graphs $H(x)$ and $H(y)$ that are the first elements (in some order) of $\phi^{-1}(x)$ and $\phi^{-1}(y)$, respectively. Finally, all nodes of $H(x)$ are connected to $v_A$ and all nodes of $H(y)$ to $v_B$. Only Alice will know $H(x)$ and only Bob $H(y)$. This graph is in $L_f$ if and only if $f(x, y) = 1$: the structure is exactly as in the definition of $L_f$.

Now the nondeterministic prover and disprover can simulate their counterparts in the global verification scheme. Alice and Bob accept if and only if the prover can force all nodes they control to accept. Thus the complexity is bounded by the complexity $g(n)$ of the global verification scheme.
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Abstract  
Sampling constitutes an important tool in a variety of areas: from machine learning and combinatorial optimization to computational physics and biology. A central class of sampling algorithms is the Markov Chain Monte Carlo method, based on the construction of a Markov chain with the desired sampling distribution as its stationary distribution. Many of the traditional Markov chains, such as the Glauber dynamics, do not scale well with increasing dimension. To address this shortcoming, we propose a simple local update rule based on the Glauber dynamics that leads to efficient parallel and distributed algorithms for sampling from Gibbs distributions.

Concretely, we present a Markov chain that mixes in $O(\log n)$ rounds when Dobrushin’s condition for the Gibbs distribution is satisfied. This improves over the BabyGlauber algorithm by Feng, Sun, and Yin [PODC’17], which needs $O(\Delta \log n)$ rounds, and their LocalMetropolis algorithm, which converges in $O(\log n)$ rounds but requires a considerably stronger mixing condition. Here, $n$ denotes the number of nodes in the graphical model inducing the Gibbs distribution, and $\Delta$ its maximum degree. In particular, our method can sample a uniform proper coloring with $\alpha \Delta$ colors in $O(\log n)$ rounds for any $\alpha > 2$, which almost matches the threshold of the sequential Glauber dynamics and improves on the $\alpha > 2 + \sqrt{2}$ threshold of Feng et al.
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1 Introduction

Locally Checkable Labeling (LCL) [17] problems have been studied extensively for more than three decades [14]. Sampling from the solution space of such LCLs, however, has not attracted a lot of attention and has been investigated only by a recent work [7], despite its numerous motivations, which we will outline in the following.

Markov Chain Monte Carlo Method. The Markov Chain Monte Carlo (MCMC) method is a central class of algorithms for sampling, that is, for randomly drawing an element from a ground set according to a certain probability distribution. It works by constructing a Markov chain with the targeted sampling distribution as its stationary distribution. Within a number of steps, known as the mixing time, the Markov chain converges; its state then
Local Glauber Dynamics

(approximately) follows this distribution. Besides the intrinsic interest of such a general sampling method, in particular for complex distributions where simple sampling techniques fail, the MCMC method gives rise to efficient approximation algorithms in a variety of areas: enumerative combinatorics (due to the fundamental connection between sampling and counting established by Jerrum, Valiant, and Vazirani [13]), simulated annealing [16] in combinatorial optimization, Monte Carlo simulations [15] in statistical physics, computation of intractable integrals for, among many others, Bayesian inference [1] in machine learning.

Parallel and Distributed Sampling. The employment of MCMC methods is particularly important when confronted with high-dimensional data, where traditional (exact) approaches quickly become intractable. Such data sets are not only increasingly frequent, but also critical for the success of many applications. For instance in machine learning, higher-dimensional models help expressibility and hence predictability. It is thus central that MCMC algorithms scale well with increasing dimensions. This is not the case, however, for most sequential methods, as they process and update the variables one by one, that is, a single site per step. To speed up the sampling process, Markov chain updates can be parallelized by spreading the variables across several processors. In other settings, such as distributed machine learning, the (data associated to) variables might already be naturally distributed among several machines, and the overhead of aggregating them into one machine, if they fit there in the first place, would be untenable.

Local Sampling. In either case, to avoid overhead in communication and coordination, local update rules for Markov chains are needed: a machine must be able to change the value of its variables without knowing all the values of the variables on other machines. Yet, the joint distribution, over all variables in the system, must converge to a certain distribution. This local sampling problem was introduced in a recent work by Feng, Sun, and Yin [7], whose title asks “What can be sampled locally?”. We address this question by providing a simple and generic sampling technique – the Local Glauber Dynamics, informally introduced in Section 1.2 and formally described in Section 2 – which is applicable for a wide range of distributions, as stated in Section 1.1. This moves us a step closer towards an answer of this question, thus towards the goal of generally understanding what can be sampled locally. Besides its many practical ramifications, especially on the area of distributed machine learning, this gives us a theoretical insight about the locality of problems, whose systematic study has been initiated by the seminal works of Linial [14] and Naor and Stockmeyer [17] with the pithy title “What can be computed locally?”.

1.1 Our Result, and Related Work.

For the sake of succinctness and comprehensibility of the presentation, we state and prove our main result in terms of the special case that gets most attention for sequential sampling: sampling proper colorings of a graph. We refer to [8] for a survey on sequential sampling of proper colorings. Our result applies to a more general set of distributions, however, as explained in the remark at the end of this section. Note that independently and simultaneously, Feng, Hayes, and Yin [6] arrived at the same result.

Theorem 1. A uniform proper q-coloring of an n-node graph with maximum degree $\Delta$ can be sampled within total variation distance $\varepsilon > 0$ in $O\left(\log\left(\frac{n}{\varepsilon}\right)\right)$ rounds, where $q = \alpha\Delta$ for any $\alpha > 2$. 
Our parallel and distributed sampling algorithm improves over the LubyGlauber algorithm by Feng, Sun, and Yin [7], which needs $O(\Delta \log \left(\frac{\Delta}{\varepsilon}\right))$ rounds, and their LocalMetropolis algorithm, which converges in $O(\log \left(\frac{\Delta}{\varepsilon}\right))$ rounds but requires a considerably stronger mixing condition of $\alpha > 2 + \sqrt{2}$. They state that “We also believe that the $2 + \sqrt{2}$ threshold is of certain significance to this [LocalMetropolis] chain as the Dobrushin’s condition to the Glauber dynamics.”, thus implying that this value is a barrier for their approach. This is also justified by the supposedly easiest special case of a tree that leads to the same threshold for their algorithm. Our result gets rid of the additional $\sqrt{2}$ while not incurring any loss in the round complexity, with a considerably easier and more natural update rule. Not only is our proof simpler and shorter, our algorithm is also asymptotically best possible, as there is an $\Omega(\log \left(\frac{\Delta}{\varepsilon}\right))$ lower bound [10, 7] due to the exponential correlation between variables.

The threshold of $\alpha > 2$ corresponds to Dobrushin’s condition, thus almost matches the threshold of the sequential Glauber dynamics [12, 19] at $2\Delta + 1$. In other words, we present a technique that fully parallelizes the Glauber dynamics, speeding up the mixing time from poly $n$ steps to $O(\log n)$ rounds. In terms of number of colors needed, Dobrushin’s condition can be undercut: Vigoda [20] and two very recent works [3, 4] showed that, when resorting to a different highly non-local Markov chain, $\alpha = \frac{11}{6}$ is enough. This gives rise to the question whether efficient distributed algorithms intrinsically need to be stuck at Dobrushin’s condition, which would imply that this bound is inherent to the locality of the sampling process, or whether our threshold is an artifact of our possibly suboptimal dynamics.

Remark. In fact, our technique directly applies for sampling from the Gibbs distribution induced by a Markov random field if Dobrushin’s condition [5] is satisfied. More generally, it can be used for sampling from any local (that is, constant-radius) constraint satisfaction problems, which is universal for conditional independent joint distributions, due to Hammersley-Clifford’s fundamental theorem [11]. Moreover, our proof presented here captures all the difficulties that arise in these more general cases, thus can be adapted in a straightforward manner. We defer this generalization to the full version of the paper.

1.2 Our Sampling Technique, and Related Approaches

Over the past few years, several methods to parallelize sequential Markov chains have been proposed. Most of them rely on heavy coordination machinery, are special purpose, and/or do not provide any theoretical guarantees. In the following, we briefly outline two of the most promising and more generic parallel and distributed sampling techniques, in the context of colorings.

The most natural one follows a standard decentralization approach, also implemented in the LubyGlauber algorithm by [7]: an independent set of nodes (e.g., a color class of a proper coloring) simultaneously updates their color [7], ensuring that no two neighboring nodes change their color at the same time. This approach mainly suffers from the limitation that the number of independent sets needed to cover all nodes might be large, which slows down mixing. In particular, a multiplicative $\Delta$-term in the mixing time seems inevitable [9, 7]. In the worst case of a clique, this approach falls back to sequential sampling, updating one node after the other. Moreover, this method requires an independent set to be computed, which incurs a significant amount of additional communication and coordination.

1 Note that our parallel and distributed algorithm directly gives rise to a centralized algorithm with running time $O(n \log n)$. The number of colors, however, is slightly larger than what state-of-the-art centralized algorithms require.

2 This captures many graph problems – such as independent set, vertex cover, graph homomorphism – and physical models – such as Ising model, Potts model, general spin systems, and hardcore gas model.
An orthogonal direction was pursued by [18, 21, 7], where methods are introduced to update the colors of all nodes simultaneously. One example is the LocalMetropolis algorithm by [7]. This extreme parallelism, however, comes at a cost of either introducing a bias in the stationary distribution, resulting in a non-uniform coloring [18, 21], or having to demand strong mixing conditions [7].

Our Local Sampling Technique. We aim for the middle ground between these two approaches, motivated by the following observation: we do not need to prevent simultaneous updates of adjacent nodes, only simultaneous conflicting updates of adjacent nodes. Preventing two adjacent nodes in the first place from picking a new color in the same round seems to be way too restrictive, in particular because it is unlikely that both nodes aim for the same new color. On the other hand, if all nodes update their colors simultaneously, a node is expected to have a conflict with at least one of its neighbors, which prevents progress.

We interpolate between the two extreme cases by introducing a marking probability, so that only a small fraction of a node’s neighbors is expected to update the color, and hence also, in worst case, only these can conflict with its update. Concretely, we propose the following generic sampling method, which we call Local Glauber Dynamics: In every step, every variable independently marks itself at random with a certain (low) probability. If it is marked, it samples a proposal at random and checks with its neighbors whether the proposal leads to a conflict with their current state or their new proposals (if any). If there is a conflict, the variable rolls back and stays with its current state, otherwise the state is updated. As opposed to sequential sampling, where only one variable per step updates its value, here the expected number of variables simultaneously updating their value is \( \Omega(n) \), resulting in the desired speed-up from \( O(n \log n) \), say, to \( O(\log n) \). Of course, the main technical aspect lies in showing that this simple update rule converges to the uniform distribution in \( O(\log n) \) rounds, which we prove in Section 2.

1.3 Notation and Preliminaries

Model. We work with the standard distributed message-passing model for the study of locality: the LOCAL model introduced by Linial [14], defined as follows. Given a graph \( G = (V, E) \) on \( n \) nodes with maximum degree \( \Delta \), the computation proceeds in rounds. In every round, every node can send a message to each of its neighbors. We do not limit the message sizes, but for the algorithm that we present, \( O(\log n) \)-bit messages suffice. In the end of the computation, every node \( v \) outputs a color. The quantity of main interest is the round complexity, i.e., the number of rounds until the joint output of all nodes satisfies a certain condition.

Markov Chain. We consider a Markov chain \( X = (X^{(t)})_{t \geq 0} \), where \( X^{(t)} = (X^{(t)}_v)_{v \in V} \in [q]^V \) is the coloring of the graph in round \( t \). We will omit the round index, and use \( X = (X_v)_{v \in V} \in [q]^V \) for the coloring at time \( t \) and \( X' = (X'_v)_{v \in V} \in [q]^V \) for the coloring at time \( t + 1 \), for a \( t \geq 0 \), instead.

Mixing Time. For a Markov chain \( (X^{(t)})_{t \geq 0} \) with stationary distribution \( \mu \), let \( \pi^{(t)}_\sigma \) denote the distribution of the random coloring \( X^{(t)} \) of the chain at time \( t \geq 0 \), conditioned on \( X^{(0)} = \sigma \). The mixing time \( t_{\text{mix}}(\varepsilon) = \max_{\sigma \in \Omega} \min \{ t \geq 0 : d_{TV}(\pi^{(t)}_{\sigma}, \mu) \leq \varepsilon \} \) is defined to be the minimum number of rounds needed so that the Markov chain is \( \varepsilon \)-close (in
terms of total variation distance) to its stationary distribution $\mu$, regardless of $X^{(0)}$. The total variation distance between two distributions $\mu, \nu$ over $\Omega$ is defined as $d_{TV}(\mu, \nu) = \sum_{\sigma \in \Omega} \frac{1}{2} |\mu(\sigma) - \nu(\sigma)|$.

**Path Coupling.** The Path Coupling Lemma by Bubley and Dyer [2, Theorem 1] (also see [7, Lemma 4.3]) gives rise to a particularly easy way of designing couplings. In a simplified version, it says that it is enough to define the coupling of a Markov chain only for pairs of colorings that are adjacent, that is, differ at exactly one node. The expected number of differing nodes after one coupling step then can be used to bound the mixing time of the Markov chain.

\[ \Box \text{Lemma 2 (Path Coupling [2], simplified). For } \sigma, \sigma' \in \{q\}^V, \text{ let } \phi(\sigma, \sigma') := \{v \in V : \sigma_v \neq \sigma_v'\}. \text{ If there is a coupling } (X, Y) \to (X', Y') \text{ of the Markov chain, defined only for } (X, Y) \text{ with } \phi(X, Y) = 1, \text{ that satisfies } \mathbb{E} [\phi(X', Y') \mid X, Y] \leq 1 - \delta \text{ for some } 0 < \delta < 1, \text{ then } \tau_{\text{mix}}(\epsilon) = O \left( \frac{1}{\delta} \cdot \log \left( \frac{1}{\epsilon} \right) \right). \]

2 Local Glauber Dynamics

**Local Glauber Dynamics.** We define a transition from $X = (X_v)_{v \in V}$ to $X' = (X'_v)_{v \in V}$ in one round as follows. Every node $v \in V$ marks itself independently with probability $0 < \gamma < 1$. If it is marked, it proposes a new color $c_v \in \{q\}$ uniformly at random, independently from all the other nodes. If this proposed color does not lead to a conflict with the current and the proposed colors of any neighbor, that is, $c_v \notin \bigcup_{u \in N(v)} \{X_u, c_u\} \text{ and } c_v \notin \{X_v, c_v\}$ for any $u \in N(v)^3$, then $v$ accepts color $c_v$, thus sets $X'_v = c_v$. Otherwise, $v$ keeps its current color, that is, sets $X'_v = X_v$. Note that the condition $c_v \notin \bigcup_{u \in N(v)} \{X_u, c_u\}$ is necessary to guarantee reversibility of the Markov chain.

**Stationary Distribution.** The local Glauber dynamics is ergodic: it is aperiodic, as there is always a positive probability of not changing any of the colors, and irreducible, since any (proper) coloring can be reached from any coloring. Moreover, the chain might possibly start from an improper coloring, but it will never move from a proper to an improper coloring, that is, it is absorbing to proper colorings. It is easy to verify that this local Glauber dynamics, due to its symmetric update rule, satisfies the detailed balance equation for the uniform distribution, meaning that the transition from $X$ to $X'$ has the same probability as a transition from $X'$ to $X$ for proper colorings. The chain thus is reversible and has the uniform distribution over all proper colorings as unique stationary distribution.

**Mixing Time.** Informally speaking, the Path Coupling Lemma says that if for all $X$ and $Y$ which differ in one node, we can define a coupling $(X, Y) \to (X', Y')$ in such a way that the expected number of nodes at which $X'$ and $Y'$ differ is bounded away from 1 from above, then the chain converges quickly. In Section 2.1, we formally describe such a path coupling, in Section 2.2, we list necessary (but not necessarily sufficient) conditions for a node to have two different colors after one coupling step, which is then used in Section 2.3 to bound the expected number of differing nodes by $1 - \delta$ for some constant $0 < \delta < 1$, depending on $\alpha$. Application of Lemma 2 then concludes the proof of Theorem 1.

\[ \Box \text{To simplify notation, we assume that } c_u = X_u \text{ in case } u \text{ is not marked.} \]

---

3 To simplify notation, we assume that $c_u = X_u$ in case $u$ is not marked.
2.1 Description of Path Coupling.

We look at two colorings $X$ and $Y$ that differ at a node $v_0 \in V$ only. That is, $r = X_{v_0} \neq Y_{v_0} = b$, for some $r \neq b \in [q]$, which we will naturally refer to as red and blue, respectively, and $X_v = Y_v$ for all $v \neq v_0 \in V$. In the following, we explain how every node $v \in V$ comes up with a pair $(c^X_v, c^Y_v)$ of new proposals, which then will be accepted or rejected based on the local Glauber dynamics rules.

**Marking.** In both chains, every node $v \in V$ is marked independently with probability $\gamma$, using the same randomness in both chains. In the following, we restrict our attention to marked nodes only; non-marked nodes are thought of proposing their current color as new color, i.e., $c^X_v = X_v$ and $c^Y_v = Y_v$.

**Consistent, Mirrored, and Flipped Proposals.** We introduce two possible ways of how proposals for a node $v$ can be sampled: **consistently** and **mirroredly**. For the consistent proposals, both chains propose the same randomly chosen color, that is, $c^X_v = c^Y_v = c$ for a u.a.r. $c \in [q]$. For the mirrored proposals, both chains assign the same random proposal if it is neither red nor blue, and a flipped proposal (i.e., red to one and blue to the other chain) otherwise. More formally, $c^X_v = c$ and $c^Y_v = \tau$ if $c \in \{r,b\}$ and $\tau$ the element in $\{r,b\} \setminus \{c\}$, and $c^X_v = c^Y_v = c$ if $c \notin \{r,b\}$, for a u.a.r. $c \in [q]$. We say that $v$ has flipped proposals if $c^X_v \neq c^Y_v$. Note that we say mirrored proposal to refer to the process of sampling mirroredly, and we say flipped if, as a result of sampling mirroredly, a node proposes different colors in the two chains.

**Breadth-First Assignment of Proposals.** Let $B = \{v \in V \setminus \{v_0\}: X_v \in \{r,b\}\} \subseteq V \setminus \{v_0\}$ be the set of nodes $v \neq v_0$ with current color red or blue, as well as $K = (\bigcup_{v \in B} N^+(v)) \setminus \{v_0\}$ its inclusive neighborhood, without $v_0$, where $N^+(v) := N(v) \cup \{v\}$. We ignore this set $K$ for the moment, and focus on the set $S \subseteq V \setminus K$ of marked nodes that are not adjacent to a node with color red or blue (except for possibly $v_0$). Informally speaking, we will go through these nodes in a breadth-first manner, with increasing distance $d \geq 0$ to node $v_0$, and fix their proposals layer by layer, but defer the assignment of nodes not (yet) adjacent to a node with flipped proposals, as follows. We repeatedly add all (still remaining) nodes that have a node in the last layer with flipped proposals to a new layer, and sample their proposals mirroredly, thus perform a breadth-first assignment on nodes with flipped proposals only. All remaining nodes sample their proposals consistently. Note that this in particular guarantees that a node is sampled consistently only if it not adjacent to a node with flipped proposals.

More formally, this can be described as follows. We define $M^0 = F^0 = \{v_0\}$, even if $v_0$ is not marked, and $M^1 = N(v_0)$. For the subsequent layer, we restrict the attention to (new) neighbors of nodes in $M^d$ with flipped proposals only, i.e., consider $M^{d+1} = N(F^d) \cup \bigcup_{i=0}^{d} M^d$ for $F^d = \{v \in M^d: c^X_v \neq c^Y_v\}$. For node $v_0$, if marked, the proposals are sampled consistently. For $d \geq 1$ and $v \in M^d$, the proposals are sampled mirroredly. For all remaining (marked) nodes, that is, nodes in $S \setminus M$ and nodes in $K$, proposals are sampled consistently. See Figure 1 for an illustration of this breadth-first-based approach.

**Accept Proposals.** The proposals $(c^X_v)_{v \in V}$ and $(c^Y_v)_{v \in V}$ in the chains $X$ and $Y$ are accepted or rejected based on the local Glauber dynamics rules, leading to colorings $X', Y' \in [q]^V$. 


Figure 1. The breadth-first layers $M^d$ for $d \geq 0$ of two chains that differ at $v_0 \in M^0$. The disk color corresponds to the node’s current color, where black means any color except red and blue. The color of the box around a node shows this node’s proposed color, where white stands for any color (possibly also red or blue, but consistent). Dashed boxes indicate the sets $F^d$ of nodes with flipped proposals. Note that node $v$ appears in layer 4 even though it has distance 3 to $v_0$. This is because we perform the breadth-first assignment only on nodes with flipped proposals. $v$’s neighbor $u$ does not have flipped proposals, thus is in $M^2 \setminus F^2$, which means that $u$’s neighbors are not added to the next layer. Only $v$’s neighbor $w \in F^3$ leads to $v$ being added to $M^4$.

2.2 Properties of the Coupling

The main observation is the following. If we ignore nodes with current colors red and blue for the moment, one can argue that $X'$ and $Y'$ can only differ at a node different from $v_0 = v$ if its proposals are flipped. Flipped proposals, however, can only arise when the proposals are sampled mirroredly, which happens only if there is a node in the preceding layer with flipped proposals (due to the breadth-first order in which we assign the proposals). A node thus can lead to an inconsistency only if there is path in $G$ from $v_0$ to this node consisting of nodes with flipped proposals, called a flip path.

We will next make this intuition with the flip paths more precise, in two parts: for nodes in $S$ (that sample their proposals mirroredly if adjacent to a node with flipped proposals) in Lemma 3 and for nodes in $K$ (that always sample their proposals consistently) in Lemma 4. See Figure 2 for an illustration of these two cases.

Lemma 3. If $X'$ and $Y'$ differ at $v \neq v_0$ in $S$, there is a flip path $(v_0, \ldots, v_\ell = v) \in F^0 \times \cdots \times F^\ell$ of length $\ell \geq 1$ in $G$, with the additional property that the proposal of $v$ is the opposite of the last color (red or blue) seen on this path, in both chains. More formally, $c_Y = c_{c_{v_{\ell}}} \neq c_Y = c_{X_{v_{\ell}}} = c_{X_{v_{\ell-1}}}$ if $\ell > 1$, and $c_X = X_{v_0}$ and $c_Y = Y_{v_0}$ if $\ell = 1$.

Proof. We first argue that $v$’s proposals must be flipped and accepted in both chains. Trivially, acceptance of a consistent proposal in both chains or rejection in both chains leads to $X'_v = Y'_v$. Moreover, observe that flipped proposals are, by construction, either accepted in both or rejected in both chains, as flipping changes the role of red and blue, but not the overall behavior. Indeed, suppose, without loss of generality, that $c_{c_{v_{\ell}}} = c \in \{r, b\}$ is rejected by $X$. Thus, in particular, $v$ has a neighbor $u$ with current color or proposal $c$ in $X$. As we are restricting our attention to the set $S$ which does not have any adjacent node with current color red or blue, except for $v_0$, either $u = v_0$ or $u$ proposes $c$. So $u$ either must have different current colors (if $u = v_0$) or have mirrored proposals (if $v \in F^d$, then $u \in M^d$ for
Some $d' \leq d + 1$, because at the latest $v$’s flipped proposal leads to $u$ being added to the subsequent layer, by how we assign the proposals in breadth-first manner) and hence flipped proposals. Thus, $v$’s proposal $\tau$ in $Y$ will be rejected by $Y$, since either $u = v_0 \in N(v)$ has color $\tau$ or $u \in N(v)$ proposes $\tau$.

It thus remains to rule out the case of consistent proposals that are accepted in one and rejected in the other chain. Towards a contradiction, suppose that $v$ proposes the same color $c_v$ in both chains, and that it is accepted in one and rejected in the other. Since $X_v = Y_v$ and $c_v^X = c_v^Y$, this can happen only if $v$ is adjacent either to $v_0$ or to at least one node with flipped proposals, as otherwise all proposals and all current colors in $v$’s inclusive neighborhood would be the same, leading to the same behavior in both chains. In both cases, $v \in M^d$ for some $d \geq 1$, which means that its proposals are sampled mirroredly. Hence, $c_v \notin \{r, b\}$, as otherwise the proposals would be flipped. Now, since neither $v$’s current color nor $v$’s proposals is red or blue, and neighbors of $v$ can differ in their colors or proposals only if red or blue is involved, the proposals are either accepted or rejected in both chains. It follows that indeed only nodes in $S$ with flipped proposals that are accepted in both chains can have different colors in $X'$ and $Y'$.

By construction of the layers, and since $v \in F^\ell$ for some $\ell \geq 1$, there must exist a sequence of nodes $v_1 \in F^1, \ldots, v_{\ell-1} \in F^{\ell-1}$ connecting $v_0$ to $v$ in $G$: a flip path of length $\ell$. Moreover, the proposal is accepted in a chain only if the proposed color is the opposite of the color (red or blue) that is seen on the path (either as proposal if $\ell > 1$, or as current color of $v_0$ if $\ell = 1$).

Lemma 4. If $X'$ and $Y'$ differ at $v \neq v_0 \in K$, there is a path $(v_0, \ldots, v_\ell = v) \in F^0 \times \cdots \times F^{\ell-1} \times K$ of length $\ell \geq 1$ in $G$, called an almost flip path, with the additional property that the proposal of $v$ is either red or blue, that is, $c_v = c_v^X = c_v^Y \in \{r, b\}$.

Proof. Since, by definition of the coupling, $v \in K$ samples its proposals consistently, $X'$ and $Y'$ can only differ at $v \neq v_0$ if the proposal is accepted in one and rejected in the other chain. This can happen only if $v$ is adjacent to either $v_0$ or to at least one node with flipped proposals. Otherwise, all proposals and all current colors in $v$’s inclusive neighborhood would be the same, leading to the same behavior. Hence, $v$ is adjacent to some $u \in F^d$ for some $d \geq 0$. By construction of the layers, there must exist a sequence of nodes $v_1 \in F^1, \ldots, v_{\ell-1} = u \in F^{\ell-1}$ connecting $v_0$ to $v$ in $G$: an almost flip path of length $\ell = d + 1$. Note that, in particular, because neighbors of nodes in $B$ are by definition sampled consistently (as they are in $K$), and a node at the end of an almost flip path has a neighbor with flipped proposals, this last node on an almost flip path must be in $K \setminus B$.

The proposal $c_v$ is accepted in one and rejected in the other chain only if $c_v \in \{r, b\}$. In that case, the chain with the same color on the end of the path will reject, the other will (possibly) accept.

2.3 Bounding the Expected Number of Differing Nodes

We show that $\mathbb{E}[\delta(X', Y') \mid X, Y] \leq 1 - \delta$ for some $0 < \delta < 1$, by bounding the expectations $\mathbb{E}[\sum_{v \neq v_0 \in V} 1 \{X'_v \neq Y'_v\} \mid X, Y]$ and $\mathbb{E}[1 \{X'_v \neq Y'_v\} \mid X, Y]$ separately. We will see that, as $\delta \to 0$, both terms can be bounded by $\approx \frac{1}{\alpha}$, leading to an expected number of roughly $\frac{2}{\alpha}$, which is strictly less than 1 for $\alpha > 2$. 
Nodes $v \neq v_0$. Section 2.2, or more precisely, Lemmas 3 and 4, show that the number of nodes (different from $v_0$) that have different colors in $X'$ and $Y'$ can be bounded by the number of (almost) flip paths with an additional property. We will next see that the expected number of such (almost) flip paths can be expressed as a geometric series summing over the depths of the layers.

There are at most $\Delta^\ell$ paths $(v_0, \ldots, v_\ell)$ of length $\ell$ in $G$. Moreover, each such path has probability $(2\gamma/q)^{\ell-1} \gamma/q$ of being a flip or almost flip path with the mentioned additional property, since all intermediate nodes $v_1, \ldots, v_{\ell-1}$ need to mark themselves and to propose one arbitrary color in $\{r, b\}$, and $v_\ell$ needs to mark itself and to propose the one color in $\{r, b\}$ as specified in Lemmas 3 and 4, respectively. Note that a path in $G$ can either be a flip path or an almost flip path, but never both. Moreover, observe that node $v_0$ does not need to be marked. We get

$$\mathbb{E} \left[ \sum_{v \neq v_0 \in V} 1(X'_v \neq Y'_v) \mid X, Y \right] \leq \sum_{\ell=1}^{\infty} \Delta^\ell \cdot \left( \frac{2\gamma}{q} \right)^{\ell-1} \cdot \frac{\gamma}{q} = \frac{1}{2} \sum_{\ell=1}^{\infty} \left( \frac{2\gamma \Delta}{q} \right)^{\ell-1} \leq \frac{\gamma \Delta}{q} \frac{1}{1 - 2\gamma \Delta/q}.$$  (1)

Node $v_0$. Chains $X'$ and $Y'$ can agree at node $v_0$ only if at least one the proposals is accepted. For that, $v_0$ needs to be marked and its proposal $c_{v_0} = c_{v_0}^X = c_{v_0}^Y$ needs to be different from all the at most $\Delta$ current colors of its neighbors, that is, $c_0 \notin \bigcup_{v \in N(v_0)} \{X_v\}$, which happens with probability at least $\gamma (1 - \Delta/q)$. Moreover, the proposals of $v_0$’s neighbors (if marked) need to avoid at most three colors in $\{c_{v_0}, r, b\}$, possibly less, which happens with probability at least $1 - 3\gamma/q$. We thus get

$$\mathbb{E} [1 \{X'_0 \neq Y'_0\}] \leq 1 - \gamma \left( 1 - \frac{\Delta}{q} \right) \left( 1 - \frac{3\gamma}{q} \right)^{\Delta}.  \quad (2)$$
Wrap-Up. Overall, combining Equations (1) and (2), we get

$$E[φ(X', Y') | X, Y] ≤ 1 - γ \left( 1 - \frac{1}{α} \right) e^{-\frac{6γ}{1 - 2γ}} + \frac{3γ}{1 - 2γ} = 1 - γ e^{-\frac{6γ}{1 - 2γ}} \left( 1 + \frac{6γ}{1 - 2γ} \right).$$

For $α > 2$ and $γ := γ(α)$ small enough, this is strictly bounded away from 1 from above, where the hidden constant depends on $α$ (but not on $Δ$ or $n$).
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1 Introduction

The problem of one-dimensional asymptotic consensus requires a system of agents, starting from potentially different initial real values, to repeatedly set their local output variables such that all outputs converge to a common value within the convex hull of the inputs. This problem has been studied in distributed control theory both from a theoretical perspective [10, 19, 5, 2] and in the context of robot gathering on a line [3] and clock synchronization [20, 16]. Extensions of the problem to multidimensional values naturally arise in the context of robot gathering on a plane or three-dimensional space [11], as subroutines in formation forming [10], and distributed optimization [4], among others.

The related problem of approximate consensus, also called approximate agreement, requires the agents to eventually decide, i.e., to only set their output variables once. Additionally all output variables must be within a predefined $\varepsilon > 0$ distance of each other and lie within the convex hull of the inputs. There is a large body of work on approximate consensus in distributed computing devoted to solvability and optimality of time complexity [13, 14] and applications in clock synchronization; see e.g. [24, 23].
Both problems were studied under different assumptions on the underlying communication between agents and their computational strength, including fully connected asynchronous message passing with Byzantine agents [24, 13] and communication in rounds by message passing in dynamic communication networks [19, 10]. In [6, 7] Charron-Bost et al. analyzed solvability of asymptotic consensus and approximate consensus in dynamic networks with round-wise message passing defined by network models: a network model is a set of directed communication graphs, each of which specifies successful reception of broadcast messages; see Section 2.1 for a formal definition. Solving asymptotic consensus in such a model requires to fulfill the specification of asymptotic consensus in any sequence of communication graphs from the model. Charron-Bost et al. showed that in these highly dynamic networks, asymptotic consensus and approximate consensus are solvable in a network model if and only if each of its graphs contains a spanning rooted tree. An interesting class of network models are those that contain only non-split communication graphs, i.e., communication graphs where each pair of nodes has a common incoming neighbor. Several classical fault-models were shown to be instances of non-split models [6], among them asynchronous message passing systems with omissions.

Recently the multidimensional version of approximate consensus received attention. Mendes et al. [18] were the first to present algorithms that solve approximate consensus in Byzantine message passing systems for $d$-dimensional real vectors. Their algorithms, Mendes–Herlihy and Vaidya–Garg, are based on the repeated construction of so called safe areas of received vectors to constraint influence of values sent by Byzantine agents, followed by an update step, ensuring that the new output values are in the safe area. They showed that the diameter of output values contracts by at least $1/2$ in each dimension every $d$ rounds in the Mendes–Herlihy algorithm, and the diameter of the output values contracts by at least $1 - 1/n$ every round in the Vaidya–Garg algorithm, where $n$ is the number of agents. The latter bound assumes $f = 0$ Byzantine failures and slightly worsens for $f > 0$. In terms of contraction rates as introduced in [15] (see Section 2.3 for a definition) of the respective non-terminating algorithms for asymptotic consensus, they thus obtain upper bounds of $\sqrt{1/2}$ and $1 - 1/n$. Note that the Mendes–Herlihy algorithm has a contraction rate depending only on $d$ but requires an a priori common coordinate system, and the algorithm’s outcome depends on the choice of this coordinate system. By contrast the Vaidya–Garg algorithm is coordinate-free, i.e., its outcome is invariant under coordinate transformations such as translation and rotation, but it has a contraction rate depending on $n$.

Charron-Bost et al. [8] analyzed convergence of the Centroid algorithm where agents repeatedly update their position to the centroid of the convex hull of received vectors. The algorithm is coordinate-free and has a contraction rate of $d/(d+1)$, independent of $n$. Local time complexity of determining the centroid was shown to be $\#P$-complete [21] while polynomial in $n$ for fixed $d$.

The contraction rate of the Centroid algorithm is always smaller or equal to that of the Mendes–Herlihy algorithm, though both contraction rates converge to 1 at the same speed with the dimension $d$ going to infinity. More precisely,

$$\lim_{d \to \infty} \frac{|1 - \sqrt{\frac{1}{2}}|}{|1 - \frac{d}{d+1}|} = \log 2 \ ,$$

which implies $|1 - \sqrt{\frac{1}{2}}| = \Theta\left(|1 - \frac{d}{d+1}|\right)$. 

Table 1 Comparison of local time complexity and contraction rates in non-split network models. Entries marked with an * are new results in this paper.

<table>
<thead>
<tr>
<th></th>
<th>MidExtremes</th>
<th>ApproachExtreme</th>
<th>Centroid</th>
<th>MH</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td>contraction rate</td>
<td>( \sqrt{\frac{7}{8}} )</td>
<td>( \sqrt{\frac{31}{32}} )</td>
<td>( \frac{d}{d+1} )</td>
<td>( \sqrt{\frac{\Delta}{2}} )</td>
<td>( 1 - \frac{1}{n} )</td>
</tr>
<tr>
<td>local TIME</td>
<td>( O(n^2d) )</td>
<td>( O(nd) )</td>
<td>#P-hard</td>
<td>( O(nd) )</td>
<td>( O(nd) )</td>
</tr>
<tr>
<td>coordinate-free</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

1.1 Contribution

In this work we present two new algorithms that are coordinate-free: the MidExtremes and the ApproachExtreme algorithm, and study their behavior in dynamic networks. Both algorithms are coordinate-free, operate in rounds, and are shown to solve asymptotic agreement in non-split network models. Terminating variants of them are shown to solve approximate agreement in non-split network models.

As a main result we prove that their contraction rate is independent of network size \( n \) and dimension \( d \) of the initial values. For MidExtremes we obtain an upper bound on the contraction rate of \( \sqrt{\frac{7}{8}} \) and for ApproachExtreme of \( \sqrt{\frac{31}{32}} \).

Due to the fact that classical failure models like asynchronous message passing with Byzantine agents possess corresponding network models, our results directly yield improved algorithms for the latter failure models: In particular, we improve the time complexity from the previously fastest approximate consensus algorithm in asynchronous message passing systems with Byzantine faults, the Mendes–Herlihy algorithm, from \( \Omega(d \log \frac{\Delta}{\epsilon}) \) to \( O(\log \frac{\Delta}{\epsilon}) \), where \( \Delta \) is the initial and \( \epsilon \) is the terminal diameter of the set of vectors of correct agents. Note that our algorithms share the benefit of being coordinate-free with the Vaidya–Garg algorithm presented in the same work.

Table 1 summarizes our results and the algorithms discussed above for asymptotic and approximate consensus. The table compares the new algorithms MidExtremes and ApproachExtreme to the Centroid, Mendes–Herlihy (MH), and Vaidya–Garg (VG) algorithms with respect to their local time complexity per agent and round and an upper bound on their contraction rate in non-split network models. A lower bound of \( 1/2 \) on the contraction rate is due to Függer et al. [15].

The Mendes–Herlihy algorithm has a smaller contraction rate than the MidExtremes algorithm whenever \( d \leq 10 \); the Centroid algorithm whenever \( d \leq 14 \). The Centroid algorithm is hence the currently fastest known algorithm for dimensions \( 3 \leq d \leq 14 \). For dimensions \( d = 1 \) and \( d = 2 \), the componentwise MidPoint algorithm has an optimal contraction rate of \( 1/2 \) [8]. Note that the MidExtremes algorithm is equivalent to the componentwise MidPoint algorithm for dimension \( d = 1 \). For \( d \geq 15 \), the MidExtremes algorithm is the currently fastest known algorithm.

We finally note that all our results hold for the class of inner product spaces and are not restricted to the finite-dimensional Euclidean spaces \( \mathbb{R}^d \), in contrast to previous work. For example, this includes the set of square-integrable functions on a real interval. However, finite value representation and means to calculate the norm have to be guaranteed. Further, local \( \text{TIME} \) becomes \( n^2 \), respectively, \( n \) norm calculations.
2 Model and Problem

We fix some vector space $V$ with an inner product $\langle \cdot, \cdot \rangle : V \times V \to \mathbb{R}$ and the norm $\|x\| = \sqrt{\langle x, x \rangle}$. The prototypical finite-dimensional example is $V = \mathbb{R}^d$ with the usual inner product and the Euclidean norm. The diameter of set $A \subseteq V$ is denoted by $\text{diam}(A) = \sup_{x,y \in A} \|x - y\|$. For an $n$-tuple $x = (x_1, \ldots, x_n) \in V^n$ of vectors in $V$, we write $\text{diam}(x)$ by slight abuse of notation to denote $\text{diam}\left(\{x_1, \ldots, x_n\}\right)$.

2.1 Dynamic Network Model

We consider a distributed system of $n$ agents that communicate in rounds via message passing, like in the Heard-Of model [9]. In each round, each agent $i$, broadcasts a message based on its local state, receives some messages, and then updates its local state based on the received messages and its local state. Rounds are communication closed: agents only receive messages sent in the same round.

In each round $t \geq 0$, messages are delivered according to the directed communication graph $G_t$ for round $t$: the message broadcast by $i$ in round $t$ is received by $j$ if and only if the directed edge $(i, j)$ is in $G_t$. Agents always receive their own messages, i.e., $(i, i) \in G_t$. A communication pattern is an infinite sequence $G_1, G_2, \ldots$ of communication graphs. A (deterministic) algorithm specifies, for each agent $i$, the local state space of $i$, the set of initial states of $i$, the sending function for which message to broadcast, and the state transition function. For asymptotic consensus, each agent $i$’s local state necessarily contains a variable $y_i \in V$, which initially holds $i$’s input value and is then used as its output variable. We require that there is an initial state with initial value $v$ for all vectors $v \in V$. A configuration is an $n$-tuple of local states. It is called initial if all local states are initial. The execution of an algorithm from initial configuration $C_0$ induced by communication pattern $G_1, G_2, \ldots$ is the unique sequence $C_0, C_1, C_2, C_3, \ldots$ alternating between configurations and communication graphs where $C_t$ is the configuration obtained by delivering messages in round $t$ according to communication graph $G_t$, and applying the sending and local transition functions to the local states in $C_{t-1}$ according to the algorithm. For a fixed execution and a local variable $z$ of the algorithm, we denote by $z_i(t)$ its value at $i$ at the end of round $t$, i.e., in configuration $C_t$. In particular, $y_i(t)$ is the value of $y_i$ in $C_t$. We write $y(t) = (y_1(t), \ldots, y_n(t))$ for the collection of the $y_i(t)$.

A specific class of algorithms for asymptotic consensus are the so-called convex combination, or averaging, algorithm, which only ever update the value of $y_i$ inside the convex hull of $y_i$ it received from other agents $j$ in the current round. Many algorithms in the literature belong to this class, as do ours.

Following [6], we study the behavior of algorithms for communication patterns from a network model, i.e., a non-empty set of communication patterns: a communication pattern is from network model $\mathcal{N}$ if all its communication graphs are in $\mathcal{N}$. We will later on show that such an analysis also allows to prove new performance bounds for more classical fault-models like asynchronous message passing systems with Byzantine agents.

An interesting class of network models are so called non-split models, i.e., those that contain only non-split communication graphs: a communication graph is non-split if every pair of nodes has a common in-neighbor. Charron-Bost et al. [6] showed that asymptotic and approximate consensus is solvable efficiently in these network models in the case of one dimensional values. They further showed that: (i) In the weakest (i.e., largest) network model in which asymptotic and approximate consensus are solvable, the network model of
all communication graphs that contain a rooted spanning tree, one can simulate non-split communication graphs. (ii) Classical failure models like link failures as considered in [22] and asynchronous message passing systems with crash failures have non-split interpretations. Indeed we will make use of such a reduction from non-split network models to asynchronous message passing systems with Byzantine failures in Section 3.2.

2.2 Problem Formulation

An algorithm solves the asymptotic consensus problem in a network model $\mathcal{N}$ if the following holds for every execution with a communication pattern from $\mathcal{N}$:

- **Convergence.** For every agent $i$, the sequence $(y_i(t))_{t \geq 0}$ converges.
- **Validity.** If $y_i(t)$ converges, then its limit is in the convex hull of the initial values $y_1(0), \ldots, y_n(0)$.

For the deciding version, the approximate consensus problem (see, e.g., [17]), we augment the local state of $i$ with a variable $d_i$ initialized to ⊥. Agent $i$ is allowed to set $d_i$ to some value $v \neq \bot$ only once, in which case we say that $i$ decides $v$. In addition to the initial values $y_i(0)$, agents initially receive the error tolerance $\varepsilon$ and an upper bound $\Delta$ on the maximum distance of initial values. An algorithm solves approximate consensus in $\mathcal{N}$ if for all $\varepsilon > 0$ and all $\Delta$, each execution with a communication pattern in $\mathcal{N}$ with initial diameter at most $\Delta$ satisfies:

- **Termination.** Each agent eventually decides.
- **$\varepsilon$-Agreement.** If agents $i$ and $j$ decide $d_i$ and $d_j$, respectively, then $\|d_i - d_j\| \leq \varepsilon$.
- **Validity.** If agent $i$ decides $d_i$, then $d_i$ is in the convex hull of initial values $y_1(0), \ldots, y_n(0)$.

2.3 Performance Metrics

A direct natural performance metric to assess the speed of convergence of agent outputs $y$ along an execution is the round-by-round convergence rate

$$c(t) = \frac{\text{diam} (y(t))}{\text{diam} (y(t-1))}$$

for a given round $t \geq 1$ in the respective execution. The round-by-round convergence rate is the supremum over all executions and rounds. While a uniform upper bound of $\beta < 1$ on the round-by-round convergence rate establishes convergence of the outputs, this measure fails in establishing convergence and comparing speeds of convergence for several algorithms considered in literature that set their output values every $k > 1$ rounds, or that do not converge during an initial phase.

The convergence rate, defined by

$$\limsup_{t \to \infty} \sqrt{\text{diam} (y(t))},$$

allows a comparison in this case by measuring eventual amortized convergence speed. For example, an algorithm that eventually contracts by a factor $\beta < 1$ every $k \geq 1$ rounds has a convergence rate of $\sqrt[k]{\beta}$.

As a performance measure for general asymptotic consensus algorithms, where agents do not necessarily set their outputs $y$ to within the convex hull of previously received values, [15] considered the contraction rate, measuring contraction of reachable output limits rather
than output values: Following [15], the valency of a configuration $C$, denoted by $Y^*(C)$, is defined as the set of limits of the values $y_i$ in executions that include configuration $C$. If the execution is clear from the context, we abbreviate $Y^*(t) = Y^*(C_t)$. The contraction rate of an execution is then defined as

$$\limsup_{t \to \infty} \sqrt{\text{diam} \left( Y^*(t) \right)} .$$

The contraction rate of an algorithm in a network model is the supremum of the contraction rates of its executions. For convex combination algorithms, the contraction rate is always upper-bounded by its convergence rate, that is,

$$\limsup_{t \to \infty} \sqrt{\text{diam} \left( Y^*(t) \right)} \leq \limsup_{t \to \infty} \sqrt{\text{diam} \left( y(t) \right)} ,$$

since the set of reachable limits $Y^*(t)$ at round $t$ is contained in the set of output values \{y_1(t), \ldots, y_n(t)\} at round $t$ for these algorithms.

Clearly, an algorithm that guarantees a round-by-round convergence rate of $c(t) \leq \beta$ also guarantees a convergence rate of at most $\beta$. Since both of our algorithms are convex combination algorithms, all our upper bounds on the round-by-round convergence rates are also upper bounds for the contraction rates.

The convergence time of a given execution measures the time from which on all values are guaranteed to be in an $\varepsilon$ of each other. Formally, it is the function defined as

$$T(\varepsilon) = \min \left\{ t \geq 0 \mid \forall \tau \geq t: \text{diam} \left( y(\tau) \right) \leq \varepsilon \right\} .$$

In an execution that satisfies $c(t) \leq \beta$ for all $t \geq 1$, we have the bound $T(\varepsilon) \leq \left\lceil \log_{1/\beta} \frac{\Delta}{\varepsilon} \right\rceil$ on the convergence time, where $\Delta = \text{diam} \left( y(0) \right)$ is the diameter of the set of initial values.

### 3 Algorithms

In this section, we introduce two new algorithms for solving asymptotic and approximate consensus in arbitrary inner product spaces with constant contraction rates. We present our algorithms and prove their correctness and bounds on their performance in non-split networks models. While we believe that this framework is the one in which our arguments are clearest, our results can be extended to a number of other models whose underlying communication graphs turn out to be, in fact, non-split. The following is a selection of these models:

- Rooted network models: This is the largest class of network models in which asymptotic and approximate consensus are solvable [6]. A network model is rooted if all its communication graphs include a directed rooted spanning tree, though not necessarily the same in all graphs. Although not every such communication graph is non-split, Charron-Bost et al. [6] showed that the cumulative communication graph over $n - 1$ rounds in a rooted network model is always non-split. In such network models, one can use amortized versions [7] of the algorithms, which operate in macro-rounds of $n - 1$ rounds each. If an algorithm has a contraction rate $\beta$ in non-split network models, then its amortized version has contraction rate $\sqrt[1/\beta]{\Delta}$ in rooted network models. The amortized versions of our algorithms thus have contraction rates independent of the dimension of the data.

- Omission faults: In the omission fault model studied by Santoro and Widmayer [22], the adversary can delete up to $t$ messages from a fully connected communication graph each round. If $t \leq n - 1$, then all communication graphs are non-split. If $t \leq 2n - 3$, then all communication graphs are rooted [6]. Our algorithms are hence applicable in both these cases and have contraction rates independent of the dimension.
Algorithm 1 Asymptotic consensus algorithm MidExtremes for agent $i$.

Initialization:
1: $y_i$ is the initial value in $V$

In round $t \geq 1$ do:
2: broadcast $y_i$
3: $\text{Rcv}_i \leftarrow$ set of received values
4: $(a, b) \leftarrow \arg \max_{(a, b) \in \text{Rcv}_i^2} \|a - b\|$
5: $y_i \leftarrow \frac{a + b}{2}$

Asynchronous message passing with crash faults: Building asynchronous rounds atop of asynchronous message passing by waiting for $n - f$ messages in each round, the resulting communication graphs are non-split as long as the number $f$ of possible crashes is strictly smaller than $n/2$. We hence get a constant contraction rate using our algorithms also in this model. For $f \geq n/2$, a partition argument shows that neither asymptotic nor approximate consensus are solvable.

Asynchronous message passing with Byzantine faults: Mendes et al. [18] showed that approximate consensus is solvable in asynchronous message passing systems with $f$ Byzantine faults if and only if $n > (d + 2)f$ where $d$ is the dimension of the data. The algorithms they presented construct a round structure whose communication graphs turn out to be non-split. Since the construction is not straightforward, we postpone the discussion of our algorithms in this model to Section 3.2.

3.1 Non-split Network Models

We now present our two new algorithms, MidExtremes and ApproachExtreme. Both operate in the following simple round structure: broadcast the current value $y_i$ and then update it to a new value depending on the set $\text{Rcv}_i$ of values $y_j$ received from agents $j$ in the current round. Both of them only need to calculate distances between values and form the midpoint between two values. In particular, we do not need to make any assumption on the dimension of the space of possible values for implementing the algorithms. We only need a distance and an affine structure, for calculating the midpoint. Our correctness proofs, however, rely on the fact that the distance function is a norm induced by an inner product.

Note that, although we present algorithms for asymptotic consensus, combined with our upper bounds on the convergence time, one can easily deduce versions for approximate consensus by having the agents decide after the upper bound. Our upper bounds only depend on the precision parameter $\varepsilon$ and (an upper bound on) the initial diameter $\Delta$. While upper bounds on the initial diameter cannot be deduced during execution in general non-split network models, it can be done in specific models, like asynchronous message passing with Byzantine faults [18]. Otherwise, we need to assume an a priori known bound on the initial diameter to solve approximate consensus.

The algorithm MidExtremes, which is shown in Algorithm 1, updates its value $y_i$ to the midpoint of a pair of extremal points of $\text{Rcv}_i$ that realizes its diameter. In the worst case, it thus has to compare the distances of $\Theta(n^2)$ pairs of values. For the specific case of Euclidean spaces $V = \mathbb{R}^d$ stored in a component-wise representation, this amounts to $O(n^2d)$ local scalar operations for each agent in each round.

It turns out that we can show a round-by-round convergence rate of the MidExtremes algorithm independent of the dimension or the number of agents, namely $\sqrt{7}/8$. For the
Algorithm 2 Asymptotic consensus algorithm ApproachExtreme for agent $i$.

Initialization:
1. $y_i$ is the initial value in $V$

In round $t \geq 1$ do:
2. broadcast $y_i$
3. $Rcv_i \leftarrow$ set of received values
4. $b \leftarrow \arg \max_{b \in Rcv_i} \|y_i - b\|
5. $y_i \leftarrow y_i + \frac{b_{Rcv_i}}{2}$

specific case of values from the real line $V = \mathbb{R}$, it reduces to the MidPoint algorithm [7], whose contraction rate of $1/2$ is known to be optimal [15].

**Theorem 1.** In any non-split network model with values from any inner product space, the MidExtremes algorithm guarantees a round-by-round convergence rate of $c(t) \leq \sqrt{7/8}$ for all rounds $t \geq 1$. Its convergence time is at most $T(\varepsilon) = \left\lceil \log\sqrt{\frac{8 \Delta}{\varepsilon}} \right\rceil$ where $\Delta$ is the diameter of the set of initial values.

In the particular case of values from the real line, it guarantees a round-by-round convergence rate of $c(t) \leq 1/2$ and a convergence time of $T(\varepsilon) = \left\lceil \log_2 \frac{\Delta}{\varepsilon} \right\rceil$.

The second algorithm we present is called ApproachExtreme and shown in Algorithm 2. It updates its value $y_i$ to the midpoint of the current value of $y_i$ and the value in $Rcv_i$ that is the farthest from it. While having the benefit of only having to compare $O(n)$ distances, and hence doing $O(nd)$ local scalar operations for each agent in each round in the case of $V = \mathbb{R}^d$ with component-wise representation, the ApproachExtreme algorithm also only has to measure distances from its current value to other agents’ values; never the distance of two other agents’ values. This can be helpful for agents embedded into the vector space $V$ that can measure the distance from itself to another agent, but not necessarily the distance between two other agents.

The ApproachExtreme algorithm admits an upper bound of $\sqrt{31/32}$ on its round-by-round convergence rate, which is worse than the $\sqrt{7/8}$ of the MidExtremes algorithm. For the case of the real line $V = \mathbb{R}$, we can show a round-by-round convergence rate of $3/4$, however.

**Theorem 2.** In any non-split network model with values from any inner product space, the ApproachExtreme algorithm guarantees a round-by-round convergence rate of $c(t) \leq \sqrt{\frac{31}{32}}$ for all rounds $t \geq 1$. Its convergence time is at most $T(\varepsilon) = \left\lceil \log\sqrt{\frac{32 \Delta}{31 \varepsilon}} \right\rceil$ where $\Delta$ is the diameter of the set of initial values.

In the particular case of values from the real line, it guarantees a round-by-round convergence rate of $c(t) \leq 3/4$ and a convergence time of $T(\varepsilon) = \left\lceil \log_{4/3} \frac{\Delta}{\varepsilon} \right\rceil$.

3.2 Asynchronous Byzantine Message Passing

We now show how to adapt algorithm MidExtremes to the case of asynchronous message passing systems with at most $f$ Byzantine agents. The algorithm proceeds in the same asynchronous round structure and safe area calculation used by Mendes et al. [18] whenever approximate consensus is solvable, i.e., when $n > (d + 2)f$. Plugging in the MidExtremes
algorithm, we achieve a round-by-round convergence rate and round complexity independent of the dimension $d$.

More specifically, our algorithm has a round complexity of $O(\log \frac{d}{\Delta})$, which leads to a message complexity of $O(n^2 \log \frac{d}{\Delta})$ where $\Delta$ is the maximum Euclidean distance of initial vectors of correct agents. In contrast, the Mendes–Herlihy algorithm has a worst-case round complexity of $\Omega(d \log \frac{d}{\Delta})$ and a worst-case message complexity of $\Omega(n^2 d \log \frac{d}{\Delta})$. We are thus able to get rid of all terms depending on the dimension $d$.

After an initial round estimating the initial diameter of the system, the Mendes–Herlihy algorithm has each agent $i$ repeat the following steps in each coordinate $k \in \{1, 2, \ldots, d\}$ for $\Theta(\log \frac{d}{\Delta})$ rounds:

1. Collect a multiset $V_i$ of agents’ vectors such that every intersection $V_i \cap V_j$ has at least $n - f$ elements via reliable broadcast and the witness technique [1].
2. Calculate the safe area $S_i$ as the intersection of the convex hulls of all sub-multisets of $V_i$ of size $|V_i| - f$. The safe area is guaranteed to be a subset of the convex hull of vectors of correct agents. Helly’s theorem [12] can be used to show that every intersection $S_i \cap S_j$ of safe areas is nonempty.
3. Update the vector $y_i$ to be in the safe area $S_i$ and have its $k$th coordinate equal to the midpoint of the set of $k$th coordinates in $S_i$.

The fact that safe areas have nonempty pairwise intersections guarantees that the diameter in the $k$th coordinate

$$\delta_k(t) = \max_{i,j \text{ correct}} \| y_i^k(t) - y_j^k(t) \|$$

at the end of round $t$ fulfills $\delta_k(t) \leq \delta_k(t - 1)/2$ if round $t$ considers coordinate $k$. The choice of the number of rounds for each coordinate guarantees that we have $\delta_k(t) \leq \varepsilon/\sqrt{d}$ after the last round for coordinate $k$. This in turn makes sure that the Euclidean diameter of the set of vectors of correct agents after all of the $\Theta(d \log \frac{d}{\Delta})$ rounds is at most $\varepsilon$.

The article of Mendes et al. [18] describes a second algorithm, the Vaidya–Garg algorithm, which replaces steps 2 and 3 by updating $y_i$ to the non-weighted average of arbitrarily chosen points in the safe areas of all sub-multisets of $V_i$ of size $n - f$. Another difference to the Mendes–Herlihy algorithm is that it repeats the steps not several times for every dimension, but for $\Theta(n^{f+1} \log \frac{d}{\Delta})$ rounds in total. The Vaidya–Garg algorithm comes with the advantage of not having to do the calculations to find a midpoint for the $k$th coordinate while remaining inside the safe area, but also comes with the cost of a convergence rate and a round complexity that depends on the number of agents.

The algorithm we propose has the same structure as the Mendes–Herlihy algorithm, with the following differences: (i) like the Vaidya–Garg algorithm it is missing the loop over all coordinates one-by-one, and (ii) we replace step 3 by updating vector $y_i$ to the midpoint of two points that realize the Euclidean diameter of the safe area $S_i$. According to our results in Section 4.1, the Euclidean diameter

$$\delta(t) = \max_{i,j \text{ correct}} \| y_i(t) - y_j(t) \|$$

of the set of vectors of correct agents at the end of round $t$ satisfies

$$\delta(t) \leq \sqrt{\frac{7}{8}} \delta(t - 1).$$

This means that we have $\delta(T) \leq \varepsilon$ after

$$T(\varepsilon) = \left\lceil \log \frac{\Delta}{\sqrt{\frac{7}{8}} \varepsilon} \right\rceil$$

rounds.
4 Performance Bounds

We next show upper bounds on the round-by-round convergence rate for algorithms MidExtremes (Theorem 1) and ApproachExtreme (Theorem 2) in non-split network models.

4.1 Bounds for MidExtremes

For dimension 1, MidExtremes is equivalent to the MidPoint Algorithm. We hence already know that $c(t) \leq \frac{1}{2}$ from [7], proving the case of the real line in Theorem 1.

For the case of higher dimensions we will show that $c(t) \leq \sqrt{\frac{7}{8}}$ holds. The proof idea is as follows: For a round $t \geq 1$, we consider two agents $i, j$ whose distance realizes $\text{diam}(y(t))$. By the algorithm we know that both agents set their $y_i(t)$ and $y_j(t)$ according to $y_i(t) = m = (a + b)/2$ and $y_j(t) = m' = (a' + b')/2$, where $a, b$ are the extreme points received by agents $i$ in round $t$ and $a', b'$ are the extreme points received by agents $j$ in the same round. All four points must lie within a common subspace of dimension 3, and form the vertices of a tetrahedron as depicted in Figure 1.

Further, any three points among $a, b, a', b'$ must lie within a 2 dimensional subspace, forming a triangle. Lemma 3 states the distance from the midpoint of two of its vertices to the opposite vertex, say $c$, and an upper bound in case the two edges incident to $c$ are upper bounded in length.

**Lemma 3.** Let $\gamma \geq 0$ and $a, b, c \in V$. Setting $m = (a + b)/2$, we have

$$
\|m - c\|^2 = \frac{1}{2} \|a - c\|^2 + \frac{1}{2} \|b - c\|^2 - \frac{1}{4} \|a - b\|^2.
$$

In particular, if $\|a - c\| \leq \gamma$ and $\|b - c\| \leq \gamma$, then

$$
\|m - c\|^2 \leq \gamma^2 - \frac{1}{4} \|a - b\|^2.
$$

**Proof.** We begin by calculating

$$
\|a - c\|^2 = \|(a - m) + (m - c)\|^2 = \|a - m\|^2 + \|m - c\|^2 + 2\langle a - m, m - c \rangle
$$

(1)

and

$$
\|b - c\|^2 = \|(b - m) + (m - c)\|^2 = \|b - m\|^2 + \|m - c\|^2 + 2\langle b - m, m - c \rangle.
$$

(2)
Adding (1) and (2), while noting
\[ \|a - m\|^2 = \|b - m\|^2 = \frac{1}{4}\|a - b\|^2 \]
and \( a - m = (a - b)/2 = -(b - m) \), gives
\[ \|a - c\|^2 + \|b - c\|^2 = \frac{1}{2}\|a - b\|^2 + 2\|m - c\|^2 . \]
Rearranging the terms in the last equation concludes the proof.

We are now in the position to prove Lemma 4 that is central for Theorem 1. The lemma provides an upper bound on the distance \( d' \) between \( m \) and \( m' \) for the tetrahedron in Figure 1 given that all its sides are upper bounded by some \( \gamma \geq 0 \) and the sum of the lengths of edge \( a, b \) and \( a', b' \), i.e., \( \|a - b\| + \|a' - b'\| \), is lower bounded by \( \gamma \). At the heart of the proof of Lemma 4 is an application of Lemma 3 for the three hatched triangles in Figure 1.

\[ \text{Lemma 4. Let } a, b, a', b' \in V \text{ and } \gamma \geq 0 \text{ such that} \]
\[ \text{diam}\{a, b, a', b'\} \leq \gamma \leq \|a - b\| + \|a' - b'\| . \]  
Then, setting \( m = (a + b)/2 \) and \( m' = (a' + b')/2 \), we have
\[ \|m - m'\| \leq \sqrt{\frac{7}{8}} \gamma . \]

Proof. Applying Lemma 3 with the points \( a, b, a' \) yields
\[ \|m - a'\|^2 \leq \gamma^2 - \frac{1}{4}\|a - b\|^2 . \]  
Another invocation with the points \( a, b, b' \) gives
\[ \|m - b'\|^2 \leq \gamma^2 - \frac{1}{4}\|a - b\|^2 . \]
Now, again using Lemma 3 with the points \( a', b', m \) and the bounds of (4) and (5), we get
\[ \|m - m'\|^2 \leq \gamma^2 - \frac{1}{4}\left(\|a - b\|^2 + \|a' - b'\|^2\right) . \]
Using the second inequality in (3) then shows
\[ \|m - m'\|^2 \leq \gamma^2 - \frac{1}{4}\left(\|a - b\|^2 + (\gamma - \|a - b\|)^2\right) . \]
Setting \( \xi = \|a - b\| \), we get
\[ \|m - m'\|^2 \leq \max_{0 \leq \xi \leq \gamma} \gamma^2 - \frac{1}{4}(\xi^2 + (\gamma - \xi)^2) . \]
Differentiating the function \( f(\xi) = \gamma^2 - \frac{1}{4}(\xi^2 + (\gamma - \xi)^2) \) reveals that its maximum is attained for \( -(2\xi - \gamma) = 0 \), i.e., \( \xi = \gamma/2 \), which gives
\[ \|m - m'\|^2 \leq \gamma^2 - \frac{\gamma^2}{8} = \frac{7}{8} \gamma^2 . \]
Taking the square root now concludes the proof.
We can now prove Theorem 1. For the proof we consider the tetrahedron with vertices \( a, b, a', b' \) as discussed before; see Figure 1. Recalling that the vertices \( a, b \) are vectors received by an agent \( i \) and \( a', b' \) vectors received by an agent \( j \) in the same round, we may infer from the non-split property that all communication graphs must fulfill that both \( i \) and \( j \) must have received a common vector from an agent. Together with the algorithm’s rule of picking \( a, b \) and \( a', b' \) as extreme points, we obtain the constraints required by Lemma 4. Invoking this lemma we finally obtain an upper bound on the distance \( d' \) between \( m \) and \( m' \), and by this an upper bound on the round-by-round convergence rate of the MidExtremes algorithm.

**Proof of Theorem 1.** Let \( i \) and \( j \) be two agents. Let \( a, b \in Rcv_i(t) \) such that \( y_i(t) = (a + b)/2 \) and \( a', b' \in Rcv_j(t) \) such that \( y_j(t) = (a' + b')/2 \). Define \( \gamma_{ij} = \text{diam} \left( \{a, b, a', b'\} \right) \). Since \( a, b, a', b' \) are the vectors of some agents in round \( t - 1 \), we have \( \gamma_{ij} \leq \text{diam} (y(t - 1)) \).

Further, from the non-split property, there is an agent \( k \) whose vector \( c = y_k(t - 1) \) has been received by both \( i \) and \( j \), i.e., \( c \in Rcv_i(t) \cap Rcv_j(t) \). By the choice of the extreme points \( a, b \) by agent \( i \), we must have \( \|a - c\| \leq \|a - b\| \); otherwise \( a, b \) would not realize the diameter of \( Rcv_i(t) \). Analogously, by the choice of the extreme points \( a', b' \) by agent \( j \), it must hold that \( \|a' - c\| \leq \|a' - b'\| \).

From the triangular inequality, we then obtain
\[
\|a - a'\| \leq \|a - c\| + \|c - a'\| \leq \|a - b\| + \|a' - b'\| .
\]

Analogous arguments for the other pairs of points in \( \{a, b, a', b'\} \) yield
\[
\text{diam} \left( \{a, b, a', b'\} \right) = \gamma_{ij} \leq \|a - b\| + \|a' - b'\| .
\]

We can hence apply Lemma 4 to obtain
\[
\|y_i(t) - y_j(t)\| \leq \sqrt{\frac{7}{8}} \gamma_{ij} \leq \sqrt{\frac{7}{8}} \text{diam} (y(t - 1)) .
\]

Taking the maximum over all pairs of agents \( i \) and \( j \) now shows
\[
\text{diam} (y(t)) \leq \sqrt{\frac{7}{8}} \cdot \text{diam} (y(t - 1)) ,
\]
which concludes the proof.

### 4.2 Bounds for ApproachExtreme

We start by showing the one-dimensional case of Theorem 2, i.e., \( V = \mathbb{R} \), in Section 4.2.1. Section 4.2.2 then covers the multidimensional case.

#### 4.2.1 One-dimensional Case

For the proof we use the notion of \( \varrho \)-safety as introduced by Charron-Bost et al. [7]. A convex combination algorithm is \( \varrho \)-safe if
\[
\varrho M_i(t) + (1 - \varrho) m_i(t) \leq y_i(t) \leq (1 - \varrho) M_i(t) + \varrho m_i(t)
\]  
\[
(7)
\]
where \( M_i(t) = \max (Rcv_i(t)) \) and \( m_i(t) = \min (Rcv_i(t)) \).

It was shown [7, Theorem 4] that any \( \varrho \)-safe convex combination algorithm guarantees a round-by-round convergence rate of \( c(t) \leq 1 - \varrho \) in any non-split network model. In the sequel, we will show that ApproachExtreme is \( \frac{1}{4} \)-safe when applied in \( V = \mathbb{R} \).
Proof of Theorem 2, one-dimensional case. Let \( i \) be an agent and \( t \geq 1 \) a round in some execution of ApproachExtreme in \( V = \mathbb{R} \). We distinguish the two cases \( y_i(t) \leq y_i(t-1) \) and \( y_i(t) > y_i(t-1) \).

In the first case, we have \( b \leq y_i(t-1) \) for the vector \( b \) that agent \( i \) calculates in code line 4 in round \( t \). But then necessarily \( b = y_i(t) \) since this is the most distant point to \( y_i(t-1) \) in \( \text{Rcv}_i(t) \) to the left of \( y_i(t-1) \). Also, \( y_i(t-1) > (M_i(t) + m_i(t)) / 2 \) since otherwise \( M_i(t) \) would be farther from \( y_i(t-1) \) than \( m_i(t) \). But this means that

\[
y_i(t) = \frac{y_i(t-1) + m_i(t)}{2} \geq \frac{1}{4} M_i(t) + \frac{1}{4} m_i(t) + \frac{1}{2} m_i(t) = \frac{1}{4} M_i(t) + \frac{3}{4} m_i(t) ,
\]

which shows the first inequality of \( \varrho \)-safety (7) with \( \varrho = \frac{1}{4} \). The second inequality of (7) follows from \( y_i(t-1) \leq M_i(t) \) since

\[
y_i(t) = \frac{y_i(t-1) + m_i(t)}{2} \leq \frac{1}{2} M_i(t) + \frac{1}{2} m_i(t) \leq \frac{3}{4} M_i(t) + \frac{1}{4} m_i(t) .
\]

In the second case, (7) is proved analogously to the first case. \( \blacksquare \)

4.2.2 Multidimensional Case

For the proof of Theorem 2 with higher dimensional values, we consider two agents \( i, j \) whose distance realizes \( \text{diam}(y(t)) \). From the ApproachExtreme \( y_i(t) = m = (a + y_i(t-1))/2 \) and \( y_j(t) = m' = (a' + y_j(t-1))/2 \) where \( a \) and \( a' \) maximize the distance to \( y_i(t-1) \) and \( y_j(t-1) \), respectively, among the received values.

To show an upper bound on the distance \( d' \) between the new agent positions \( m \) and \( m' \) in the multidimensional case, we need the following variant of Lemma 4 in which we relax the upper bound on \( \varrho \) by a factor of two, but thereby weaken the bound on \( d' \).

Analogous to the proof of Theorem 1, the proof is by applying Lemma 5 to the three hatched triangles in Figure 1.

\begin{lemma}
Let \( a, b, a', b' \in V \) and \( \varrho \geq 0 \) such that

\[
\text{diam}\{a, b, a', b'\} \leq \varrho \leq 2\|a - b\| + 2\|a' - b'\| .
\]

Then, setting \( m = (a + b)/2 \) and \( m' = (a' + b')/2 \), we have

\[
\|m - m'\| \leq \sqrt{\frac{31}{32}} \varrho .
\]

\end{lemma}

\begin{proof}
The proof of the lemma is essentially the same as that of Lemma 4, with the following differences: Equation (6) is replaced by

\[
\|m - m'\|^2 \leq \varrho^2 - \frac{1}{4} \left( \|a - b\|^2 + \left( \frac{\varrho}{2} - \|a - b\| \right)^2 \right) ,
\]

which changes the function \( f \) to \( f(\xi) = \varrho^2 - \frac{1}{4} (\xi^2 + (\frac{\varrho}{2} - \xi)^2) \). The maximum of this function \( f \) is achieved for \( \xi = \varrho/4 \), which means that

\[
\|m - m'\|^2 \leq f(\varrho/4) = \varrho^2 - \frac{\varrho^2}{32} = \frac{31}{32} \varrho^2 .
\]

\( \blacksquare \)

We are now in the position to prove Theorem 2.
Fast Multidimensional Asymptotic and Approximate Consensus

Proof of Theorem 2, multidimensional case. Let \( i \) and \( j \) be two agents. Let \( a = y_i(t-1) \) and \( a' = y_j(t-1) \). Further, let \( b \in \text{Rec}_i(t) \) such that \( y_i(t) = (a + b) / 2 \) and \( b' \in \text{Rec}_j(t) \) such that \( y_j(t) = (a' + b') / 2 \). Define \( \gamma_{ij} = \text{diam} \{a, b, a', b'\} \). Since \( a, b, a', b' \) are the vectors of some agents in round \( t - 1 \), we have \( \gamma_{ij} \leq \text{diam} (y(t - 1)) \).

From the non-split property, there is an agent \( k \) whose vector \( c = y_k(t - 1) \) has been received by both \( i \) and \( j \), i.e., \( c \in \text{Rec}_i(t) \cap \text{Rec}_j(t) \). By the choice of the extreme point \( b \) by agent \( i \), we must have \( \|a - c\| \leq \|a - b\| \); otherwise \( b \) would not maximize the distance to \( a \). Analogously, by the choice of the extreme points \( b' \) by agent \( j \), it must hold that \( \|a' - c\| \leq \|a' - b'\| \). Note, however, that the roles of \( a \) and \( b \) are not symmetric and that, contrary to the proof of Theorem 1, we can have \( \|b - c\| > \|a - b\| \) or \( \|b' - c\| > \|a' - b'\| \).

From the triangular inequality and the two established inequalities, we then obtain
\[
\|a - a'\| \leq \|a - c\| + \|a' - c\| \leq \|a - b\| + \|a' - b'\|,
\]
\[
\|a - b'\| \leq \|a - c\| + \|c - a'\| + \|a' - b'\| \leq \|a - b\| + 2\|a' - b'\|,
\]
and
\[
\|b - b'\| \leq \|b - a\| + \|a - c\| + \|c - a'\| + \|a' - b'\| \leq 2\|a - b\| + 2\|a' - b'\|.
\]
Analogously, \( \|a' - b\| \leq 2\|a - b\| + \|a' - b'\| \). Together this implies
\[
\text{diam} \{a, b, a', b'\} = \gamma_{ij} \leq 2\|a - b\| + 2\|a' - b'\|.
\]
We can hence apply Lemma 5 to obtain
\[
\|y_i(t) - y_j(t)\| \leq \sqrt{\frac{31}{32}} \gamma_{ij} \leq \sqrt{\frac{31}{32}} \text{diam} (y(t - 1)).
\]
Taking the maximum over all pairs of agents \( i \) and \( j \) now shows \( \text{diam} (y(t)) \leq \sqrt{\frac{31}{32}} \cdot \text{diam} (y(t - 1)) \), which concludes the proof.

5 Conclusion

We presented two new algorithms for asymptotic and approximate consensus with values in arbitrary inner product spaces. This includes not only the Euclidean spaces \( \mathbb{R}^d \), but also spaces of infinite dimension. Our algorithms are the first to have constant contraction rates, independent of the dimension and the number of agents.

We have presented our algorithms in the framework of non-split network models and have then shown how to apply them in several other distributed computing models. In particular, we improved the round complexity of the algorithms by Mendes et al. [18] for asynchronous message passing with Byzantine faults from \( \Omega(d \log \frac{d\epsilon}{\Delta}) \) to \( O(\log \frac{\Delta}{\epsilon}) \), eliminating all terms that depend on the dimension \( d \).

The exact value of the optimal contraction rate for asymptotic and approximate consensus is known to be 1/2 in dimensions one and two [15, 8], but the question is still open for higher dimensions. Our results are a step towards the solution of the problem as they show the optimum in all dimensions to lie between 1/2 and \( \sqrt{7}/8 \approx 0.9354 \ldots \)
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1 Introduction

Queuing processes have been in the heart of computing and communication for decades. Queues are governed by scheduling algorithms, and the desired property is stability – meaning that there is an upper bound on the numbers of packets queued at devices at any time. Recently, due to rapidly growing number of devices and popularity of distributed protocols, the impact of congestion on stability of queuing processes has become a vibrant research topic. In this work, we study stability of local packet scheduling policies in the process of dynamic broadcasting on a shared channel. A shared channel, also called a multiple access channel, is a broadcast network with instantaneous delivery of transmitted messages to every device (also called a node or a station) in the system and a possibility of conflict for access to the transmitting medium. A message sent via a channel by a station is received successfully by all the stations when its transmission has not overlapped with transmissions by other stations.
The traditional approach to modeling dynamic broadcasting and the corresponding queueing process on a shared channel has assumed continuous packet injection subject to stochastic constraints (typically, Poisson arrival rates). Recent papers, inspired by adversarial queueing theory for store-and-forward packet networks, studied stability of deterministic broadcasting on a shared channel in adversarial settings. An adversary is determined by two parameters: injection rate $\rho$, which is the average number of injected packets, and burstiness $b$, which is the maximum number of packets that may be injected in a round. To the best of our knowledge, all previous work assumed that scheduling policies receive some feedback from the channel that help them in achieving stability. Our approach is the first that considers local schedulers without any feedback from the channel.

1.1 Our results

This paper investigates stability and other properties of deterministic local packet schedulers which are used for distributed broadcasting on a shared channel. The stability is studied in adversarial setting, defined in terms of global injection rate $\rho$ and burstiness $b$. We consider two classes of local schedulers: adaptive and non-adaptive. The former allows stations to monitor and store some digest of the local queue history, especially its size, while the latter allows the policy only to check whether the current local queue is empty or not. We show that there is a local adaptive scheduling policy with relatively small memory, which is universally stable on a shared channel, that is, it has bounded queues for any $\rho < 1$ and $b \geq 0$. On the other hand, we prove that without memory the maximal stable injection rate is $O(1/\log n)$, more precisely, than any local non-adaptive scheduler can be stable only for injection rates $O(1/\log n)$. We also show a local non-adaptive policy based on novel idea of ultra strong selectors, which is stable for slightly smaller injection rate $c/\log^2 n$, for some constant $c > 0$.

1.2 Previous and related work

There is a rich history of research on broadcasting dynamically generated packets on multiple access channels. Early work in this direction included developing and studying properties of protocols like Aloha [1] and binary exponential backoff [23]. Most prior research on this topic has concentrated on scenarios when packets were injected subject to statistical constraints. Stability has been the basic quality criterion to achieve, understood in the sense that the input and output rates were equal. See the paper by Gallager [12] for an overview of early research; recent work includes the papers of Goldberg et al. [14], Goldberg et al. [15], Hästad et al. [17], and Raghavan and Upfal [24].

Adversarial queuing was introduced by Borodin et al. [8] as a framework to study stability of routing protocols in (point-to-point connected) networks under worst-case traffic scenarios modeled by adversaries. Andrews et al. [5] defined a greedy protocol to be universally stable when it was stable in all networks for any injection rate $\rho < 1$.

Bender et al. [6] studied stability of randomized backoff on a shared channel in adversarial settings in the queue-free model in which each packet is handled independently as if by a dedicated station. Stability was defined to mean that output rate was as large as injection rate. Some aspects of dynamic selection on multiple access channels by deterministic protocols were considered by Kowalski [21]. Both above approaches differ from the one in this paper, as they did not consider individual local queues.

Chlebus at al. [10] were the first who studied adversarial queuing on a shared channel. They however, similarly to all the follow up work (cf., [4, 3, 9]), assumed that schedulers are embedded into the channel, in the sense that they can receive channel feedback or
even attach and read additional information bits. Two of their results, however, could be transferred to the model of local scheduler assumed in this paper. Mainly, they showed that no acknowledgment-based protocol can be stable for injection rates larger than \( \frac{3}{1 + \log n} \), and that there is a stable acknowledgment-based protocol for rates at most \( \frac{1}{cn \log n} \), for a sufficiently large \( c > 0 \). This class of acknowledgment-based protocols is however different from the classes considered in this work, in the sense that the non-adaptive protocol restarts each time a new packet is considered by a scheduler – as such, it is difficult to compare their results with the ones in our work, and the only note we could make here is the huge exponential gap between the lower and upper bounds on stability rates.

Broadcasting on a shared channel with static input (i.e., when some \( k \) stations hold packets at the beginning of an execution) was also widely studied. The goal is to transmit either at least one of them, which is the selection problem, or all of them in the \( k \)-broadcast problem, in both cases as quickly as possible. Kushilevitz and Mansour \[22\] proved the lower bound \( \Omega(\log n) \) for the selection problem on the channel with \( n \) stations if collision detection was not available. Willard \[25\] developed protocols solving the selection problem in the expected time \( \mathcal{O}(\log \log n) \) in the channel with collision detection. This demonstrates that there is an exponential gap between models with collision detection and without it, with respect to the selection problem. The \( k \)-broadcast problem was studied by Greenberg and Winograd \[16\], Komlós and Greenberg \[20\], and Kowalski \[21\]. A related leader election problem was studied by Jurdziński et al. \[18\] for channels without collision detection. The related problem of wake-up, where stations become activated at possibly different times and have to transmit or exchange information, was also considered in the literature. It was introduced by Gąsieniec et al. \[13\]. They showed that if stations had access to a global clock then wake-up could be completed in the expected time \( \mathcal{O}(\log n) \) by a randomized protocol; this was later strengthened by Jurdziński and Stachowiak \[19\] who showed that the assumption about the global clock could be omitted. Czyżowicz et al. \[11\] studied deterministic solutions for the mutual exclusion and consensus problems on multiple-access channels when the adversary wakes up stations in arbitrary rounds. They considered various model settings, determined by the availability of three independent features: collision detection, global clock and knowledge of the number \( n \) of stations. In particular, they showed that if none of the three features is available then the problems are not solvable, while even a single of these features makes these problems feasible, with complexity of solutions depending on which combination of features is available. Bieńkowski et al. \[7\] analyzed randomized protocols for mutual exclusion under the model settings of \[11\].

## 2 Model

There are \( n \) stations attached to a shared channel. The stations have distinct names in the interval \([0, n - 1]\). Each station \( v \) knows its name \( v \) and also the number of all the stations \( n \), in the sense that these parameters can be used in code of protocols.

### 2.1 Shared channel

Shared channel, also called a multiple access channel, is a communication medium with some special properties. We assume that the channel operates synchronously. Every device connected to it, called a node or a station, has its clock and the clock cycles are all of exactly the same length and synchronized. An execution of a protocol is partitioned into rounds – it takes precisely one round to transmit a message. We assume that stations have access to a global clock, meaning that all the local clocks at stations give the same round numbers.
Every station occasionally receives packets to broadcast. Packets are stored in a local queue. Stations use local scheduling algorithms to decide whether to schedule a packet from the queue for transmission in the current round or not. When exactly one station schedules a packet for transmission in a round, then the message containing this packet is successfully delivered and the packet disappears from the queue. Unlike in the previous work, we assume that local schedulers do not receive any feedback from the channel – they could only make their decisions based on examining local queue. When at least two stations transmit simultaneously in a round then conflict for access or collision occurs in the round and none of the transmitted packet is successful (i.e., all remain in their local queues).

2.2 Adversaries injecting packets

Packets are injected into stations in a dynamic fashion in the course of an execution of a broadcasting protocol. Packet injection is modeled by an adversary. Adversaries are specified by constraints on the maximum rate of injection $\rho$ and by the burstiness of traffic $b$. An adversary generates a number of packets in each round and for each packet assigns a station to inject the packet in this round. The number of packets an adversary can inject into stations in one round is called the burstiness of the adversary. The adversary of type $(\rho, b)$ can inject at most $\rho t + b$ packets to stations, in total, during any time interval of $t$ rounds. This type of adversary is typically called leaky bucket.

2.3 Local schedulers

A broadcast algorithm is determined by the work of local scheduling algorithms at each station. A local scheduler is a deterministic and distributed algorithm, which has only access to the current local queue, global clock, and potentially some additional internal memory (different from the local queue), but does not receive any feedback from the channel. It decides whether to schedule a packet for transmission in the current round or not. A packet scheduled for transmission is removed from the queue automatically if the transmission was successful (i.e., no other packet was scheduled for transmission in the same round), and the scheduler is aware of it.

W.l.o.g. we assume that the queue at a station operates in the first-in-first-out (FIFO) fashion, as we are only interested in stability (i.e., bounded queue sizes).

We focus on two classes of local schedulers. First class, adaptive schedulers, allows the algorithm to access the current queue (in particular, knows its size) and can use additional local memory (different from the local queue) to store some digest of queue history. The second class, non-adaptive schedulers, requires that the scheduler knows only if the current queue is empty or not and does not use local memory to record any digest of the history of local computation.

2.4 Quality of service

We say that a local scheduler is stable for injection rate $\rho$ if in any execution of the scheduler against a $(\rho, b)$-adversary, for any $b$, queues are bounded at all times. Universal stability means stability for any injection rate $\rho < 1$. 
Universally stable algorithm with (small) memory

In this section we build a universally stable algorithm under the assumption that nodes can collect information about history of an execution in their local memory.

We construct the algorithm gradually: first, we describe the basic window-base brute-force idea for known injection rate $0 < \rho < 1$ and burstiness $b \geq 0$ and under assumption that a node has an additional feedback from the channel; second, we modify it to get rid of the above mentioned assumptions.

3.1 Window-based algorithm under additional assumptions

As mentioned earlier, the first algorithm will be designed for known injection rate \( \rho \) and burstiness \( b \). Additionally, in this part we only consider the beeping channel feedback model, where a node can distinguish between no transmitting nodes and at least one transmitting node on the channel; in other words, a node can use so called “beeps” (i.e., at least one transmission on the channel) to encode some control information to other nodes.

The algorithm partitions time into windows of length \( L \). Each window consists of a gossip stage and a transmission stage. In the gossip stage, the nodes learn the queue sizes of other nodes. Then they use this knowledge to compute locally an optimal schedule – as we will argue later, it will be the same at each node. In the transmission phase, the nodes use the schedule they computed in the preceding gossip phase to transmit all packets that were injected in the previous window. Below we specify the two stages in details.

Gossip phase

Let \( f(L) = \log L \) denote the maximal number of bits that any node must exchange in a gossiping algorithm in order to share its queue size taken from the beginning of the window (i.e., the size just at the beginning of the window); if the queue size is greater than \( L \), the node only announces it has \( L \) packets. A node may require \( f(L) \) packets just to transmit the information in the gossip phase. Therefore each node actively participates in communication within a window only if it has at least \( f(L) \) packets at the beginning of the window. Round robin algorithm is used for this purpose, repeated \( f(L) \) times – a node transmits a packet only if it actively participates in the current window and it is its turn on the list of stations used by the round robin algorithm and it has 1 on the \( i \)-th position of the binary representation of its queue size from the beginning of the window, where \( i \) is the current number of iterations of round robin. In order to perform this algorithm, memory size \( f(L) \) is required at each node.

Transmission phase

Each node has full knowledge about the queue states of all active nodes in the system (subject to restrictions that for queues larger than \( L \) the value \( L \) is known) at the beginning of the transmission phase. Note that memory size \( n \cdot f(L) \) is needed for it. Therefore all active nodes can compute the same transmission schedule to be used in the remainder of the window.

The nodes use a brute force algorithm to find the shortest schedule that transmits all packets injected before the end of the previous window and not yet transmitted, and then follow this schedule. There are at most \( \rho L + b \) packets injected into the system in the previous window, therefore a window of length \( T(\rho, b) + G(n, L) \) is long enough, where \( T(\rho, b) = \rho L + b \) is the length of the transmission phase, while \( G(n, L) \) is the length of the gossiping phase (in the gossiping phase the propagated queue sizes are capped by \( L \), hence \( \log L \) bits are enough in
Algorithm 1 Local Scheduling with Memory for a station \( v \).

1: \( L_v \leftarrow \min_{\text{length}} \)
2: loop
3: \( old_v \leftarrow \text{number of packets in the queue} \)
4: \( q_v \leftarrow \text{number of packets injected in the previous window} \)
5: if \( old_v > f(n, L_v) \) then
6: \( (\text{schedule, increase?}) \leftarrow \text{Gossip}(L_v) \)
7: if increase? then
8: \( L_v \leftarrow 2L_v \)
9: Idle until round \( t \) such that \( t \) is divisible by the new \( L_v \)
10: else
11: Transmit(schedule)

Each such transmission). Therefore, if we use window length \( L \geq (b + G(n, L))/(1 - \rho) \), there is enough time to transmit all packets from the previous window. Indeed, for such values of \( L \) we have the desired property \( L \geq T(\rho, b) + G(n, L) \).

Since we iterate round robin algorithm \( f(L) \) times for gossiping, we get \( G(n, L) = n \log L \). Therefore, there exists a sufficiently large window length \( L \) such that \( L \geq (b + n \log L)/(1 - \rho) \) and consequently the above algorithm transmits all packets injected in a window during the next window from all active nodes. This proves (recursively) that all packets in queues at the beginning of a window have been injected during the previous window (except for at most \( f(n, L) \) packets in each station, which could be injected earlier without activating the station), automatically implying stability.

3.2 Modified algorithm

The above brute-force window-based algorithm has a number of weaknesses:
1. \( \rho \) and \( b \) are known
2. users need to listen to the channel feedback (as opposed to only detecting own collisions)

Next we modify the above algorithm to get rid of these weaknesses. A high-level description of algorithm executed by a node is presented below, as Algorithm 1., with subprocedures Gossip (Procedure 2), Exchange (Procedure 3) and Transmit (described only in words).

Each node \( v \) knows its previous window size \( L_v \) (different nodes may have different window lengths). At the start of the algorithm, each node starts with a window of length \( \min_{\text{length}} = n(n - 1) \cdot 8 \). To minimize desynchronization that occurs, a node \( v \) only starts a window of length \( L_v \) if the current round \( t \) is divisible by \( L_v \).

Only nodes that started their window with at least \( n(n - 1) \cdot \log L_v \) packets in their queues participate in the window – these are called active nodes. Each inactive node \( u \) idles until it gets enough packets to become active (and then it idles until such a round \( t \) that is divisible by \( L_u \)).

In a window all active nodes learn each other’s fresh packets – packets injected in the previous window – and decide on a common transmission schedule that transmits all fresh packets. If the computed schedule is too long to fit by the end of their window, each active node \( v \) doubles its window size (and idles until the next window starts). Otherwise they transmit according to this schedule. If an active node \( v \) learns that some other active node \( u \) uses a shorter window than \( L_v \), then \( v \) informs \( u \) about this and \( u \) doubles its window length (and idles until the next window starts).
Algorithm 2 Procedure Gossip($L_v$).

1: ignore ← Exchange($\mathbf{1}$)
2: ignore ← Exchange($\mathbf{1}$)
3: $\mathbf{d}e\mathbf{?}$ ← Exchange($\mathbf{0}$)
4: if $\mathbf{d}e\mathbf{?} \neq \mathbf{0}$ then
5:   Idle for $3(\lceil \log W_v \rceil + 1)$ phases
6:   return $(null, true)$
7: $q_1, q_2, \ldots, q_{\lceil \log W_v \rceil} ← \text{bits of} \min(q_v, 2^{\lceil \log W_v \rceil})$
8: for $i ← 1; i \leq \lceil \log W_v \rceil; ++i$ do
9:   if $q_i = 1$ then
10:      $\vec{x} ← Exchange(\mathbf{1})$
11:      $\vec{y} ← Exchange(\mathbf{0})$
12: else
13:      $\vec{x} ← Exchange(\mathbf{0})$
14:      $\vec{y} ← Exchange(\mathbf{1})$
15: for $j ← 1; j \leq n; ++j$ do
16:   if $x_j = y_j$ then
17:      $z_j ← 1$
18: else
19:      $z_j ← 0$
20: $\mathbf{d}e\mathbf{?}\mathbf{?} ← Exchange(\vec{z})$
21: if $\mathbf{d}e\mathbf{?}\mathbf{?} \neq \mathbf{0}$ then
22:   Idle for $3(\lceil \log W_v \rceil + 1 - j)$ phases
23:   return $(null, true)$
24: ignore ← Exchange($\mathbf{0}$)
25: ignore ← Exchange($\mathbf{0}$)
26: $\mathbf{d}e\mathbf{?}$ ← Exchange($\mathbf{0}$)
27: if $\mathbf{d}e\mathbf{?} \neq \mathbf{0}$ then
28:   return $(null, true)$
29: schedule ← compute(exchange_results)
30: return $(schedule, false)$

Exchange subprocedure. Exchange subprocedure’s goal is to transmit a single bit of information to and from each active node (it can transfer different bits to each node) and therefore implements beeps from the previous section.

It takes $n(n - 1)$ rounds. This timeframe is divided into $n$ intervals of $n - 1$ rounds each. In the $i$-th interval a $i$-th node has a chance to transmit a bit to each of the $n - 1$ other nodes. $i$-th node transmitting a packet in $j$-th round of $i$-th interval means that $i$-th node tries to transmit a binary signal 1 to the $j$-th node (to the $j + 1$-th node if $j \geq i$). No transmission in $j$-th round of interval $i$ from node $i$ means that either $i$-th node transmits a binary 0 to the $j$-th node (or $j + 1$-th node) or it is inactive.

Furthermore, the active nodes need to be able to receive these bits of information. Each active node $j$ transmits a packet in $j$-th round of every interval $i$ for $i < j$ and of every interval $i + 1$ for $i \geq j$. If a collision occurred in $j$-th round of interval $i$, then either (for $j < i$) $j$-th node interprets this as $i$-th node transmitting a bit 1 or (for $j \geq i$) $j$-th node interprets this as $i + 1$-th node transmitting a bit 1.
Algorithm 3 Procedure Exchange($\vec{x}$) for a node $v$.

1: for block ← 1; block ≤ $n$; ++ block do
2:   if block = $v$ then
3:     for $j$ ← 1; $j$ ≤ $n$ − 1; ++ $j$ do
4:       if $x_j$ = 1 then
5:         Send a packet
6:       else
7:         Idle for 1 round
8:   else
9:     for $j$ ← 1; $j$ ≤ $n$ − 1; ++ $j$ do
10:    if ($v$ < block and $v$ = $j$) or ($v$ > block and $v$ = $j$ + 1) then
11:       Send a packet
12:    else
13:       Idle for 1 round

Note that the exchange procedure has no guarantees about successful transmissions. It is used solely for communication.

Gossip stage. Gossip stage is used to share queue sizes of all active nodes, so that they can agree on a common schedule. Furthermore it is used to find out whether some nodes should increase their window sizes.

Gossip stage is divided into $\log L_v + 2$ phases. Each phase consists of 3 exchange routines. The first phase and the last phase are used to inform other gossiping nodes about $v$’s start and end of gossiping stage. The middle $\log L_v$ phases are used to transmit $v$’s queue size, each phase for one bit.

The first phase of gossip of node $v$ is always exchanging 110 to each other node. The last phase of gossip is always exchanging 000 to each other node. In the middle phases, a transmission of a bit 1 is encoded as exchanging 10? to each other node, while a transmission of a bit 0 is encoded as exchanging 01? to each other node, where the third exchange of these phases will be described later.

This kind of coding is used to ensure that nodes with different window lengths, and therefore desynchronized gossiping phases, find out about each other and learn which one has shorter window length. Indeed, if another node $u$ with a shorter window length starts a gossip stage at the same time as $v$, $v$ learns that $u$ has a shorter gossip (and therefore a shorter window $L_u$) after 2 exchanges of the last $u$’s phase (00 are enough to identify the finishing phase). If $u$ starts a gossip during $v$’s gossip stage, within 2 exchanges (11 at the start of $u$’s gossip) $v$ learns about it.

For every node $u$ that starts or finishes a gossip during $v$’s gossip, $v$ exchanges kill to node $u$ – a bit 1 on the third exchange of the phase when $v$ found out that $u$ is desynchronized (this was denoted earlier by a ‘?’). A node that hears a kill from any other node immediately stops its transmissions, doubles its window size and waits until the next start of a window.

If the nodes after a gossiping phase find out that they are not able to transmit all packets from the previous window (i.e., the computed schedule would be too long for the allocated length of transmitting stage), then they double their window lengths.
Transmission stage. Transmission stage is used to transmit all fresh packets, according to a schedule found during a gossip stage. Note that gossip stage may successfully transmit some fresh packets or packets injected in earlier windows. Therefore a node may have not enough fresh packets to use the schedule, but that means that in this window it successfully transmitted all fresh packets.

Note that the schedule guarantees no collisions between nodes that started their windows at the same time. However, a collision may occur with a node which started its window at a different time, so with a different window length. If a node $v$ detects a collision during its transmission stage, it stops following its schedule, and instead transmits kill messages to all other nodes until it runs out of packets or the window ends. These kill messages are transmitted in all rounds during intervals $I = [t + 2n(n-1), t + 3n(n-1))$, for every $t$ divisible by $3n(n-1)$ (these are the rounds reserved for kill messages in gossiping nodes).

These transmissions will cause collisions with other active nodes $u$ in their transmission stage or in their gossip stage. So $u$ will either start transmitting kill messages (in case it happened during the transmission stage), or it will interpret this collision as a kill message (if it happened during the gossip stage).

3.3 Analysis of the modified algorithm

Theorem 1. There exists an adaptive scheduler against any adversary with injection rate $\rho < 1$ and burstiness $b$.

We show that the algorithm described above is a scheduler satisfying requirements of the theorem. We need to prove 2 lemmas:

Lemma 2. For any $\rho$ and $b$ there exists a window length $L_{\text{max}}$, such that it is never exceeded.

Lemma 3. In every window of length $L_{\text{max}}$ either all nodes transmit all packets injected in the previous window of length $L_{\text{max}}$ or some node decides to increase its window length.

If both lemmas hold, then there is a finite number of windows where packets are processed slower than they are injected. Therefore the queues are bounded and the algorithm is universally stable. It remains to show that both above lemmas hold.

Proof of Lemma 2. For every $n$, $\rho$, $b$ there exists a window length $L$ such that if every node achieves it, all the nodes transmit all the packets injected in the previous window, without collisions during transmission stages (see the explanation in the base algorithm, Section 3). Observe that a node $v$ increases its window length in two cases:

- Case 1: During Gossip stage it heard a kill message from another node $u$.
- Case 2: During Gossip phase it found out that it has too many packets to transmit in a window of current length.

Note that the 1st case can only occur if $u$ has a longer window than $v$, therefore $L_u < L$, so $2L_u \leq L$.

The 2nd case allows a node with the longest window in the entire network to increase its window length. This however happens only if the current window length is insufficient and therefore shorter than $L$.

Therefore the lemma holds for $L_{\text{max}} = L$. ▶
Proof of Lemma 3. If a node is unable to transmit all fresh packets, then in the gossip phase it doubles its window length. If a node $v$ was unable to successfully transmit all fresh packets due to collisions during $v$’s transmissions stage with a node $u$ that has a different window length, one of the cases below occurred:

1. $L_u < L_v$ and $u$ started its window before (or in the same phase) $v$ finished its gossip stage – $u$ receives a kill from $v$ at the start of $u$’s gossip.
2. $L_u < L_v$ and $u$ started its window after $v$ finished its gossip stage – $v$ detects a collision during its transmission stage and starts transmitting kill messages instead of following its schedule. Either $u$ heard a kill message from $v$ or $v$ ran out of packets (transmitted all fresh packets).
3. $L_u > L_v$ and $u$ started its window at the same time that $v$ – $v$ receives a kill at the end of its gossip stage.
4. $L_u > L_v$ and $u$ started its window before $v$ and $u$ finished its gossip stage after (or in the same phase) $v$ started its gossip stage – $v$ receives a kill at the start of its gossip.
5. $L_u > L_v$ and $u$ started its window before $v$ and $u$ finished its gossip stage before $v$ started its gossip stage – $u$ detects a collision during its transmission stage and starts transmitting kill messages instead of following its schedule. Either $v$ heard a kill message from $u$ or $u$ ran out of packets (transmitted all fresh packets).

Therefore any active node $v$ during its window either:
- transmits all its fresh packets,
- finds out its window length is too short to transmit its packets,
- receives a kill message,
- transmits a kill message that is received by another node.

So either all active nodes transmit all their fresh packets in their every window during interval of length $L_{\text{max}}$ or there exists a node that increased its window length. □

Memory usage. Note that a node remembers queue sizes of all other nodes, where queue sizes are bounded by $L_{\text{max}}$ (a value dependent on $b$, $\rho$ and $n$). So each node uses at most $n \cdot \log L_{\text{max}}$ bits of memory.

4 Unknown queue size

In this section we consider a class of protocols where stations do not know how many packets they have themselves. Each station decides whether to send a packet or not based only on the current round number. If such station has no packets to send, it simply fails.

4.1 Impossibility result

In this subsection we will show that no oblivious algorithm can be stable against an adversary with injection rate $\rho = \omega(1/\log n)$. Firstly, we introduce some auxiliary terminology and provide a high level description of the proof of the result. Then the formal proof follows.

4.1.1 Auxiliary terminology and high level description of the impossibility result

For a given set $X$, let $2^X$ denote the set of all subsets of $X$.

Definition 4. A scenario is a class of packet arrival patterns where only a specific subset of stations have packets injected into them.
According to the above definition, each scenario can be identified with a subset of \([n]\) corresponding to nodes to which packets can be injected. And therefore, there are \(2^n\) possible scenarios.

Consider a fixed oblivious algorithm \(A\) for a system which consists of \(n > 0\) nodes. Then, for a fixed set of scenarios \(S \subset 2^n\) (i.e., subsets of \(U = [n]\)), let us build a bipartite graph \(G(U \cup S, E)\), where \((u, s) \in E\) iff \(u \in s\). That is, \((u, s)\) denotes the fact that an adversary can inject packets to the node \(u\) in the scenario \(s\). [Observe that each bipartite graphs with partition of nodes \(U \cup S\) and \(U = [n]\) uniquely describes a set of scenarios and each set of scenarios \(S\) uniquely determines the graph \(G(U \cup S, E)\).]

We say that an execution of a system is saturated with respect to a scenario \(s \subseteq [n]\) in some period of time when each queue \(i \in s\) is nonempty at each round of the given period.

For a given schedule \(A\), let us restrict to its saturated executions on some set of scenarios. Then, one can characterize successful rounds of schedule \(A\) (i.e., such that a packet is transmitted) in saturated executions for various scenarios, using the following terminology.

We say that a set \(H \subseteq [n]\) hits a scenario \(s \subseteq [n]\) iff \(|H \cap s| = 1\). Now, for a given round \(t\), let \(A_t \subseteq [n]\) be the set of nodes which transmit a message in round \(t\) according to the schedule \(A\) (provided their queues are not empty). We also say that the scenario \(s\) is successful in round \(t\) of \(A\) if a packet is successfully transmitted in round \(t\) of a saturated execution of \(A\) in the scenario \(s\). One can easily observe that \(s\) is successful in round \(t\) of \(A\) iff \(A_t\) hits \(s\), i.e., \(|A_t \cap s| = 1\). Thus, the number of (saturated) executions from a given set \(S\) in which a packet is successfully transmitted in round \(t\) is equal to the number of elements of \(S\) which are hit by \(A_t\).

Interestingly, the above characterization of successful transmissions in saturated executions in the scenarios from the set \(S\) is closely related to broadcasting in radio networks. Let us consider a restricted broadcasting problem, where all nodes from \(U\) know a message \(M\) and the goal is to deliver \(M\) to all nodes from \(S\) in a radio network described by \(G(U \cup S, E)\). The radio network [2] is the model of distributed networks, where node \(u\) of a graph \(G\) receives a message from \(v\) in a round \(t\) iff \(v\) is the only (in)neighbor of \(u\) in \(G\) transmitting a message in \(r\). One can observe that, for the set of transmitters \(A_t\),

- the number of successful scenarios from \(S\) in round \(t\),
- the number of elements of \(S\) which receive a message (from nodes in \(U\)) in the radio network \(G(U \cup S, E)\) in a round in which the set of transmitters is equal to \(A_t\), and
- the number of elements of \(S\) hit by \(A_t\) coincide. Using this relationship, we will be able to use the lower bound for broadcasting in radio networks from [2], which in particular implies that the above restricted broadcasting problem requires \(\Omega(\log^2 n)\) rounds.

In the nutshell, the proof of our impossibility goes as follows. Firstly, we focus merely on saturated executions. For a given set of scenarios \(S\), we say that a round \(t\) is \(c\)-sparse if the number of successful scenarios from \(S\) in \(t\) wrt saturated executions is at most \(O(|S|/(c \log |S|))\). (Recall that the set of successful scenarios from \(S\) in round \(t\) is equal to the set of the elements of \(S\) which are hit by the set of transmitters \(A_t\).) A set of scenarios \(S\) is universally \(c\)-sparse if it is \(c\)-sparse for each possible round of each schedule (i.e., for each possible set of nodes transmitting in a round).

The main technical step towards our result is phrased in the lemma (Lemma 8) which says that, for some constant \(c_2 \geq 1\) and for some arbitrarily large \(n\), there exists a universally \(c_2\)-sparse set of scenarios of size polynomial wrt \(n\). Intuitively, this technical claim says that only a fraction of \(\frac{1}{c_2 \log |S|}\) scenarios from \(S\) are successful in each round of each oblivious schedule \(A\). We prove this particular lemma by contradiction: assuming that it is false, we build a schedule for the restricted broadcasting problem in radio networks of length \(O(\log^2 n)\), which contradicts the lower bound for this problem from [2].
The above described technical result implies that, on average, a scenario from a certain set \(S\) is successful once in each \(c_2 \log |S|\) rounds. This in turn implies that, for each oblivious algorithm \(A\) and each round \(t\), there exists a scenario \(v \in S\) and time period \([t, t+s)\) \((s \geq n)\) such that at most \(s_{\rho'}\) packets are successfully transmitted during a saturated execution of \(A\) in the period \([t, t+s)\) for the scenario \(v\) and some \(\rho' = \frac{1}{c_2 \log |S|} = O(1/\log n)\).

However, the above reasoning holds only for saturated executions. In order to generalize this idea for arbitrary executions, we need to show that an adversary is able to inject packets in such a way that an actual executions worsk as an saturated one, for arbitrary long period of time. We deal with this challenge in Lemma 6, proved by contradiction.

### 4.1.2 Formal proof of the impossibility result

Let \(n\) be the number of stations, \(\rho = \delta/\log n\) for some constant \(\delta\) be the injection rate of an adversary \(ADV\) and \(b > n\) be the burstiness of the adversary \(ADV\). Let us fix an algorithm \(ALG\). Let \(f(x)\) be an arbitrary function such that \(f(x) \to \infty\) if \(x \to \infty\) and \(f(x) = o(x)\).

**Theorem 5.** There exist arbitrarily large numbers of stations \(n\) such that no non-adaptive scheduler can have bounded queues against an adversary with injection rate \(\rho = 1/\log n\) and burstiness \(b > n\).

To prove Theorem 5, we will need additional definitions and Lemma 6.

Let \(ALG(v, I)\) for some scenario \(v\) and time interval \(I\) be the number of packets successfully transmitted by \(ALG\) during interval \(I\) under a saturated execution.

An interval \(I = [t_b, t_e]\) is a \(\rho\)-bounded interval if there exists a scenario \(v \in S\) and a constant \(s^* = b - n \geq 1\) such that for every time \(t \in I\):

\[
ALG(v, [t_b, t]) = \rho' \cdot (t - t_b) < s^*.
\]

**Lemma 6.** Consider \(\rho' = c/\log n < \rho\). There exist arbitrarily large numbers of stations \(n\) and an infinite sequence of time prefixes \(T_i\) such that for each prefix \(T_i\) there exists a \(\rho'\)-bounded interval \(I \subseteq T_i\) of length \(f(\tau_i)\), where \(\tau_i = |T_i|\).

**Proof of Theorem 5.** Consider an adversary \(ADV'\) with injection rate \(\rho' = O(1/\log n)\) and burstiness \(b = n + s^*\). Let \(T\) be one of the prefixes \(T_i\) whose existence is postulated in Lemma 6 and \(\tau = |T|\). Let \(v\) be the scenario and \(I = [t_b, t_e)\) – the interval of length \(f(\tau)\) that correspond to \(T\). \(ADV'\) will wait without injecting any packets until \(t_b\). Then in one round it will inject 1 packet to each station in scenario \(v\) (using at most \(n\) from its burstiness). After that (until \(t_e\)), whenever \(ALG\) successfully transmits a packet in the scenario \(v\), \(ADV'\) injects a new packet to the station that just transmitted. According to Lemma 6 \(ADV'\) can do this using at most additional \(s^*\) of its burstiness.

Therefore an adversary \(ADV\) with injection rate \(\rho = \omega(1/\log n)\) and burstiness \(b = n + s^*\) can inject an additional \((\rho - \rho') \cdot f(\tau)\) packets into the system that will not be transmitted by time \(t_e\). So as we pick longer prefixes \(T\) (that exist according to Lemma 6), we get \(f(\tau) \to \infty\) and thus \((\rho - \rho') \cdot f(\tau) \to \infty\). So the queues are not bounded.

Before we prove Lemma 6, we introduce a new structure and more auxiliary lemmas.

**Definition 7.** A connected graph \(G\) is \((n, c_2)\)-good if:
1. \(G\) is bipartite, with partition \(U\) and \(S\),
2. \(|U| = n\),
3. \(|S| = s = \text{poly}(n) \leq n^{c_2}\),
4. \(|S| \geq |U|\),
5. each node in \(S\) has at least one neighbour in \(U\).
The set $U$ represents original stations. Each element $a \in S$ represents a scenario, where only the nodes adjacent to $a$ in graph $G$ receive packets.

**Lemma 8.** There exist arbitrarily large numbers $n$, such that there exists a $(n, c_2)$-good graph $G = (U \cup S, E)$ such that in one round $U$ can transmit a packet to at most $\frac{s}{c_2 \log s}$ nodes in $S$, where $s = |S|$ and $c_2 \geq 1$ is some constant.

We will prove the above lemma later (but we use it now).

**Proof of Lemma 6.** Proof by contradiction.

Consider an adversary $ADV'$ with injection rate $\rho' < \rho$. According to Lemma 8 there exists arbitrarily large $n$ and a $(n, c_2)$-good graph $G$ such that in one round $U$ can transmit a packet to at most $\frac{s}{c_2 \log s}$ nodes in $S$.

Contrary, assume that for all scenarios $v \in S$, all intervals $I = [t_b, t_e] \subseteq T$ such that $t_e - t_b = f(\tau)$, there exists $t \in I$ such that

$$\text{Alg}(v, [t_b, t]) - \rho' \cdot (t - t_b) \geq s^*.$$  

Then we can split almost every prefix $T' = T \setminus (\tau - f(\tau), \tau]$ into small intervals $J_1, J_2, \ldots, J_k$ for some $k$, where $J_i = [t_{i-1}, t_i]$ ends at time $t_i$, for which the above inequality holds, where $t_0 = 0$ is the beginning of prefix $T$ and $t_k \in [\tau - f(\tau), \tau] \subseteq T$. So for all $i$ we have $|J_i| \leq f(\tau)$ and $\text{Alg}(v, J_i) - \rho' \cdot |J_i| \geq s^*$. For each $J_i$ we have $\text{Alg}(v, J_i) \geq \rho' \cdot |J_i|$. We can sum this over all $J_i$ to get

$$\text{Alg}(v, T') \geq \sum_i \rho' \cdot |J_i| \geq \rho' \cdot (\tau - f(\tau) + 1).$$

Let $B$ be the sum of all successful transmissions by the algorithm $\text{ALG}$ across all considered scenarios $S$. So

$$B \geq \sum_{v \in S} \text{ALG}(v, T') \geq s \cdot \rho' \cdot (\tau - f(\tau) + 1)$$

On the other hand, since the set of scenarios $S$ is represented by a $(n, c_2)$-good graph $G$, in at most $\frac{s}{c_2 \log s}$ scenarios a packet can be sent in one round of the algorithm (we picked our $n$ and $G$ according to Lemma 8). Therefore in $\tau$ rounds there are at most $\tau \cdot \frac{s}{c_2 \log s}$ packets sent across all scenarios. So

$$B \leq \tau \cdot \frac{s}{c_2 \log s}.$$  

Then we must have $\tau \cdot \frac{s}{c_2 \log s} \geq s \cdot \rho' \cdot (\tau - f(\tau) + 1)$, and thus $\rho' \leq \frac{s}{(\tau - f(\tau) + 1) c_2 \log s}$. Since $f(\tau) = o(\tau)$, for large enough $\tau$ we have $\frac{\tau}{(\tau - f(\tau) + 1)} < 2$ and so

$$\rho' \leq \frac{1}{c_2 \log s} = \frac{1}{c_2 \log n^{c_2}} = \frac{1}{c_2^2 c_2 \log n}.$$  

However $\rho' = c/\log n$ and for $c > 1/(c_2)^2$ we have a contradiction! ▶

**Proof of Lemma 8.** Proof by contradiction.

Suppose that for all $s$, for all $(n, c_2)$-good graphs $G = (U \cup S, E)$ where $|S| = n^{c_2} = s$, there exists a subset of transmitters $U$ that in one round can transmit a packet to more than $\frac{s}{h(n) \log s}$ receivers in $S$, where $h(n) = \omega(1)$ and $h(n) = o(\log n)$. We will build a
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The broadcasting algorithm. According to our assumption we can inform in one round \( \frac{s}{h(n) \log s} \) nodes in \( S \). Let us define new sets \( S' \) and \( U' \):

- set \( S' \) consists of all uninformed nodes from \( S \) (so \( |S'| \leq s - \frac{s}{h(n) \log s} \)),
- each node in \( S' \) has at least one neighbour in \( |U'| \) (for each node \( v \in S' \) we take \( v \)'s arbitrary neighbour and add it to \( U' \); so far \( |U'| \leq |S'| \)),
- if \( |U'| \leq |S'|^{1/\varepsilon} \) then we take arbitrary nodes \( v \in U \) and add them to \( U' \) until \( |U'| = |S'|^{1/\varepsilon} \) (note that \( |S'|^{1/\varepsilon} \leq |S'| \)).

Let \( G' \) be a subgraph of \( G \) induced by nodes \( U' \cup S' \). Let \( s' = |S'| \) and \( n' = |U'| \). Then the graph \( G' \) is a \((n', c_2)\)-good graph.

We repeat our algorithm recursively until the size of set \( S \) is constant. Let \( T(s) \) be the number of iterations required. \( T(s) = 1 + T(s - \frac{s}{h(n) \log s}) \). The value of \( s \) will be halved after every \( \frac{s/2 \cdot \log(s/2)}{h(s/2)} \) iterations. So \( T(s) \leq \frac{s/2 \cdot \log(s/2)}{h(s/2)} + T(s/2) \). Thus \( T(s) = o(\log^2 s) \).

Each iteration takes only 1 round, so we only used \( o(\log^2 s) = o(\log^2 n) \) rounds.

4.2 Algorithm

In this section we show that there exists an oblivious algorithm which is stable for injection rates \( \rho = O(\frac{1}{\log^2 n}) \). Recall that we consider such protocols that the transmission pattern of each node is determined by ID of the node and the number of nodes \( n \). That is, the pattern for a node is a 0-1 sequence.

\textbf{Theorem 9.} There exists a stable algorithm for injection rates \( \rho = O(\frac{1}{\log^2 n}) \), such that transmission pattern of each node is determined by its ID.

We describe the proof of Theorem 9 in the remaining part of this section. More precisely, we show that a stable algorithm exists for each \( n \). In the proof, we use Probabilistic Method.

The schedule for each ID \( i \in [n] \) will be just a 0-1 sequence of length \( W = O(n^2) \) repeated infinite number of times. (The exact value of \( W \) will be determined later.)

Let \( l = \log n \) (more precisely, \( l = \lfloor \log n \rfloor \)). For a given \( W \in \mathbb{N} \), we build a 0-1 sequence \( X_i \) of length \( W \) for each ID \( i \in [n] \) such that \( \text{Prob}(X_i[l] = 1) = \frac{1}{2^m} - \frac{1}{m} \) for each \( i \in [W] \) and all probabilistic choices are independent. Moreover, we split \( W \) into consecutive phases of length \( l \). That is, the first \( l \) elements of \( W \) form the first phase, the next \( l \) elements of \( W \) form the second phase, and so on. And, the number of phases is equal to \( F = W/l = W/\log n \).

Consider an execution of a schedule of length \( W \) determined by the above defined random sequences under the assumption that the number of injected packets during an execution of a schedule is at most \( \rho W \), where \( \rho = O(1/\log^2 n) \). (The actual value of the constant hidden in the big-O notation will be determined later.) Thus, an adversary can inject packets in at most \( \rho W = O \left( \frac{1}{\log^2 n} F \log n \right) = O(F/\log n) \) phases. Thus, no packet is injected in at least \( F \left( 1 - \frac{1}{\log n} \right) \geq \frac{1}{2} F \) phases. A phase in which

- no packet is injected, AND
- no queue becomes empty

is called a \textit{clear phase}. 


Now, let us consider a clear phase. Let \( m \) be the number of nodes with non-empty queues at the beginning of such a phase. Moreover, let \( k \leq l = \lfloor \log n \rfloor \) be such that \( 2^k < m \leq 2^{k+1} \).

Consider two cases:

(i) no packets are successfully transmitted in the first \( k - 1 \) rounds of the phase,

(ii) at least one packet is transmitted in the first \( k - 1 \) rounds of the phase.

For (i), the probability that a packet is successfully transmitted in the \( k \)th round of the phase is \( m \cdot \frac{1}{2^l} \cdot (1 - \frac{1}{2^l})^{m-1} \geq \frac{1}{c^2} = c \), where \( c \) is the base for natural logarithms. In the case (ii) we are guaranteed that at least one packet is transmitted in a phase. Thus, the probability that (at least one) packet is transmitted in a clear phase is at least \( c \), where \( c \) is a constant.

As the number of clear phases is at least \( \frac{1}{c^2} \) and the probability of a successful transmission in a clear phase is \( \geq c \), the expected number of successful transmissions in \( W \) rounds (i.e., \( F \) phases) is \( \geq \frac{F}{c^2} = \frac{W}{\log n} \geq 4\rho W \), provided \( \rho = O(1/\log n) \) is sufficiently small. Significantly, as all the random choices are independent, we can use Chernoff bounds to estimate the probability that the actual number of transmitted packets is close to its expectation. More precisely, let \( X \) denote the number of transmitted packets in the considered \( W \) rounds. As we have shown, \( X \) is bounded from below be the sum \( X \) of \( F/c \) independent 0-1 random variables such that \( E[X] = \frac{F}{c^2} \), where \( c \) is a fixed constant. Thus,

\[
\text{Prob}(X < 4\rho W) < \text{Prob} \left( X < \frac{F}{4c} \right) < \text{Prob} \left( X < (1 - \frac{1}{2})E[X] \right) < e^{-E[X]/8} = e^{-\frac{W}{8\log n}}.
\]

(1)

**Derandomization.** Now, our goal is to show that, with non-zero probability, a randomly chosen oblivious schedule of length \( W \) (i.e., \( n \) random 0-1 sequences of length \( W \)) guarantees \( \geq 4\rho W \) successful transmissions irrespective of the injection pattern, provided the number of packets in queues at the beginning of an execution of this schedule is at least \( \geq F/(4c) \geq 4\rho W \) and the number of injected packets is at most \( \rho W \). By Probabilistic Method, this fact will imply that there exists an oblivious schedule which guarantees \( 4\rho W \) successful transmissions in \( W \) rounds, provided there are at least \( 4\rho W \) packets at the beginning and at most \( \rho W \) packets are injected during the considered period of \( W \) rounds.

Let a **injection event** denote the event that a packet is injected in some round to some node. Moreover, let a **deletion event** denote the fact that the queue of a particular node becomes empty at particular round. Observe that the actual behaviour of a fixed schedule in a particular period \( T \) of \( W \) rounds can be determined by the following factors:

- the set of nodes with non-empty queues at the beginning of \( T \),
- injections events during \( T \), where each injection event is described by: the ID \( v \) of the node, the number of the round in which a packet is injected to \( v \),
- deletion events during \( T \), where each deletion event is described by: the ID \( v \) of the node and the number of the round in which the queue of \( v \) becomes empty.

According to our assumptions, the number of injection events is at most \( \rho W \). Each deletion event corresponds to a unique successful transmission of a packet. Thus, if the number of deletion events is larger than \( 4\rho W \), then the number of transmitted packets is also \( \geq 4\rho W \). Therefore, it is sufficient to consider the case that the number of deletion events is \( \leq 4\rho W \) and therefore the number of all events is at most \( 5\rho W \).

According to the above description of events, each event can be described in

\[\lfloor \log n \rfloor + \lfloor \log W \rfloor + 1 < 2(\log W + \log n) \leq 6\log n\]
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bits. This bound follows from the fact that \( \lceil \log n \rceil \) bits are sufficient to encode ID, \( \lceil \log W \rceil \) bits are sufficient to encode the round number in the schedule of length \( W \) and one bit can encode the type of the event, either an injection event or a deletion event. (Let us stress here that we do not need the actual information about the sizes of queues at the beginning, since we assume that deletion events can be determined by an adversary. This assumption generalizes the scenario, where the queue becomes empty only after transmitting all packets in it.)

Thus, finally, the size of the set of all possible scenarios is at most

\[
2^n \cdot 2^{5\rho W} \cdot 6 \log n < 2^{31\rho W \log n},
\]

for large enough \( n \), where

- \( 2^n \) is the number of possible sets of non-empty queues at the beginning;
- \( 2^{5\rho W} \) is the upper bound on the size of the set of possible events,
- the inequality follows from the fact that \( W = n^2 \) and \( \rho = \Theta(1/\log^2 n) \).

As the probability that the number of transmitted packets is smaller than \( 4\rho W \) is at most

\[
e^{-\frac{W}{16c\log n}}
\]

for a fixed scenario (see (1)), the probability that a random schedule does not guarantee at least \( 4\rho W \) successful transmissions is at most

\[
2^{31\rho W \log n} \cdot e^{-\frac{W}{16c\log n}} < 2^{31\rho W \log n - \frac{W}{16c\log n}} < 1,
\]

provided \( \rho = O(1/\log^2 n) \) is small enough. Thus, by Probabilistic Method, there exists a schedule \( S \) of length \( W \) which guarantees that at least \( \rho W \) packets are successfully transmitted provided that the number of packets at the beginning is at least \( \rho W \) and the number of injected packets is at most \( \rho W \).

In the above reasoning we assumed that at most \( \rho W \) packets can be injected in \( W \) rounds. This is very restrictive, since the adversary can actually inject \( \rho W + b \) packets in \( W \) rounds, where \( b \) is the burstiness. Significantly, \( b \) is unknown and therefore a schedule is independent of \( b \). In order to take this circumstance into account, let us consider any fixed \( b \in \mathbb{N} \). Let \( S \) be a schedule of length \( W \) which guarantees that \( 4\rho W \) packets are transmitted during \( S \), provided there are at least \( 4\rho W \) packets in queues at the beginning. We will analyze the schedule \( S \) in consecutive stages of length \( T = 2bW \). Thus, the schedule \( S \) is repeated \( 2b \) times in a stage. We will show that the number of packets in queues is smaller than \( 2T \) at the beginning of each stage which in turn implies that the number of packets in queues is smaller than \( 3T \) in each round. Consider two cases:

(a) The number of packets in queues at the beginning of a stage is at least \( T \) and at most \( 2T \).

(b) The number of packets in queues at the beginning of a stage is smaller than \( T \).

For (b) observe that the adversary can inject at most \( \rho T + b < T \) packets in a stage and therefore the number of packets at the beginning of the next stage is at most \( 2T \). Thus, it remains to consider (a). We say that an execution of \( S \) is safe if the number of injected packets during that execution is at most \( \rho W \). As an adversary can inject at most \( \rho T + b = 2b \cdot \rho W + b \) packets in the stage, at least \( b \) out of \( 2b \) executions of \( S \) are safe. As shown above, at least \( 4\rho W \) packets are transmitted during a safe execution of \( S \). Eventually, the number of packets transmitted in a stage of length \( T \) is at least \( b \cdot 4\rho W \geq 2\rho T > \rho T + b \). Thus, the number of successfully transmitted packets is the stage is larger than the number of injected packets and therefore the number of packets in all queues at the beginning of the next stage is at most \( 2T \).
5 Conclusions

In this work we investigated how stability of local schedulers run on a shared channel depends on their adaptivity. A natural research direction includes studying of other types of schedulers, as well as delivering more quantitative measurements of schedulers’ quality (such as latency, queue sizes, local memory size, etc.). Schedulers could also be studied in the context of other related models with contention, such as SINR or dependency-graph models.
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1 Introduction and Related Work

We present improved deterministic distributed algorithms in the CONGEST model for graph problems including spanners and dominating set. Let us first recall the model definition.

The CONGEST model [28] of distributed computing. The network is abstracted as a simple $n$-node undirected graph $G = (V, E)$. There is one processor on each graph node $v \in V$, with a unique $\Theta(\log n)$-bit identifier $ID(v)$, who initially knows only its neighbors in $G$. Communication happens in synchronous rounds. Per round, each node can send one, possibly different, $O(\log n)$-bit message to each of its neighbors. At the end, each node should know its own part of the output. For instance, when computing spanners, each node should know whether each of its edges is in the computed spanner (a computed subgraph of $G$, to be defined later) or not. We note that the variant of the model where we allow unbounded size messages is known as the LOCAL model [24, 28].
1.1 Our Contributions

1.1.1 Spanners

Graph spanners are a fundamental graph concept with a wide range of applications in distributed computing [4, 29]. For a graph $G = (V, E)$, a subgraph $H = (V, E')$ is an $\alpha$-stretch spanner if each pairwise distance in $H$ is at most an $\alpha$ factor larger than the same distance in $G$. Ideally, we want spanners with small stretch and small number of edges. It is known that any $n$-node graph admits a $(2k - 1)$-stretch spanner with $O(kn^{1+1/k})$ edges in $O(k^2)$ rounds. Notice that $k \in [1, \log n]$. Hence, this is a poly($\log n$) round randomized algorithm with spanner size within a logarithmic factor of the optimal. There was a series of works that eventually led to a poly($\log n$) or even just $O(k)$ round deterministic algorithm with a similar spanner size [10–12] but all these algorithms use large messages. Currently, there are only three deterministic algorithms that work in the CONGEST model. One is the work of Barenboim, Elkin, and Gavoille [7], which runs in poly($\log n$) rounds, but has a considerably weaker stretch-size tradeoff: it computes a spanner with stretch $O(\log^{k-1} n)$ and size $O(n^{1+1/k})$ in $O(\log^{k-1} n)$ rounds. The other two results obtain a near-optimal stretch-size tradeoff but their round complexity is considerably higher. Derbel, Mosbah, and Zemmari [13] gave an algorithm with round complexity $O(n^{1-1/k})$ for computing a $(2k - 1)$-stretch spanner with size $O(kn^{1+1/k})$. Finally, very recently, Grossman and Parter [18] gave an algorithm with round complexity $O(2^k n^{1/2-1/k})$ for computing a $(2k - 1)$-stretch spanner with size $O(kn^{1+1/k})$.

Our first result considerably improves on this line of work, leading to a sub-polynomial round complexity for a nearly optimal stretch-size tradeoff:

Theorem 1. There is a distributed deterministic algorithm in the CONGEST model that computes a $(2k - 1)$-stretch spanner with size $O(kn^{1+1/k} \log n)$ in $2^O(\sqrt{\log n \log \log n})$ rounds.

1.1.2 Minimum Dominating Set

Minimum Dominating Set is another problem that has been central in the study of distributed algorithms for local problems, see e.g. [22]. Given a graph $G = (V, E)$, a set $S \subseteq V$ is a dominating set of $G$ iff each node $v \in V$ is either in $S$ or has a neighbor in $S$. Jia et al. [19] gave a randomized $O(\log \Delta)$-approximation in $O(\log n \log \Delta)$ rounds of CONGEST model. Kuhn and Wattenhofer [22] gave a randomized distributed algorithm that computes an $O(\sqrt{k \Delta} \log \Delta)$-approximation in $O(k)$ rounds, e.g., an $O(\log^2 \Delta)$ approximation in $O(\log^2 \Delta)$ randomized rounds of CONGEST model. Later, Kuhn et al. [21] gave an $O(\log \Delta)$ randomized approximation in $O(\log n)$ rounds. Lenzen and Wattenhofer [23] pointed out that obtaining efficient deterministic algorithms for approximating minimum dominating set remains open. The only known result afterward is an algorithm of Barenboim et al. [7], which computes an $O(n^{1/k})$-approximation in $O(\log^{k-1} n)$ rounds; however this algorithm uses large messages. The complexity of deterministic CONGEST-model algorithms for approximating minimum dominating set remains open.

Our second result provides the first answer to this question, by providing a sub-polynomial round complexity for poly-logarithmic approximation.
Theorem 2. There exists a distributed deterministic algorithm in the CONGEST model that computes an $O(\log^2 n)$ approximation of minimum dominating set in $2^{O(\sqrt{\log n \log \log n})}$ rounds.

We remark that while it might be possible to improve this round complexity to $2^{O(\sqrt{\log n})}$, improving it further and especially to poly$(\log n)$ would imply a major breakthrough in distributed graph algorithms: A result of Ghaffari, Harris, and Kuhn [17, Theorem 7.6] shows that obtaining a poly$(\log n)$ approximation of minimum dominating set within poly$(\log n)$ rounds is conditionally hard (even if we allow unbounded messages), because it would lead to a poly$(\log n)$-round deterministic algorithm for all locally checkable problems that admit poly$(\log n)$ round randomized algorithms. This includes problems such as Maximal Independent Set (MIS) and $(O(\log n), O(\log n))$-network decomposition. Getting a poly$(\log n)$-round deterministic algorithm for these would resolve several well-known open questions of distributed graph algorithms including that of Linial from 1987 about polylogarithmic deterministic MIS [24], and many of the open problems in the book of Barenboim and Elkin [6].

1.1.3 Network Decompositions and Neighborhood Covers

Network decompositions, first introduced by Awerbuch et al. [3], have been a key tool in developing efficient (deterministic) distributed algorithms. Given an $n$-node graph $G = (V, E)$, a $(d(n), c(n))$-network decomposition of $G$ partitions it into a $c(n)$ vertex-disjoint subgraphs, known as blocks of the decomposition (and indicated via different colors), such that in the subgraph induced by each block, each connected component (which is known as a cluster of this block) has a diameter at most $d(n)$. See Section 2 for the more formal definition. Awerbuch et al. [3] gave a deterministic algorithm with round complexity $2^{O(\sqrt{\log n \log \log n})}$ for computing a $(d(n), c(n))$-network decomposition with $d(n) = c(n) = 2^{O(\sqrt{\log n \log \log n})}$. This was later improved by Panconesi and Srinivasan [27] to a $2^{O(\sqrt{\log n})}$-round LOCAL algorithm for decomposition with $d(n) = c(n) = 2^{O(\sqrt{\log n})}$. While the algorithm of [3] works in the CONGEST model, that of [27] requires large messages. See also the work of Barenboim et al. [7, Corollary 5.4], where a generalized tradeoff of network decomposition in the CONGEST model is presented.

All of these decomposition algorithms [3, 7, 27] fail to work in the CONGEST model when we need a larger separation between the clusters of the same block, i.e., when their distance should be two or more hops. This is actually something that significantly limits the power of these network decompositions for CONGEST model algorithms (e.g., for the applications in spanners and dominating sets).

As our third contribution, we present a CONGEST model network decomposition algorithm that can be used to compute a decomposition such that clusters of the same block are at least $k$ hops apart. The statement of the result is presented below as Theorem 3, the proof of which is deferred to the full version [15], due to space limitations.

Theorem 3. Let $G = (V, E)$ be an $n$-node graph and let $k \geq 1$ be an integer. There is a deterministic CONGEST-model algorithm that computes a strong diameter $k$-hop $(k \cdot f(n), f(n))$-decomposition of $G$ in $k \cdot f(n)$ rounds, where $f(n) = 2^{O(\sqrt{\log n \log \log n})}$.

In the above theorem, $k$-hop indicates that the clusters of the same block are at least $k$ hops apart. See Section 2 for the more formal definition. The above theorem leads to the first efficient deterministic CONGEST model algorithm for neighborhood covers, another basic and central graph structure, which was introduced by Awerbuch and Peleg [5]. We refer to Section 2 for the related technical definition.
Corollary 4. Assume that we are given a strong diameter $2k$-hop $(d, c)$-decomposition of a graph $G$. One can compute a $c$-sparse $k$-neighborhood cover of diameter $d + k$ in $O(c(d + k))$ rounds in the CONGEST model on $G$. Consequently, for every $k \geq 1$, one can deterministically compute a $2^{O(\sqrt{\log n \log \log n})}$-sparse $k$-neighborhood cover of diameter $k \cdot 2^{O(\sqrt{\log n \log \log n})}$ of an $n$-node graph $G$ in $k \cdot 2^{O(\sqrt{\log n \log \log n})}$ rounds of CONGEST.

1.2 Our Method in a Nutshell, and Comparison with Prior Methods

Our spanner and minimum dominating set algorithms are developed also via network decompositions. We depart from the standard methodology in two parts. To outline these changes, we first review the standard methodology of algorithms that use network decompositions. We then comment on its shortcomings and outline how we go around each issue.

The standard method for (deterministic) algorithms via Network Decomposition. A standard technique in developing (deterministic) distributed algorithms for local graph problems (formally including Locally Checkable Labelings [26] and any other problem that can be formulated similarly using local constraints) is via the concept of $(d(n), c(n))$-network decompositions. The generic way to use them is to process the blocks sequentially in $c(n)$ phases. In the $i^{th}$ phase, for each connected component of the $i^{th}$ block, one gathers the whole topology of the that component (and perhaps some extra information about neighboring nodes) in an elected center of the component, make that node decide about all (local) decisions of the nodes of the component, and deliver this information back to the nodes. Since different components are disconnected from each other, their decisions do not influence each other and thus can be performed in parallel.

Shortcomings of the Generic Method via Network Decompositions for CONGEST. The method is perfect for the LOCAL model with large messages. However, when it comes to using small messages – i.e., in the CONGEST model – the method has two shortcomings:

Issue 1 – decompositions on power graphs. For many local problems, the constraints are not only about the direct neighbors of a node but a small neighborhood of a distance $r \geq 2$. For instance, as we will see, in the case of spanner computations this radius $r$ can be as large as $O(\log n)$. In such cases, we need to ensure that connected components of each block are $r$ hops away from each other, instead of just not being adjacent. This is (almost) the same as computing a network decomposition of $G^r$, which denotes the graph with an edge between two vertices if their distance is at most $r$ hops\(^1\). The algorithm provided by Awerbuch et al. [3] for computing network decompositions does not seem to extend to computing a decomposition for $G^r$, because of the congestion that the algorithm creates\(^2\). We present a CONGEST-model algorithm for network decompositions of power graphs $G^r$; the formal statement is Theorem 3.

---

\(^1\) Almost! Technically, we need that the components of each block are also connected in the base graph $G$ so that we can run CONGEST model algorithms in each component independently, i.e., each edge of $G$ has to pass messages for one component.

\(^2\) We note that this is not a small technicality: The CONGEST model complexity of problems can be significantly different between $G$ and even $G^2$. For instance, the problem of each node knowing the its degree in $G$ and $G^2$ are very different. The former has a single-round CONGEST-algorithm, while there is no known $o(n)$-round algorithm for the latter.
Issue 2 – gathering topology in each component. The generic method of using network decompositions, each component is solved by gathering the whole topology of the component (and some neighborhood outside) and then solving the problem in a brute-force centralized manner. One can argue that this brute-force centralized computation is quite a stretch for the notion of having a distributed method of solving the problem.

The method we use to go around this issue is a derandomization of randomized distributed algorithms, which can typically solve the local problems that we are considering in poly(log n) rounds. We outline the method here. Most parts are generic and applicable to various problems, except the last part, which is specific to the constraints of each problem. We observe that for many problems, including spanners and dominating set, the corresponding efficient randomized algorithm can be made to work with only poly(log n) bits of randomness, using concepts such as k-wise independence. We refer to these bits as the seed of randomness. Then, derandomization is just a matter of determining a deterministic assignment to these poly(log n) bits while preserving certain properties of the output of the randomized algorithm.

For that purpose, following an approach of Luby [25], we use the method of conditional expectations to fix the bits one by one. The only remaining piece of the algorithm is to check whether a bit should be 0 or 1. This requires us to be able to learn, or estimate, the expected number of unsatisfied local constraints. This last part will be done using a method specific for each problem, depending on its constraints.


We note that this second part of our contribution as described in issue 2 above – namely, the method of conditional expectation applied on a random algorithm that uses only poly(log n) bits of randomness overall – is inspired by the work of Luby [25] in parallel algorithms and the recent work of Censor-Hillel, Parter, and Schwartzman [9] in distributed CONGEST and CONGESTED-CLIQUE model algorithms. Let us explain how our approach differs from that of [9], thus allowing us to improve on the bounds of [18].

Censor-Hillel et al. [9] give an O(D log^2 n)-round CONGEST algorithm for maximal independent set (MIS), by derandomizing the randomized MIS algorithm of [16], using a method of conditional expectation close to Luby [25]. The key difference there is that (1) the complexity depends on the global diameter D, (2) for MIS, each of the constraints in the method of conditional expectation spans only the neighbors of one node and therefore, computing an upper bound on the score/cost function is much easier. In our case, we want a complexity that is considerably sublinear in the diameter, which calls for network decompositions. Moreover, for spanner and dominating set (and presumably many other local problems), the constraints span k-hop neighborhoods for some k ≥ 2, instead of direct neighborhood. This causes two challenges: (A) we need a network decomposition of the power graphs, which prior to our work was not known in the CONGEST model, as explained above in issue 1. (B) Even computing each part of the cost function now spans k-hop neighborhood for some k ≥ 2, and evaluating it with CONGEST-model messages requires a different method.

Censor-Hillel et al. [9] also give a derandomized spanner algorithm in the CONGESTED-CLIQUE model, where all node-pairs can communicate with each other, exchanging O(log n) bits per round. This also follows a derandomization method inspired by that of Luby [25]. However, again there two differences, which limit that result from extending to our setting: (A)
this derandomization does not need to work with network decompositions and especially power-graph network decompositions, because everything is within one hop in the CONGESTED-CLIQUE and one can share the seed of randomness to all nodes, (B) computing the score/cost function, which spans \( k \)-hop neighborhoods, is much easier in the CONGESTED-CLIQUE, because this model does not suffer from the locality constraint.

In both cases above, both of the issues appear quite non-trivial to us. Indeed, Censor-Hillel et al. [9] comment that the best deterministic CONGEST algorithm for spanners takes barely sublinear time, \( O(n^{1-1/k}) \) rounds to be precise. That is much higher than the sub-polynomial time that we achieve. This \( O(n^{1-1/k}) \) bound was improved to nearly \( O(\sqrt{n}) - O(n^{1/2-1/k} \cdot 2^k) \) rounds to be precise – in the simultaneous work of Grossman and Parter [18], using a special and well-crafted deterministic method for constructing spanners, and particularly without attempting a derandomization. We now show that the derandomization techniques can be extended and improved, along with the strengthened power-graph network decomposition, to achieve a round complexity \( 2^{O(\sqrt{\log n \log \log n})} \) rounds.

Some Other Related Work. Ghaffari, Harris, and Kuhn [17] also use some variant of a method of conditional expectation to obtain derandomized distributed algorithms, but for all of their results, locality is the main topic, and their algorithms use large messages. Kawarabayashi and Schwartzman [20] present distributed derandomizations for some other problems, including max cut and max k-cut. These work by turning a sequential process to a distributed process by going through the colors of a certain (defective) graph coloring one by one. However, those methods cannot extend to the problems that we consider as there the score/cost functions are very local (spanning single neighborhoods), whereas in our case, the constraints span up to \( \log n \)-neighborhood, which means a suitable coloring would require even up to polynomial many colors.

2 Model and Definitions

Mathematical Notation. For a graph \( G = (V, E) \) and two nodes \( u, v \in V \), we define \( d_G(u, v) \) to be the hop distance between \( u \) and \( v \). For an integer \( k \geq 1 \), we define \( G^k = (V, E') \) to be the graph with an edge \( \{u, v\} \in E' \) whenever \( d_G(u, v) \leq k \). Given a node \( v \in V \), we use \( N_{G,k}(v) := \{u \in V : d_G(u, v) \leq k\} \) to denote the set of nodes within distance \( k \) of \( v \) in \( G \). For a node set \( S \subseteq V \), we use the shorthand notation \( N_{G,k}(S) := \bigcup_{v \in S} N_{G,k}(v) \) and we drop the subscript \( G \) if it is clear from the context. Throughout, we use \( \ln(\cdot) \) to refer to natural logarithm and \( \log(\cdot) \) to refer to logarithms to base \( 2 \). Moreover, for a graph \( G = (V, E) \), integers \( a \geq 1 \) and \( b \geq 0 \) and a node set \( V' \subseteq V \), a set of nodes \( S \subseteq V' \) is called a \((a, b)\)-ruling set of \( G \) w.r.t. \( V' \) [3] if (A) for any two nodes \( u, v \in S \), we have \( d_G(u, v) \geq a \), and (B) \( \forall u \in V' \setminus S \), there is a node \( v \in S \) such that \( d_G(u, v) \leq b \). If \( V' = V \), \( S \) is simply called an \((a, b)\)-ruling set of \( G \).

Network Decomposition. A network decomposition of a graph \( G \) is given by a clustering of \( G \) and a coloring of the graph induced by contracting each cluster. We therefore first define the notion of a cluster graph.

\[ \textbf{Definition 5 (Cluster Graph).} \text{ Given a graph } G = (V, E) \text{ and an integer parameter } d \geq 1, \text{ an } (N, d) \text{-cluster graph } G = (V, E) \text{ of } G \text{ is a graph that is given by a set of } N \geq 1 \text{ clusters } V := \{C_1, \ldots, C_N\} \subseteq 2^V \text{ such that (a) the clusters } C_1, \ldots, C_N \text{ form a partition of } V, \text{ (b) } \]
each cluster $C_i$ induces a connected subgraph $G[C_i]$ of $G$, (c) each cluster $C_i$ has a leader node $\ell(C_i)$ that is known by all nodes of $C_i$, and (d) inside each cluster, there is a rooted spanning tree $T(C_i)$ of $G[C_i]$ that is rooted at $\ell(C_i)$ and has diameter at most $d$. There is an edge $\{C_i, C_j\}$ between two clusters $C_i, C_j \in \mathcal{V}$ if there is edge in $G$ connecting a node in $C_i$ to a node in $C_j$. The identifier $\text{ID}(C_i)$ of a cluster $C_i$ is its leader’s ID.

Given a cluster graph $\mathcal{G} = (\mathcal{V}, \mathcal{E})$ of $G$ and an integer $k \geq 1$, we say that two clusters $C, C' \in \mathcal{V}$ are $k$-separated if for any two nodes $u$ and $v$ of $G$ such that $u \in C$ and $v \in C'$, we have $d_G(u, v) > k$. A strong-diameter $k$-hop network decomposition of $G$ is then defined as follows.

\textbf{Definition 6 (Network Decomposition).} Let $G = (V, E)$ be a graph and let $k \geq 1$, $d \geq 0$, and $c \geq 1$ be integer parameters. A strong diameter $k$-hop $(d, c)$-decomposition of $G$ is a $(N, d)$-cluster graph $\mathcal{G}$ of $G$ for some integer $N \geq 1$ together with a coloring of the clusters of $\mathcal{G}$ with colors $\{1, \ldots, c\}$ such that any two clusters with the same color are $k$-separated.

\textbf{Sparse Neighborhood Covers.} The notion of sparse neighborhood covers as introduced by Awerbuch and Peleg [5] is closely related to network decompositions.

\textbf{Definition 7 (Sparse Neighborhood Cover).} Let $G = (V, E)$ be a graph and let $k \geq 1$, $d \geq 1$, and $s \geq 1$ be three integer parameters. A $s$-sparse $k$-neighborhood cover of diameter $d$ is a collection of clusters $C \subseteq V$ such that (a) for each cluster $C$, we have a rooted spanning tree of $G[C]$ of diameter at most $d$, (b) each $k$-neighborhood of $G$ is completely contained in some cluster, and (c) each node of $G$ is in at most $s$ clusters.

As we explain in the proof of Corollary 4, any $2k$-hop $(d, c)$-decomposition leads to a $c$-sparse $k$ neighborhood cover of diameter $d + k$.

\section{Hitting Set}

In this section, we define an abstract problem, which we call the hitting set problem. This problem, which can be solved easily using randomized algorithms, captures a variety of the usual applications of randomness in distributed algorithms. In this section we provide a deterministic algorithm for solving this hitting set problem. In the later sections, we see how to use this deterministic subroutine to develop deterministic algorithms for other problems such as spanners and minimum dominating set, primarily by replacing their randomized parts with this deterministic hitting set subroutine.

Our main formulation of the hitting set problem (which is presented below in Definition 8 and solved in Lemma 9) is tailored to its usage in our spanner result. At the end of this section, in Lemma 10, we provide an alternative formulation and the corresponding deterministic algorithm, which are more suitable for our minimum dominating set result. The proofs are quite similar.

\textbf{Definition 8 (The Hitting Set Problem).} Consider a graph $G = (V, E)$ with two special sets of nodes $L \subseteq V$ and $R \subseteq V$ with the following properties: each node $\ell \in L$ knows a set of vertices $R(\ell) \subseteq R$, where $\left| R(\ell) \right| = \Theta(p \log n)$, such that $\text{dist}_G(\ell, r) \leq T$ for every $r \in R(\ell)$. Here, $p$ and $T$ are two given integer parameters in the problem. Moreover, there is a $T$-round CONGEST algorithm that can deliver one message from each node $r \in R$ to all nodes $\ell \in L$ for which $r \in R(\ell)$. We emphasize that the same message is delivered to all nodes $\ell \in L$. 

\textbf{DISC 2018}
Given this setting, the objective in the hitting set problem is to select a subset \( R^* \subseteq R \) such that (I) \( R^* \) dominates \( L \) – i.e., each node \( \ell \in L \) has at least one node \( r^* \in R^* \) such that \( \ell \in R(r^*) \) – and (II) we have \( |R^*| \leq |R|/p \).

\[ \text{Lemma 9.} \quad \text{Given a 2T-hop \((d, c)\)-decomposition of the graph } G \text{ of the hitting set problem, there is a deterministic distributed algorithm that in } O(c(d + T)) \text{ rounds solves the hitting set problem.} \]

**Proof.** The trivial randomized algorithm includes each node of \( R \) in \( R^* \) with probability \( 1/(2p) \). It is easy to verify that this satisfies the requirements (I) and (II), with high probability. In this proof, we develop a deterministic algorithm for solving the hitting set problem, effectively by derandomizing this randomized process. This derandomization has four aspects, which we discuss one by one.

**Point 1 – Transforming the Requirements to One Cost Function.** We try to capture the requirements (I) and (II) with one cost function. In particular, we define a cost function for any fixed set \( R^* \subseteq R \) as follows. Consider the following indicator (random) variables: for each node \( \ell \in L \), define \( x_{\ell} = 1 \) iff \( R(\ell) \cap R^* = \emptyset \). Moreover, for each node \( r \in R \), define \( y_r = 1 \) iff \( r \in R^* \). Define the cost function as \( Z = \sum_{\ell \in L} x_{\ell} + \sum_{r \in R} y_r \). Notice the value is clearly a function of the choice of \( R^* \subseteq R \). Furthermore, it is easy to see that in the natural randomized algorithm that includes each node of \( R \) in \( R^* \) with probability \( 1/(2p) \), we have \( E[Z] \leq |R|/(2p) + 1/n^2 \). This is because \( E[\sum_{r \in R} y_r] = \sum_{r \in R} E[y_r] = \sum_{r \in R} 1/(2p) = R/(2p) \). Moreover, for each \( \ell \in L \), we have \( E[x_{\ell}] = Pr[x_{\ell} = 1] = (1 - 1/(2p))^{\Theta(p \log n)} \leq 1/n^3 \), which implies \( E[\sum_{\ell \in L} x_{\ell}] \leq 1/n^2 \).

During the next three points presented below, we will describe a deterministic process for selecting \( R^* \) such that the related cost is at most \( |R|/(2p) + 1/n \). Notice that this still does not mean that \( R^* \) satisfies (I). To take care of that issue, we perform the following clean up step, which has round complexity \( T \), at the end: Suppose we have already chosen a subset \( R^* \subseteq R \) such that the cost \( Z = \sum_{\ell \in L} x_{\ell} + \sum_{r \in R} y_r \) of this selected set \( R^* \) is at most \( |R|/(2p) + 1/n \). The number of nodes \( \ell \in L \) for which \( R(\ell) \cap R^* = \emptyset \) is \( \sum_{\ell \in L} x_{\ell} \). By definition, these are exactly the vertices for which requirement (I) is not satisfied. For each such node \( \ell \), we mark one node \( r \in R(\ell) \) arbitrarily and add the marked nodes to \( R^* \). This can be done in \( T \) rounds by reversing the communication from \( R \) to \( L \), now delivering one bit to each node \( r \in R \) of whether any of the nodes \( \ell \in L \) for which \( r \in R(\ell) \) marked \( r \) or not. These marked nodes, which are added to \( R^* \), increase the size of \( R^* \) by at most \( \sum_{\ell \in L} x_{\ell} \). Thus, the total new size of \( R^* \) is at most \( \sum_{r \in R} y_r + \sum_{\ell \in L} x_{\ell} \leq |R|/(2p) + 1/n \leq R/p \). Hence, now we have a set \( R^* \) that satisfies all the requirements (I) and (II).

**Point 2 – Limited Independence Suffices.** Next, we describe how we deterministically select a set \( R^* \) with cost at most \( |R|/(2p) + 1/n \). To be able to pick such a set \( R^* \) deterministically, it is helpful to have a randomized process that uses only a small number of random bits. For this reason, we first explain how to replace the fully random process of selecting \( R^* \) nodes with another random process that uses less randomness, in a certain sense to be formalized, but still provides the same guarantee on the expected cost. We will then derandomize this randomness-efficient random process.

Let us think of the decisions of whether a node \( r \in R \) is included in \( R^* \) or not as a function \( f : R \to \{0, 1, 2, \ldots, 2p - 1\} \) where \( f(r) = 0 \) means \( r \in R^* \) and all other values mean \( r \notin R^* \). Notice that if for each \( r \in R \), \( f(r) \) is chosen uniformly at random
from \(\{0, \ldots, 2p - 1\}\), then we have \(\Pr[r \in R^*] = 1/(2p)\), as desired. Following standard terminology, we say that a family \(\mathcal{F}\) of functions \(f : R \to \{0, 1, 2, \ldots, 2p - 1\}\) is \(k\)-wise independent if for any set \(S = \{s_1, s_2, \ldots, s_k\} \subset R\) with \(|S| = k\) and any choice of values \(b_1, b_2, \ldots, b_k \in \{0, 1, 2, \ldots, 2p - 1\}\), we have that

\[
\Pr_{f \in \mathcal{F}}[f(s_1) = b_1 \& \ldots \& f(s_k) = b_k] = (1/(2p))^k.
\]

That is, upon selecting a function \(f\) uniformly at random from \(\mathcal{F}\), the probability of the values of \(f\) over set \(S\) is exactly the same as in the fully random function. The advantage of \(k\)-wise independent functions is that the corresponding family is quite small and thus, we can choose one function in the family using considerably less randomness. This is made more clear in the next point. Moreover, they still provide many of the nice behaviors expected from truly random functions. In particular, using the extensions of standard Chernoff bound to functions with limited independence [30], we can see that if the selection function for choosing \(R^*\) out of \(R\) is \(k = \Theta(\log n)\)-wise independent (i.e., if it is chosen randomly from a \(k\)-wise independent family), then we still have a concentration within a constant factor what would be implied by the standard Chernoff bound. More concretely, we still have \(\Pr[x_\ell = 1] \leq 1/n^3\) for each \(\ell \in L\). Hence, even with a \(k\)-wise independent selection function \(f\), we have that the expected cost is small as desired, i.e., \(\mathbb{E}[Z] \leq |R|/(2p) + 1/n^2\).

**Point 3 – Defining a \(k\)-wise Independent Selection Process.** To define a \(k\)-wise independent selection function in a manner that is suitable for our network decomposition, we use an independent function for the vertices of each cluster \(C\) of the decomposition. Hence, we have full independence among different colors and even among clusters of the same color. However, inside each cluster \(C\), the selections are made using one \(k\)-wise independent function \(g(C) : R \cap C \to \{1, 2, \ldots, 2p\}\). One can easily see that such a combination of independent random functions, each of which is \(k\)-wise independent, is also a \(k\)-wise independent function.

To select a \(k\)-wise independent selection function for cluster \(C\), we rely on classic constructions of \(k\)-wise independent functions. It is known [1] that there is a family \(\mathcal{G}\) of \(n^{O(k)}\) deterministic functions such that if we pick one function from \(\mathcal{G}\) uniformly at random, we have a \(k\)-wise independent random function. This family can be known to all nodes of the cluster; they can all construct it by following the deterministic sequential construction of [1]. To randomly and uniformly sample one member of this family \(\mathcal{G}\), which has \(n^{O(k)}\) members, merely \(O(k \log n)\) bits of randomness suffice. Hence, by using a random function defined via \(O(k \log n) = O(\log^2 n)\) bits of randomness for each cluster, we can define a random selection function for vertices of \(R\) which ensures that \(\mathbb{E}[Z] \leq |R|/(2p) + 1/n^2\).

**Point 4 – Fixing the Bits of Randomness.** We now fix the bits of randomness in the above random selection of \(R^*\), in \(c\) phases. In the \(i^{th}\) phase, we decide about the vertices of \(R\) that are in the \(i^{th}\) color of network decomposition, whether to include each of them in \(R^*\) or not. This gradual process will be such that, at each point of time, the conditional expectation of the cost function, conditioned on the already decided vertices, is at most \(|R|/(2p) + 1/n^2\). Hence, once we finish the process, a set \(R^*\) is selected with cost at most \(|R|/(2p) + 1/n^2\).

Fix a color \(i\). We fix the bits of randomness in each cluster of color \(i\). Since clusters of this color are at least \(2T\) hops apart in \(G\), each variable \(x_\ell\) or \(y_\ell\) in the cost function \(Z = \sum_{\ell \in L} x_\ell + \sum_{r \in R} y_r\) is influenced by the randomness fixing of at most one cluster. Hence, each cluster \(C\) can fix its own randomness independent of the other clusters.
Let us focus on one cluster $C$ in color $i$. We have a family of $\mathcal{G}$ of $n^{O(k)}$ deterministic functions for the selection of the $R^*$-nodes among $R \cap C$. We pick one function from $\mathcal{G}$ by fixing the corresponding bits of randomness one by one, in a manner that does not increase the conditional expectation of $Z$, given prior assignments. Imagine that all the functions in the family $\mathcal{G}$ are indexed with numbers from 1 to $n^{O(k)}$, and suppose that these indices are written as binary numbers with $O(k \log n)$ bits. Consider the process of fixing the first bit; the next bits are similar. Break the family $\mathcal{G}$ of $n^{O(k)}$ assignment functions into two subfamilies, $\mathcal{G}_0$ which are those that their function index starts with bit 0, and $\mathcal{G}_1$ which are those that their function index starts with bit 1. For each subfamily, we compute the conditional expectation of $Z$ over the variables in $N^T(C)$ – i.e., the $T$-hop neighborhood of cluster $C$ – when the assignment function is chosen uniformly at random from this subfamily.

We then fix the first bit of randomness according to whichever leads to a smaller expectation, i.e., that is, we zoom in to one of subfamilies $\mathcal{G}_0$ and $\mathcal{G}_1$, in our search for a deterministic assignment function. We next explain why the expectation of $Z$ over the variables in $N^T(C)$ can be computed in $O(d + T)$ time.

We first spend $T$ rounds to deliver one message from each node $r \in R$ to all nodes $\ell \in L$ for which $r \in R(\ell)$. In this message, node $r$ reports its color and cluster center ID, and whether node $r$ has been put in $R^*$ or not if the color of $r$ was some $j < i$. Thus, each node $\ell$ in $N^T(C) \cap L$ can learn whether it is already hit or not, i.e., whether any of the nodes in $R(\ell)$ in the previous color clusters has been fixed to be in $R^*$ or not. If there is already some such node $r \in R(\ell) \cap R^*$, then $x_\ell = 0$ and it will not change. If not, the expectation of $x_\ell$ can change by the assignments in $C$. In this case, node $\ell$ can exactly compute $E[x_\ell] = \Pr[x_\ell = 1]$ because it knows all the nodes in $R(\ell)$, those of colors less than $i$ that their decisions have been made in the previous phases, the identifiers of those that are being decided in this phase, the colors and cluster identifiers of those with colors greater than $i$ which will be decided in the next phases, and also the subfamily $\mathcal{G}_0$ or $\mathcal{G}_1$ in consideration. Similarly, each node $r \in R \cap C$ can compute $E[y_r]$ because that only depends on the identifier of the node $r$ and the subfamily $\mathcal{G}_0$ or $\mathcal{G}_1$ in consideration. Then, we can spend $d$ rounds to perform a convergecast on the tree of cluster $C$ to gather the summation of these expectations at the root.

Once these two expectations are gathered at the root of the cluster $C$, we go with the smaller one and zoom into the corresponding subfamily, among $\mathcal{G}_0$ or $\mathcal{G}_1$. This fixes the first bit of randomness in $C$ but does not increase the conditional expectation of the cost function compared to when the assignment function was chosen from $\mathcal{G}$. We then proceed to the next bit. After going through all the $O(k \log n) = O(d \log^2 n)$ bits, which takes $O(d \log^2 n)$ rounds, we have fixed all the bits and thus we have chosen a deterministic assignment for the $R$ vertices of cluster $C$ in a manner that did not increase the conditional expectation of the cost function. This finishes the process for one color. We then proceed to the next color and perform a similar process. After going through all colors, which takes $O(c(d + T))$ rounds, we have found a set $R^* \subseteq R$ such that the cost $Z = \sum_{\ell \in L} x_\ell + \sum_{r \in R} y_r$ of this selected set $R^*$ is at most $|R|/(2p) + 1/n$. As described in point 1 above, this set $R^*$ can be augmented to satisfy all the requirements of the hitting set problem, in $T$ additional rounds.

---

3 We note that in the CONGEST model, we may not be able to convergecast the full precision of the expectation, but may need to truncate it to $O(\log n)$ bits of precision. This would increase the expectation by at most $1/\text{poly}(n)$. This is negligible even over all the at most $n$ iterations that we perform such a convergecast and subfamily selection.
A Modified Variant of Hitting Set. We can use a similar method to solve a slightly modified variant of the hitting set problem, as stated in the following lemma. The proof is deferred to the full version. We use this variant in our dominating set algorithm.

Lemma 10 (An Alternative Hitting Set Lemma). Let $H = (L \cup R, E)$ be a bipartite graph and let $p \geq 1$ be an integer parameter. Further assume that there is a spanning tree of diameter $D$ that spans all nodes of $H$ and that we can use the edges in $E$ and the spanning tree edges for communication. There is a deterministic $\tilde{O}(D)$-time $\text{CONGEST}$-model algorithm that selects a subset $R^* \subseteq R$ of the nodes in $R$ such that the following conditions hold:

(a) For all nodes $u \in L$, the number of neighbors in $R^*$ is at most $O(\deg(u)/p + \log n)$.

(b) For all nodes in $u \in L$ with $\deg(u) \geq cp \log n$ for a sufficiently large constant $c > 0$, at least one neighbor of $u$ is in $R^*$.

4 Spanners

Here, we present the proof of Theorem 1, i.e., we develop a deterministic distributed algorithm for computing spanners by derandomizing the algorithm of Baswana and Sen [8], using our hitting set. We first briefly recall the algorithm of Baswana and Sen.

Baswana-Sen’s Spanner Algorithm. The algorithm has $k$ levels, where we gradually build, and sometimes dissolve clusters. At level $i$, each cluster induces a tree of depth at most $i - 1$ rooted at the corresponding cluster center. Initially, each node is one cluster. In the $i$th level for $i \in \{1, 2, \ldots, k - 1\}$, each cluster of the previous level is active with probability $n^{-1/k}$ and inactive otherwise. This randomized decision is made by the corresponding cluster center. Then, inactive clusters get dissolved and their nodes either join other clusters or get dropped from the algorithm permanently. For each node $v$ in an inactive cluster, if it has a neighbor in an active cluster, then $v$ joins the cluster of one such neighbor $u$, and adds the edge $\{v, u\}$ to the tree of that cluster. If $v$ has no neighbor in an active cluster, then $v$ gets dropped from the rest of the algorithm. But just before that, for each inactive cluster $C$ that contains a neighbor of $v$, node $v$ adds to the spanner one edge to some neighbor in $C$. Moreover, for each cluster of this level, we add the corresponding tree rooted in the cluster center to the spanner. This finishes level $i$, and we then proceed to the next level. In the very last level, all clusters are considered inactive and we act accordingly.

Properties of the Spanner algorithm of Baswana and Sen.

(1) Round Complexity: Clearly, the $i$th level can be implemented in $O(i)$ rounds of the $\text{CONGEST}$ model and thus the whole algorithm takes $O(k^2)$ rounds.

(2) Stretch: Eventually, all clusters are dissolved. For each edge $\{v, u\}$ in the graph, suppose without loss of generality that $v$ gets dropped from the clustering no later than $u$. Then, an edge is added to the spanner from $v$ to some node $w$ in the cluster of $u$. If $w = u$, edge $\{v, u\}$ is in the spanner. Otherwise, there is a alternate route to go from $v$ to $u$ in the spanner by going to $w$ and then using the cluster tree of $u$ at that level; potentially going from $w$ to its cluster center and then coming back to $u$. Since the tree has depth at most $i - 1 \leq k - 1$, the whole path has length at most $2k - 1$. That is, edge $\{v, u\}$ has stretch at most $2k - 1$.

(3) Spanner Size: The total number of cluster tree edges, over all levels, is $O(nk)$. Each node gets dropped in some level, when it has no active neighboring cluster, and then adds one edge connecting it to each (inactive) neighboring cluster to the spanner. If the node has
more than $\Theta(n^{1/k} \log n)$ neighboring clusters, w.h.p., it will have an active neighboring cluster. So the number of added edges per node is with high probability no more than $\Theta(n^{1/k} \log n)$. This is also true for the last level as there the total number of clusters is $\Theta(n^{1/k})$, w.h.p. Hence, the total number of edges in the spanner is $O(kn^{1+1/k} \log n)$, w.h.p.\footnote{With slightly more care, one can show that this number is actually $O(kn^{1+1/k})$, with high probability.}

**Derandomization – Abstracting the Properties of the Random Selection.** The only part of this algorithm that relies on randomness is the step of selecting active clusters. As can be seen in the analysis, it suffices that this (random) selection satisfies the following two properties, per level: (1) nodes that have more than $d = \Theta(n^{1/k} \log n)$ neighboring clusters will have at least one active cluster, (2) if the number of clusters in this level is $R \geq \Theta(n^{1/k} \log n)$, the number of active clusters is at most $R \cdot n^{-1/k}$. The former ensures that the number of edges added per node in a level $i \in \{1, 2, \ldots, k-1\}$ is at most $\Theta(n^{1/k} \log n)$. The latter follows from Chernoff bound. Because of having this property in all levels, it follows that the total number of clusters at the last level is $O(n^{1/k} \log n)$. Hence, the number of added edges per node in that level is $O(n^{1/k} \log n)$.

**Derandomization via Deterministic Hitting Set Computations.** We can formulate the above two properties as a direct instance of the hitting set problem discussed in Definition 8, as follows: We set $p = n^{1/k}$ and $T = i + 1 \leq O(\log n)$. Moreover, we make each node that has at least $d = \Theta(n^{1/k} \log n)$ neighboring clusters be one node in $L$ and each cluster center one node in $R$. Clearly, each node $\ell \in L$ can know $\Theta(p \log n)$ nodes of $R$ that are within its $i + 1 \leq k + 1 \leq O(\log n)$ hops, these are the vertices in $R(\ell)$. We can also deliver one message from each $r \in R$ to all vertices $\ell \in L$ for which $r \in R(\ell)$ in $T$ rounds. For that, we simply do a broadcast in the cluster centered at $r$ and then pass it on to all neighboring nodes including $\ell$. These provide all that we need to set up the hitting set problem. Moreover, we also use a $2T$-hop $(d, c)$-decomposition of graph $G$, for $d = c = 2^{O(\sqrt{\log n \log \log n})}$, which can be computing using Theorem 3 in $2^{O(\sqrt{\log n \log \log n})}$ rounds. We can now invoke the deterministic hitting set algorithm of Lemma 9, which runs in $2^{O(\sqrt{\log n \log \log n})}$ rounds. That provides a subset $R^* \subseteq R$ with size at most $R/p = R \cdot n^{-1/k}$ such that each node $\ell \in L$ has at least one node in $R^* \cap R(\ell)$. That is, each node that has more than $\Theta(n^{1/k} \log n)$ neighboring clusters will have at least one active cluster. These satisfy the two properties abstracted above, thus providing us with a deterministic selection of active clusters in each iteration of Baswana-Sen, hence completing the proof of Theorem 1.

**5 Minimum Set Cover and Dominating Set**

Consider a set cover instance $(X, S)$ consisting of a set $X$ of elements and a set $S \subseteq 2^X$ of subsets of $X$ such that $\bigcup_{A \in S} A = X$. The objective of the minimum set cover problem is to select a subset $C \subseteq S$ of the sets in $S$ such that $\bigcup_{A \in C} A = X$ and such that the cardinality of $C$ is minimized. As standard (see e.g., [2]), we model the set cover instance $(X, S)$ as a distributed graph problem by defining a bipartite network graph that has a node $u_x$ for each element $x \in X$ and a node $v_A$ for each set $A \in S$ and that contains an edge $\{u_x, v_A\}$ whenever $x \in A$. We also note that one can solve the distributed minimum dominating set
problem on a graph $G = (V, E)$ by using a distributed set cover algorithm and applying it to the corresponding set cover instance (where each node $v \in V$ represents an element and a set and where the set corresponding to a node $u$ contains $u$, as well as all neighbors of $u$ in $G$). The network graph of the set cover instance for the dominating set problem on $G$ is given by the bipartite cover of $G$ and a CONGEST-model algorithm on the bipartite cover of $G$ can be run on the CONGEST model on $G$ in the same time.

In the following, we assume that we are given a set cover instance $(X, S)$ and that $G = (V_X \cup V_S, E)$ is the bipartite $n$-node graph corresponding to the given set cover instance. We further assume that for some $d(n) \geq 1$ and $c(n) \geq 1$, a strong diameter 2-hop $(d(n), c(n))$-decomposition of $G$ is given. Recall that for $d(n) = c(n) = 2^{O(\sqrt{\log n \log \log n})}$, such a decomposition can be computed in $2^{O(\sqrt{\log n \log \log n})}$ rounds on $G$ (cf. Theorem 3).

We first describe the algorithm to compute a small set cover of $(X, S)$. The algorithm can be seen as a distributed variant of the well-known sequential greedy algorithm. The algorithm starts with an empty set cover and it consists of a sequence of steps in which several sets of $S$ are added to the set cover in parallel. Throughout the algorithm, we trace some properties of the subproblem that still has to be solved. For every set $A \in S$, we use $\delta(A)$ to denote the number of uncovered elements of $A$ (i.e., at the beginning of the algorithm, we have $\delta(A) = |A|$ and at the end, we need to have $\delta(A) = 0$). Further, for every element $x \in X$, for each of the colors $c \in \{1, \ldots, c(n)\}$ of the given 2-hop decomposition of $G$, and for some parameter $d \geq 1$, we define the degree-$d$, color-$c$ support $s(x, c, d)$ of $x$ as follows. If $x$ is already covered, we have $s(x, c, d) = 0$, otherwise, $s(x, c, d)$ is defined to be the number of sets $A \in S$ such that $x \in A$, $A$ is in a cluster of color $c$, and $\delta(A) \geq d$. The algorithm consists of $\lfloor \log n \rfloor$ stages $i = 1, 2, \ldots, \lfloor \log n \rfloor$ and each stage consists of $\lfloor \log n \rfloor$ phases $j = 1, \ldots, \lfloor \log n \rfloor$.

The algorithm guarantees that throughout stage $i \in \{1, \ldots, \lfloor \log n \rfloor\}$, for all sets $A \in S$, it holds that $\delta(A) < n/2^{i-1}$, i.e., in each stage, the upper bound on the maximum remaining set size is halved. Further, for each stage $i \in \{1, \ldots, \lfloor \log n \rfloor\}$ and each phase $j \in \{1, \ldots, \lfloor \log n \rfloor\}$, it holds that $s(x, c, n/2^i) < n/2^{i-1}$ for all $x \in X$ and all $c \in \{1, \ldots, c(n)\}$. Further, each phase consists of $c(n)$ steps. The pseudocode of the whole set cover algorithm is given by Algorithm 1.

\begin{algorithm}
\caption{Distributed Set Cover Algorithm.}
$\mathcal{C} := \emptyset$ // start with an empty set cover;
for stage $i := 1, 2, \ldots, \lfloor \log n \rfloor$ do
\hspace{1em}for phase $j := 1, 2, \ldots, \lfloor \log n \rfloor$ do
\hspace{2em}for step $c := 1, 2, \ldots, c(n)$ do
\hspace{3em}$S_{i,c} := \{A \in S : \delta(A) \geq n/2^i$ and $A$ is in cluster of color $c\}$;
\hspace{3em}$X_{i,j,c} := \{x \in X : s(x, c, n/2^i) \geq n/2^j\}$;
\hspace{3em}Select $S' \subseteq S_{i,c}$ such that:
\hspace{4em}a) $\forall x \in X_{i,j,c} : \exists A' \in S' : x \in A'$;
\hspace{4em}b) $\forall x \in X : x$ uncovered $\implies |\{A \in S' : x \in A\}| = O(\log n)$;
\hspace{3em}$\mathcal{C} := \mathcal{C} \cup S'$ // add $S'$ to the set cover
\end{algorithm}

\begin{lemma}
For all $i, j \in \{1, \ldots, \lfloor \log n \rfloor\}$ and all cluster colors $c \in \{1, \ldots, c(n)\}$, throughout stage $i$ and phase $j$ of Algorithm 1, it holds that
\begin{enumerate}[(a)]
  \item for every $A \in S$, we have $\delta(A) < n/2^{i-1}$,
  \item for every $x \in X$, we have $s(x, c, n/2^i) < n/2^{i-1}$,
  \item at the end of step $c$, for every $x \in X$, we have $s(x, c, n/2^i) < n/2^j$.
\end{enumerate}
\end{lemma}
Proof. We prove (a)–(c) by induction on $i$, $j$, and $c$. First, note that (a) holds for $i = 1$ because the bipartite graph $G$ representing the set cover instance has $n$ nodes. Because there needs to be at least one set and at least one element in every set cover instance, we thus have $|S| < n$ and $|X| < n$. Further note that if (a) is true for some stage $i$, then (b) holds for the given stage $i$ and $j = 1$ for the same reason. Also note that (b) and (c) always hold for all covered elements $x$ because in this case we defined $s(x, c, n/2^i)$ to be 0.

We next prove that (b) implies (c). Step $c$ of stage $i$ and phase $j$ guarantees that for each element $x \in X_{i,j,c}$ (i.e., for each element for which $s(x, c, n/2^i) \geq n/2^i$), there is a set $A \in S'$ such that $x \in A$. Consequently $x$ is covered after the step and thus $s(x, c, n/2^i) = 0$. By condition (c), after all the $c(n)$ steps of stage $i$ and phase $j$, we have $s(x, c, n/2^i) < n/2^i$ and thus if $j < \lceil \log n \rceil$, condition (b) also holds for stage $i$ and phase $j + 1$. To also prove the induction step for condition (a), consider the end of phase $j = \lceil \log n \rceil$ of stage $i$. By (c), we have $s(x, c, n/2^i) < n/2^{\lceil \log n \rceil} \leq 1$ and thus $s(x, c, n/2^i) = 0$ for all $x \in X$ and all $c \in \{1, \ldots, c(n)\}$. This implies that there is no set $A \in S$ left with $\delta(A) \geq n/2^i$.

Lemma 12. Given a strong diameter 2-hop $(d(n), c(n))$-decomposition of $G$, Algorithm 1 can be implemented deterministically in $\tilde{O}(d(n) \cdot c(n))$ rounds in the CONGEST model on $G$.

Proof. The algorithm consists of $O(\log n)$ stages, $O(\log n)$ phases per stage, and $c(n)$ steps per phase. The total number of steps is therefore $O(c(n) \log^2 n) = \tilde{O}(c(n))$. To prove the claim of the lemma, we thus need to show that each step can be implemented in $\tilde{O}(d(n))$ rounds in the CONGEST model on $G$. Consider some stage $i$, some phase $j$, and some step $c$ in stage $i$ and phase $j$. Recall that $S_{i,c} \subseteq S$ contains all sets $A \in S$ that are in clusters of color $c$ of the given network decomposition and for which $\delta(A) \geq n/2^i$ at the beginning of step $c$ of phase $j$ of stage $i$. Let $X_{i,c}$ be the set of uncovered elements of the sets in $S_{i,c}$. Consider the subgraph $G_{i,c}$ of the set cover graph $G$ that is induced by nodes corresponding to the elements in $X_{i,c}$ and the sets in $S_{i,c}$. Note that for some element $x \in X_{i,c}$, $s(x, c, n/2^i)$ is the degree of the corresponding node in $G_{i,c}$. The algorithm needs to select a subset $S'$ of the sets in $S_{i,c}$ such that for each $x \in X_{i,c}$, the number of selected sets containing $x$ is at most $O(\log n)$ and for each $x \in X_{i,j,c}$, there is at least 1 set containing $x$ selected. On the graph $G_{i,c}$, this translates into selecting a subset of the nodes $v_A$ corresponding to the sets $A \in S_{i,c}$ such that for each $x \in X_{i,c}$, the corresponding node $u_x$ has at most $O(\log n)$ neighbors selected and if $u_x$ has degree at least $n/2^j$, it has at least 1 neighbor selected. From Lemma 11, we further know that all nodes $u_x$ in $G_{i,c}$ have degree at most $n/2^{j-1}$ and all nodes $v_A$ have degree at most $n/2^{j-1}$. Selecting the subset of sets $S'$ therefore exactly corresponds to solving the problem given by Lemma 10 on graph $G_{i,c}$ with parameter $p = n/(\gamma 2^j \log n)$ for an appropriate constant $\gamma > 0$. Further note that because we are given a 2-hop $(d(n), c(n))$-decomposition, the parts of the graph $G_{i,c}$ corresponding to different clusters of color $c$ are disjoint. We can therefore solve the problem of selecting nodes in $S_{i,c}$ separately for each cluster of color $c$. Because each such cluster has a spanning tree of diameter $d(n)$, Lemma 10 implies that each step can be implemented in $\tilde{O}(d(n))$ rounds.

Lemma 13. Algorithm 1 computes a solution for a given set cover instance that is with an $O(\log^2 n)$-factor of an optimal solution.

Proof. The algorithm always computes a valid solution (i.e., a solution that covers all the elements): For $i = j = \lceil \log n \rceil$, condition (c) of Lemma 11 implies that $s(x, c, 1) = 0$ for all $x \in X$ and all $c \in \{1, \ldots, c(n)\}$. This can only be true if all elements $x \in X$ are covered.
To prove the bound on the approximation ratio, we use a standard dual fitting argument (see e.g. [31, Chapter 13]). In the step that covers an element $x \in X$, we assign a dual variable $y_x > 0$ to $x$ such that at the end of the algorithm $\sum_{x \in X} y_x = |C|$. Consider some step $c$ of stage $i$ and phase $j$ and assume that the sets in $S'$ are added to the set cover $C$. Let $X' \subseteq X$ be the set of elements that were uncovered before step $c$ of stage $i$ and phase $j$ and which are covered by the sets in $S'$. For all $x \in X'$, we set the dual variable $y_x$ to $y_x := |S'|/|X'|$. This clearly implies that at the end $\sum_{x \in X'} y_x = |S'|$ and thus at the end $\sum_{x \in X} y_x = |C|$. Note that for all sets $A \in S'$, we have $\delta(A) \geq n/2^i$. Because for each uncovered element $x \in X$, there are at most $O(\log n)$ sets $A \in S'$ for which $x \in A$, we have $|X| = \Omega(|S'| \cdot n/(2^i \log n))$. Because by condition (a) of Lemma 11 for all $A \in S$, we have $\delta(A) \leq n/2^{i-1}$, for all $x \in X' \cap A$, we have $y_x = O(\log n)/\delta(A)$. At the end of the algorithm, we thus get that for every set $A \in S$,

$$\sum_{x \in A} y_x = O(\log n) \cdot \sum_{\ell=1}^{\frac{|A|}{\ell}} = O(\log^2 n).$$

Dividing all $y_x$-variables by $O(\log^2 n)$ gives a feasible solution to the dual LP of the standard set cover LP relaxation. By LP duality, the obtained set cover is within an $O(\log^2 n)$ factor of the optimal solution.

\begin{theorem}
A $O(\log^2 n)$-approximation for the distributed set cover problem can be computed deterministically in $2^{O(\sqrt{\log n \cdot \log \log n})}$ rounds in the CONGEST model.
\end{theorem}

\begin{proof}
We can compute a 2-hop ($2^{O(\sqrt{\log n \cdot \log \log n})}$, $2^{O(\sqrt{\log n \cdot \log \log n})}$)-decomposition deterministically in $2^{O(\sqrt{\log n \cdot \log \log n})}$ rounds in the CONGEST model, using Theorem 3. Having this, the theorem then directly follows from Lemmas 13 and 12.
\end{proof}
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1 Introduction
This paper presents a distributed algorithm for computing a Minimum Spanning Tree (MST) with a nearly optimal round complexity and an improved message complexity. Our method also leads to improvements for two other basic problems, namely broadcast and gossiping.

Let us start with briefly recalling the CONGEST model, which is the standard synchronous message-passing model of distributed computing with small messages:

The CONGEST Model [37]. The network is abstracted as a weighted graph $G = (V, E, w)$ where $n = |V|$, $m = |E|$. Moreover, we use $D$ to denote the diameter of the graph. Initially, each node has a unique $\Theta(\log n)$-bit identifier and knows its own edges – i.e., the identifier of the other endpoint of the edges – as well as the weight of these edges. At the end, each node should know its own part of the output, e.g., which of its edges are in the computed minimum spanning tree. Per round, each node can send one $O(\log n)$-bit message to each of its neighbors. The round complexity of an algorithm is the number of rounds until all nodes are done with their computation, and the message complexity of the algorithm is the total number of messages sent throughout the algorithm.
History and Significance of MST in Distributed Algorithms. Minimum Spanning Tree (MST) is one of the central problems in the study of distributed graph algorithms, and it has been studied extensively since 1980s [12, 6, 11, 2, 13, 30, 39, 38, 8, 10, 26, 7, 28, 27, 16, 18, 36, 9, 32]. One can argue that much of the developments in the CONGEST model of distributed computing have been centered around (MST); the algorithmic or impossibility techniques developed for MST led to important results for other fundamental graph problems.

The work on distributed MST started with the algorithm of Gallager, Humblet, and Spira [12], which has time complexity $O(n \log n)$, and can be seen as a variant of the 1926 algorithm of Boruvka [35]. The time complexity was gradually improved [6, 11], eventually leading to the “optimal” $O(n)$-round algorithm of Awerbuch [2]. At the time, a round complexity of $O(n)$ was regarded as being optimal, because there are graphs of diameter $D = \Omega(n)$ on which one cannot do better (e.g., the $n$-node cycle).

A pioneering work of Garay, Kutten and Peleg [30, 13] shifted the are toward sublinear time algorithms in graphs of sublinear diameter, i.e., where this excuse of graphs with $D = \Omega(n)$ is ruled out. In particular, Garay et al. [13] presented an $O(D + n^{0.61})$-round MST algorithm, which was subsequently improved by Kutten and Peleg [30] to $O(D + \sqrt{n} \log^* n)$. Shortly after, Rubinovich and Peleg [38] proved a lower bound of $\tilde{\Omega}(D + \sqrt{n})$ for the round complexity of any distributed MST algorithm. By now, we understand that a wide range of other fundamental graph problems can be solved or approximated in time (close to) $\tilde{O}(D + \sqrt{n})$: the list includes minimum cut [14, 34], single-source shortest path [31, 33, 24, 4], tree embedding [19], maximum $s$-$t$ flow [17], and minimum connected dominating set [15]. Moreover, this time complexity is optimal for essentially all of these problems [7]. Many of these results build on the methods and results developed initially for MST.

Message Complexity Comes Back. In the above line of work, the primary focus has been the round complexity. However, now that we understand the round complexity aspect of MST rather well, there has been a revived interest in getting algorithms with improved message complexity. The time-optimal $\tilde{O}(D + \sqrt{n})$-round algorithm of Kutten and Peleg has message complexity $\tilde{O}(m + n^{3/2})$. In a recent work, Pandurangan et al. [36] provided the first (randomized) MST algorithm with round complexity $\tilde{O}(D + \sqrt{n})$ and message complexity $\tilde{O}(m)$. Shortly after, Elkin [9] presented a simpler deterministic algorithm with similar time and message complexities (in fact with improvements in the logarithmic factors).

By a result of Awerbuch et al. [3], this $\tilde{O}(m)$ message complexity is known to be optimal for deterministic algorithms. Moreover, it is the best possible if either we restrict ourselves to randomized comparison-based algorithms [3] or to the variant of the distributed model where at the beginning, each node does not know its neighbors [3, 29] (this is sometimes called the KT0 variant of the model, as opposed to the KT1 version where at the beginning nodes know their neighbors). However, if at the beginning, each node knows all its neighbors and we are allowed to use general randomized algorithms, this $\tilde{O}(m)$ message complexity lower bound does not apply. In fact, a beautiful result of King, Kutten, and Thorup [27] presents an algorithm with message complexity $\tilde{O}(n)$, however at the expense of having time complexity $\tilde{O}(n)$.

Open Question. This state of the art exhibits one clear open question:

Can we find a time-optimal MST algorithm with message complexity $o(m)$?
1.1 Our Results

MST. Our primary result in this paper is to provide a positive answer to the above open question. In particular, we prove that

▶ Theorem 1. There is a distributed randomized MST algorithm with round complexity $\tilde{O}(D + \sqrt{n})$ and message complexity $\tilde{O}(\min\{n^{3/2}, m\})$.

Broadcast. Along the way to this MST algorithm, we find a single-message broadcast algorithm – which can deliver a message from any source to all nodes – with an improved message complexity. We find this to be important on its own, given the centrality of the broadcast problem throughout distributed computing.

▶ Theorem 2. There is a distributed randomized algorithm that broadcasts one message to all nodes in $\tilde{O}(D + \sqrt{n})$ using $\tilde{O}(\min\{n^{3/2}, m\})$ messages.

We note that prior to this result, all known broadcast algorithms needed to use at least $\Omega(m)$ messages (in which case a simple flooding delivers the message to all in $O(D)$ rounds), with only one exception: the only known broadcast algorithm with message complexity $o(m)$ would need to use $\Omega(n)$ rounds [27].

Gossiping. The method that we develop for a message-efficient MST algorithm has one more significant consequence: it leads to the first sublinear-time GOSSIP algorithm in general graphs with bounded size messages [21, 5, 22]. In this problem, initially one node knows an $O(\log n)$-bit message, which should be delivered to all nodes. Per round each node can either PUSH an $O(\log n)$-bit message to an arbitrary neighbor or PULL an $O(\log n)$-bit message from an arbitrary neighbor.

▶ Theorem 3. There is a distributed randomized algorithm that broadcasts one message to all nodes in $\tilde{O}(\sqrt{nD})$ rounds of the GOSSIP model.

2 Preliminaries

In this section, we introduce two tools that will be used throughout our algorithms: one is an adaptation of the well-known 1926 algorithm of Boruvka for computing a minimum spanning tree [35], and the other is a randomized linear sketching tool.

Boruvka’s algorithm. The algorithm is made of $\Theta(\log n)$ phases, where we gradually merge fragments (i.e., subtrees) of the MST with each other until we have exactly one fragment, i.e., the MST. Initially, each node is its own fragment. Per phase, we do as follows: Each fragment $C$ picks the lightest edge that connects $C$ to nodes outside $C$. It is well-known and easy to see that all these lightest edges, one per fragment, belong to the MST. We will add only some of these edges to the MST, in a way that ensures that the corresponding fragment merges have a small depth (in a sense that will become clear soon); this allows us to perform these merges efficiently. In particular, each fragment throws a Head/Tails fair coin. Then, for each edge $e = (v, u)$ which is the lightest edge of the fragment $C \ni v$ who connects to fragment $C' \ni u$, we accept edge $e$ for a merge if and only if $C$ has a Tail coin toss and $C'$ has a Head coin toss. The accepted merge edges get added to the output MST. As a result, we perform a merge along each accepted merge edge by unifying the fragments connected via accepted merge edges, all at the same time. Notice that each new fragment is formed by merging a number of previous fragments in a star shape. That is, the new fragment is made
of a number Tail old fragments which merge with one central Head old fragment. Then, we proceed to the next phase. It is known that after \( \Theta(\log n) \) phases, with high probability, we have exactly one fragment which is the final MST. See e.g. [16] for the correctness proof of this method.

We also note that the algorithm can be extended directly to disconnected graphs, in which case it computes a minimum spanning tree in each connected component. Thus, overall, it provides a maximal forest with minimum weight.

**Linear Sketching.** The linear sketching tool that we will use was first used by Ahn et al. [1] in streaming algorithms. By now, variants of it have been used in various distributed algorithms [23, 27, 20, 25]. In a rough sense, this tool creates a “sketch” of a large set of elements (particularly, edges in our applications) which has only a few bits, and such that out of these few bits, we can still decode one element of the set. Since the sketch is linear (concretely, a bit-wise XOR), adding the sketches of two sets gives a linear sketch of their symmetric set difference. This last property will be important for our application. We can abstract this sketching as the following lemma.

**Lemma 4 (Linear Sketching).** Consider a set \( E \) of elements, each with a unique \( \Theta(\log n) \) bit identifier. There is a family \( F \) of encoder-decoder function pairs, where \( |F| = 2^{\Theta(\log^2 n)} \), with the following properties: Here, in each pair in \( F \), the encoder is a function \( \text{ENC} : E \rightarrow \{0, 1\}^{\Theta(\log^2 n)} \) and the decoder is a function \( \text{DEC} : \{0, 1\}^{\Theta(\log^2 n)} \rightarrow E \). The family \( F \) is such that if we pick one pair of encoder function \( \text{ENC} \) and the corresponding decoder function \( \text{DEC} \) at random from \( F \), then for each set \( S \subset E \), we have \( \text{DEC}(\oplus_{e \in S} \text{ENC}(e)) \in S \), with probability at least \( 1 - 1/n^3 \).

## 3 Minimum Spanning Tree

In this section, we prove the following result, which is a more detailed version of Theorem 1 and provides a time-optimal MST algorithm, up to logarithmic factors, with an improved message complexity.

**Theorem 5 (Sublinear Messages & Near-Optimal Time).** There is a randomized distributed algorithm that in any \( n \)-node \( m \)-edge weighted graph \( G = (V, E, w) \) with diameter \( D \) computes an MST with round complexity \( \tilde{O}(D + \sqrt{n}) \) and message complexity \( \tilde{O}(\min\{n^{3/2}, m\}) \), with high probability.

**Roadmap.** The algorithm for computing this MST is made of two parts. We first compute a sparser subgraph which has at most \( \tilde{O}(n^{3/2}) \) edges and still the diameter of it does not exceed \( \tilde{O}(D + \sqrt{n}) \). Moreover, this subgraph is such that we are able to compute it in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(n^{3/2}) \) messages. Then, we can easily compute a breadth first tree \( T \) of this sparse subgraph, which has depth at most \( \tilde{O}(D + \sqrt{n}) \), in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(\min\{n^{3/2}, m\}) \) messages. This part is captured by Lemma 6. This lemma itself has the direct corollary for the broadcast problem, it proves Theorem 2, showing that we can perform a global broadcast in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(n^{3/2}) \) messages. To finish the proof of Theorem 5, we then explain how to use the low-depth tree \( T \) constructed by Lemma 6 to compute the MST, in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(n) \) messages. This second part is captured by Lemma 7. Putting Lemma 6 and Lemma 7 together proves Theorem 5.

Finally, we comment that one can generalize Lemma 7 and prove that for every \( \epsilon \in [0, 1/2] \), there exists a randomized algorithm for constructing MST using \( \tilde{O}(D + n^{1-\epsilon}) \) rounds and \( \tilde{O}(\min\{n^{1+\epsilon}, m\}) \) messages.
Lemma 6 (Sparsification Lemma). There is a distributed algorithm that in any \( n \)-node \( m \)-edge weighted graph \( G = (V, E, w) \) with diameter \( D \), computes a spanning subgraph that has diameter \( \tilde{O}(D + \sqrt{n}) \) and \( \tilde{O}(n^{3/2}) \) edges, in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(\min\{n^{3/2}, m\}) \) messages. Then, we can also compute a spanning tree of diameter \( \tilde{O}(D + \sqrt{n}) \), in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(\min\{n^{3/2}, m\}) \) messages.

Proof. Before describing the algorithm, we comment that the algorithm is described with focus on graphs that have \( \Omega(n^{3/2}) \) edges; for these, we show that our algorithm will use \( \tilde{O}(n^{3/2}) \) messages. The algorithm is such that it passes at most \( \text{poly}(\log n) \) messages through each edge and therefore, it automatically has message complexity at most \( \tilde{O}(m) \). Hence, we can write the message complexity as \( \tilde{O}(\min\{n^{3/2}, m\}) \).

Heavy and Light Nodes and the Heavy Subgraph \( G' \). Call a node heavy if its degree exceeds \( \sqrt{n} \) and light otherwise. Let \( G' \) be the subgraph of \( G \) induced by heavy vertices, i.e., the subgraph made of all edges that both of their endpoints are heavy. We call this the Heavy Subgraph. Notice that \( (G \setminus G') \) has at most \( n^{3/2} \) edges.

Step 1 – Forming Stars. Define \( S \) to be a random subset of all vertices where each node is included in \( S \) with probability \( \frac{10\log n}{\sqrt{n}} \). We add all these vertices and their edges to the so-called heavy subgraph \( G' \). It is easy to see that, w.h.p., \( |S| = O(\sqrt{n} \log n) \) and moreover, each heavy node has at least one neighbor in \( S \). Make each node in \( S \) send a message to each of its neighbors. This uses \( O(n^{3/2} \log n) \) messages overall. Then, make each heavy node \( v \notin S \) that receives a message from a neighbor in \( S \) pick one such neighbor as its center. For each node \( s \in S \), this defines a star subgraph centered at \( s \) along with some of its neighbors. These stars are disjoint for different centers and they satisfy the following guarantees: We have \( O(n^{3/2} \log n) \) stars and each heavy node is in exactly one star.

Step 2 – Boruvka on the Heavy Subgraph, and Starting From the Stars. Now, we run Boruvka’s algorithm – as explained in Section 2 – for computing a certain maximal spanning forest \( F \) of \( G' \), with the initial configuration that each star is one fragment of \( F \). We remark that here we can ignore the edge weights as we are interested in simply one maximal spanning forest, with no regard for the weights. Hence, per phase, for each component, it suffices to find one outgoing edge for each fragment \( C \) of \( F \). Notice that the naive way for detecting whether an edge \( e = u, v \) incident on a node \( v \in C \) is outgoing or not, i.e., whether \( u \in C \) or not, would require communicating through this edge \( e \), which overall can lead to \( O(m) \) message complexity. To circumvent that, we follow a linear sketching method of King, Kutten, and Thorup [27]. The key aspect of this linear sketching is abstracted by Lemma 4.

We make the center of fragment \( C \) pick one sketch (i.e., a pair of encoder and decoder functions) from the family \( \mathcal{F} \) of Lemma 4 at random and we deliver the \( \Theta(\log^3 n) \) bits of the description of \( \mathcal{F} \) to all nodes of \( C \), via a simple broadcast along the tree of fragment \( C \). Then, each node \( v \) computes \( ENC(e) \) for each edge \( e \) incident on \( v \). Then, we aggregate a bit-wise XOR of these values \( END(e) \), through a convergecast, at the root of the fragment. Notice that for each internal edge \( e = u, v \) which has both \( u \) and \( v \) in fragment \( C \), the related encoding \( ENC(e) \) gets added to the computed bit-wise XOR twice, once from each endpoint. Hence, it gets canceled out. On the other hand, \( ENC(e) \) for each outgoing edge \( e \) is added exactly once to the bit-wise XOR and therefore, it does not get canceled out. By Lemma 4, once the fragment center receives this bit-wise XOR, that is \( \oplus_{e \in O} ENC(e) \) where \( O \) denotes the set of edges going out of fragment \( C \), it can decode it using the function \( DEC() \). Thus,
the fragment center then obtains one outgoing edge \( e \in O \). We then broadcast this outgoing edge to all vertices of the fragment. In particular the endpoint of \( e \) in \( C \) knows that its edge \( e \) is chosen as a potential edge for a merge.

The above process explains how we compute one outgoing edge for each fragment (unless the fragment already fully spans its component and no edge can be added to it, in which case the sketch shows an empty set of outgoing edges). Moreover, it uses \( \tilde{O}(n) \) messages overall because we are simply performing \( O(1) \) convergecasts and broadcasts in the tree of each fragment, each of them carrying \( \text{poly}(\log n) \) bit messages, and all the trees together have at most \( n-1 \) edges. Furthermore, this procedure has round complexity equal to the maximum fragment diameter, up to logarithmic factors. Since we have \( \tilde{O}(n^{1/2}) \) stars and each edge of \( G' \) is incident on one of the stars, and because in each fragment all nodes of each star also have all of their star edges as a part of the fragment, the maximum fragment diameter is \( \tilde{O}(n^{1/2}) \). This completes the process of selecting outgoing edges.

Then, selecting the accepted outgoing edges for merge, using the related Head/Tail coins of the fragments, and performing the corresponding merges can be done similarly with simple broadcasts and convergecasts, same as described in the description of Boruvka’s algorithm in Section 2. This again takes \( \tilde{O}(n^{1/2}) \) rounds and \( \tilde{O}(n) \) messages. After going through all the \( \Theta(\log n) \) phases of Boruvka, we get a maximal spanning forest \( F \) of \( G' \). throughout step 2, we have used \( \tilde{O}(n) \) messages and \( \tilde{O}(n^{1/2}) \) rounds.

**Arguing that \((G \setminus G') \cup F \) is our desired sparse low-diameter spanning subgraph.** Consider the spanning subgraph \( H \) with all edges of \((G \setminus G') \cup F \). This subgraph clearly has at most \( \tilde{O}(n^{3/2}) \) edges. We next argue that it has diameter at most \( \tilde{O}(D + \sqrt{n}) \). Consider two arbitrary nodes \( v, u \in G \). We prove that there is a path of length at most \( \tilde{O}(D + \sqrt{n}) \) in \( H \) between \( u \) and \( v \). Suppose that in \( G \), we contract each connected component of \( F \) into a single node, and call the resulting graph \( H' \). There must still be a path of length at most \( D \) between \( u \) and \( v \) in this contracted graph \( H' \). Let \( P_{u,v} \) be the shortest path in \( H' \) between \( u \) and \( v \). Now we can transform \( P_{u,v} \) to a path of length \( D + O(\sqrt{n} \log n) \) in \( H \) as follows: any contracted part of the path \( P_{u,v} \) can be “un-contracted” — essentially undoing the process of contraction — and replaced with the portion of the maximal forest \( F \) that spans that component of \( F \). This step increases the length of the path by at most a constant factor of the number of stars in that connected component of \( F \). Since the total number of stars is \( O(\sqrt{n} \log n) \), over all the components, this “un-contracting” process increase the path length from \( D \) to at most \( D + O(\sqrt{n} \log n) \). This path now exists in \( H = (G \setminus G') \cup F \).

Since this argument holds for any two arbitrary nodes \( v, u \in G \), we get that the spanning subgraph \( H \) has diameter at most \( \tilde{O}(D + \sqrt{n}) \).

**Computing a Low-Diameter Spanning Tree.** Once we have \( H \), we can also perform a breadth first search (BFS) in \( H \), which finds a spanning tree (of \( G \)) that has diameter \( \tilde{O}(D + \sqrt{n}) \). Since \( H \) has at most \( \tilde{O}(\min \{ n^{3/2}, m \} ) \) edges, the construction of this BFS tree uses at most \( \tilde{O}(\min \{ n^{3/2}, m \} ) \) edges, thus proving the second part of the lemma. \( \blacksquare \)

We next describe our MST computation method which we shall use with the help of the computed low-diameter spanning tree provided by Lemma 6.

**Lemma 7 (MST Computation).** Suppose that we are given a spanning tree with depth \( d = \tilde{O}(D + \sqrt{n}) \) of the graph. Then, we can compute the MST in \( \tilde{O}(D + \sqrt{n}) \) rounds and using \( \tilde{O}(n) \) messages.
Proof Sketch. We will use Borůvka’s MST algorithm, combined with the linear sketching method of King et al. [27] for finding the lightest outgoing edge of each fragment, as well as an idea of Elkin [9]. Roughly speaking, the latter will allow us to primarily work on low-depth fragments, except for switching to computation on the global spanning tree, at the end. The algorithm is made of two parts, which we explain next.

Part 1 – MST Growth With Low-Diameter Fragments. During the first part, we grow a partial forest $T$ of the MST. This will be done such that at the end, each fragment of $T$ has diameter in $[d, 5d]$. We always make sure not to have any fragment of diameter exceeding $5d$. Initially, $T$ is the trivial forest made of each node as its own fragment. Then, throughout $\Theta(\log n)$ phases, we merge some fragments with each other similar to Borůvka’s algorithm explained in Section 2, but with some modification: In each phase, we do as follows. Any fragment $C$ of diameter at most $d$ is called active and each other fragment is called inactive. Each inactive fragment $C$ will not initiate a merge, that is, it will not compute its lightest outgoing edge to propose it to be added to MST. But $C$ is still receptive to merges, i.e., if an active fragment $C'$ proposes a merge with $C$ (and $C$ has a Head coin toss and $C'$ has a Tail coin toss), we accept this merge.

Let us discuss how we compute the lightest outgoing edge for each active component. This is done via a binary search through the range of the weights. Each time if the active search range for fragment $C$ is $[L, U]$, we sketch all edges incident on $C$ with weight in $[L, \frac{L+U}{2}]$ and deliver this sketch to the root of fragment $C$ using a convergecast of the XOR of sketches (similar to proof of Lemma 6). If this sketch indicates an empty edge-set, then the binary search zooms into search range $[L+\frac{U}{2}, U]$. Otherwise, it zooms into $[L, L+\frac{U}{2}]$ as the search range. In either case, the upper and lower bound of the search range are then broadcast to all nodes of the fragment $C$. After $O(\log n)$ steps of the binary search, each of which takes $O(d)$ rounds, we find the lightest outgoing edge of $C$ and this edge is known to all nodes of $C$. Then, the merge operations are similar to Section 2, along edges that go from Tail coin active fragments to Head coin fragments.

Once these merges happen, the diameter of the resulting fragment might exceed $5d$. However, it still will be at most $7d + 2 = O(d)$. This is because the new fragment is made of a star merge centered at one fragment of diameter at most $5d$ with a number of side fragments, each of diameter at most $d$. We then spend $\Theta(d)$ rounds to truncated the fragment to diameter at most $5d$. In particular, for each fragment that has diameter exceeding $5d$, we select some edges of it to be discarded from the current forest such that each remaining fragment has diameter in $[d, 5d]$. This can be done in $O(d)$ rounds as the next paragraph explains.

To cut this component tree into fragments with diameter in $[d, 5d]$, we do as follows: first, perform a broadcast on the fragment tree so that each node knows its distance from the root of the fragment. Then, for each node $v$ with distance an integer multiple of $(d + 1)$, the edge of that node to its parent will be discarded from the forest. This ensures that each fragment of the remaining forest has diameter at most $2d$. However, an unfortunate side-effect is that there might be some nodes $v$ whose edge to its parent gets discarded and such that the subtree rooted at $v$ has a height smaller than $d$. We can detect such nodes using a simple convergecast from the leaves toward the root. For every such node $v$, we undo the step of discarding the edge connecting $v$ to its parent and thus effectively we merge back its subtree with its parent fragment. This might increase the depth of its parent fragment but the corresponding diameter cannot exceed $4d$. 
Now that the fragments are truncated to have diameter in \([d, 5d]\), we proceed to the next phase. After \(\Theta(\log n)\) phases, the first part of the algorithm is done. At that point, we have reached a setting where we have a forest \(F\) made of \(O(n/d)\) fragments, each with diameter in \([d, 5d]\). Moreover, all edges of this forest belong to the minimum spanning tree. Overall, this first part uses \(\tilde{O}(d)\) rounds and \(\tilde{O}(n)\) messages.

**Part 2 – MST Growth Beyond Low-Diameter Fragments.** Now, the second part of the algorithm starts. Here, we grow the eventual MST \(T\), but using a different method. Initially, we set \(T = F\). The forest \(T\) will grow over time while \(F\) is maintained as is, permanently. We again will have \(\Theta(\log n)\) Boruvka-style phases of growing the fragments of \(T\). At each time, each fragment of \(T\) is made of a number of fragments of \(F\).

To compute the lightest outgoing edge of each fragment \(t\) of \(T\), we do the corresponding binary search differently. Suppose the current weight range of binary search for \(t\) is some range \([L, U]\), which is known to all nodes of \(t\). We then make each of the fragments \(f \in F\) which are a part of \(t\) compute its own sketch of edges incident on \(f\) with weight in \([L, \frac{L+U}{2}]\) using a convergecast inside \(f\). This results in one \(\Theta(\log^3 n)\)-bit sketch for the whole fragment \(f\). Then, we broadcast all these sketches, one for each fragment of \(F\), to the root of the whole graph using the given spanning tree of depth \(d\). Since each fragment of \(F\) sends one \(\Theta(\log^3 n)\)-bit message, \(F\) has \(O(n/d)\) fragments, and each message travels \(d\) hops to reach the root of the spanning tree, the overall message complexity is \(\tilde{O}(n/d \cdot d) = \tilde{O}(n)\). Once the root receives all these sketches, it can compute one outgoing edge for each fragment \(t\) of \(T\) (if there was some edge in the corresponding search range and the sketch was not empty). Then, the root can broadcast these edges back to the nodes of \(t\) by simply putting the identifier and weight of that found edge in the message that arrived from each subfragment \(f \in F\) of \(t\) and reversing the schedule of the convergecast, now delivering messages from the root to all nodes. This completes one step of the binary search. After \(O(\log n)\) such steps of the binary search, the root knows the lightest outgoing edge of each fragment \(t\) of \(T\). Thus, the root can perform one phase of Boruvka-style merges on \(T\). It then updates \(T\) accordingly, by merging the related fragments, and reports the new fragment IDs to all nodes. This is again done by putting this \(T\)-fragment ID back in the message that came from the corresponding subfragment \(f \in F\) of \(t\) and reversing the schedule of the convergecast, after which a broadcast inside fragment \(f \in F\) delivers it to all nodes of that fragment. This finishes the description for one phase of Boruvka.

Repeating a similar process for \(\Theta(\log n)\) phases finishes the computation of the MST. The round complexity of the process is \(\tilde{O}(d)\), since each phase is made of poly\((\log n)\) many broadcasts and convergecasts, each it trees of diameter \(d\). Moreover, the message complexity is \(\tilde{O}(n)\), again because the convergecasts and broadcasts inside fragments of \(F\) clearly use at most \(\tilde{O}(n)\) messages, and the broadcast and convergecasts in the overall spanning tree use \(\tilde{O}(n/d \cdot d) = \tilde{O}(n)\) messages.

## 4 Fast Gossiping with Bounded-Size Messages

In this section, we prove the following results, which is a more detailed version of Theorem 3.

- **Theorem 8.** There is a distributed algorithm that spreads a rumor from one node to all in \(\tilde{O}(\sqrt{nD})\) rounds of the GOSSIP model, where per round each node initiates one PUSH or PULL contact with one of its neighbors, communicating an \(O(\log n)\) bit message.
M. Ghaffari and F. Kuhn

Proof. We first find a sparse spanning subgraph and then perform a gossiping broadcast on this subgraph. The sparsity of the subgraph allows us to have a fast algorithm in the GOSSIP model, as it enables each node to contact only a few other nodes. To build the sparse subgraph, the general method is mostly similar to the one used in Lemma 6. However, we now need to adapt the construction method to the GOSSIP model and analyze the resulting round complexity. Here, we explain the changes.

Step 1 – Forming Stars. Now, we call a node heavy if its degree exceeds $\sqrt{n/D}$ and light otherwise. The subgraph $G'$ made of all edges induced by heavy vertices is called the heavy subgraph. We pick $10\sqrt{nD\log n}$ nodes at random in expectation to be the set $S$ of centers of the stars – i.e., we include each node of the graph in $S$ randomly with probability $10\sqrt{D/n\log n}$. To form the stars, each (heavy) node goes through its neighbors and pulls from them, one by one, until finding the first node who is chosen to be a star. Notice that each heavy node will find a star within $O(\sqrt{n/D})$ pulls, with high probability. Moreover, each contacted node can always respond whether it is star center or not.

Step 2 – Boruvka on the Heavy Subgraph, and Starting From the Stars. Having formed these stars, the algorithm continues essentially the same as in Lemma 6 to build a maximal forest $F$ of the graph $G'$ made of all edges with at least one heavy endpoint (and the corresponding nodes). There is only one comment in order: We should explain that we can perform the convergecast and broadcasts of Boruvka’s algorithm in the GOSSIP model, because these trees do not necessarily have small degrees. Suppose that we have a rooted tree of depth $d$ for each fragment of the forest and each node knows its depth in this tree. Then, we can perform a broadcast (sending a single-message from the root to all) or convergecast (e.g., computing one aggregate function such as sum by sending messages from the leaves up towards the root) in this tree in time $O(d)$ also in the GOSSIP model. In the case of broadcast, in the $i^{th}$ round, each node $v$ at depth $i$ makes a PULL contact to its parent. A simple induction shows that each node at depth $i$ receives the message in round $i$. A convergecast is similar; in the $i^{th}$ round each node $v$ at depth $d - i$ makes a PUSH contact to its parent, sending the message of the convergecast to its parent. Again, via a simple induction, we can prove that after $d$ rounds the root receives the result of the convergecast. Having this broadcast and convergecast, we can build the maximal forest $F$ of the subgraph $G'$ similar to Lemma 6. At the end, each component of this maximal forest $F$ is rooted in one of its nodes and each node of that component knows its depth in the rooted tree of that component. Since we now have $O(\sqrt{nD\log n})$ stars, the diameter of each fragment is at most $O(\sqrt{nD\log n})$. Therefore, also the construction of $F$ finishes in $O(\sqrt{nD\log n})$ rounds of the GOSSIP model.

Gossiping on the Sparse Subgraph. Now, we use the spanning subgraph defined by $(G \setminus G') \cup F$ to perform the gossiping of one message to all nodes. For that, we divide time into phases, each made of two rounds. In odd rounds, each informed node – who already has the gossiping message – picks one of its edges at random – if it has any – and pushes the message through that edge and each uninformed node pulls from one of its neighbors chosen at random. In even rounds, each uninformed node pulls from its parent in the forest $F$ and each informed node pushes to its parent. We now argue that the message reaches all nodes in $O(\sqrt{nD\log n})$ rounds, with high probability. Let $v$ be the source of the gossiping, i.e., the node that initially holds the gossip message. As in the proof of Lemma 6, we can see that for every vertex $u$, there is a
path $P_{v,u}$ of length $D + O(\sqrt{nD \log n})$ in $(G \setminus G') \cup F$ connecting $v$ to $u$. Let us say edge $(w_1, w_2) \in P_{v,u}$ is in the waiting mode during all the rounds that $w_1$ is the closest informed node on $P_{v,u}$ to $u$. In particular, during these times $w_1$ is informed and $w_2$ is not informed. We analyze the time that the edges of $P_{v,u}$ spend in the waiting mode. In two parts, one for $(G \setminus G')$ and one for $F$. We show that the summation of the time that different edges of $P_{v,u}$ spend in the waiting mode is at most $O(\sqrt{nD \log n})$ rounds. Hence, the message reaches from $v$ to $u$ in $O(\sqrt{nD \log n})$ rounds. Notice that by definition, per round at most one edge of $P_{v,u}$ is in the waiting mode.

Similar to the proof of the last part of Lemma 6, we can see that at most $D$ hops of the path $P_{v,u}$ are edges of $(G \setminus G')$ and the rest are edges of $F$. Now, because of the odd rounds, whenever a low-degree node $w_1$ gets informed, each of its neighbors $w_2$ in the subgraph $G \setminus G'$ gets informed with high probability in $O(\sqrt{n/D})$ rounds. Hence, the message travels one hop through $G \setminus G'$ per $O(\sqrt{n/D})$ rounds. Let us say edge $(w_1, w_2) \in (G \setminus G')$ is in the waiting mode during all the rounds that $w_1$ is informed but $w_2$ is not informed (or vice versa). Thus, each edge is in the waiting mode at most $O(\sqrt{n/D})$ rounds, w.h.p. Overall, the time that the message spends waiting to travel through the edges of $P_{v,u} \cap (G \setminus G')$ is at most $D \cdot O(\sqrt{n/D})$. Now, we focus on the waiting time of edges of $F$.

Because of the even rounds, when the message reaches some node of a fragment of $F$, it gets pushed to the root and then pulled to all the nodes of the fragment, in a number of phases asymptotically equal to the depth of that forest fragment. Notice that this depth is upper bounded asymptotically by the number of stars in that fragment. Hence, the total waiting time of the edges of $P_{v,u}$ in that fragment is upper bounded asymptotically by the number of stars in that fragment. Since overall the number of stars is at most $O(\sqrt{nD \log n})$, the message spends at most $O(\sqrt{nD \log n})$ rounds going through the edges of $P_{v,u} \cap F$. Hence, overall the time the message takes to reach from $v$ to $u$ is at most $D \cdot O(\sqrt{n/D}) + O(\sqrt{nD \log n}) = O(\sqrt{nD \log n})$. 

References


30:12  Distributed MST and Broadcast with Fewer Messages, and Faster Gossiping


New Distributed Algorithms in Almost Mixing Time via Transformations from Parallel Algorithms

Mohsen Ghaffari
ETH Zurich, Switzerland
ghaffari@inf.ethz.ch

Jason Li
Carnegie Mellon University, USA
http://cs.cmu.edu/~jmli

Abstract
We show that many classical optimization problems – such as \((1 \pm \epsilon)\)-approximate maximum flow, shortest path, and transshipment – can be computed in \(\tau_{\text{mix}}(G) \cdot n^{o(1)}\) rounds of distributed message passing, where \(\tau_{\text{mix}}(G)\) is the mixing time of the network graph \(G\). This extends the result of Ghaffari et al. [PODC’17], whose main result is a distributed MST algorithm in \(\tau_{\text{mix}}(G) \cdot 2^{O(\sqrt{\log n \log \log n})}\) rounds in the CONGEST model, to a much wider class of optimization problems.

For many practical networks of interest, e.g., peer-to-peer or overlay network structures, the mixing time \(\tau_{\text{mix}}(G)\) is small, e.g., polylogarithmic. On these networks, our algorithms bypass the \(\tilde{\Omega}(\sqrt{n} + D)\) lower bound of Das Sarma et al. [STOC’11], which applies for worst-case graphs and applies to all of the above optimization problems. For all of the problems except MST, this is the first distributed algorithm which takes \(o(\sqrt{n})\) rounds on a (nontrivial) restricted class of network graphs.

Towards deriving these improved distributed algorithms, our main contribution is a general transformation that simulates any work-efficient PRAM algorithm running in \(T\) parallel rounds via a distributed algorithm running in \(T \cdot \tau_{\text{mix}}(G) \cdot 2^{O(\sqrt{\log n})}\) rounds. Work- and time-efficient parallel algorithms for all of the aforementioned problems follow by combining the work of Sherman [FOCS’13, SODA’17] and Peng and Spielman [STOC’14]. Thus, simulating these parallel algorithms using our transformation framework produces the desired distributed algorithms.

The core technical component of our transformation is the algorithmic problem of solving multi-commodity routing – that is, roughly, routing \(n\) packets each from a given source to a given destination – in random graphs. For this problem, we obtain a new algorithm running in \(2^{O(\sqrt{\log n})}\) rounds, improving on the \(2^{O(\sqrt{\log n \log \log n})}\) round algorithm of Ghaffari, Kuhn, and Su [PODC’17]. As a consequence, for the MST problem in particular, we obtain an improved distributed algorithm running in \(\tau_{\text{mix}}(G) \cdot 2^{O(\sqrt{\log n})}\) rounds.

1 Introduction and Related Work
This paper presents a general method that allows us to transform work-efficient parallel algorithms – formally in the PRAM model – into efficient distributed message-passing algorithms – formally in the CONGEST model – for a wide range of network graphs of practical interest. We believe that this method can be of significance for the following reasons:
(1) parallel algorithms have been studied extensively since the late 1970s [11, 14, 30] and
there is a vast collection of known parallel algorithms for a variety of problems, and (2) there is a rather active community of research on developing new parallel algorithms. Our transformation opens the road for exporting these algorithms to the distributed setting and bridging the research in these two subareas in a concrete and formal manner. As immediate corollaries, by translating the recent work-efficient parallel algorithms for flow-type problems, we obtain new distributed algorithms for approximate maximum flow, shortest path, and transshipment.

Of course, such a transformation is bound to have some limitations. Due to the reasons that shall be explained soon, such a general transformation would be inefficient in worst-case network graphs. But we show that there are efficient transformations for many graph families of practical interest, and we also exhibit that these transformations entail interesting and non-trivial theoretical aspects.

To explain our transformations, we first recall (informal) descriptions of the two computational models that we discuss, the distributed model and the parallel model. The more detailed model definitions are presented later in Section 3.

The Distributed Computing Model – CONGEST [27]. The network is abstracted as an $n$-node undirected graph $G = (V, E)$. There is one processor on each node of the network. At the risk of a slight informality, we use the words processor and node interchangeably. Each node has a unique $\Theta(\log n)$-bit identifier. Communication happens in synchronous rounds where per round, each node can send one $B$-bit message to each of its neighboring nodes in the network graph $G$, where typically one assumes $B = O(\log n)$. During each round, each processor can perform unbounded computation with the information that it has at the time. The graph is known in a distributed fashion: each processor knows the edges incident on its own node. In case that the edges are weighted, the weight is known to both endpoints. At the end of the computation, each node should know its own part of the output: e.g., in computing a coloring, each node should know its own color. One can measure the efficiency of an algorithm in the CONGEST model in different ways, such as number of rounds taken, or total number of messages sent among all nodes. In this paper, we only focus on minimizing the number of rounds that an algorithm takes.

The Parallel Model – PRAM [15, 18]. The system is composed of $p$ processors, each with a unique ID in $\{1, 2, \ldots, p\}$, and a shared memory block of $M$ entries, including an output tape. In every round, each processor can read from or write to any memory entry (Concurrent Read and Concurrent Write, aka, CRCW); if multiple processors write to the same entry, an arbitrary one takes effect. The input is provided in the shared memory cells in a manner that can be addressed easily, e.g., in the case of a graph, the input can be given as an adjacency list where there is one memory cell for the $j^{th}$ neighbor of the $i^{th}$ node.

Limitations to General Transformations? Notice that the two models are intrinsically focused on different issues. The PRAM model is about speeding up computations, via using more processors, and tries to understand how much parallelism can help in reducing time. On the other hand, the distributed model is relevant where the system is by nature made of

---

1 We can also support parallel algorithms that work under a more powerful model: if multiple processors write to the same memory, then we can take any associative function (min, max, sum) on the words written, and write that result into memory. However, for simplicity, we will work under the arbitrary CRCW model.
autonomous entities, each of which knows a part of the problem. For instance, in computer networks, which were historically the primary motivation for distributed models such as CONGEST, the computers in the network each know a part of the network graph and they cooperate to compute something about it, e.g., variants of shortest paths or routing tables. Here, **locality of the data and limited communication bandwidth** are the main challenges. As such, it is arguably unreasonable to seek a general efficient transformation of any parallel algorithm to a distributed one in any arbitrary network graph. Let us elaborate on this. (1) The PRAM model is not limited by any **locality** – each processor can access any single register – while this is an intrinsic limitation in distributed systems – it can take time proportional to the diameter of the network graph for a processor to be informed of some bit residing in a far away corner of the network graph. (2) Similarly, the network graph may have a small cut, which means transferring information across this cut, i.e., from the processors on one side of the cut to the other size, may take a long time, while this can be done much faster in the PRAM model.

**So What Can We Hope For?** The above discussions and the two concrete points on **locality** and **congestion** (or in other words communication bandwidth) suggest that there may be some hope left: at least in network graphs that satisfy some mild conditions on diameter and cut sizes (or alternatively expansion, conductance, or other forms of formalizing lack of “communication bottlenecks”), we might be able to find some general transformation. Arguably, these actually capture a range of network graphs of practical interest. For instance, overlay and peer-to-peer networks are designed and dynamically maintained over time in a fashion that ensures these good properties.

One way of classifying some such nice graph families is by selecting all graphs whose mixing time for a random walk is relatively small. We define mixing time in Section 1.1.2, but informally, the mixing time of a graph is the number of steps a lazy random walk needs to take so that the distribution of the last vertex of the walk is roughly uniform over all \( n \) vertices. A wide range of the (overlay) networks used in practical distributed applications exhibit a good (e.g. polylogarithmic in \( n \)) mixing time. This holds for example for the networks in consideration in [2, 3, 23, 25, 24, 26, 33].

A canonical reason for this good mixing time is because many of these overlay networks are formed in a way where each node is connected to \( \Theta(\log n) \) randomly chosen nodes. Indeed, we present our general transformation primarily for such random graphs. We then also explain how to emulate the communication on random graphs atop arbitrary networks with a round-complexity overhead related to the mixing time of the graph, thus enabling us to extend the transformation to general graphs, with a round complexity overhead proportional to the mixing time.

### 1.1 Our Results

Our results build off of those in [13], whose main result is a distributed MST problem running in nearly mixing time. We improve upon their results in two dimensions, one technical and one primarily conceptual. The technical contribution is an improved algorithm for the **multicommodity routing** problem in random graphs, which is equivalent to the **permutation routing** problem in [13] up to \( O(1) \) factors. We solve this problem in \( 2^{O(\sqrt{\log n})} \) rounds,

\(^2\) And that bit may be relevant, as is in global problems such as minimum spanning tree, shortest path, etc.
improving upon the $2^\Theta(\sqrt{\log n \log \log n})$ round algorithm in [13]. Together with the ideas in [13], this immediately improves the distributed MST algorithm from $\tau_{\text{mix}}(G) \cdot 2^\Theta(\sqrt{\log n \log \log n})$ to $\tau_{\text{mix}}(G) \cdot 2^\Omega(\sqrt{\log n})$.

Our second, more conceptual contribution is in applying the multicommodity routing problem in a more general way. In particular, we use it to develop a framework that transforms work-efficient algorithms in the PRAM model to distributed algorithms. This transformation allows us to port the recent work-efficient parallel algorithms [28, 31, 32, 4] for approximate maximum flow, shortest path, and transshipment to run in the CONGEST model, taking $\tau_{\text{mix}}(G) \cdot n^{o(1)}$ rounds for all three problems.

We first describe our multi-commodity routing result for random graphs, our main technical result and a key component in our transformations. We believe that this multi-commodity routing scheme and the hierarchical graph partitioning underlying it may be of independent interest. We then state our transformation results and overview some of their applications in deriving efficient distributed algorithms for some central graph problems.

\subsection{Multicommodity Routing on Random Graphs}

\textbf{Random Graph Model.} We work with the following random (multi-)graph model $G(n, d)$ is as follows: each node $v \in V$ picks $d = \Omega(\log n)$ random nodes in $V$ independently with replacement, called the \textit{outgoing} neighbors of $v$. The network graph consists of all edges $(u, v)$ where $u$ is an outgoing neighbor of $v$ or vice versa. For $d = \Omega(\log n)$, this model behaves very similarly to the Erdős-Rényi model $G(n, d/n)$ [9]; we use our variant for convenience.\footnote{Moreover, for many other models of random graphs, we can embed one round of this model (i.e., connecting each node to $O(\log n)$ randomly selected nodes) with a small, typically poly($\log n$) round, overhead. This would be by using $O(n \log n)$ random walks, $O(\log n)$ starting from each node, and walking them until the mixing time, which is like selected a random connection endpoint. This is similar to [13]. In many random graph families, these walks would mix in poly($\log n$) rounds [6].}

\textbf{Multicommodity Routing.} Consider a random graph $G(n, p)$ for $p = O(\log n)$, and suppose that we have pairs of nodes $(s_i, t_i) \in V \times V$. Suppose each node $s_i$ wants to communicate with its respective node $t_i$; we assume that node $t_i$ does not know $s_i$ beforehand. Our goal is to identify a path $P_{i}$ in $G$ between each pair $s_i$ and $t_i$. We refer to this problem as \textit{multicommodity routing}, to be formally defined in Section 2. In addition, if every node $v \in V$ appears at most $W$ times as $s_i$ or $t_i$, then we say that this multicommodity routing instance has \textit{width} $W$.

Our main technical contribution is an improved multi-commodity routing algorithm on random graphs with round complexity $2^\Omega(\sqrt{\log n})$. This improves on a solution of Ghaffari et al. [13] which has round complexity $2^\Theta(\sqrt{\log n \log \log n})$. In its simplest form, the theorem can be stated as follows.

\begin{itemize}
  \item \textbf{Theorem 1.} Consider a multicommodity routing instance of width $\tilde{O}(1)$. There is a multicommodity routing algorithm on $G(n, \Omega(\log n))$ that runs in time $2^{\tilde{O}(\sqrt{\log n})}$.
\end{itemize}

\textbf{General Graphs and Mixing Time.} In fact, our result generalizes to more than random graphs in the same way as [13]. As shown by [13], random graphs can be “embedded” into any network graph with an overhead proportional to the mixing time $\tau_{\text{mix}}$ of the network graph, which we define below. Thus, we can generalize the multicommodity routing algorithm to work on any graph.

\begin{itemize}
  \item Consider a multicommodity routing instance of width $\tilde{O}(1)$. There is a multicommodity routing algorithm on $G(n, \Omega(\log n))$ that runs in time $2^{\tilde{O}(\sqrt{\log n})}$.
\end{itemize}
Identically to [13], we define (lazy) random walks as follows: in every step, the walk remains at the current node with probability \( \frac{1}{2} \), and otherwise, it transitions to a uniformly random neighbor. We formally define the mixing time of a graph as follows:

**Definition 2.** For a node \( u \in V \), let \( \{ P^t_u(v) \} \) be the probability distribution on the nodes \( v \in V \) after \( t \) steps of a (lazy) random walk starting at \( u \). The mixing time of the graph, denoted \( \tau_{\text{mix}} \), is the minimum integer \( t \) such that for all \( u, v \in V \),

\[
\left| P^t_u(v) - \frac{\deg(v)}{2m} \right| \leq \frac{\deg(v)}{2mn}.
\]

Our multicommodity routing algorithm for general graphs is therefore as follows:

**Theorem 3.** There is a distributed algorithm solving multicommodity routing in \( \tau_{\text{mix}} \cdot 2^{O(\sqrt{\log n})} \) rounds.

Finally, by substituting our multicommodity routing algorithm into the one in [13], we get an improvement on distributed MST in mixing time.

**Theorem 4.** There is a distributed MST algorithm running in \( \tau_{\text{mix}} \cdot 2^{O(\sqrt{\log n})} \) rounds.

We remark that, by a standard doubling trick, we can assume that the algorithm does not even know the mixing time \( \tau_{\text{mix}} \) beforehand.\(^4\)

### 1.1.2 Transformation

Our second, more conceptual contribution is a transformation from parallel algorithms to distributed algorithms on random graphs. In particular, we show that any work-efficient parallel algorithm running in \( T \) rounds can be simulated on a distributed random graph network in \( T \cdot \tau_{\text{mix}} \cdot 2^{O(\sqrt{\log n})} \) rounds. The actual theorem statement, Theorem 14, requires formalizing the parallel and distributed models, so we do not state it here.

**Applications.** For applications of this transformation, we look at a recent line of work on near-linear time algorithms for flow-type problems. In particular, we investigate the approximate versions of shortest path, maximum flow, and transshipment (also known as uncapacitated minimum cost flow). Parallel \((1 \pm \epsilon)\)-approximation algorithms for these problems running in \( O(m^{1+o(1)}) \) work and \( O(m^{o(1)}) \) time result from gradient descent methods combined with a parallel solver for symmetric diagonally dominant systems [28, 31, 32, 4]. Therefore, by combining these parallel algorithms with our distributed transformation, we obtain the following corollaries:

**Corollary 5.** There are distributed algorithms running in time

\[ \tau_{\text{mix}} \cdot 2^{O(\sqrt{\log n})} \]

for \((1 + \epsilon)\)-approximate single-source shortest path and transshipment, and running time

\[ \tau_{\text{mix}} \cdot 2^{O(\log n \log \log n)} \]

for \((1 - \epsilon)\)-approximate maximum flow.

\(^4\) Indeed, begin with a guess \( \tau = 1 \) for the value of \( \tau_{\text{mix}} \) and run the algorithm, assuming that \( \tau_{\text{mix}} = \tau \). If the algorithm takes more than \( \tau \cdot 2^{O(\sqrt{\log n})} \) rounds, then every node in the distributed network immediately terminates the algorithm early and restarts with \( \tau \) multiplied by 2.
Finally, in the case of random graphs, another classical problem is the computation of a Hamiltonian cycle. Since an $\tilde{O}(n)$-work, $\tilde{O}(1)$-time parallel algorithm is known [7], we have an efficient distributed algorithm to compute Hamiltonian cycles.

**Corollary 6.** For large enough constant $C$, we can find a Hamilton cycle on $G(n, d)$ with $d = C \log n$ in $2^{O(\sqrt{\log n})}$ rounds, w.h.p.

This problem has attracted recent attention in the distributed setting. The main result of [5] is a distributed Hamiltonian cycle algorithm that runs in $\Omega(n^\delta)$ rounds for graphs $G(n, d)$ with $d = \Omega(\log n/n^\delta)$ for any constant $0 < \delta \leq 1$. Thus, our algorithm greatly improves upon their result, both in number of rounds and in the parameter $d$.

### 1.2 Some Other Related Work

There has been a long history [34, 8, 16, 29, 10] in translating the ideal PRAM model into more practical parallel models, such as the celebrated BSP model of Valiant [34]. These transformations typically track many more parameters, such as communication and computation, than our transformation from PRAM to CONGEST, which only concerns the round complexity of the CONGEST algorithm.

There has also been work in the intersection of distributed computing and algorithms on random graphs. The task of computing a Hamiltonian cycle on a random graph was initiated by Levy et al. [22] and improved recently in [5]. Computation of other graph-theoretic properties on random graphs, such as approximate minimum dominating set and maximum matching, has been studied in a distributed setting in [17].

### 2 Multicommodity Routing

We formally define the multicommodity routing problem below, along with the congestion and dilation of a solution to this problem.

**Definition 7.** A multicommodity routing instance consists of pairs of nodes $(s_i, t_i) \in V \times V$, such that each $t_i$ is known to node $s_i$. A solution consists of a (not necessarily simple) path $P_i$ connecting nodes $s_i$ and $t_i$ for every $i$, such that every node on $P_i$ knows its two neighbors on $P_i$.

The input has **width** $W$ if every node $v \in V$ appears at most $W$ times as $s_i$ or $t_i$.

For a given solution of paths, the **dilation** is the maximum length of a path, and the **congestion** is the maximum number of times an edge appears in total over all paths. More precisely, if $c_i(e)$ is the number of occurrences of edge $e \in E(G)$ in path $P_i$, then the congestion is $\max_{e \in E(G)} \sum_i c_i(e)$.

The significance of the congestion and dilation parameters lies in the following lemma from [12], whose proof uses the standard trick of random delays from packet routing [21]. In particular, if a multicommodity routing algorithm runs efficiently and outputs a solution of low congestion and dilation, then each node $s_i$ can efficiently route messages to node $t_i$.

**Theorem 8 (12).** Suppose we solve a multicommodity routing instance $\{(s_i, t_i)\}_i$ and achieve congestion $c$ and dilation $d$. Then, in $\tilde{O}(c + d)$ rounds, every node $s_i$ can send one $O(\log n)$-bit message to every node $t_i$, and vice versa.

We now provide our algorithm for multicommodity routing, improving the congestion and dilation factors from $2^{O(\sqrt{\log n \log \log n})}$ in [13] to $2^{O(\sqrt{\log n})}$. Like [13], our algorithm uses the concept of embedding a graph, defined below.
Definition 9. Let $H$ and $G$ be two graphs on the same node set. We say that an algorithm embeds $H$ into $G$ with congestion $c$ and dilation $d$ if the algorithm solves the following multicommodity routing instance on $G$: the $(s_i, t_i)$ pairs are precisely the edges of $H$, the congestion is $c$, and the dilation is $d$. For each $(s, t) \in E(H)$, the path $P_{s,t}$ (in $G$ from $s$ to $t$) is called the embedded path for edge $(s, t)$.

Our multicommodity routing algorithm will recursively embed graphs. We use the following helper lemma.

Lemma 10. Suppose there is a distributed algorithm $A_1$ embedding graph $G_1$ into network $G_0$ with congestion $c_1$ and dilation $d_1$ in $T_1$ rounds, and another distributed algorithm $A_2$ embedding graph $G_2$ into network $G_1$ with congestion $c_2$ and dilation $d_2$ in $T_2$ rounds. Then, there is a distributed algorithm embedding $G_2$ into network $G_0$ with congestion $c_1 c_2$ and dilation $d_1 d_2$ in $T_1 + T_2 \cdot \tilde{O}(c_1 + d_1)$ rounds.

Proof. First, we provide the embedding without the algorithm. For each pair $(s, t) \in E(G_1)$, let $P_{s,t}^1$ be the embedded path in $G_0$, and for each pair $(s, t) \in E(G_2)$, let $P_{s,t}^2$ be the embedded path in $G_1$. To embed edge $(s, t) \in E(G_2)$ into $E_0$, consider the path $P_{s,t}^2 := (s = v_0, v_1, v_2, \ldots, v_t = t)$; the embedded path for $(s, t)$ in $G_0$ is precisely the concatenation of the paths $P_{v_{i-1}, v_i}$ for $i \in [t]$ in increasing order. Since $i \leq d_2$ and each path $P_{v_{i-1}, v_i}$ has length at most $d_1$, the total length of the embedded path for $(s, t)$ in $G_0$ is at most $d_1 d_2$, achieving the promised dilation.

For congestion, let $c_{s,t}^1(e)$ denote the number of occurrences of edge $e \in E(G_0)$ in $P_{s,t}^1$. Since each edge $(s, t) \in E(G_1)$ shows up at most $c_2$ times among all $P_{s,t}^2$, the number of times the path $P_{s,t}^1$ is concatenated in the embedding is at most $c_{s,t}^1(e) \cdot c_2$. Therefore, edge $e \in E(G_0)$ occurs at most $\sum_{s,t} c_{s,t}^1(e) \cdot c_2 \leq c_1 c_2$ times among all the concatenated paths embedding $G_2$ into $G_0$.

Finally, we describe the embedding algorithm. First, the algorithm on $G_0$ runs $A_1$, obtaining the embedding of $G_1$ into $G_0$ in $T_1$ rounds. We now show how to emulate a single round of $A_2$ running on network $G_1$ using $\tilde{O}(c_1 + d_1)$ rounds on network $G_0$. Suppose that, on a particular round, $A_2$ has each node $s$ send a message $x$ to node $t$ for every $(s, t) \in E(G_1)$. Since the embedding of $G_1$ into $G_0$ is a multicommodity routing instance, we use Theorem 8, where each node $s$ tries to route that same message $x$ to node $t$. This runs in $\tilde{O}(c_1 + d_1)$ rounds for a given round of $A_2$. Altogether, we spend $T_1 + T_2 \cdot \tilde{O}(c_1 + d_1)$ rounds to emulate the entire $A_2$.

We now prove our main result, Theorem 1. We actually prove a stronger version of it, stated below.

Theorem 11. Consider a multicommodity routing instance of width $\tilde{O}(1)$. There is a multicommodity routing algorithm on $G(n, \Omega(\log n))$ that achieves congestion and dilation $2^{\tilde{O}(\sqrt{n})}$, and runs in time $2^{\tilde{O}(\sqrt{n})}$.

Proof. Following [13], our strategy is to construct graph embeddings recursively, forming a hierarchical decomposition. We start off by embedding a graph of sufficiently high degree in $G$, similar to the “Level Zero Random Graph” embedding of [13]. Essentially, the embedded paths are random walks in $G$ of length $\tau_{\text{mix}}$; we refer the reader to [13] for details. Note that, like in [13], we are embedding the graph $G(m, d)$, not the graph $G(n, d)$.

Lemma 12 ([13], Section 3.1.1). On any graph $G$ with $n$ nodes and $m$ edges, we can embed a random graph $G(m, d)$ with $d \geq 200 \log n$ into $G$ with congestion $\tilde{O}(\tau_{\text{mix}} \cdot d)$ and dilation $\tau_{\text{mix}}$ in time $\tilde{O}(\tau_{\text{mix}} \cdot d)$.
For our instance, $\tau_{\text{mix}} = O(\log n)$ since $G \sim G(n, \Omega(\log n))$. Let $d := 2^{10\sqrt{\log n}}$. For this value of $d$ in the lemma, we obtain an embedding $G_0 \sim G(m, d)$ into $G$ in time $O(2^{10\sqrt{\log n}})$.

Similarly to [13], our first goal is to obtain graphs $G_1, G_2, \ldots, G_K$ which form some hierarchical structure, such that each graph $G_i$ embeds into $G_{i-1}$ with small congestion and dilation. Later on, we will exploit the hierarchical structure of the graphs $G_0, G_1, G_2, \ldots, G_K$ in order to route each $(s_i, t_i)$ pair.

To begin, we first describe the embedding of $G_1$ into $G_0$. Like [13], we first randomly partition the nodes of $G_0$ into $\beta$ sets $A_1, \ldots, A_\beta$ so that $|A_i| = \Theta(m/\beta)$. Our goal is to construct and embed $G_1$ into $G_0$ with congestion 1 and dilation 2, where $G_1$ has the following structure: it is a disjoint union, over all $i \in [\beta]$, of a random graph $G_1[i] \sim G(|A_i|, d/4)$ on the set $A_i$. By definition, $G_0$ and $G_1$ share the same node set. Note that [13] does a similar graph embedding, except with congestion and dilation $O(\log n)$; improving the factors to $O(1)$ is what constitutes our improvement.

Fix a set $A_i$; we proceed to construct the random graph in $A_i$. For a fixed node $u \in V(G_0)$, consider the list of outgoing neighbors of $u$ in $A_i$. Note that since $G_0$ can have multi-edges, a node in $A_i$ may appear multiple times in the list. Now, inside the local computation of node $u$, randomly group the nodes in the list into ordered pairs, leaving one element out if the list size is odd. For each ordered pair $(v_1, v_2) \in A_i \times A_i$, add $v_2$ to $v_1$’s list of outgoing edges in $G_1[i]$, and embed this edge along the path $(v_1, u, v_2)$ of length 2. In this case, since the paths are short, node $u$ can inform each pair $(v_1, v_2)$ the entire path $(v_1, u, v_2)$ in $O(1)$ rounds.

Since node $u$ has $d$ outgoing neighbors, the expected number of outgoing neighbors of $u$ in $A_i$ is $d/\beta$. By Chernoff bound, the actual number is at least $0.9d/\beta$ w.h.p., so there are at least $0.4md/\beta$ ordered pairs w.h.p. Over all nodes $u$, there are at least $0.4md/\beta$ pairs total.

We now argue that, over the randomness of the construction of $G_0$, the pairs are uniformly and independently distributed in $A_i \times A_i$. We show this by revealing the randomness of $G_0$ in two steps. If, for each node $u$, we first reveal which set $A_i$ each outgoing neighbor of $u$ belongs to, and then group the outgoing neighbors in $A_i$ into pairs, and finally reveal the actual outgoing neighbors, then each of the at least $0.4md/\beta$ pairs is uniformly and independently distributed in $A_i \times A_i$. Therefore, each node $v \in A_i$ is expected to receive at least $\frac{0.4md/\beta}{m/\beta} = 0.4d$ outgoing neighbors, or at least $0.25d$ outgoing neighbors w.h.p. by Chernoff bound. Finally, we have each node in $A_i$ randomly discard outgoing neighbors until it has $d/4$ remaining. The edges remaining in $A_i$ form the graph $G_1[i]$, which has distribution $G(|A_i|, d/4)$. Thus, we have embedded a graph $G_1$ consisting of $\beta$ disjoint random graphs $G(\Theta(m/\beta), d/4)$ into $G_0$, where every embedded path is edge-disjoint in $G_0$ and has length 2. In other words, the embedding has congestion 1 and dilation 2.

We apply recursion in the same manner as in [13]: recurse on each $G_1[i]$ (in parallel) by partitioning its vertices into another $\beta$ sets $A_1, \ldots, A_\beta$, building a random graph on each set, and taking their disjoint union. More precisely, suppose the algorithm begins with a graph $H_0 \sim G(V(G'), d/4^{k-1})$ on depth $k$ of the recursion tree (where the initial embedding of $G_1$ into $G_0$ has depth 1). The algorithm randomly partitions the nodes of $H$ into $A_1, \ldots, A_\beta$ and defines a graph $H_1$ similar to $G_1$ from before: it is a disjoint union, over all $i \in [\beta]$, of a random graph $H_1[i] \sim G(|A_i|, d/4^k)$ on the set $A_i$. Finally, the algorithm recurses on each $H_1[i]$. This recursion stops when the graphs have size at most $2^{5\sqrt{\log n}}$; in other words, if $|V(H_0)| \leq 2^{5\sqrt{\log n}}$, then the recursive algorithm exits immediately instead of performing the above routine.

Once the recursive algorithm finishes, we let $G_k$ be the disjoint union of all graphs $H_1[i]$ constructed on a recursive call of depth $k$. Observe that $G_k$ has the same node set as $G_0$. Moreover, since, on each recursive step the sizes of the $A_i$ drop by a factor of $1/\beta$ in
expectation, or at most $2/\beta$ w.h.p., the recursion goes for at most $\log_{2/\beta} n \leq 2\sqrt{\log n}$ levels. Therefore, for each disjoint random graph in each $G_k$, the number of outgoing neighbors is always at least $d/\log_{4\sqrt{\log n}} \geq 9^{\sqrt{\log n}}$. In addition, since every embedding of $G_k$ into $G_{k-1}$ has congestion 1 and dilation 2, by applying Lemma 10 repeatedly, $G_K$ embeds into $G_0$ with congestion 1 and dilation $2^{2\sqrt{\log n}}$, and into $G$ with congestion and dilation $2^{O(\sqrt{\log n})}$. Moreover, on each recursion level $k$, the embedding algorithm takes a constant number of rounds on the graph $G_{k-1}$, which can be simulated on $G$ in $2^{O(\sqrt{\log n})}$ rounds by Lemma 10.

Now we discuss how to route each $(s_i, t_j)$ pair. Fix a pair $(s_i, t_j)$; at a high level, we will iterate over the graphs $G_0, G_1, G_2, \ldots$ while maintaining the invariant that $s_i$ and $t_j$ belong to the same connected component in $G_k$. Initially, this holds for $G_0$; if it becomes false when transitioning from $G_{k-1}$ to $G_k$, then we replace $s$ with a node $s'$ in the connected component of $t$ in $G_k$. We claim that in fact, w.h.p., there is such a node $s'$ that is adjacent to $s$ in $G_{k-1}$; hence, $s$ can send its message to $s'$ along the network $G_{k-1}$, and the algorithm proceeds to $G_k$ pretending that $s$ is now $s'$. This process is similar to that in [13], except we make do without their notion of “portals” because of the large degree of $G_0 - 2^{\Theta(\sqrt{\log n})}$ compared to $\Theta(\log n)$ in [13].

We now make the routing procedure precise. For a given $G_k$ with $k < K$, if $s_i$ and $t_j$ belong to the same connected component of $G_k$, then we do nothing. Otherwise, since $s_i$ has at least $2^k\sqrt{\log n} = \omega(\beta \log n)$ neighbors, w.h.p., node $s_i$ has an outgoing neighbor $s'_j$ in the connected component of $G_j$ containing $t_j$; if there are multiple neighbors, one is chosen at random. Node $s_i$ relays the message along this edge to $s'_j$, and the pair $(s_i, t_j)$ is replaced with $(s'_j, t_j)$ upon applying recursion to the next level. Therefore, we always maintain the invariant that in each current $(s_i, t_j)$ pair, both $s_i$ and $t_j$ belong in the same random graph.

We now argue that w.h.p., each vertex $s'_j$ has $\tilde{O}(1)$ messages after this routing step. By assumption, every node $v \in V$ appears $\tilde{O}(1)$ times as $t_j$, so there are $|A_i| \cdot \tilde{O}(1)$ many nodes $t_j$ that are inside $A_i$. For each such $t_j$ with $s_j \notin A_i$, over the randomness of $G_{k-1}$, the neighbor $s'_j$ of $s_j$ inside $A_i$ chosen to relay the message from $s_j$ is uniformly distributed in $A_i$. By Chernoff bound, each node in $A_i$ is chosen to relay a message $\tilde{O}(1)$ times when transitioning from $G_{k-1}$ to $G_k$. In total, each node $v \in V$ appears $\tilde{O}(1)$ times as $s_i$ in the beginning, and receives $\tilde{O}(1)$ messages to relay for each of $O(\sqrt{\log n})$ iterations. It follows that every node always has $\tilde{O}(1)$ messages throughout the algorithm.

Finally, in the graph $G_K$, we know that each $(s_j, t_j)$ pair is in the same connected component of $G_K$. Recall that each connected component in $G_K$ has at most $2^{\sqrt{\log n}} n$ nodes, each with degree at least $2^k\sqrt{\log n}$ (possibly with self-loops and parallel edges). It follows that w.h.p., each connected component is a “complete” graph, in the sense that every two nodes in the component are connected by at least one edge. Therefore, we can route each $(s_j, t_j)$ pair trivially along an edge connecting them.

As for running time, since each graph $G_0, G_1, \ldots, G_K$ embeds into $G$ with congestion and dilation $2^{\tilde{O}(\sqrt{\log n})}$ by Lemma 10, iterating on each graph $G_k$ takes $2^{\tilde{O}(\sqrt{\log n})}$ rounds. Therefore, the total running time is $2^{\tilde{O}(\sqrt{\log n})}$, concluding Theorem 11.

---

5 In reality, node $s$ does not know which set $A_i$ contains node $t$. Like [13], we resolve this issue using $\tilde{O}(1)$-wise independence, which does not affect the algorithm’s performance. Since $\Theta(W \log n)$ bits of randomness suffice for $W$-wise independence [1], we can have one node draw $\Theta(W \log n) = \tilde{O}(1)$ random bits at the beginning of the iteration and broadcast them to all the nodes in $\tilde{O}(1)$ time. Then, every node can locally compute the set $A_i$ that contains any given node $t$; see [13] for details.
For general graphs, we can repeat the same algorithm, except we embed $G_0$ with congestion and dilation $\tilde{O}(\tau_{mix} \cdot 2^{10\sqrt{\log n}})$ instead of $\tilde{O}(2^{10\sqrt{\log n}})$, obtaining the following:

Corollary 13. Consider a multicommodity routing algorithm where every node $v \in V$ appears $\tilde{O}(1)$ times as $s_i$ or $t_i$. There is a multicommodity routing algorithm that achieves congestion and dilation $\tau_{mix} \cdot 2^{O(\sqrt{\log n})}$, and runs in time $\tau_{mix} \cdot 2^{O(\sqrt{\log n})}$.

Combining Theorem 8 and Corollary 13 proves Theorem 3.

3 Parallel to Distributed

In this section, we present our procedure to simulate parallel algorithms on distributed graph networks.

Parallel Model Assumptions. To formalize our transformation, we make some standard input assumptions to work-efficient parallel algorithms:

1. The input graph is represented in adjacency list form. There is a pointer array of size $n$, whose $i$'th element points to an array of neighbors of vertex $v_i$. The $i$'th array of input begins with $\deg(v_i)$, followed by the $\deg(v_i)$ neighbors of vertex $v_i$.
2. There are exactly $2m$ processors. Each processor knows its ID, a unique number in $[2m]$, and has unlimited local computation and memory.
3. There is a shared memory block of $\tilde{O}(mT)$ entries, including the output tape, where $T$ is the running time of the parallel algorithm. In every round, each processor can read or write from any entry in unit time (CRCW model). If multiple processors write to the same entry on the same round, then an arbitrary write is selected for that round.
4. If the output is a subgraph, then the output tape is an array of the subgraph edges.

Distributed Model Assumptions. Similarly, we make the following assumptions on the distributed model.

1. Each node knows its neighbors in the input graph, as well as its ID, a unique number of $\Theta(\log n)$ bits. Each node has unlimited local computation and memory.
2. If the output is a subgraph, each node should know its incident edges in the subgraph.

Theorem 14. Under the above parallel and distributed model assumptions, a parallel graph algorithm running in $T$ rounds can be simulated by a distributed algorithm in $T \cdot \tau_{mix} \cdot 2^{O(\sqrt{\log n})}$ rounds.

Proof. Our goal is to simulate one round of the parallel algorithm in $T \cdot \tau_{mix} \cdot 2^{O(\sqrt{\log n})}$ rounds in the distributed model, from which the theorem follows. To do so, we need to simulate the processors, input data, shared memory, and output.

6 If the algorithm uses $m^{1+o(1)}$ processors, then we can have each of the $2m$ processors simulate $m^{o(1)}$ of them.

7 If the algorithm uses much more than $mT$ memory addresses, then we can hash the memory addresses down to a hash table of $O(mT)$ entries.
Processors. Embed a random graph \( G_0 = G(2m, \Theta(\log n)/m) \) into the network graph, as in [13]. Every node in \( G_0 \) simulates one processor so that all \( 2m \) processors are simulated; this means that every node \( v \in V \) in the original network simulates \( \text{deg}(v) \) processors. Let the nodes of \( G_0 \) and the processors be named \((v, j)\), where \( v \in V \) and \( j \in [\text{deg}(v)] \). Node/processor \((v, j)\) knows the \( j \)'th neighbor of \( v \), and say, \((v, 1)\) also knows the value of \( \text{deg}(v) \). Therefore, all input data to the parallel algorithm is spread over the processors \((v, j)\). From now on, we treat graph \( G_0 \) as the new network graph in the distributed setting.

Shared memory. Shared memory is spread over all \( 2m \) processors. Let the shared memory be split into \( 2m \) blocks of size \( B \) each, where \( B := O(1) \). Processor \((v, j)\) is in charge of block \( \sum_{i' < i} \text{deg}(v_{i'}) + j \), so that each block is maintained by one processor. To look up block \( k \) in the shared memory array, a processor needs to write \( k \) as \( \sum_{i' < i} \text{deg}(v_{i'}) + j \) for some \((v_{i'}, j)\). Suppose for now that each processor knows the map \( \phi : [2m] \rightarrow V \times \mathbb{N} \) from index \( k \) to tuple \((v_{i'}, j)\); later on, we remove this assumption.

On a given parallel round, if a processor wants to read or write to block \( k \) of shared memory, it sends a request to node \( \phi(k) \). One issue is the possibility that many nodes all want to communicate with processor \( \phi(k) \), and in the multicommodity routing problem, we only allow each target node to appear \( O(1) \) times in the \((s_i, t_i)\) pairs. We solve this issue below, whose proof is deferred to Appendix A.

**Lemma 15.** Consider the following setting: there is a node \( v_0 \), called the root, in possession of a memory block, and nodes \( v_1, \ldots, v_k \), called leaves, that request this memory block. The root node does not know the identities of the leaf nodes, but the leaf nodes know the identity \( v_0 \) of the root node. Then, in \( O(1) \) multicommodity routing calls of width \( O(1) \), the nodes \( v_1, \ldots, v_k \) can receive the memory block of node \( v_0 \).

Now consider multiple such settings in parallel, where every node in the graph is a root node in at most one setting, and a leaf node in at most one setting. Then, in \( O(1) \) multicommodity routing calls of width \( O(1) \), every leaf node can receive the memory block of its corresponding root node.

Combining Lemma 15 and the multicommodity algorithm of Corollary 13 gives the desired distributed running time of \( \tau_{\text{mix}} \cdot 2^{O(\sqrt{\log n})} \) per parallel round, modulo the assumption that each processor knows the map \( \phi \).

To remove the above assumption, we do the following as a precomputation step. We allocate an auxiliary array of size \( n \), and our goal is to fill entry \( i \) with \( \sum_{i' < i} \text{deg}(v_{i'}) + j \). Let processor \((v_1, 1)\) be in charge of entry \( i \). Initially, processor \((v_1, 1)\) fills entry \( i \) with \( \text{deg}(v_1) \), which it knows. Then, getting the array we desire amounts to computing prefix sums, and we can make the parallel prefix sum algorithm work here [19], since any processor looking for entry \( i \) knows to query \((v_1, 1)\) for it. Finally, for a node to determine the entry \( \phi(k) \), it can binary search on this auxiliary array to find the largest \( i \) with \( \sum_{i' < i} \text{deg}(v_{i'}) < k \), and set \( j := k - \sum_{i' < i} \text{deg}(v_{i'}) \), which is the correct \((v_{i'}, j)\).

**Input data.** If a processor in the parallel algorithm requests the value of \( \text{deg}(v) \) or the \( i \)'th neighbor of vertex \( v \), we have the corresponding processor send a request to processor \((v, i)\) for this neighbor. The routing details are the same as above.

**Output.** If the output is a subgraph of the original network graph \( G \), then the distributed model requires each original node to know its incident edges in the subgraph. One way to do this is as follows: at the end of simulating the parallel algorithm, we can first sort the edges...
lexicographically using the distributed translation of a parallel sorting algorithm. Then, each node \((v_i, i)\) binary searches the output to determine if the edge of \(v\) to its \(i\)th neighbor \(u\) is in the output (either as \((u, v)\) or as \((v, u)\)). Since each original node \(v \in V\) simulates each node/processor \((v_i, i)\), node \(v\) knows all edges incident to it in the output subgraph.

### 3.1 Applications to Parallel Algorithms

The task of approximately solving symmetric diagonally dominant (SDD) systems \(Mx = b\) appears in many fast algorithms for \(\ell_p\) minimization problems, such as maximum flow and transshipment. Peng and Spielman [28] obtained the first polylogarithmic time parallel SDD solver, stated below. For precise definitions of SDD, \(\epsilon\)-approximate solution, and condition number, we refer the reader to [28].

**Theorem 16** (Peng and Spielman [28]). The SDD system \(Mx = b\), where \(M\) is an \(n \times n\) matrix with \(m\) nonzero entries, can be \(\epsilon\)-approximately solved in parallel in \(\tilde{O}(m \log^3 \kappa)\) work and \(\tilde{O}(\log \kappa)\) time, where \(\kappa\) is the condition number of matrix \(M\).

Using our framework, we can translate this algorithm to a distributed setting, assuming that the input and output are distributed proportionally among the nodes.

**Corollary 17.** Let \(G\) be a network matrix. Consider a SDD matrix \(M\) with condition number \(\kappa\), whose rows and columns indexed by \(V\), and with nonzero entries only at entries \(M_{u,v}\) with \((u, v) \in E\). Moreover, assume that each nonzero entry \(M_{u,v}\) is known to both nodes \(u\) and \(v\), and that each entry \(b_v\) is known to node \(v\). In \(\tilde{O}(\tau_{mix} \cdot \log^4 \kappa)\) distributed rounds, we can compute an \(\epsilon\)-approximate solution \(x\), such that each node \(v\) knows entry \(x_v\).

By combining parallel SDD solvers with gradient descent, we can compute approximate solutions maximum flow and minimum transshipment in parallel based on the recent work of Sherman and Becker et al. [31, 32, 4]. An added corollary is approximate shortest path, which can be reduced from transshipment [4].

**Theorem 18** (Sherman, Becker et al. [31, 32, 4]). The \((1 + \epsilon)\)-approximate single-source shortest path and minimum transshipment problems can be solved in parallel in \(m \cdot 2^{O(\sqrt{\log n})}\) work and \(2^{O(\sqrt{\log n})}\) time. The \((1 - \epsilon)\)-approximate maximum flow problem can be solved in parallel in \(m \cdot 2^{O(\sqrt{\log n \log \log n})}\) work and \(2^{O(\sqrt{\log n \log \log n})}\) time.

**Corollary 5.** There are distributed algorithms running in time

\[
\tau_{mix} \cdot 2^{O(\sqrt{\log n})}
\]

for \((1 + \epsilon)\)-approximate single-source shortest path and transshipment, and running time

\[
\tau_{mix} \cdot 2^{O(\sqrt{\log n \log \log n})}
\]

for \((1 - \epsilon)\)-approximate maximum flow.

Lastly, we consider the task of computing a Hamiltonian cycle on random graphs. This problem can be solved efficiently in parallel on random graphs \(G(n, d)\), with \(d = C \log n\) for large enough constant \(C\), by a result of Coppersmith et al. [7]. We remark that [7] only states that their algorithm runs in \(O(\log^2 n)\) time in expectation, but their proof is easily modified so that it holds w.h.p., at the cost of a larger constant \(C\).

**Theorem 19** (Coppersmith et al. [7]). For large enough constant \(C\), there is a parallel algorithm that finds a Hamiltonian cycle in \(G(n, C \log n)\) in \(O(\log^2 n)\) time, w.h.p.
This immediately implies our fast distributed algorithm for Hamiltonian cycle; the result is restated below.

**Corollary 6.** For large enough constant $C$, we can find a Hamilton cycle on $G(n, d)$ with $d = C \log n$ in $2^{O(\sqrt{\log n})}$ rounds, w.h.p.

## 4 Conclusion and Open Problems

In this paper, we bridge the gap between work-efficient parallel algorithms and distributed algorithms in the CONGEST model. Our main technical contribution lies in a distributed algorithm for multicommodity routing on random graphs.

The most obvious open problem is to improve the $2^{O(\sqrt{\log n})}$ bound in Theorem 1. Interestingly, finding a multicommodity routing solution with congestion and dilation $O(\log n)$ is fairly easy if we are allowed poly($n$) time. In other words, while there exist good multicommodity routing solutions, we do not know how to find them efficiently in a distributed fashion. Hence, finding an algorithm that both runs in $\tilde{O}(1)$ rounds and computes a solution of congestion and dilation $\tilde{O}(1)$ is an intriguing open problem, and would serve as evidence that distributed computation on well-mixing network graphs is as easy as work-efficient parallel computation, up to $\tilde{O}(1)$ factors.
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Lemma 15. Consider the following setting: there is a node $v_0$, called the root, in possession of a memory block, and nodes $v_1, \ldots, v_k$, called leaves, that request this memory block. The root node does not know the identities of the leaf nodes, but the leaf nodes know the identity $v_0$ of the root node. Then, in $\tilde{O}(1)$ multicommodity routing calls of width $\tilde{O}(1)$, the nodes $v_1, \ldots, v_k$ can receive the memory block of node $v_0$.

Now consider multiple such settings in parallel, where every node in the graph is a root node in at most one setting, and a leaf node in at most one setting. Then, in $\tilde{O}(1)$ multicommodity routing calls of width $\tilde{O}(1)$, every leaf node can receive the memory block of its corresponding root node.

Proof (Lemma 15). We assume that every node has a unique ID in the range $\{1, 2, \ldots, n\}$. The reduction from $\Theta(\log n)$-bit identifiers is standard: construct a BFS tree of depth $D$, where $D$ is the diameter of the network graph, root the tree arbitrarily, and run prefix/infix/postfix ordering on the tree in $O(D)$ time. Since $\tau_{\text{mix}} \geq D$, this takes $O(\tau_{\text{mix}})$ time, which is negligible.

For now, consider the first setting of the lemma, with only one root node. Our goal is to establish a low-degree and low-depth (rooted) tree of communication, which contains the leaf nodes and possibly other nodes. Then, through calls of multicommodity routing, the root node sends the memory block to one of the nodes in this tree, which then gets propagated to all other nodes on the tree, including the leaf nodes. The key idea is that a random low-depth tree of communication, chosen from a certain distribution, will turn out to be low-degree as well. We now state the precise construction of this random tree.

Let $K$ be a parameter that starts at $n/2$ and decreases by a factor of 2 for $T := \lceil \log_2(n/2) \rceil$ rounds. The node with ID 1 picks a hash function $f : V \times [K] \to V$ for this iteration, and broadcasts it to all other nodes in $D$ rounds. At the end, we will address the problem of encoding hash functions, but for now, assume that the hash function has mutual independence.

On iteration $i$, each leaf node computes a private random number $k \in [K]$ and computes $f(v_i, k) \in V$, called the connection point for leaf node $v_i$. We will later show that, w.h.p., each node in $V$ is the connection point of $\tilde{O}(1)$ leaf nodes. Assuming this, we form the multicommodity routing instance where each leaf node requests a routing to its connection point, so that afterwards, each connection point $v_j$ learns its set $S_j$ of corresponding leaf nodes. Each connection point elects a random node $v_j^* \in S_j$ as the leader, and routes the
Theorem 20 (Chernoff bound). If \(X_1, \ldots, X_n\) are independent random variables in the range \([0, C]\) and \(\mu := \mathbb{E}[X_1 + \cdots + X_n]\), then
\[
\Pr[X_1 + \cdots + X_n \geq (1 + \delta)\mu] \leq \exp\left(-\frac{2\delta^2\mu^2}{nC^2}\right).
\]

Taking the independent variables \(X_1^j, \ldots, X_j^j\) and setting \(\delta := \Theta\left(\frac{\log^2 n}{\mu}\right)\) and \(C := O(\log n)\), we get that \(\mu = \sum_{i} |L_i|/n \leq 1\) and
\[
\Pr[X_1^j + \cdots + X_j^j \geq \Theta(\log^2 n)] \leq \exp(-O(\log^2 n)).
\]

Therefore, w.h.p., every node has \(O(\log^2 n)\) neighbors at any given round.

Lastly, we address the issue of encoding hash functions, which we solve using \(W\)-wise independent hash families for a small value \(W\). Since the algorithm runs in \(O(1)\) rounds, \(W = \tilde{O}(1)\) suffices. It turns out that deterministic families of \(2^{O(W \log n)}\) hash functions exist [1], so the node with ID 1 can simply pick a random \(O(W \log n) = \tilde{O}(1)\)-bit string and broadcast it to all other nodes in \(D + \tilde{O}(1) = \tilde{O}(\tau_{\text{mix}})\) rounds.
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**Abstract**

This paper focuses on showing time-message trade-offs in distributed algorithms for fundamental problems such as leader election, broadcast, spanning tree (ST), minimum spanning tree (MST), minimum cut, and many graph verification problems. We consider the synchronous CONGEST distributed computing model and assume that each node has initial knowledge of itself and the identifiers of its neighbors – the so-called KT$_1$ model – a well-studied model that also naturally arises in many applications. Recently, it has been established that one can obtain (almost) *singularly optimal* algorithms, i.e., algorithms that have *simultaneously* optimal time and message complexity (up to polylogarithmic factors), for many fundamental problems in the standard KT$_0$ model (where nodes have only local knowledge of themselves and not their neighbors). The situation is less clear in the KT$_1$ model. In this paper, we present several new distributed algorithms in the KT$_1$ model that trade off between time and message complexity.

Our distributed algorithms are based on a uniform and general approach which involves constructing a *sparsified spanning subgraph* of the original graph – called a *danner* – that trades off the *number of edges* with the *diameter* of the sparsifier. In particular, a key ingredient of our approach is a distributed randomized algorithm that, given a graph $G$ and any $\delta \in [0,1]$, with high probability$^1$ constructs a danner that has diameter $\hat{O}(D+\sqrt{n^\delta})$ and $\hat{O}(\min\{m, n^{1+\delta}\})$ edges in $\hat{O}(n^{1-\delta})$ rounds while using $\hat{O}(\min\{m, n^{1+\delta}\})$ messages, where $n$, $m$, and $D$ are the number of nodes, edges, and the diameter of $G$, respectively.$^2$ Using our danner construction, we present a family of distributed randomized algorithms for various fundamental problems that exhibit a trade-off between message and time complexity and that improve over previous results. Specifically, we show the following results (all hold with high probability) in the KT$_1$ model, which subsume and improve over prior bounds in the KT$_0$ model (King et al., PODC 2014 and Awerbuch et al., JACM 1990) and the KT$_0$ model (Kutten et al., JACM 2015, Pandurangan et al., STOC 2017 and Elkin, PODC 2017):

1. **Leader Election, Broadcast, and ST.** These problems can be solved in $\hat{O}(D + n^{1-\delta})$ rounds using $\hat{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0,1]$.
2. **MST and Connectivity.** These problems can be solved in $\hat{O}(D + n^{1-\delta})$ rounds using $\hat{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0,0.5]$. In particular, for $\delta = 0.5$ we obtain a distributed MST algorithm that runs in optimal $\hat{O}(D + \sqrt{n})$ rounds and uses $\hat{O}(\min\{m, n^{3/2}\})$ messages. We note that this improves over the singularly optimal algorithm in the KT$_0$ model that uses $\hat{O}(D + \sqrt{n})$ rounds and $\hat{O}(m)$ messages.
3. **Minimum Cut.** $\hat{O}(\log n)$-approximate minimum cut can be solved in $\hat{O}(D + n^{1-\delta})$ rounds using $\hat{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0,0.5]$.
4. **Graph Verification Problems such as Bipartiteness, Spanning Subgraph etc.** These can be solved in $\hat{O}(D + n^{1-\delta})$ rounds using $\hat{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0,0.5]$.

---

$^1$ Throughout, by “with high probability (w.h.p.)” we mean with probability at least $1 - 1/n^c$ where $n$ is the network size and $c$ is some constant.

$^2$ The notation $\hat{O}$ hides a polylog($n$) factor.
Introduction

This paper focuses on a fundamental aspect of distributed algorithms: \textit{trade-offs} for the two basic complexity measures of \textit{time} and \textit{messages}. The efficiency of distributed algorithms is traditionally measured by their time and message (or communication) complexities. Both complexity measures crucially influence the performance of a distributed algorithm. Time complexity measures the number of distributed “rounds” taken by the algorithm and determines the running time of the algorithm. Obviously, it is of interest to keep the running time as small as possible. Message complexity, on the other hand, measures the total amount of messages sent and received by all the processors during the course of the algorithm. In many applications, this is the dominant cost that also plays a major role in determining the running time and additional costs (e.g., energy) expended by the algorithm. For example, communication cost is one of the dominant costs in the distributed computation of large-scale data [17]. In another example, in certain types of communication networks, such as ad-hoc wireless networks, energy is a critical factor for measuring the efficiency of a distributed algorithm [15, 4]. Transmitting a message between two nodes in such a network has an associated energy cost and hence the total message complexity plays an important role in determining the energy cost of an algorithm. At the same time, keeping the number of rounds small also helps in reducing the energy cost. Thus, in various modern and emerging applications such as resource-constrained communication networks and distributed computation on large-scale data, it is crucial to design distributed algorithms that optimize both measures \textit{simultaneously} [13, 17, 24, 26].

Unfortunately, designing algorithms that are simultaneously time- and message-efficient has proven to be a challenging task, which (for some problems) stubbornly defied all prior attempts of attack. Consequently, research in the last three decades in the area of distributed algorithms has focused mainly on optimizing either one of the two measures separately, typically at the cost of neglecting the other. In this paper, we focus on studying the two cost measures of time and messages \textit{jointly}, and exploring ways to design distributed algorithms that work well under both measures (to the extent possible). Towards this goal, it is important to understand the relationship between these two measures. In particular, as defined in [25], we should be able to determine, for specific problems, whether it is possible to devise a distributed algorithm that is either \textit{singularly optimal} or exhibits a \textit{time-message trade-off}:

- \textbf{Singularly optimal}: A distributed algorithm that is optimal with respect to both measures simultaneously – in which case we say that the problem enjoys \textit{singular optimality}.

- \textbf{Time-message trade-off}: Whether the problem inherently fails to admit a singularly optimal solution, namely, algorithms of better time complexity for it will necessarily incur higher message complexity and vice versa – in which case we say that the problem exhibits a \textit{time-message trade-off}. 


We note that, more generally, finding a simultaneously optimal (or almost optimal) solution may sometimes be difficult even for “singular optimality” problems and hence it might be useful to first design algorithms that have trade-offs.

This paper focuses on showing time-message trade-offs in distributed algorithms for fundamental problems such as leader election, broadcast, spanning tree (ST), minimum spanning tree (MST), minimum cut, and many graph verification problems. Throughout, we consider the synchronous CONGEST model (see Section 2.2 for details), a standard model in distributed computing where computation proceeds in discrete (synchronous) rounds and in each round only $O(\log n)$ bits are allowed to be exchanged per edge (CONGEST) where $n$ is the number of nodes in the network. It turns out that message complexity of a distributed algorithm depends crucially (as explained below) on the initial knowledge of the nodes; in this respect, there are two well-studied models – the KT$_0$ and the KT$_1$ model.$^3$

In the KT$_0$ model (i.e., Knowledge Till radius 0), also called the clean network model [27], where nodes have initial local knowledge of only themselves (and not their neighbors), it has (only) been recently established that one can obtain (almost) singularly optimal algorithms, i.e., algorithms that have simultaneously optimal time and message complexity (up to polylogarithmic factors), for many fundamental problems such as leader election, broadcast, ST, MST, minimum cut, and approximate shortest paths (under some conditions) [18, 25, 7, 12]. More precisely, for problems such as leader election, broadcast, and ST, it has been shown [18] that one can design a singularly optimal algorithm in the KT$_0$ model, that takes $\tilde{O}(m)$ messages and $O(D)$ rounds – both are tight (up to a polylog($n$) factor); this is because $\Omega(m)$ and $\Omega(D)$ are, respectively, lower bounds on the message and time complexity for these problems in the KT$_0$ model [18] – note that these lower bounds hold even for randomized Monte Carlo algorithms. The work of [25] (also see [7]) showed that MST is also (almost) singularly optimal, by giving a (randomized Las Vegas) algorithm that takes $\tilde{O}(m)$ messages and $\tilde{O}(D + \sqrt{n})$ rounds (both bounds are tight up to polylogarithmic factors). It can be shown that the singular optimality of MST in the KT$_0$ model also implies the singular optimality of many other problems such as approximate minimum cut and graph verification problems (see Section 1.2). Recently, it was shown that approximate shortest paths and several other problems also admit singular optimality in the KT$_0$ model [12].

On the other hand, in the KT$_1$ model (i.e., Knowledge Till radius 1), in which each node has initial knowledge of itself and the identifiers$^4$ of its neighbors, the situation is less clear. The KT$_1$ model arises naturally in many settings, e.g., in networks where nodes know the identifiers of their neighbors (as well as other nodes), e.g., in the Internet where a node knows the IP addresses of other nodes [23]. Similarly in models such as the k-machine model (as well as the congested clique), it is natural to assume that each processor knows the identifiers of all other processors [17, 13, 24, 26]. For the KT$_1$ model, King et al. [16] showed a surprising and elegant result: There is a randomized Monte Carlo algorithm to construct an MST in $\tilde{O}(n)$ messages ($\Omega(n)$ is a message lower bound) and in $\tilde{O}(n)$ time (see Section 2.3). Thus it is also possible to construct an ST, do leader election, and broadcast within these bounds.

---

$^3$ On the other hand, for time complexity it does not really matter whether nodes have initial knowledge of just themselves (KT$_0$) or also of their neighbors (KT$_1$); this is because this information (i.e., the identifiers of the neighbors) can be exchanged in one round in the CONGEST model. Hence, when focusing solely on optimizing time complexity, which is the typically the case in the literature, the distinction between KT$_0$ and KT$_1$ is not important and the actual model is not even explicitly specified.

$^4$ Note that only knowledge of the identifiers of neighbors is assumed, not other information such as the degree of the neighbors.
This algorithm is randomized and not comparison-based. While this algorithm shows that one can achieve $o(m)$ message complexity (when $m = \omega(n \log n)$), it is not time-optimal – it can take significantly more than $\tilde{O}(D + \sqrt{n})$ rounds, which is a time lower bound even for Monte-Carlo randomized algorithms [5]. In subsequent work, Mashreghi and King [19] presented a trade-off between messages and time for MST: a Monte-Carlo algorithm that takes $\tilde{O}(n^{1+\epsilon})$ messages and runs in $O(n)$ time for any $1 > \epsilon \geq \log \log n / \log n$. We note that this algorithm takes at least $O(n)$ time.

A central motivating theme underlying this work is understanding the status of various fundamental problems in the KT$_1$ model – whether they are singularly optimal or exhibit trade-offs (and, if so, to quantify the trade-offs). In particular, it is an open question whether one can design a randomized (non-comparison based) MST algorithm that takes $\tilde{O}(D + \sqrt{n})$ time and $\tilde{O}(n)$ messages in the KT$_1$ model – this would show that MST is (almost) singularly optimal in the KT$_1$ model as well. In fact, King et al [16] ask whether it is possible to construct (even) an ST in $o(n)$ rounds with $o(m)$ messages. Moreover, can we take advantage of the KT$_1$ model to get improved message bounds (while keeping time as small as possible) in comparison to the KT$_0$ model?

1.1 Our Contributions and Comparison with Related Work

In this paper, we present several results that show trade-offs between time and messages in the KT$_1$ model with respect to various problems. As a byproduct, we improve and subsume the results of [16] (as well as of Awerbuch et al. [2]) and answer the question raised by King et al. on ST/MST construction at the end of the previous paragraph in the affirmative. We also show that our results give improved bounds compared to the results in the KT$_1$ model, including for the fundamental distributed MST problem.

Our time-message trade-off results are based on a uniform and general approach which involves constructing a sparsified spanning subgraph of the original graph – called a danner (i.e., “diameter-preserving spanner”) – that trades off the number of edges with the diameter of the sparsifier (we refer to Section 2.1 for a precise definition). In particular, a key ingredient of our approach is a distributed randomized algorithm that, given a graph $G$ and any $\delta \in [0, 1]$, with high probability$^6$ constructs a danner that has diameter $\tilde{O}(D + n^{1-\delta})$ and $\tilde{O}(\min\{m, n^{1+\delta}\})$ edges in $O(n^{1-\delta})$ rounds while using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages, where $n$, $m$, and $D$ are the number of nodes, edges, and the diameter of $G$, respectively.$^7$ Using our danner construction, we present a family of distributed randomized algorithms for various fundamental problems that exhibit a trade-off between message and time complexity and that improve over previous results. Specifically, we show the following results (all hold with high probability) in the KT$_1$ model (cf. Section 4):

1. Leader Election, Broadcast, and ST. These problems can be solved in $\tilde{O}(D + n^{1-\delta})$ rounds using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0, 1]$. These results improve over prior bounds in the KT$_1$ model [16, 19, 2] as well the KT$_0$ model [18] – discussed earlier.

---

$^5$ Awerbuch et al. [2] show that $\Omega(m)$ is a message lower bound for MST even in the KT$_1$ model, if one allows only (possibly randomized Monte Carlo) comparison-based algorithms, i.e., algorithms that can operate on identifiers only by comparing them. The result of King et al. [16] breaks the $\Omega(m)$ lower bound by using non-comparison-based technique by using the identifiers as input to hash functions. Our results also break the $\Omega(m)$ lower bound, since we use the results of King et al. as subroutines in our algorithms.

$^6$ Throughout, by “with high probability (w.h.p.)” we mean with probability at least $1 - 1/n^c$ where $n$ is the network size and $c$ is some constant.

$^7$ The notation $\tilde{O}$ hides a polylog($n$) factor.
in Section 1. In particular, while the time bounds in [16, 19] are always at least linear, our bounds can be sublinear and the desired time-message trade-off can be obtained by choosing an appropriate $\delta$. It is worth noting that the early work of Awerbuch et al. [2] showed that broadcast can be solved by a deterministic algorithm in the KT$_0$ model using $O(\min\{m, n^{1+\epsilon}/\rho\})$ messages for some fixed constant $c > 0$ in a model where each node has knowledge of the topology (not just identifiers) up to radius $\rho$. Clearly, our results improve over this (for the KT$_1$ model), since $\delta$ can be made arbitrarily small.

2. **MST and Connectivity.** These problems can be solved in $\tilde{O}(D + n^{1-\delta})$ rounds using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0, 0.5]$. In addition to getting any desired trade-off (by plugging in an appropriate $\delta$), we can get a time optimal algorithm by choosing $\delta = 0.5$, which results in a distributed MST algorithm that runs in $\tilde{O}(D + \sqrt{n})$ rounds and uses $\tilde{O}(\min\{m, n^{3/2}\})$ messages. We note that when $m = \tilde{\omega}(n^{3/2})$, this improves over the recently proposed singularly optimal algorithms of [25, 7] in the KT$_0$ model that use $O(m)$ messages and $\tilde{O}(D + \sqrt{n})$ rounds. It also subsumes and improves over the prior results of [19, 16] in the KT$_1$ model that take (essentially) $\tilde{O}(n)$ messages and $\tilde{O}(n)$ time.\(^8\)

3. **Minimum Cut.** An $O(\log n)$-approximation to the minimum cut value (i.e., edge connectivity of the graph) can be obtained in $\tilde{O}(D + n^{1-\delta})$ rounds using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0, 0.5]$. Our result improves over the works of [11, 21] that are (almost) time-optimal (i.e., take $\tilde{O}(D + \sqrt{n})$ rounds), but not message optimal. In addition to getting any desired trade-off (by plugging in an appropriate $\delta$), in particular, if $\delta = 0.5$, we obtain a $\tilde{O}(\min\{m, n^{3/2}\})$ messages approximate minimum cut algorithm that runs in (near) optimal $\tilde{O}(D + \sqrt{n})$ rounds. This improves the best possible bounds (for $m = \tilde{\omega}(n^{3/2})$) that can be obtained in the KT$_0$ model (cf. Section 1.2).

4. **Graph Verification Problems such as Bipartiteness, $s-t$ Cut, Spanning Subgraph.** These can be solved in $\tilde{O}(D + n^{1-\delta})$ rounds using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages for any $\delta \in [0, 0.5]$.\(^9\)

### 1.2 High-Level Overview of Approach

**Danner.** A main technical contribution of this work is the notion of a danner and its efficient distributed construction that jointly focuses on both time and messages. As defined in Section 2.1, a danner of a graph $G$ is a spanning subgraph $H$ of $G$ whose diameter, i.e., diam$(H)$, is at most $\alpha(\text{diam}(G)) + \beta$, where $\alpha \geq 1$ and $\beta \geq 0$ are some parameters. The goal is to construct a danner $H$ with as few edges as possible and with $\alpha$ and $\beta$ as small as possible. It is clear that very sparse danners exist: the BFS (breadth-first spanning) tree has only $n-1$ edges and its diameter is at most twice the diameter of the graph. However, it is not clear how to construct such a danner in a way that is efficient with respect to both messages and time, in particular in $O(n)$ messages and $\tilde{O}(D)$ time, or even $o(m)$ messages and $\tilde{O}(D)$ time, where $D = \text{diam}(G)$. Note that in the KT$_0$ model, there is a tight lower bound (with almost matching upper bound) for constructing a danner: any distributed danner construction algorithm needs $\Omega(m)$ messages and $\Omega(D)$ time (this follows by reduction from leader election which has these lower bounds [18] – see Section 1). However, in the KT$_1$ model, the status for danner construction is not known. We give (a family of) distributed algorithms for constructing a danner that trade off messages for time (Section 3).

---

\(^{8}\) Mashreghi and King [19] also give an algorithm with round complexity $\tilde{O}(\text{diam}(\text{MST}))$ and with message complexity $\tilde{O}(n)$, where diam(MST) is the diameter of the output MST which can be as large as $\Theta(n)$. 

---

**DISC 2018**
Danner Construction. We present an algorithm (see Algorithm 1) that, given a graph $G$ and any $\delta \in [0, 1]$, constructs a danner $H$ of $G$ that has $\tilde{O}(\min\{m, n^{1+\delta}\})$ edges and diameter $\tilde{O}(D + n^{1-\delta})$ (i.e., an $\tilde{O}(n^{1-\delta})$ additive danner) using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages and in $\tilde{O}(n^{1-\delta})$ time (note that the time does not depend on $D$). The main idea behind the algorithm is as follows. While vertices with low degree (i.e., less than $n^{\delta}$) and their incident edges can be included in the danner $H$, to handle high-degree vertices we construct a dominating set that dominates the high-degree nodes by sampling roughly $n^{1-\delta}$ nodes (among all nodes); these are called “center” nodes. Each node $v$ adds the edges leading to its $\min\{\deg(v), n^{\delta}\}$ neighbors with the lowest identifiers (required for maintaining independence from random sampling) to $H$. It is not difficult to argue that each high-degree node is connected to a center in $H$ and we use a relationship between the number of nodes in any dominating set and the diameter (cf. Lemma 5) to argue that the diameter of each connected component (or fragment) of $H$ is at most $\tilde{O}(n^{1-\delta})$. We then use the FindAny algorithm of King et al. [16] to efficiently implement a distributed Boruvka-style merging (which is essentially the GHS algorithm [9]) of fragments in the subgraph induced by the high-degree nodes and the centers. The FindAny algorithm does not rely on identifier comparisons but instead uses random hash-functions to find an edge leaving a set of nodes very efficiently, which is crucial for our algorithm. In each merging phase, each fragment uses FindAny to efficiently find an outgoing edge; discovered outgoing edges are added to $H$. Only $O(\log n)$ iterations are needed to merge all fragments into a connected graph and only $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages are needed overall for merging. At any time the set of centers in a fragment forms a dominating set of that fragment. Thereby, the above-mentioned relationship between dominating sets and diameters guarantees that the diameters of the fragments stay within $\tilde{O}(n^{1-\delta})$. We argue (Lemma 12) that the constructed subgraph $H$ is an additive $\tilde{O}(n^{1-\delta})$-danner of $G$.

Danner Applications. What is the motivation for defining a danner and why is it useful? The answer to both of these questions is that a danner gives a uniform way to design distributed algorithms that are both time and message efficient for various applications as demonstrated in Section 4. Results for leader election, broadcast, and ST construction follow quite directly (cf. Section 4.1): Simply construct a danner and run the singularly optimal algorithm of [18] for the KT$_0$ model on the danner subgraph. Since the danner has $\tilde{O}(n^{1+\delta})$ edges and has diameter $\tilde{O}(D + n^{1-\delta})$, this gives the required bounds.

A danner can be used to construct a MST of a graph $G$ (which also gives checking connectivity of a subgraph $H$ of $G$) using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages in $\tilde{O}(D + n^{1-\delta})$ time, for any $\delta \in [0, 0.5]$. Note that this subsumes the bounds of the singularly optimal algorithms in the KT$_0$ model [25, 7]. The distributed MST construction (cf. Section 4.2) proceeds in three steps; two of these crucially use the danner. In the first step, we construct a danner and use it as a communication backbone to aggregate the degrees of all nodes and thus determine $m$, the number of edges. If $m \leq n^{1+\delta}$, then we simply proceed to use the singularly optimal algorithm of [25]. Otherwise, we proceed to Step 2, where we do Controlled-GHS which is a well-known ingredient in prior MST algorithms [22, 10, 25]. Controlled-GHS is simply Boruvka-style MST algorithm, where the diameter of all the fragments grow at a controlled rate. We use the graph sketch technique of King et al. (in particular the FindMin algorithm – cf. Section 2.3) for finding outgoing edges to keep the message complexity to $\tilde{O}(n)$. Crucially we run Controlled-GHS to only $\lceil (1 - \delta) \log n \rceil$ iterations so that the number of fragments

9 The idea of establishing a set of nodes that dominates all high-degree nodes has also been used by Aingworth et al. [1] and Dor et al. [6].
remaining at the end of Controlled-GHS is $O(n^\delta)$ with each having diameter $\tilde{O}(n^{1-\delta})$; all these take only $\tilde{O}(n^{1-\delta})$ time, since the running time of Controlled-GHS is asymptotically bounded (up to a log $n$ factor) by the (largest) diameter of any fragment. In Step 3, we merge the remaining $O(n^\delta)$ fragments; this is done in a way that is somewhat different to prior MST algorithms, especially those of [25, 10]. We simply continue the Boruvka-merging (not necessarily in a controlled way), but instead of using each fragment as the communication backbone, we do the merging “globally” using a BFS tree of the danner subgraph. The BFS tree of the danner has $O(n)$ edges and has diameter $\tilde{O}(D + n^{1-\delta})$. In each merging phase, each node forwards at most $O(n^\delta)$ messages (sketches corresponding to so many distinct fragments) to the root of the BFS tree which finds the outgoing edge corresponding to each fragment (and broadcasts it to all the nodes). The total message cost is $\tilde{O}(n^{1+\delta})$ and, since the messages are pipelined, the total time is $\tilde{O}(D + n^{1-\delta} + n^\delta) = \tilde{O}(D + n^{1-\delta})$ (for $\delta = [0, 0.5]$). Building upon this algorithm, we give time and message efficient algorithms for $O(\log n)$-approximate minimum cut and graph connectivity problems (cf. Section 4.3).

### 1.3 Other Related Work

There has been extensive research on the distributed MST problem in the KT$_0$ model, culminating in the singularly optimal (randomized) algorithm of [25] (see also [7]); see [25] for a survey of results in this area. The work of [25] also defined the notions of singular optimality versus time-message trade-offs. Kutten et al. [18] show the singular optimality of leader election (which implies the same for broadcast and ST) by giving tight lower bounds for both messages and time as well as giving algorithms that simultaneously achieve the tight bounds (see Section 1).

Compared to the KT$_0$ model, results in the KT$_1$ are somewhat less studied. The early work of Awerbuch et al. [2] studied time-message trade-offs for broadcast in the KT$_1$ model. In 2015, King et al. [16] showed surprisingly that the basic $\Omega(m)$ message lower bound that holds in the KT$_1$ model for various problems such as leader election, broadcast, MST, etc. [18] can be breached in the KT$_1$ model by giving a randomized Monte Carlo algorithm to construct an MST in $\tilde{O}(n)$ messages and in $\tilde{O}(n)$ time. The algorithm of King et al. uses a powerful randomized technique of graph sketches which helps in identifying edges going out of a cut efficiently without probing all the edges in the cut; this crucially helps in reducing the message complexity. We heavily use this technique (as a black box) in our algorithms as well. However, note that we could have also used other types of graph sketches (see e.g., [24]) which will yield similar results.

The KT$_1$ model has been assumed in other distributed computing models such as the $k$-machine model [17, 24, 26] and the congested clique [13]. In [13] it was shown that the MST problem has a message lower bound of $\Omega(n^2)$ which can be breached in the KT$_1$ model by using graph sketches.

Distributed minimum cut has been studied by [11, 21], and the graph verification problems considered in this paper have been studied in [5]. However, the focus of these results has been on the time complexity (where KT$_0$ or KT$_1$ does not matter). We study these problems in the KT$_1$ model focusing on both time and messages and present trade-off algorithms that also improve over the KT$_0$ algorithms (in terms of messages) – cf. Section 1.1. We note that $\tilde{\Omega}(D + \sqrt{n})$ is a time lower bound for minimum cut (for any non-trivial approximation) and for the considered graph verification problems [5]. It can be also shown (by using techniques from [18]) that $\Omega(m)$ is a message lower bound in the KT$_0$ model for minimum cut.
2 Preliminaries

Before we come to the main technical part of the paper, we introduce some notation and basic definitions, present our network model, and give an overview of some of the algorithms from the literature that we use for our results.

2.1 Notation and Definitions

For a graph $G$ we denote its node set as $V(G)$ and its edge set as $E(G)$. For a node $u \in V(G)$ the set $N_G(u) = \{v \in V(G) \mid \{u, v\} \in E(G)\}$ is the open neighborhood of $u$ in $G$ and $\Gamma_G(u) = N_G(u) \cup \{u\}$ is its closed neighborhood. For a set of nodes $S \subseteq V(G)$ we define $\Gamma_G(S) = \bigcup_{u \in S} \Gamma_G(u)$. The degree of a node $u$ in $G$ is $\deg_G(u) = |N_G(u)|$. For a path $P = (u_0, \ldots, u_k)$ we define $V(P)$ to be the set of nodes in $P$ and we define $|P| = k$ to be the length of $P$. A set $S \subseteq V(G)$ is a dominating set of $G$ if $\Gamma_G(S) = V(G)$. The domination number $\gamma(G)$ of a graph $G$ is the size of a smallest dominating set of $G$. The distance $d_G(u, v)$ between two nodes $u, v \in V(G)$ is the length of a shortest path between $u$ and $v$ in $G$. We define the diameter (or the hop diameter) of $G$ as $\text{diam}(G) = \max_{u, v \in V(G)} d(u, v)$, where the distances are taken in the graph by ignoring edge weights (i.e., each edge has weight 1). For all of this notation, we omit $G$ when it is apparent from context. For $S \subseteq V(G)$ the induced subgraph $G[S]$ is defined by $V(G[S]) = S$ and $E(G[S]) = \{(u, v) \in E(G) \mid u, v \in S\}$. A subgraph $H \subseteq G$ is an $(\alpha, \beta)$-spanner of $G$ if $V(H) = V(G)$ and $d_H(u, v) \leq \alpha \cdot d_G(u, v) + \beta$ for all $u, v \in V(G)$. In this work we make use of the weaker concept of a diameter-preserving spanner, or in short, danner: A subgraph $H \subseteq G$ is a $(\alpha, \beta)$-danner of $G$ if $V(H) = V(G)$ and $\text{diam}(H) \leq \alpha \cdot \text{diam}(G) + \beta$. We say $H$ is an additive $\beta$-danner if it is a $(1, \beta)$-danner. An $(\alpha, \beta)$-spanner is also an $(\alpha, \beta)$-danner but the reverse is not generally true. Hence, the notion of a danner is weaker than that of a spanner.

2.2 Model

We briefly describe the distributed computing model used. This is the synchronous CONGEST model (see, e.g., [22, 27]), which is now standard in the distributed computing literature.

A point-to-point communication network is modeled as an undirected weighted graph $G = (V, E, w)$, where the vertices of $V$ represent the processors, the edges of $E$ represent the communication links between them, and $w(e)$ is the weight of edge $e \in E$. Let $n = |V(G)|$ and $m = |E(G)|$. Without loss of generality, we assume that $G$ is connected. $D$ denotes the hop-diameter (that is, the unweighted diameter) of $G$, and, in this paper, by diameter we always mean hop-diameter. Each node hosts a processor with limited initial knowledge. Specifically, we make the common assumption that each node has a unique identifier (from $\{1, \ldots, \text{poly}(n)\}$), and at the beginning of computation each vertex $v$ accepts as input its own identifier and the weights (if any) of the edges incident to it as well as the identifiers of all its neighbors. Thus, a node has local knowledge of only itself and its neighbor’s identifiers; this is called the $KT_1$ model. Since each node knows the identifier of the node on the other side of an incident edge, both endpoints can define a common edge identifier as the concatenation of identifiers of its endpoints, lowest identifier first.

The vertices are allowed to communicate through the edges of the graph $G$. It is assumed that communication is synchronous and occurs in discrete rounds (time steps). In each time step, each node $v$ can send an arbitrary message of $O(\log n)$ bits through each edge $e = \{v, u\}$ incident to $v$, and each message arrives at $u$ by the end of this time step. The weights of the edges are at most polynomial in the number of vertices $n$, and therefore the
weight of a single edge can be communicated in one time step. This model of distributed computation is called the CONGEST($\log n$) model or simply the CONGEST model [22, 27]. We also assume that each vertex has access to the outcome of unbiased private coin flips. We assume that all nodes know $n$.

### 2.3 Underlying Algorithms

We use an algorithm called TestOut that was introduced by King et al. [16] in the context of computing MSTs in the KT$_1$ model. Consider a tree $T$ that is a subgraph of a graph $G$. The algorithm TestOut allows the nodes in $T$ to determine whether there exists an outgoing edge, i.e., an edge that connects a node in $V(T)$ with a node in $V(G) \setminus V(T)$. We also refer to an outgoing edge as an edge leaving $T$. Let $u$ be a node in $T$ that initiates an execution of TestOut. On a high level, TestOut simply performs a single broadcast-and-echo operation:

First, the node $u$ broadcasts a random hash function along $T$. Each node in $T$ computes a single bit of information based on the hash function and the identifiers of the incident edges. The parity of these bits is then aggregated using an echo (or convergecast) along $T$. The parity is $1$ with constant probability if there is an edge in $G$ leaving $T$, and it is $0$ otherwise. The algorithm is always correct if the parity is $1$. The running time of the algorithm is $O(diam(T))$ and it uses $O(|V(T)|)$ messages.

The correctness probability of TestOut can be amplified to high probability by executing the algorithm $O(\log n)$ times. Furthermore, TestOut can be combined with a binary search on the edge identifiers to find the identifier of an outgoing edge if it exists, which adds another multiplicative factor of $O(\log n)$ to the running time and the number of messages used by the algorithm. Finally, the procedure can also be used to find the identifier of an outgoing edge with minimum weight in a weighted graph by again using binary search on the edge weights at the cost of another multiplicative $O(\log n)$ factor. All of these algorithms can be generalized to work on a connected subgraph $H$ that is not necessarily a tree: A node $u \in V(H)$ first constructs a breadth-first search tree $T$ in $H$ and then executes one of the algorithms described above on $T$. We have the following theorems.

- **Theorem 1.** Consider a connected subgraph $H$ of a graph $G$. There is an algorithm FindAny that outputs the identifier of an arbitrary edge in $G$ leaving $H$ if there is such an edge and that outputs $\emptyset$ otherwise, w.h.p. The running time of the algorithm is $\tilde{O}(diam(H))$ and it uses $\tilde{O}(|E(H)|)$ messages.

- **Theorem 2.** Consider a connected subgraph $H$ of a weighted graph $G$ with edge weights from $\{1, \ldots, \text{poly}(n)\}$. There is an algorithm FindMin that outputs the identifier of a lightest edge in $G$ leaving $H$ if there is such an edge and that outputs $\emptyset$ otherwise, w.h.p. The running time of the algorithm is $\tilde{O}(diam(H))$ and it uses $\tilde{O}(|E(H)|)$ messages.

We also require an efficient leader election algorithm. The following theorem is a reformulation of Corollary 4.2 in [18].

- **Theorem 3.** There is an algorithm that for any graph $G$ elects a leader in $O(diam(G))$ rounds while using $\tilde{O}(|E(G)|)$ messages, w.h.p.

### 3 Distributed Danner Construction

The distributed danner construction presented in Algorithm 1 uses a parameter $\delta$ that controls a trade-off between the time and message complexity of the algorithm. At the same time the parameter controls a trade-off between the diameter and the size (i.e., the number of
Algorithm 1 Distributed Danner Construction.
The algorithm constructs a danner $H$. Initially, we set $V(H) \leftarrow V(G)$ and $E(H) \leftarrow \emptyset$.
1. Each node becomes a center with probability $p = \min\{c \log n/n^\delta, 1\}$, where $c \geq 1$ is a constant determined in the analysis. Let $C$ be the set of centers.
2. Each node $v$ adds the edges leading to its $\min\{\deg(v), n^\delta\}$ neighbors with the lowest identifiers to $H$.
3. Each low-degree node sends a message to all its neighbors to inform them about its low degree and whether it is a center. The remaining steps operate on the induced subgraphs $\tilde{G} \leftarrow G[V_{\text{high}} \cup C]$ and $\tilde{H} \leftarrow H[V_{\text{high}} \cup C]$. Note that every node can deduce which of its neighbors lie in $V_{\text{high}} \cup C$ from the messages sent by the low-degree nodes.
4. For $i = 1$ to $\log n$ do the following in parallel in each connected component $K$ of $\tilde{H}$.
   a. Elect a leader using the algorithm from Theorem 3.
   b. Use the algorithm FindAny from Theorem 1 to find an edge in $\tilde{G}$ leaving $K$. If such an edge exists, add it to $\tilde{H}$ and $\tilde{H}$.
   c. Wait until $T$ rounds have passed in this iteration before starting the next iteration in order to synchronize the execution between the connected components. The value of $T$ is determined in the analysis.

Lemma 4. Let $P$ be a shortest path in a graph $G$. For each node $v \in V(G)$ it holds $|\Gamma(v) \cap V(P)| \leq 3$.

Proof. We show the lemma by contradiction. Let $P = (u_0, \ldots, u_i)$ be a shortest path in $G$. Suppose there is a node $v \in V(G)$ such that $|\Gamma(v) \cap V(P)| \geq 4$. Let $u_i$ be the node in $\Gamma(v) \cap V(P)$ with the lowest index in $P$ and let $u_j$ be the node in $\Gamma(v) \cap V(P)$ with the highest index in $P$. Since $|\Gamma(v) \cap V(P)| \geq 4$ at least two nodes lie between $u_i$ and $u_j$ in $P$. We distinguish two cases. If $u_i = v$ or $u_j = v$ then $P' = (u_0, \ldots, u_i, u_j, \ldots, u_i)$ is a path in $G$ such that $|P'| \leq |P| - 2$, which is a contradiction. Otherwise, the path $P'' = (u_0, \ldots, u_i, v, u_j, \ldots, u_i)$ is a path in $G$ such that $|P''| \leq |P| - 1$, which is again a contradiction.

Lemma 5. For a connected graph $G$ it holds $\text{diam}(G) < 3\gamma(G)$.

Proof. We show the lemma by contradiction. Suppose there is a shortest path $P$ in $G$ such that $|P| \geq 3\gamma(G)$. Let $S$ be a dominating set in $G$ with $|S| = \gamma(G)$. By definition, for each node $u \in V(P)$ there is a node $v \in S$ such that $u \in \Gamma(v)$. Since $|V(P)| = |P| + 1 > 3|S|$, the pigeonhole principle implies that there must be a node $v \in S$ such that $|\Gamma(v) \cap V(P)| > 3$. By Lemma 4, this implies that $P$ is not a shortest path, which is a contradiction.

With these lemmas in place, we can now turn to the problem of bounding the diameter of a connected component $K$ of $\tilde{H}$. We first bound the number of centers established in Step 1.
Lemma 6. It holds $|C| = \tilde{O}(n^{1-\delta})$, w.h.p.

Proof. Let $X_u$ be a binary random variable such that $X_u = 1$ if and only if $u \in C$. We have $E[X_u] = (c \log n)/n^\delta$. By definition it holds $|C| = \sum_{u \in V} X_u$. The linearity of expectation implies $E[|C|] = \sum_{u \in V} E[X_u] = cn^{1-\delta} \log n$. Since $|C|$ is a sum of independent binary random variables we can apply Chernoff bounds (see, e.g., [20]) to get $\Pr[|C| \geq 2cn^{1-\delta} \log n] \leq \exp(-cn^{1-\delta} \log n/3)$. The lemma follows by choosing $c$ sufficiently large.

The next two lemmas show that the set of centers in $K$ forms a dominating set of $K$.

Lemma 7. After Step 2 each high-degree node is adjacent to a center in $\hat{K}$, w.h.p.

Proof. Consider a node $u \in V_{\text{high}}$. Let $S$ be the set of the $n^\delta$ neighbors of $u$ with lowest identifier. Each node in $S$ is a center with probability $p$. Hence, the probability that no node in $S$ is a center is $(1-p)^{|S|} = (1-(c \log n)/n^\delta)^{n^\delta} \leq \exp(-c \log n)$. The lemma follows by applying the union bound over all nodes and choosing the constant $c$ sufficiently large.

Lemma 8. Let $K$ be a connected component of $\hat{K}$ before any iteration of the loop in Step 4 or after the final iteration. The set of centers in $K$ is a dominating set of $K$, w.h.p.

Proof. Recall that $V(K) \subseteq V_{\text{high}} \cup C$ by definition. Hence, each node $u \in V(K)$ is a center or has high degree. If $u$ is a center, there is nothing to show. If $u$ is not a center, it must be of high degree. According to Lemma 7, $u$ is connected to a center $v$ in $\hat{K}$. This implies that $v \in V(K)$ and $\{u,v\} \in E(K)$.

By combining the statements of Lemmas 5, 6 and 8, we get the following lemma.

Lemma 9. Let $K_1, \ldots, K_r$ be the connected components of $\hat{K}$ before any iteration of the loop in Step 4 or after the final iteration. It holds $\sum_{i=1}^r \text{diam}(K_i) = \tilde{O}(n^{1-\delta})$, w.h.p.

Proof. Let $C(K_i)$ be the set of centers in $K_i$. According to Lemma 8, $C(K_i)$ is a dominating set of $K_i$. Therefore, Lemma 5 implies $\text{diam}(K_i) < 3|C(K_i)|$. This implies $\sum_{i=1}^r \text{diam}(K_i) < 3 \sum_{i=1}^r |C(K_i)| = 3|C| = \tilde{O}(n^{1-\delta})$, where the last equality holds according to Lemma 6.

The following simple corollary gives us the desired bound on the diameter of a connected component $K$ of $\hat{K}$.

Corollary 10. Let $K$ be a connected component of $\hat{K}$ before any iteration of the loop in Step 4 or after the final iteration. It holds $\text{diam}(K) = \tilde{O}(n^{1-\delta})$, w.h.p.

On the basis of Corollary 10, we can bound the value of $T$, the waiting time used in Step 4c: Consider an iteration of the loop in Step 4. For each connected component $K$ the leader election in Step 4a can be achieved in $\tilde{O}(n^{1-\delta})$ rounds according to Theorem 3. The algorithm FindAny in Step 4b requires $\tilde{O}(n^{1-\delta})$ rounds according to Theorem 1. Therefore, we can choose $T$ such that $T = \tilde{O}(n^{1-\delta})$.

Our next objective is to show that the computed subgraph $H$ is an additive $\tilde{O}(n^{1-\delta})$-danner. To this end, we first take a closer look at the connected components of $\hat{K}$ after the algorithm terminates.

Lemma 11. After Algorithm 1 terminates, the set of connected components of $\hat{K}$ equals the set of connected components of $\hat{G}$.
Proof. Consider a connected component $K_G$ of $\hat{G}$. We show by induction that after iteration $i$ of the loop in Step 4, each connected component of $\hat{H}[V(K_G)]$ has size at least $\min\{2^i, |V(K_G)|\}$. Since $|V(K_G)| \leq n$ and the loop runs for $\log n$ iterations, this implies that after the algorithm terminates, only one connected component remains in $\hat{H}[V(K_G)]$.

The statement clearly holds before the first iteration of the loop, i.e., for $i = 0$. Suppose that the statement holds for iteration $i \geq 0$. We show that it also holds for iteration $i + 1$. If there is only one connected component at the beginning of iteration $i + 1$ then that connected component must equal $K_G$ so the statement holds. If there is more than one connected component at the beginning of iteration $i + 1$ then by the induction hypothesis each connected component has size at least $2^i$. Each connected component finds an edge leading to another connected component in Step 4b and thereby merges with at least one other connected component. The size of the newly formed component is at least $\min\{2^{i+1}, |K_G|\}$. ▶

We are now ready to show that $H$ is an additive $\tilde{O}(n^{1-\delta})$-danner.

Lemma 12. Algorithm 1 computes an additive $\tilde{O}(n^{1-\delta})$-danner $H$ of $G$, w.h.p.

Proof. Let $P_G = (u_0, \ldots, u_t)$ be a shortest path in $G$. We construct a path $P_H$ from $u_0$ to $u_t$ in $H$ such that $|P_H| \leq |P_G| + \tilde{O}(n^{1-\delta})$. Some of the edges in $P_G$ might be missing in $H$. Let $\{u_i, u_{i+1}\}$ be such an edge. Observe that if $u_i$ or $u_{i+1}$ has low degree then the edge $\{u_i, u_{i+1}\}$ is contained in $H$ since a low degree node adds all of its incident edges to $H$ in Step 2. Hence, $u_i$ and $u_{i+1}$ must have high degree. Since the nodes share an edge in $G$, they lie in the same connected component of $\hat{G}$. According to Lemma 11 this means that the nodes also lie in the same connected component of $\hat{H}$. Therefore, there is a path in $\hat{H}$ between $u_i$ and $u_{i+1}$. We construct $P_H$ from $P_G$ by replacing each edge $\{u_i, u_{i+1}\}$ that is missing in $H$ by a shortest path from $u_i$ to $u_{i+1}$ in $\hat{H}$.

While $P_H$ is a valid path from $u_0$ to $u_t$ in $H$, its length does not necessarily adhere to the required bound. To decrease the length of $P_H$, we do the following for each connected component $K$ of $\hat{H}$: If $P_H$ contains at most one node from $K$, we proceed to the next connected component. Otherwise, let $v$ be the first node in $P_H$ that lies in $K$ and let $w$ be the last node in $P_H$ that lies in $K$. We replace the subpath from $v$ to $w$ in $P_H$ by a shortest path from $v$ to $w$ in $\hat{H}$. After iteratively applying this modification for each connected component, the path $P_H$ enters and leaves each connected component of $\hat{H}$ at most once and within each connected component $P_H$ only follows shortest paths. Hence, according to Lemma 9, the number of edges in $P_H$ passing through $\hat{H}$ is bounded by $\tilde{O}(n^{1-\delta})$. The remaining edges in $P_H$ stem from $P_G$, so their number is bounded by $|P_G|$. In summary, we have $|P_H| \leq |P_G| + \tilde{O}(n^{1-\delta})$.

To complete our investigation we analyze the time and message complexity of Algorithm 1 and bound the number of edges in the resulting danner $H$.

Lemma 13. The running time of Algorithm 1 is $\tilde{O}(n^{1-\delta})$ and the number of messages sent by the algorithm is $\tilde{O}(\min\{m, n^{1+\delta}\})$. After the algorithm terminates it holds $|E(H)| = \tilde{O}(\min\{m, n^{1+\delta}\})$.

Proof. We begin with the running time. The first three steps of the algorithm can be executed in a single round. The loop in Step 4 runs for $\log n$ iterations, each of which takes $T = \tilde{O}(n^{1-\delta})$ rounds.

Next we bound the number of edges in the danner. Steps 1 and 3 do not add any edges to $H$. Step 2 adds $\tilde{O}(\min\{m, n^{1+\delta}\})$ edges to $H$. The loop in Step 4 runs for $\log n$ iterations, and in every iteration each connected component of $\hat{H}$ adds at most one edge to $H$. Since the number of connected components is at most $n$ at all times, the total number of edges added in Step 4 is $\tilde{O}(n)$.
Finally, we turn to the message complexity of the algorithm. In Step 1 the nodes send no messages. The number of messages sent in Step 2 is $\hat{O}(\min\{m, n^{1+\delta}\})$. In Step 3 each low-degree node sends a message to each of its neighbors. By definition a low-degree node has at most $n^\delta$ neighbors and there are at most $\tilde{n}$ low-degree nodes. Therefore, at most $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages are sent in this step. Each iteration of the loop in Step 4 operates on a subgraph $\hat{H}$ of the final danner $H$. Consider a connected component $K$ of $\hat{H}$. Both the leader election in Step 4a and the algorithm FindAny in Step 4b use $\hat{O}(|E(K)|)$ messages according to Theorems 3 and 1, respectively. Hence, the overall number of messages used in any iteration is $\hat{O}(|E(\hat{H})|)$ which is bounded by $\hat{O}(|E(H)|) = \hat{O}(\min\{m, n^{1+\delta}\})$.

Finally, we treat the special case $\delta = 1$. In this case we do not use Algorithm 1 but instead let each node add all its incident edges to $H$ such that $H = G$. Combining the statements of the previous two lemmas together with the special case of $\delta = 1$ yields the following theorem.

\textbf{Theorem 14.} There is an algorithm that for a connected graph $G$ and any $\delta \in [0,1]$ computes an additive $\tilde{O}(n^{1-\delta})$-danner $H$ consisting of $\tilde{O}(\min\{m, n^{1+\delta}\})$ edges, w.h.p. The algorithm takes $\tilde{O}(n^{1-\delta})$ rounds and requires $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages.

\section{Applications}

In this section we demonstrate that the danner construction presented in Section 3 can be used to establish trade-off results for many fundamental problems in distributed computing.

\subsection{Broadcast, Leader Election, and Spanning Tree}

On the basis of the danner construction presented in Section 3 it is easy to obtain a set of trade-off results for broadcast, leader election, and spanning tree construction. The number of messages required for a broadcast can be limited by first computing a danner and then broadcasting along the danner. For leader election we can run the algorithm of Kutten et al. [18] mentioned in Theorem 3 on the computed danner. Finally, for spanning tree construction we can elect a leader which then performs a distributed breadth-first search on the danner to construct the spanning tree. We have the following theorem.

\textbf{Theorem 15.} There are algorithms that for any connected graph $G$ and any $\delta \in [0,1]$ solve the following problems in $\hat{O}(D + n^{1-\delta})$ rounds while using $\hat{O}(\min\{m, n^{1+\delta}\})$ messages, w.h.p.: broadcast, leader election, and spanning tree.

\subsection{Minimum Spanning Tree and Connectivity}

In this section we assume that we are given a weighted connected graph $G$ with edge weights from $\{1, \ldots, \text{poly}(n)\}$. Without loss of generality we assume that the edge weights are distinct such that the MST is unique. We present a three step algorithm for computing the MST.

\textbf{Step 1.} We compute a spanning tree of $G$ using the algorithm described in Section 4.1 while ignoring the edge weights. Recall that the algorithm computes the spanning tree by having a leader node initiate a distributed breadth-first search along a danner of diameter $\hat{O}(D + n^{1-\delta})$. Therefore, the algorithm supplies us with a rooted spanning tree $T$ of depth $\hat{O}(D + n^{1-\delta})$. We aggregate the number of edges $m$ in $G$ using a convergecast along $T$. If $m \leq n^{1+\delta}$, we execute the singularly optimal algorithm of Pandurangan et al. [25] on the original graph $G$ to compute the MST, which takes $\hat{O}(D + \sqrt{n})$ rounds and requires $\hat{O}(m)$ messages. Otherwise, we proceed with the following steps.
Step 2. We execute the so-called Controlled-GHS procedure on $G$ as described in [25]. This procedure is a modified version of the classical Gallager-Humblet-Spira (GHS) algorithm for distributed MST [9]. It constructs a set of MST fragments (i.e., connected subgraphs of the MST). However, in contrast to the original GHS, Controlled-GHS limits the diameter of the fragments by controlling the way in which fragments are merged. By running Controlled-GHS for $[(1-\delta)\log n]$ iterations we get a spanning forest consisting of at most $n^\delta$ MST-fragments, each having diameter $O(n^{1-\delta})$ in $O(n^{1-\delta})$ rounds. The Controlled-GHS described in [25] requires $\hat{O}(m)$ messages. However, we can reduce the number of messages to $\hat{O}(n)$ without increasing the running time by modifying the Controlled-GHS procedure to use the algorithm FindMin described in Theorem 2 to find the lightest outgoing edge of a fragment.

Step 3. Our goal in the final step of the algorithm is to merge the remaining $n^\delta$ MST fragments quickly. This step executes the same procedure for $\log n$ iterations. Each iteration reduces the number of fragments by at least a factor of two so that in the end only a single fragment remains, which is the MST.

We use a modified version of the algorithm TestOut that only communicates along the spanning tree $T$ computed in Step 1 (i.e., it ignores the structure of the fragments) and that operates on all remaining fragments in parallel. Recall that the original TestOut algorithm for a single connected component consists of a broadcast-and-echo in which a leader broadcasts a random hash function and the nodes use an echo (or convergecast) to aggregate the parity of a set of bits. We can parallelize this behavior over all fragments as follows: Let $v_T$ be the root of $T$. First, $v_T$ broadcasts a random hash function through $T$. The same hash function is used for all fragments. Each node $u$ uses the hash function to compute its individual bit as before and prepares a message consisting of the identifier of the fragment containing $u$ and the bit of $u$. These messages are then aggregated up the tree in a pipelined fashion: In each round, a node sends the message with the lowest fragment identifier to its parent. Whenever a node holds multiple messages with the same fragment identifier, it combines them into a single message consisting of the same fragment identifier and the combined parity of the bits of the respective messages. Since $T$ has depth $\hat{O}(D+n^{1-\delta})$ and there are at most $n^\delta$ different fragment identifiers, $v_T$ learns the aggregated parity of the bits in each individual fragment after $\hat{O}(D+n^{1-\delta}+n^\delta)$ rounds, which completes the parallelized execution of TestOut.

As explained in Section 2.3, a polylogarithmic number of executions of TestOut in combination with binary search can be used to identify the lightest outgoing edge of a fragment. The ranges for the binary search for each fragment can be broadcast by $v_T$ in a pipelined fashion and the TestOut procedure can be executed in parallel for all fragments as described above. Thereby, $v_T$ can learn the identifier of a lightest outgoing edge for each fragment in parallel. To merge the fragments, $v_T$ does the following: First, it learns the fragment identifiers of the nodes at the end of each outgoing edge. It then locally computes the changes in the fragment identifiers that follow from the merges. Finally, it broadcasts these changes along with the identifiers of the leaving edges to merge the fragments. This completes one iteration of the procedure.

Overall, the operations of the final step can be achieved using polylogarithmic number of pipelined broadcast-and-echo operations. Therefore, the running time of this step is $\hat{O}(D+n^{1-\delta}+n^\delta)$ rounds. In each pipelined broadcast-and-echo each node sends at most $n^\delta$ messages, so the overall number of messages is $\hat{O}(n^{1+\delta})$. This gives us the following theorem.

**Theorem 16.** There is an algorithm that for any connected graph $G$ with edge weights from $\{1, \ldots, \text{poly}(n)\}$ and any $\delta \in [0,0.5]$ computes an MST of $G$ in $\hat{O}(D+n^{1-\delta})$ rounds while using $\hat{O}(\min\{m,n^{1+\delta}\})$ messages, w.h.p.
For $\delta = 0.5$ we get an algorithm with optimal running time up to polylogarithmic factors.

**Corollary 17.** There is an algorithm that for any connected graph $G$ with edge weights from \{1, \ldots, \text{poly}(n)\} computes an MST of $G$ in $\tilde{O}(D + \sqrt{n})$ rounds while using $\tilde{O}(\min\{m, n^{3/2}\})$ messages, w.h.p.

Using this result on MST, it is not hard to devise an algorithm that computes the connected components of a subgraph $H$ of $G$ (and thus also test connectivity): We assign the weight 0 to each edge in $E(H)$ and the weight 1 to each edge in $E(G) \setminus E(H)$. We then run a modified version of the above MST algorithm in which a fragment stops participating as soon as it discovers that its lightest outgoing edge has weight 1. Thereby, fragments only merge along edges in $H$. Once the algorithm terminates, any two nodes in the same connected component of $H$ have the same fragment identifier while any two nodes in distinct connected components have distinct fragment identifiers.

**Corollary 18.** There is an algorithm that for any graph $G$, any subgraph $H$ of $G$, and any $\delta \in [0, 0.5]$ identifies the connected components of $H$ in $\tilde{O}(D + n^{1-\delta})$ rounds while using $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages, w.h.p.

### 4.3 $O(\log n)$-Approximate Minimum Cut

We describe an algorithm that finds an $O(\log n)$-approximation to the edge connectivity of the graph (i.e., the minimum cut value).

**Theorem 19.** There is a distributed algorithm for finding an $O(\log n)$-approximation to the edge connectivity of the graph (i.e., the minimum cut value) that uses $\tilde{O}(\min\{m, n^{1+\delta}\})$ messages and runs in $\tilde{O}(D + n^{1-\delta})$ rounds for any $\delta \in [0, 0.5]$, w.h.p.

The main idea behind the algorithm is based on the following sampling theorem.

**Theorem 20 ([14, 11]).** Consider an arbitrary unweighted multigraph $G = (V, E)$ with edge connectivity $\lambda$ and choose subset $S \subseteq E$ by including each edge $e \in E$ in set $S$ independently with probability $p$. If $p \geq c \log n / \lambda$, for a sufficiently large (but fixed) constant $c$, then the sampled subgraph $G' = (V, S)$ is connected, w.h.p.

We next sketch the distributed algorithm that is claimed in Theorem 19. The distributed algorithm implements the above sampling theorem which provides a simple approach for finding an $O(\log n)$-approximation of the edge connectivity of $G$ by sampling subgraphs with exponentially growing sampling probabilities (e.g., start with an estimate of $\lambda = m$, the total number of (multi-)edges, and keep decreasing the estimate by a factor of 2) and checking the connectivity of each sampled subgraph. We take the first value of the estimate where the sampled graph is connected as the $O(\log n)$-approximate value. This algorithm can be easily implemented in the KT$_0$ distributed model using $\tilde{O}(m)$ messages and $\tilde{O}(D + \sqrt{n})$ rounds by using the singularly optimal MST algorithm of [25] or [7] (which can be directly used to test connectivity – cf. Section 4.2). However, implementing the algorithm in the KT$_1$ model in the prescribed time and message bounds of Theorem 19 requires some care, because of implementing the sampling step; each endpoint has to agree on the sampled edge without actually communicating through that edge.

---

$^{10}$Note that a weighted graph with polynomially large edge weights can be represented as an unweighted graph with polynomial number of multiedges.
The sampling step can be accomplished by sampling with a strongly $O(\log n)$-universal hash function. Such a hash function can be created by using only $O(\log n)$ independent shared random bits (see, e.g., [3]). The main insight is that a danner allows sharing of random bits efficiently. This can be done by constructing a danner\footnote{Note that the danner of a multigraph is constructed by treating multi-edges as a single edge.} and letting the leader (which can be elected using the danner — cf. Section 4.1) generate $O(\log n)$ independent random bits and broadcast them to all the nodes via the danner. The nodes can then construct and use the hash function to sample the edges. However, since the hash function is only $O(\log n)$-universal it is only $O(\log n)$-wise independent. But still one can show that the guarantees of Theorem 20 hold if the edges are sampled by a $O(\log n)$-wise independent hash function. This can be seen by using Karger’s proof [14] and checking that Chernoff bounds for $O(\log n)$-wise independent random variables (as used in [28]) are (almost) as good as that as (fully) independent random variables. Hence edge sampling can be accomplished using time $\tO(D + n^{1-\delta})$ (the diameter of the danner) and messages $\tO(\min\{m, n^{1+\delta}\})$ (number of edges of the danner). Once the sampling step is done, checking connectivity can be done by using the algorithm of Section 4.2.

4.4 Algorithms for Graph Verification Problems

It is well known that graph connectivity is an important building block for several graph verification problems (see, e.g., [5]). Thus, using the connectivity algorithm of Section 4.2 as a subroutine, we can show that the problems stated in the theorem below (these are formally defined, e.g., in Section 2.4 of [5]) can be solved in the KT\textsubscript{1} model (see, e.g., [5, 24]).

\textbf{Theorem 21.} There exist distributed algorithms in the KT\textsubscript{1} model that solve the following verification problems in $\tO(\min\{m, n^{2+\delta}\})$ messages and $\tO(D + n^{1-\delta})$ rounds, w.h.p, for any $\delta \in [0, 0.5]$: spanning connected subgraph, cycle containment, e-cycle containment, cut, s-t connectivity, edge on all paths, s-t cut, bipartiteness.

5 Conclusion

This work is a step towards understanding time-message trade-offs for distributed algorithms in the KT\textsubscript{1} model. Using our danner construction, we obtained algorithms that exhibit time-message trade-offs across the spectrum by choosing the parameter $\delta$ as desired. There are many key open questions raised by our work. First, it is not clear whether one can do better than the algorithms we obtained here for various fundamental problems in the KT\textsubscript{1} model. In particular, it would be interesting to know whether there are singularly optimal algorithms in the KT\textsubscript{1} model — e.g., for leader election, can we show an $\tO(n)$ messages algorithm that runs in $\tO(D)$ (these are respective lower bounds for messages and time in KT\textsubscript{1}); and, for MST, can we show an $\tO(n)$ messages algorithm that runs in $\tO(D + \sqrt{n})$. A related question is whether one can construct an $(\alpha, \beta)$-danner with $\tO(n)$ edges and $\alpha, \beta = \tO(1)$ in a distributed manner using $\tO(n)$ messages and in $\tO(D)$ time. Such a construction could be used to obtain singularly optimal algorithms for other problems. Finally, our danner construction is randomized; a deterministic construction with similar guarantees will yield deterministic algorithms.
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Abstract

A long series of recent results and breakthroughs have led to faster and better distributed approximation algorithms for single source shortest paths (SSSP) and related problems in the CONGEST model. The runtime of all these algorithms, however, is $\tilde{\Omega}(\sqrt{n})$, regardless of the network topology, even on nice networks with a (poly)logarithmic network diameter $D$. While this is known to be necessary for some pathological networks, most topologies of interest are arguably not of this type.

We give the first distributed approximation algorithms for shortest paths problems that adjust to the topology they are run on, thus achieving significantly faster running times on many topologies of interest. The running time of our algorithms depends on and is close to $Q$, where $Q$ is the quality of the best shortcut that exists for the given topology. While $Q = \tilde{\Theta}(\sqrt{n} + D)$ for pathological worst-case topologies, many topologies of interest have $Q = \tilde{\Theta}(D)$, which results in near instance optimal running times for our algorithm, given the trivial $\Omega(D)$ lower bound.

The problems we consider are as follows:

- an approximate shortest path tree and SSSP distances,
- a polylogarithmic size distance label for every node such that from the labels of any two nodes alone one can determine their distance (approximately), and
- an (approximately) optimal flow for the transshipment problem.

Our algorithms have a tunable tradeoff between running time and approximation ratio. Our fastest algorithms have an arbitrarily good polynomial approximation guarantee and an essentially optimal $\tilde{O}(Q)$ running time. On the other end of the spectrum, we achieve polylogarithmic approximations in $\tilde{O}(Q \cdot n^\epsilon)$ rounds for any $\epsilon > 0$. It seems likely that eventually, our non-trivial approximation algorithms for the SSSP tree and transshipment problem can be bootstrapped to give fast $Q \cdot 2^{\tilde{O}(\sqrt{\log n \log \log n})}$ round $(1 + \epsilon)$-approximation algorithms using a recent result by Becker et al.
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1 Introduction

This paper gives new distributed approximation algorithms for computing single source shortest path (SSSP) distances and various generalizations, such as computing a SSSP tree, distance labels, and a min-cost uncapacitated flow.

In the last few years, CONGEST algorithms for shortest path problems have seen a tremendous amount of interest and progress [5, 12, 17]. The main difference of the algorithms developed here, compared to those works, is that our algorithms achieve significantly faster running times for non-pathological network topologies by building on the recently developed [8, 9] low-congestion shortcut framework; for a detailed overview, see Appendix A of the full version on arXiv.

The low-congestion shortcut framework leads to faster algorithms for optimization problems with simple parallel divide and conquer style algorithms, such as the minimum spanning tree problem. However it initially seemed less applicable to shortest path problems, particularly because all previous approaches for CONGEST algorithms for these problems led to $\Omega(\sqrt{n})$ running times, for reasons that are independent of issues where shortcuts can help. Indeed, our approach for achieving non-trivial approximation ratios for shortest path problems deviates notably from these approaches, and uses different tools to obtain non-trivial approximation guarantees.

This paper is organized as follows: We briefly summarizes the key technical concepts of the shortcut framework in Section 1.1; a more detailed treatment of the framework is given in Appendix A in the full version. In Section 1.2, we define the different problems we treat in this paper, and explain the difficulties in beating the $\tilde{\Omega}(\sqrt{n} + D)$ barrier for approximating shortest path distances. We state our results in Section 1.3, compare it to related works in Section 1.4, and devote the remaining paper to describing our algorithms and proving them correct.

1.1 The Low-Congestion Shortcut Framework: A Brief Summary

This section provides the key technical definitions and facts about the low-congestion shortcut framework. However, it does not attempt to explain the reasons, generality or importance behind the definitions given here. Appendix A of the full version gives a more detailed treatment, and we highly recommend to readers not familiar with the low-congestion shortcut framework to read Appendix A first.

The shortcut framework is built around a simple and basic communication problem, given in the next two definitions:

► Definition 1 (Valid Partitioning and Parts). For a graph $G = (V, E)$, we say that a collection of parts $S_1, S_2, \ldots \subset V$ is a valid partition if the parts are vertex disjoint and each induces a connected graph.

► Definition 2 (The Part-wise Communication Problem). Let $G$ be a network with a valid partitioning $S_1, S_2, \ldots$ and a value $x_v$ for every node $v \in V$. Suppose $\oplus$ is an associative and commutative function. The partwise communication problem asks for every $S_i$ and every $u \in S_i$ to compute the value $\bigoplus_{v \in S_i} x_v$.

We remark that for convenience, the parts of a valid partition do not necessarily need to contain every vertex in $V$. Alternatively, it can be convenient to think of each node
in \( V \setminus \bigcup_{i} S_i \) as forming its own single-vertex part, thus making any valid partitioning a partitioning in the usual sense.

The key findings of the shortcut framework can now be summarized as follows:

The shortcut framework allows us to characterize how hard it is to solve the part-wise communication problem described in Definition 2 in the CONGEST model for any given topology \( G \). For any network with topology \( G \) this is captured by the quantity \( Q_G \). In the worst-case, the value of \( Q_G \) is \( \tilde{\Theta}(\sqrt{n} + D) \) for a network with \( n \) nodes and diameter \( D \), such as the pathological network that shows a \( \tilde{\Omega}(\sqrt{n} + D) \) lower bound for MST and related problems [19]. In many other networks of interest, including planar networks, networks which embed into a surface with bounded or polylogarithmic genus, networks with bounded or polylogarithmic tree-width or networks with small separators, the hardness \( Q_G \) is much lower and in fact only \( \tilde{O}(D) \). Most importantly, whatever the hardness \( Q_G \) of a given topology is, there is a simple distributed algorithm which solves the part-wise communication problem in \( \tilde{O}(Q_G) \) rounds for any valid partitioning in \( G \).

Thus, \( \tilde{O}(Q_G) \) round shortcut-based algorithms necessarily have a worst-case running time of \( \tilde{O}(\sqrt{n} + D) \) when expressed in terms of \( n \) and \( D \); however, they are essentially running as fast as the given topology (and to some extent even the given input) allows it, which in many cases of interest is significantly faster, e.g., \( \tilde{O}(D) \) rounds.

1.2 CONGEST model and Shortest Path Problems

1.2.1 CONGEST Model

We consider the classical CONGEST model of distributed computing where a network is given by a connected graph \( G = (V, E) \) with \( n \) nodes and (hop-)diameter \( D \). Communication proceeds in synchronous rounds. In each round, each node can send a different \( O(\log n) \) bit message to each of its neighbors. Local computations are free and require no time. Nodes have no initial knowledge of the topology \( G \), except that we assume that they know \( n \) and \( D \) up to constants (because these parameters can be computed in \( O(D) \) time, which is negligible in our context). All of our algorithms are randomized and succeed with high probability\(^4\). In particular, we assume that each node has access to a private string of randomness, which it can also use to create an \( O(\log n) \) bit ID that is unique w.h.p.

In all problems considered here, we assume that every edge \( e \) of the network \( G \) has a length or cost \( w(e) \) associated with it. We assume that all lengths lie in the range \([1, n^C]\) for some constant \( C \), and are initially only known to nodes adjacent to an edge. Interestingly, our algorithms also easily handle edges of length zero, but for sake of simplicity, we do not consider such edges in this paper. Any such length or cost function \( w \) produces a weighted graph which we call \( G(w) \), and induces a distance between any two nodes \( u, v \in V \), which we denote with \( d_{G(w)}(u, v) \), or simply \( d(u, v) \) when the weighted graph \( G(w) \) is clear. We denote the weighted diameter of a network with \( L = \max_{u, v} d_{G(w)}(u, v) \).

1.2.2 Shortest Path Problems

The most important and most basic problem we are studying in this paper is the single source shortest path problem:

\(^4\) Throughout this work, “with high probability” or w.h.p. means with probability at least \( 1 - n^{-C} \) for any desired constant \( C \).
Definition 3. The $\alpha$-approximate SSSP distance problem assumes as input a weighted graph and a designated source node $s \in V$, and asks for every node $v \in V$ to compute an approximate distance $d_v$ which satisfies $d(s, v) \leq d_v \leq \alpha \cdot d(s, v)$.

We furthermore consider the following generalizations of the SSSP distance problem:

Definition 4. The $\alpha$-approximate SSSP tree problem assumes that a weighted graph with a designated source node $s \in V$ is given and asks to compute a subtree $T \subseteq G$ such that for every node $v \in V$ distance $d_T(s, v) \leq \alpha \cdot d(s, v)$. Each node should know which of its adjacent edges belong to $T$.

Definition 5 (Approximate distance labeling scheme). An $(l(n), \alpha)$-approximate distance labeling scheme is a function that labels the vertices of an input graph with distinct labels up to $l(n)$ bits, such that there exists a polynomial time algorithm that, given the labels of vertices $x$ and $y$, provides an estimate $\hat{d}(x, y)$ for the distance between these vertices such that

$$\hat{d}(x, y) \leq d(x, y) \leq \alpha \cdot \hat{d}(x, y).$$

Definition 6 (Transshipment Problem). The transshipment problem is the problem of uncapacitated min-cost flow. In it every node in a weighted graph $G$ has some real demand $d_v$ such that $\sum_v d_v = 0$. The cost of routing $x$ amount of flow over an edge $e$ of weight $w(e)$ is $xe(e)$. The problem is to compute a flow satisfying all demands of approximate minimum cost. Each node should know the flow on all edges incident to it.

1.3 Our Results

1.3.1 SSSP

Our first result is on computing an approximate, single source shortest path tree in a distributed setting. Note that due to communication limits in the CONGEST model, it is infeasible for each vertex to know the entire shortest path tree. However, it is sufficient that each vertex computes the local structure of the tree, which is made specific below.

Theorem 7. Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$, with a specified source vertex, and let $\beta := (\log n)^{-\Omega(1)}$. There is a distributed algorithm that, w.h.p., runs for $O\left(\frac{Q_G}{\beta}\right)$ rounds and outputs a spanning tree that approximates distances to the source to factor $O\left(Q_G^{\log \log n} / \log(1/\beta)\right)$. By output, we mean that at the end of the algorithm, every vertex knows its set of incident edges in the spanning tree.

By setting $\beta := n^{-\epsilon}$, $\beta := 2^{-\Theta(\sqrt{\log n})}$, and $\beta := \log^{-\Theta(1/\epsilon)} n$ for constant $\epsilon$, respectively, we obtain the following three corollaries:

Corollary 8. Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$, with a specified source vertex. For any constant $\epsilon > 0$, there is a distributed algorithm that, w.h.p., runs for $O(Q_G n^\epsilon)$ rounds and outputs a spanning tree that approximates distances to the source to factor $\text{polylog}(n)$.

Corollary 9. Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$, with a specified source vertex. There is a distributed algorithm that, w.h.p., runs for $O(Q_G 2^{\Theta(\sqrt{\log n})})$ rounds and outputs a spanning tree that approximates distances to the source to factor $2^O(\sqrt{\log n})$.

---

5 Recall that $L = \max_{u,v} d_G(u, v)$. 
Corollary 10. Let \( G \) be a network graph with edge weights in \([1, \text{poly}(n)]\), with a specified source vertex. For any constant \( \epsilon > 0 \), there is a distributed algorithm that, w.h.p., runs for \( \tilde{O}(Q_G) \) rounds and outputs a spanning tree that approximates distances to the source to factor \( O(L^\epsilon) \).

1.3.2 Distance labeling schemes

For distance labeling schemes, we have the following result.

Theorem 11. Let \( G \) be a network graph with edge weights in \([1, \text{poly}(n)]\). There exists a \((\text{polylog}(n), n^{O(\log \log n)/\log(1/\beta)})\) approximate distance labeling scheme that runs in \( \tilde{O}(\frac{1}{\beta} Q_G) \) rounds.

Setting \( \beta := n^\epsilon \) gives the following corollary:

Corollary 12. Let \( G \) be a network graph with edge weights in \([1, \text{poly}(n)]\), There exists a \((\text{polylog}(n), \text{polylog}(n))\) approximate distance labeling scheme that runs in \( \tilde{O}(Q_Gn^\epsilon) \) rounds.

1.3.3 Transshipment problem

We also provide a distributed algorithm to compute an approximate flow for the transshipment problem.

Theorem 13. Let \( G \) be a network graph with edge weights in \([1, \text{poly}(n)]\) and demands that sum to zero, and let \( \beta := (\log n)^{-\Omega(1)} \). There is an algorithm that, w.h.p., runs for \( \tilde{O}(\frac{1}{\beta} Q_G) \) rounds and computes a \( \tilde{O}(\frac{1}{\beta} n^{O(\log \log n)/\log(1/\beta)})\)-approximate flow.

1.4 Related Work

The complexity theoretic issues in the design of distributed graph algorithms for the CONGEST model have received much attention in the last decade, and extensive progress has been made for many problems: Minimum-Spanning Tree [13], Minimum Cut [18], Diameter [14], Shortest Path [5], and so on. Most of those problems have \( \tilde{O}(\sqrt{n} + D)\)-round upper and lower bounds for some sort of approximation guarantee [19]. The notion of low-congestion shortcuts was invented as a framework of circumventing these lower bounds [8]. Specifically, the ideas present in [8] can be turned into very short and clean \( \tilde{O}(D + \sqrt{n}) \) round algorithms for general graphs, and near-optimal \( \tilde{O}(D) \) round algorithms for special classes of graphs, for problems such as MST and Min-Cut.

However, the shortcut framework cannot be applied directly to the SSSP problem, since, unlike MST and Min-Cut, shortest path problems are not inherently parallelizable. For SSSP, a new technique based on multiplicative weights results in a \((1 + \epsilon)\)-approximation to SSSP in \( \tilde{O}(D + \sqrt{n}) \) time on general graphs [5]. However, until this paper, not much work has been done on circumventing the \( \Omega(D + \sqrt{n}) \) lower bound on restricted classes of graphs or otherwise.

As a subroutine to computing shortest paths, we will be running low-diameter graph decompositions. Low diameter decompositions have a long history in the centralized [4,15] and parallel [3,6,16] settings, and have been applied in the distributed setting to compute a network decomposition with low “chromatic number” [7].

2 Distance-Preserving Tree

Let \( G \) be a weighted graph with \( Q_G \)-quality shortcuts. For a reader not familiar with shortcuts or the material in Appendix A of the full version, the parameter \( Q_G \) intuitively
measures how easy it is for connected components of \( G \) to communicate within each other. As a general rule, the “nicer” the graph \( G \) is, the smaller the quantity \( Q_G \) and the closer it gets to the optimal \( D \). For example, if \( G \) is a planar graph, then \( Q_G = O(D) \).

We first consider the problem of finding a tree such that, for every pair of vertices \( x, y \in V \), their distance is well-approximated with constant probability. Our algorithm is an adaptation of the algorithm of Section 5.4 from [2].

To motivate the ideas behind the algorithm, we describe it in a parallel framework with graph contraction support. In each iteration, the algorithm runs a low diameter decomposition (defined below; see Appendix B of the full version for details) on the graph and contracts each component into a single vertex. To compute the tree as described above, take the set of edges inside the BFS trees formed by each LDD, and map them back to the original graph. The resulting tree is simply the (disjoint) union of these edges over all iterations. Of course, in a distributed framework, we cannot maintain contracted graphs, so we substitute each contracted vertex with a part of the original graph with zero-weight edges inside. To communicate efficiently between the parts, we establish shortcuts within each part.

**Definition 14.** For a weighted graph \( G = (V, E) \), a low-diameter decomposition (LDD) of \( G \) is a probabilistic distribution over partitions of \( V \) into connected components \( S_1, \ldots, S_k \), such that

1. W.h.p., every induced graph \( G[S_i] \) has low weighted diameter.
2. For every two vertices \( x, y \in V \), the probability that they belong to the same component is bounded from below by some function depending on \( d_G(x, y) \).

We now describe the algorithm in detail. For a weight function \( w : E \to \mathbb{R} \), denote \( G(w) \) to be the graph \( G \) whose edges are reweighted according to \( w \). The algorithm maintains a weight function \( w : E \to \{0\} \cup [R, \text{poly}(n)] \) on the set of edges, for a given value \( R \). The zero-weight edges connect vertices within each component, while the threshold \( R \) increases geometrically over time. With a larger threshold \( R \), we can compute the LDD on \( G(\frac{1}{R}w) \), allowing the LDD to travel farther in the same amount of time. If \( R \) is large enough, this graph still has edge weights at least 1 in between components, so computing the LDD is feasible in a distributed manner.

In addition to \( w \), the algorithm also maintains a forest \( T \), which gets new edges every iteration until it results in the approximate shortest path tree. Consider the following LDDSubroutine, which we apply iteratively to \( w \) and \( T \).

**Algorithm** \( (w', T') = \text{LDDSubroutine}(w, T, \beta, R) \)

**Algorithm:**

1. Initially, set \( w' := w \) and \( T' := T \).
2. Consider \( G_0(w) \), the subgraph of \( G \) with only the edges \( e \) with \( w(e) = 0 \).
3. Let \( H \) be the (multi-)graph with every connected component of \( G_0(w) \) contracted to a single vertex. Denote \( w_H \) as the function \( w \) restricted to the edges in \( H \).
4. Simulate a LDD on \( H(\frac{1}{R}w_H) \) with parameter \( \frac{1}{\beta} \) (see Appendix C of the full version).

The specifics are deferred to the next section.

5. For every edge in \( H \) that is part of a BFS tree in the LDD, add that edge to \( T' \).
6. For every edge \( e \) in \( H \) completely inside a LDD component, set \( w'(e) := 0 \).
7. For every other edge \( e \) in \( H \), set \( w'(e) := w(e) + \frac{c_1}{\beta} \log n \) (for large enough constant \( c_1 \)).
8. Output \( (w', T') \).
2.1 Correctness

The following two lemmas bound the maximum weighted diameter of a component, and therefore also the running time of the subroutine, as well as the probability that two vertices close together belong to the same component. Their proofs are natural generalizations of those in [16] and appear in Appendix C of the full version.

Lemma 15. W.h.p., each component in LowDiameterDecomposition has weighted diameter \(O(\frac{1}{\beta} \log n)\).

Lemma 16. For vertices \(u, v \in V\) of (weighted) distance \(d\), the probability that \(u\) and \(v\) belong to the same component is \(e^{-O(\frac{d}{\beta})}\).

We now describe in more detail how to simulate the LDD in \(H(\frac{1}{R} w_H)\) in the desired running time. Observe that we cannot directly compute the LDD on the contracted graph, since the contracted vertices are actually entire parts with limited communication between them. However, we can apply shortcuts to communicate quickly within the parts, up to the quality of the shortcut.

Lemma 17. The LDD on the contracted graph (step 4 of LDDSubroutine) can be simulated with a \(\tilde{O}(Q_G)\) multiplicative overhead in running time. In other words, if the LDD takes \(d\) rounds, then it can be simulated in \(\tilde{O}(Q_G d)\) rounds in the network \(G\).

Proof. Define the parts of \(V\) to be the connected components of \(G\), and compute a set of \(\tilde{O}(Q_G)\)-quality shortcuts, one for each part. In every round of the LDD on \(H(\frac{1}{R} w_H)\), we perform two steps sequentially: one to traverse nonzero weight edges between parts, and one to flood through the zero weight edges within each part. To take care of the edges between parts, note that every such edge has weight at least 1, so we can send them directly through the network \(G\). To flood through the zero edges within each part, it suffices to compute the minimum time \(t\) that is received by any vertex, and then broadcast the message “\(t\)” to the entire part. By routing through shortcuts, this can be done in \(\tilde{O}(Q_G)\) time per partition. Overall, every round of the LDD is replaced by \(\tilde{O}(Q_G)\) rounds in the network \(G\), hence the multiplicative overhead.

Together with Lemma 15, we get a running time of \(\tilde{O}(\frac{1}{\beta} Q_G)\).

Definition 18. Let \(w : E \to \mathbb{R}\) be a weight function, and \(T \subseteq G\) a forest. Define \(G_0(w)\) to be the subgraph of \(G\) with only the edges \(e\) with \(w(e) = 0\). Let \(C_1, C_2, \ldots\) of \(G\) be the connected components of \(G_0(w)\). We say that \((w, T)\) satisfies the subroutine invariant with parameter \(R\) if the following conditions hold:
1. The weighted diameter of each part \(C_i\) using edge weights in \(G\) is at most \(R\).
2. Every edge within a part \(C_i\) has weight 0 in \(w\).
3. Every edge between two parts \(C_i, C_j\) has weight at least \(R\) in \(w\).
4. For all \(x, y\) belonging to the same part \(C_i\), \(d_T(x, y) \leq R\).
5. \(T\) has a spanning tree within each part \(C_i\), and no edges in between parts.

Lemma 19. Fix parameter \(\beta\). Suppose that the input \((w, T)\) to LDDSubroutine satisfies the subroutine invariant with parameter \(R\). Then, w.h.p., for large enough constants \(c_1\) and \(c_2\),

- The output \((w', T')\) satisfies the subroutine invariant with parameter \((\frac{c_1}{\beta}) \log n)R\).
- For all \(x, y \in V\), \(E[d_{G(w')}(x, y)] \leq (c_2 \log n)d_{G(w)}(x, y)\).
Proof. Note that the following properties of the invariant follow immediately:

2. Every edge within a part $C_i'$ has weight 0 in $w'$.
3. Every edge between two parts $C_i', C_j'$ has weight at least $(\frac{\log n}{\beta} - 1)R$ in $w'$.
4. $T'$ has a spanning tree within each part $C_i'$, and no edges in between parts.

To prove invariant (4), suppose that $x, y \in V$ are in the same $C_i'$. If they are also in the same $C_i$, then the property holds by the input guarantee. Otherwise, by Lemma 15, w.h.p. the parts containing $x$ and $y$ have distance $O(\frac{\log n}{\beta})$ in the BFS tree on $H(\frac{1}{2}w_H)$, which means that there is a path in the BFS tree that travels through $O(\frac{\log n}{\beta})$ vertices in $H(\frac{1}{2}w_H)$. We consider the distance through edges in $H(\frac{1}{2}w_H)$ and through vertices in $H(\frac{1}{2}w_H)$ (which are actually parts in $G$) separately. For the edges, the distance is at most $O(\frac{\log n}{\beta})R$ in $H$, and each of these edges has weight at least that in $G$, giving $O(\frac{\log n}{\beta})R$ total distance. For the vertices, traversing through $T$ inside the $O(\frac{\log n}{\beta})$ parts takes $O(R)$ distance each, by the input guarantee, and $O(\frac{\log n}{\beta})R$ distance overall. Combining the two arguments proves (4) $d_{T'}(x, y) \leq (\frac{\log n}{\beta})R$. Note that (4) immediately implies that (1) the weighted diameter of each part $C_i'$ using edge weights in $G$ is at most $(\frac{\log n}{\beta})R$.

Finally, we prove that $E[d_{G(w')}^*(x, y)] \leq (c_2 \log n)d_G(x, y)$. If $x, y \in V$ are in the same $C_i'$, then their distance in $G(w')$ is zero and the claim follows. Otherwise, consider the shortest path in $H$, which is also the shortest path in $H(\frac{1}{2}w_H)$. By Lemma 16, every edge $e$ on this path has probability at most $1 - \frac{\log n}{\beta} = O(w(e)\beta)$ of being cut between two components, so the expected length is at most $O(w(e)\beta) \cdot \frac{\log n}{\beta} = O(w(e)\log n)$. By linearity of expectation, the expected multiplicative increase of the path in $H(\frac{1}{2}w_H)$, and also in $G(w')$, is $O(\log n)$.

2.2 Algorithm Main Loop

In this section, we apply LDDSSubroutine recursively with geometrically increasing values of $R$. We show that the resulting forest approximates distances in expectation.

Algorithm $T = \text{ExpectedSPForest}(G, \beta, R_0)$

Input:

- $G = (V, E)$, the network graph with edge weights in $[1, \text{poly}(n)]$.
- $\beta = (\log n)^{-\Omega(1)}$, freely chosen.
- $R_0 \in [\frac{\log n}{c_3}, 1]$

Algorithm:

1. Initially, set $R^{(0)} := R_0$, $T^{(0)} := \emptyset$, and $w^{(0)}$ to have the same edge weights as $G$.
2. For $t = 1, 2, \ldots$, while $R < n^c$ for large enough $c$:
   a. $(w^{(t)}, T^{(t)}) := \text{LDDSSubroutine}(w^{(t-1)}, T^{(t-1)}, \beta, R^{(t-1)})$.
   b. Set $R^{(t)} := (\frac{\log n}{\beta})R^{(t-1)}$.
3. Output the forest obtained on the last iteration.

Note that $T$ is not guaranteed to be a tree at the end of the algorithm, so distances within $T$ can be infinite. However, a simple induction with linearity of expectation shows that the expected increase in length behaves in a controlled way:

$\triangleright$ Lemma 20. Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$, and let $\beta := (\log n)^{-\Omega(1)}$. On the $i$th iteration of ExpectedSPForest, for any two vertices $x, y \in V$, $E[d_{G(w^{(i)})}(x, y)] \leq (c_2 \log n)^i d_G(x, y)$.
We now show that we get approximate shortest paths with constant probability.

Lemma 21. Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$, and let $\beta := (\log n)^{-\Omega(1)}$. The algorithm ExpectedSPForest runs in $\tilde{O}(\frac{1}{\beta}Q_G)$ rounds. Consider the output forest $T$, and fix any two vertices $x, y \in V$. Then, $d_T(x, y) \geq d_G(x, y)$ always\footnote{In particular, $d_T(x, y) = \infty$ if $x$ and $y$ are not in the same connected component in $T$}, and with constant probability, $d_T(x, y) \leq O(\frac{1}{\beta} \log n \cdot d_G(x, y)^{O(\log \log n) / \log(1/\beta)}) \cdot d_G(x, y)$.

Proof. For the running time, there are $\tilde{O}(\frac{\log n}{\log(1/\beta)})$ iterations of the LDD, each of which takes $\tilde{O}(Q_G)$ time.

For simpler notation, define $L := d_G(x, y)$. Since every edge added to $T$ has weight at least the weight of that same edge in $G$, we clearly have $d_T(x, y) \geq L$. We now prove the other bound on $d_T(x, y)$.

Consider any iteration $t$ such that $R^{(t)} \geq 2(c_2 \log n)^t L$. (We later argue that such an iteration $t$ must exist.) By Lemma 20 and Markov’s inequality, $d_{G^{(t)}}(x, y) < R^{(t)}$ with probability at least $\frac{1}{2}$. If this occurs, then $x$ and $y$ cannot belong to different parts at iteration $t$, since the distance between parts is at least $R^{(t)}$. By the subroutine guarantee, $d_{T^{(t)}}(x, y) = O(\frac{1}{\beta} \log n) R^{(t-1)} = O(R^{(t)})$, and since the edges of $T^{(t)}$ are preserved for the rest of the algorithm, $d_T(x, y) = O(R^{(t)})$ as well. Therefore, for this value of $t$, the approximation factor is $2(c_2 \log n)^t$ with probability at least $\frac{1}{2}$.

It remains to find the smallest satisfying $t$. The condition on $t$ is equivalent to $(c_2 \log n)^t R_0 \geq 2(c_2 \log n)^t L$, or $t \geq \lceil \frac{\log(2L) - \log(R_0)}{\log(c_2 \beta)} \rceil$. For $t$ achieving equality, we get

\[
R^{(t)} = O\left(\frac{c_1}{\beta} \log n\right)^t R_0 \leq \left(\frac{c_1}{\beta} \log n\right)^{\log(2L) - \log(R_0) + 1} = \frac{c_1}{\beta} \log n \cdot \left(\frac{c_1}{\beta} \log n\right)^{\frac{\log(2L) - \log(R_0)}{\log(c_2 \beta)}}.
\]

First, consider the case when $L \leq c_1/(c_2 \beta)$. Since $R_0 \geq (c_2 \beta)/c_1$, we have $\log(2L) - \log(R_0) \leq \log 2$, so

\[
R^{(t)} \leq \frac{c_1}{\beta} \log n \cdot \left(\frac{c_1}{\beta} \log n\right)^{\frac{\log 2}{\log(c_2 \beta)}} \leq \frac{c_1}{\beta} \log n \cdot O(1) \leq O\left(\frac{c_1}{\beta} \log n\right) \cdot L,
\]

where the second-to-last inequality uses that $\beta = (\log n)^{\Omega(1)}$.

Now consider the case when $L \geq c_1/(c_2 \beta)$. Since $R_0 \geq (c_2 \beta)/c_1$, we have $\log(2L) - \log(R_0) \leq \log(2L^2)$, so

\[
R^{(t)} \leq \left(\frac{c_1}{\beta} \log n\right)^{\frac{\log(2L^2)}{\log(c_2 \beta)}} = \frac{c_1}{\beta} \log n \cdot \left(\frac{c_1}{\beta} \log n\right)^{\frac{\log(2L^2)}{\log(c_2 \beta)}} = \frac{c_1}{\beta} \log n \cdot (2L^2)^{\frac{\log(c_2 \beta)}{\log(c_2 \beta)}} = O\left(\frac{1}{\beta} \log n \cdot (2L^2)^{\frac{\log \log n}{\log(1/\beta)}}\right),
\]

as desired.

Lastly, we show that such an iteration $t$ must exist. In particular, we show that the value of $t$ chosen above satisfies $R^{(t)} \leq n^c$ for some large enough constant $c$ in the algorithm. Since $L = \text{poly}(n)$ and $R = 1/\text{poly}(n)$, we have

\[
t = \left\lceil \frac{\log(2L) - \log(R_0)}{\log(c_1/(c_2 \beta))} \right\rceil = O\left(\frac{\log n}{\log(1/\beta)}\right).
\]
Therefore,
\[
R(t) = \left( \frac{c_1}{\beta} \log n \right)^t R_0 = \left( \frac{\log n}{\beta} \right)^{O\left( \frac{\log n}{\min(1/\beta)} \right)} = \left( \frac{1}{\beta} \right)^{O\left( \frac{\log n}{\min(1/\beta)} \right)} \cdot (\log n)^{O\left( \frac{\log n}{\min(1/\beta)} \right)}
\]
\[
= n^{O(1)} \cdot n^{O(1)},
\]
where the last equality uses the fact that \( \beta = (\log n)^{-\Omega(1)} \Rightarrow \log(1/\beta) = \Omega(\log \log n) \).
Therefore, \( R(t) \leq n^c \) for large enough \( c \).

From the shortest path forest, we can also derive the distances to each vertex \( v \) from a specified source \( s \). Below is the algorithm, which runs in \( O\left( \frac{1}{\beta} Q_G \right) \) rounds.

**Algorithm ExpectedSPDistance** (\( G, \beta, s \))

1. Run ExpectedSPForest\((G, \beta)\) to obtain forest \( T \). Set \( \hat{T} \) to be the connected component of \( T \) that contains the source \( s \).
2. For all vertices \( v \notin \hat{T} \), set \( d(s, v) \) := \( \infty \).
3. Run AggregatePathToRoot (see Appendix B of the full version) with \( x_v = 1 \) for all \( v \in \hat{T} \) to determine the depth of each vertex in the tree \( \hat{T} \) rooted at \( s \).
4. Every vertex \( v \in \hat{T} \setminus \{s\} \) computes its parent in the rooted tree, which it can determine by finding the one neighbor with smaller depth.
5. For each \( v \in \hat{T} \setminus \{s\} \), set \( x_v \) to be the weight of the edge to its parent, and set \( x_s := 0 \).

Run AggregatePathToRoot on these values to determine \( d(s, v) \) for \( v \in T \).

### 3 Solving SSSP and Related Problems

#### 3.1 SSSP Trees

In this section, we describe an algorithm that outputs an approximate single source shortest path tree with source \( s \). At a high level, to boost the probability that distances are well-approximated, we construct many randomized trees and take a collective “best” tree.

**Algorithm SSSPTree** (\( G, \beta, s \))

1. Repeat ExpectedSPDistance\((G, \beta, s) \cdot \Theta(n)\) times to obtain distances \( d_T(v) := d_{T^*}(s, v) \).
2. For each vertex \( v \), set \( d_{\text{min}}(v) := \min d_{T}(v) \).
3. For each vertex \( v \) except the source, connect an edge to some neighbor \( u \) that satisfies \( d_{\text{min}}(u) + w(u, v) \leq d_{\text{min}}(v) \). Return the tree \( T^* \) of all such edges.

\textbf{Lemma 22.} Let \( G \) be a network graph with edge weights in \([1, \text{poly}(n)]\), and let \( \beta := (\log n)^{-\Omega(1)} \). W.h.p., SSSPTree runs for \( O\left( \frac{1}{\beta} Q_G \right) \) rounds and outputs a shortest path tree that \( O\left( \frac{1}{\beta} d_G(v) \cdot \frac{\log \log n}{\log(1/\beta)} \right) \cdot \log n \)-approximates distances from the source to each \( v \).

\textbf{Proof.} Observe that in step 3 of SSSPTree, such a neighbor always exists, since in the tree \( T_i \) that achieves distance \( d_{\text{min}}(v) \) to \( v \), the parent \( u \) of \( v \) in \( T_i \) satisfies \( d_{\text{min}}(u) + w(u, v) = d_{\text{min}}(v) \). To show that \( d_{T^*}(v) \leq d(v) \) for each \( v \), consider the path \( s = v_0, v_1, v_2, \ldots, v_k = v \) in \( T^* \). We have \( w(v_i, v_{i-1}) \leq d_{\text{min}}(v_i) - d_{\text{min}}(v_{i-1}) \) for each \( i \), and summing up the inequalities gives the result.
From Lemma 21, each vertex $v$ achieves the desired approximation with constant probability. By taking the minimum $d_T(v)$ over $\Theta(\log n)$ trees, this approximation is satisfied w.h.p. for every $v$, giving $d_T(v) \leq d_{\text{min}}(v) = O\left(\frac{1}{2} d_G(v)^{1+\frac{O(\log \log n)}{\log(\log \log n)}} \log n \right) \cdot d_G(v)$. ▶

By repeating $\text{SSSPTree}$ multiple times with differing $R_0$, we can shave off the $\frac{1}{2} \log n$ in the approximation as follows, giving our main result for SSSP.

**Theorem 7.** Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$, with a specified source vertex, and let $\beta := (\log n)^{-O(1)}$. There is a distributed algorithm that, w.h.p., runs for $\tilde{O}\left(\frac{1}{\beta} Q_G\right)$ rounds and outputs a spanning tree that approximates distances to the source to factor $O(L^{O(\log \log n)/\log(1/\beta)})$. ▷ By output, we mean that at the end of the algorithm, every vertex knows its set of incident edges in the spanning tree.

**Proof.** We first handle the pairs $u, v \in V$ with $d(u, v) \geq c_1/(c_2\beta)$.

Run $\text{SSSPTree}[\log(c_1/(c_2\beta))] = O(\log n)$ many times, setting $R_0 := 2^{-t}$ on the $t^{\text{th}}$ iteration. The total number of rounds is $\tilde{O}\left(\frac{1}{\beta} Q_G\right)$. Consider the case $L \geq c_1/(c_2\beta)$ in the proof of 21. Observe that the factor $\frac{1}{2}$ comes from the $+1$ in the ceiling computation in the expression $\left\lceil \frac{\log(2L) - \log R_0}{\log(c_1/(c_2\beta))}\right\rceil$. However, with the differing values of $R_0$, there exists one such $R_0$ such that taking the ceiling increases the value by at most $\frac{1}{\log(c_1/(c_2\beta))}$. This factor gets absorbed in the exponent $\frac{O(\log \log n)}{\log(1/\beta)}$. Therefore, for each $v$, there exists a tree with this approximation factor, and running steps 2 and 3 from $\text{SSSPTree}$ on these trees gives the result.

Now we handle the pairs $u, v \in V$ with $d(u, v) \leq c_1/(c_2\beta)$. Intuitively, this should not be a problem: if we run an LDD with $\beta \in [1/L, 2/L]$, then by Lemma 16, with constant probability, $u$ and $v$ are in a common component of diameter $O(L \log n)$, stretching the distance by a factor $O(\log n)$.

Let us define $\omega_G$ to be the weights of the input graph $G$. Then the algorithm runs $\text{LDDSubroutine}(\omega_G, \theta, \beta', 1)$ times for each $\beta' \in [1/(c_2\beta)]$ satisfying $\beta' = 2^{-i}$ for some positive integer $i$, and repeats this loop $O(\log n)$ times. In total, this takes $\tilde{O}\left(\frac{1}{\beta} Q_G\right)$. W.h.p., for each pair $u, v \in V$ with $d(u, v) \leq c_1/(c_2\beta)$, there is a forest $T$ returned by one of the $\text{LDDSubroutines}$ for which $d_T(u, v) \leq O(\log n) d_G(u, v)$. Finally, running steps 2 and 3 from $\text{SSSPTree}$ on these forests, along with the tree obtained from the case $L \geq c_1/(c_2\beta)$, gives the desired SSSP tree. ▶

### 3.2 Distance Labeling Schemes

We restate our main result on approximate distance labeling schemes.

**Theorem 11.** Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$. There exists a $(\text{poly}(\log n), n^{O(\log \log n)/\log(1/\beta)})$ approximate distance labeling scheme that runs in $\tilde{O}\left(\frac{1}{\beta} Q_G\right)$ rounds.

**Proof.** For each $t$ from 1 to $[\log(c_1/(c_2\beta))]$, run $\text{ExpectedSPForest}$ $\Theta(\log n)$ times with $R_0 := 2^{-t}$. By analysis from Lemma 21 and Theorem 7, w.h.p., for every $x, y \in V$, there is an iteration of $\text{ExpectedSPForest}$ with $R = O\left(d_G(v)^{1+\frac{O(\log \log n)}{\log(1/\beta)}}\right)$ that outputs a cluster containing both $x$ and $y$. The total number of rounds is $\tilde{O}\left(\frac{1}{\beta} Q_G\right)$.}

\footnote{Recall that $L = \max_{u,v} d_G(u, v)$.}
In each of the $O(\log^2 n)$ iterations of ExpectedSPForest, consider all of the clusters formed throughout the algorithm, and give each one a unique ID. For every iteration with parameter $R$ and a cluster formed in that iteration, assign to every vertex within the cluster the label (ID, $R$). Each vertex is assigned to $O\left(\frac{\log n}{\log(1/\beta)}\right)$ clusters per ExpectedSPForest, so the label size is polylog($n$).

To compute distances given two vertices $x, y \in V$, simply output the minimum possible $R$ over all clusters that contain both $x$ and $y$, which is easily computed with the labels of $x$ and $y$. By the analysis above, the minimum possible $R$ gives the desired approximation factor $O(d_G(v)^{O(\log \log n)/\log(1/\beta)}) = O(n^{O(\log \log n)/\log(1/\beta)})$.

### 3.3 Transshipment Problem

Let $G$ be a transshipment network with demand $d_v$ at each node $v$. The following algorithm computes an approximate transshipment flow in expectation.

**Algorithm ExpectedTS**

1. Run ExpectedSPForest and root the tree $T$ arbitrarily.
2. Using AggregateSubtree (see Appendix B) compute $F(v) := \sum_{u \in S_v} d_v$ for all $v$, where $S_v$ is the subtree rooted at $v$.
3. For each edge $(v, p) \in T$ with $p$ the parent of $v$ in the rooted tree, direct $F(v)$ flow from $v$ to $p$. (If $F(v)$ is negative, then direct the flow the other way.)

**\textbf{Lemma 23.}** Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$ and demands that sum to zero, and let $\beta := (\log n)^{-\Omega(1)}$. The expected total cost of ExpectedTS is within $\tilde{O}(\frac{1}{\beta} n^{\Omega(\log \log n)/\log(1/\beta)})$ of optimum.

**Proof.** Decompose the optimal solution into a set of (shortest) paths. For a path from $s$ to $t$, we have $E[d_T(s, t)] = \tilde{O}(\frac{1}{\beta} n^{O(\log \log n)/\log(1/\beta)}) \cdot d_G(s, t)$ by Lemma 21, and by linearity of expectation, the cost $C$ of routing each of these paths through $T$ gives an expected $\tilde{O}(\frac{1}{\beta} n^{O(\log \log n)/\log(1/\beta)})$ approximation. It remains to show that the total cost of ExpectedTS is at most $C$. If ExpectedTS places $F(e)$ flow along an edge $e$, then the total demand difference between the two halves of the tree split at $e$ is $|F|$. Therefore, any sequence of paths along $T$ that satisfies all demands must route at least $|F|$ flow along edge $e$. It follows that $C$ must be at least the cost of ExpectedTS.

By running ExpectedTS repeatedly and taking the overall best flow, we obtain our main result for transshipment.

**\textbf{Theorem 13.}** Let $G$ be a network graph with edge weights in $[1, \text{poly}(n)]$ and demands that sum to zero, and let $\beta := (\log n)^{-\Omega(1)}$. There is an algorithm that, w.h.p., runs for $\tilde{O}(\frac{1}{\beta} Q_G)$ rounds and computes a $\tilde{O}(\frac{1}{\beta} n^{O(\log \log n)/\log(1/\beta)})$-approximate flow.

**Proof.** Run ExpectedTS $\Theta(\log n)$ many times and output the minimum total cost. By Markov’s inequality and Lemma 23, w.h.p., some iteration achieves within twice the expected approximation of $\tilde{O}(\frac{1}{\beta} n^{O(\log \log n)/\log(1/\beta)})$.

### 4 Conclusion and Future Work

Using the shortcuts framework from [8, 9], we give the first nontrivial approximation algorithms for shortest path problems which run in $o(\sqrt{n} + D)$ time on non-pathological
network topologies. Our algorithms feature a tuneable parameter $\beta$ that represents the balance between approximation ratio and running time. For certain values of $\beta$, we obtain polylogarithmic-approximate solutions in $\tilde{O}(n^{\epsilon} \cdot Q_G)$ rounds for the shortest path and distance labeling problems. While sublogarithmic approximation ratios are known to be impossible (even existentially) for labeling schemes with polylogarithmic labels we believe that our approximation guarantees can likely be improved for nice family of graphs, and, in the case of the SSSP-tree and transshipment problems, even generally.

In particular, for the quite general set of minor closed families of graphs one might be able to use more sophisticated low-diameter decompositions, such as [1], which would directly lead to $O(1)$-approximation guarantees for such networks in our framework. However, [1] is written for the sequential setting and making the algorithms in [1] distributed and compatible with the shortcut framework is a nontrivial extension, which we plan to explore for the journal version of this work.

More importantly, it seems possible that our non-trivial approximation ratios for the SSSP-tree and transshipment problem can be improved all the way to $(1 + \epsilon)$-approximations using tools from continuous optimization, such as, gradient descent or the multiplicative weights method. As one example, the recent and brilliant work of Becker et al. [5] shows how to obtain a $(1 + \epsilon)$-approximation for the SSSP-tree problem and the transshipment problem by computing $\tilde{O}(\alpha^2)$ many $\alpha$-approximations to the transshipment problem. This work also demonstrates that the required updates to weight and demand vectors can be performed in various non-centralized models, including CONGEST. If this method could be applied to our transshipment algorithm, we could choose $\beta = 2^{-O(\sqrt{\log n \log \log n})}$ to get a $2^{O(\sqrt{\log n \log \log n})}$-approximate solution to the transshipment problem in $Q_G \cdot 2^{O(\sqrt{\log n \log \log n})}$ rounds, which could then be transformed into a $(1 + \epsilon)$ approximation with the exact same running time (up to the constant hidden by the $O$-notation). This extension is highly nontrivial as well and left for future work.
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Abstract
In 1985, Ben-Or and Linial (Advances in Computing Research ’89) introduced the collective coin-flipping problem, where \( n \) parties communicate via a single broadcast channel and wish to generate a common random bit in the presence of adaptive Byzantine corruptions. In this model, the adversary can decide to corrupt a party in the course of the protocol as a function of the messages seen so far. They showed that the majority protocol, in which each player sends a random bit and the output is the majority value, tolerates \( O(\sqrt{n}) \) adaptive corruptions. They conjectured that this is optimal for such adversaries.

We prove that the majority protocol is optimal (up to a poly-logarithmic factor) among all protocols in which each party sends a single, possibly long, message.

Previously, such a lower bound was known for protocols in which parties are allowed to send only a single bit (Lichtenstein, Linial, and Saks, Combinatorica ’89), or for symmetric protocols (Goldwasser, Kalai, and Park, ICALP ’15).
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Introduction

In the collective coin-flipping problem, introduced by Ben-Or and Linial [7], a set of \( n \) computationally unbounded parties, each equipped with a private source of randomness, are required to generate a common random bit. The communication model is the “full information” model [7], where all parties communicate via a single broadcast channel. The goal of the parties is to agree on a common random bit even in the case that some \( t = t(n) \) of the parties are faulty and controlled by an adversary whose goal is to bias the output of the protocol in some direction. We say that a protocol \( \Pi \) is resilient (or secure) to \( t \) corruptions if for any adversary \( A \) that makes at most \( t \) corruptions it holds that

\[
\min \left\{ \Pr[\text{Output of } A(\Pi) = 0], \Pr[\text{Output of } A(\Pi) = 1] \right\} \geq \Omega(1),
\]

1 Supported in part by a Packard Foundation Fellowship and by an AFOSR grant FA9550-15-1-0262.

2 Research supported by the Simons Collaboration on Algorithms and Geometry and by the National Science Foundation grants No. CCF-1714779 and CCF-1412958.
where “Output of $\mathcal{A}(\Pi)$” is a random variable that corresponds to the output of the protocol $\Pi$ when executed in the presence of the adversary $\mathcal{A}$.

The adversary is Byzantine, namely, once it corrupts a party, it completely controls it and can send arbitrary messages on its behalf. Usually, two types of Byzantine adversaries are considered, static or adaptive ones. A static adversary is an adversary that chooses which parties to corrupt ahead of time, before the protocol begins. An adaptive adversary, on the other hand, is allowed to choose which parties to corrupt adaptively in the course of the protocol as a function of the messages seen so far. In the case of static adversaries, collective coin-flipping is well studied and almost matching upper and lower bounds are known; see Section 1.1. However, the case of adaptive adversaries is much less understood. In this work, we focus on the setting of adaptive adversaries.

In the seminal work of Ben-Or and Linial [7], they showed that the majority protocol (in which each party sends a uniformly random bit and the output of the protocol is the majority of the bits sent) is resilient to $O(\sqrt{n})$ adaptive corruptions. Moreover, with $\tilde{\Omega}(\sqrt{n})$ corruptions, one can break the security of this protocol. They conjectured that the majority protocol is optimal: any collective coin-flipping protocol is resilient to at most $O(\sqrt{n})$ adaptive corruptions, even if parties send multiple messages, each of which may be long.

The first step towards this conjecture was made by Lichtenstein, Linial, and Saks [19]. They proved that there is no single-bit and single-turn protocol which is resilient to more than $\tilde{\Omega}(\sqrt{n})$ adaptive corruptions. A single-bit protocol is one in which parties’ messages consist of a single bit (perhaps over multiple rounds), and a single-turn protocol is such that each party speaks at most once (perhaps with a long message). More recently, Goldwasser, Kalai, and Park [15] proved another special case of the conjecture: Any symmetric\(^4\) single-turn protocol cannot be resilient to more than $\tilde{\Omega}(\sqrt{n})$ adaptive corruptions.

Despite significant efforts, more than three decades after posting the conjecture, fully resolving it remains an intriguing open problem.

**Our results.** We prove that any $n$-party collective coin-flipping protocol in which each party sends a single, possibly long, message cannot be secure against more than $t = \tilde{\Omega}(\sqrt{n})$ adaptive corruptions.

\[\text{Theorem 1.} \quad \text{Any $n$-party single-turn collective coin-flipping protocol is insecure against more than } t = \tilde{\Omega}(\sqrt{n}) \text{ adaptive corruptions.}\]

As a warm-up, in Section 3, we recover the result of Lichtenstein et al. [19] for single-bit single-turn protocols. Whereas the original proof of [19] is based on combinatorial arguments in extremal set theory, our proof is elementary and uses basic tools from probability theory. A different yet related variant to our simplification was previously given by Cleve and Impagliazzo [11]; see Section 1.1 below.

### 1.1 Related Work

The full information model was introduced by Ben Or and Linial [7] to study the collective coin-flipping problem. Since then, this problem was central in the study of distributed protocols.

---

\(^3\) Throughout this work, the notation $\tilde{\Omega}$ and $\tilde{O}$ suppresses poly-logarithmic factors.

\(^4\) A symmetric protocol $\Pi$ is one that is oblivious to the order of its inputs: namely, for any permutation $\pi: [n] \rightarrow [n]$ of the parties, it holds that $\Pi(r_1, \ldots, r_n) = \Pi(r_{\pi(1)}, \ldots, r_{\pi(n)})$. 

Static adversaries. The case of static corruptions has been extensively studied since the introduction of the collective coin-flipping problem. The original work of Ben-Or and Linial [7] showed that a polynomial number (i.e., $O(n^{63})$) of corrupted parties can be tolerated. Later, Ajtai and Linial [1] showed a different protocol that withstands $O(n/\log^2 n)$ corruptions. For single-round single-bit protocols, in which the global coin is obtained by each party contributing one bit for an $n$-input predefined Boolean function, Kahn, Kalai and Linial [17] showed that no protocol is resilient to more than $\Omega(n/\log n)$ corruptions. Saks [22] introduced a multi-round protocol called the “Baton Passing” game5 and showed that it is resilient to $O(n/\log n)$ corruptions. The protocol of Saks was modified by Alon and Naor [3] such that it tolerates a constant fraction of corrupted parties. The optimal resilience of $t = (1/2 - \delta)n$ for any $\delta > 0$ was obtained by Boppana and Narayanan [8] shortly afterwards. Since then the focus has been on improving the explicitness of the protocol, the round complexity, and the bias of the output bit. Two of the most notable results are that of Feige [14] and of Russell, Saks, and Zuckerman [21]. Feige gave an explicit $(\log^* n + O(1/\delta))$-round protocol that tolerates $(1/2 - \delta)n$ corruptions for any constant $\delta > 0$. Russell, Saks, and Zuckerman proved that any protocol that is secure against $\Omega(n)$ corruptions must either have at least $(1/2 - o(1)) \cdot \log^* n$ rounds, or communicate multiple bits per round.

Interestingly, many protocols for collective coin-flipping that consist of more than one round of communication per party, achieve a seemingly stronger goal. In these protocols, first an honest leader is elected and then it outputs a bit that is taken as the protocol outcome. This approach, while being useful for the static case, is unsuitable for adaptive adversaries, since the adversary may always wait for the leader to be elected and then corrupt it.

Adaptive adversaries. The literature on collective coin-flipping with adaptive adversaries is much more scarce. The best known protocol is the majority one suggested by Ben-Or and Linial [7]. Lichtenstein, Linial, and Saks [19] proved that there is no protocol in which each party is allowed to send one bit (in total) which is resilient to more than $\Omega(\sqrt{n})$ corruptions. The same lower bound was shown by Goldwasser, Kalai and Park [15] for any single-turn symmetric protocol (where each message can be long).

Dodis [12] proved that through “black-box” reductions from non-adaptive collective coin-flipping protocols, it is impossible to tolerate significantly more corruptions than the majority protocol. His definition of “black-box” is rather restricted: It only considers sequential composition of non-adaptive coin-flipping protocols, followed by a (non-interactive, predefined) function operating on the coin-flips thus obtained.

Kalai and Komargodski [18] showed that for any collective coin-flipping protocol in which messages are long there is a collective coin-flipping protocol with the same communication pattern, the same output distribution, the same security guarantees, and where parties send messages of length $\ell = \text{polylog}(n, d)$, where $d$ is the number of rounds in the original protocol. In particular, their transformation guarantees that the resulting protocol is resilient against $t$ adaptive (resp. static) corruptions as long as the original one is resilient against $t$ adaptive (resp. static) corruptions. The transformation is non-uniform, that is, they only show that the required protocol exists.

More types of adversaries. En route to resolving the conjecture of Ben-Or and Linial, stronger types of adversaries were considered.

5 In this game, each party receiving the baton, passes it to a random party that did not have it yet. The last party having the baton is the leader, and the leader chooses the random bit to be outputted.
Cleve and Impagliazzo [11] studied re-sampling adaptive adversaries that can decide whether to intervene in the next message or not after seeing it. More precisely, at the $i$'th round, the adversary, after seeing all the messages exchanged in the first $i-1$ rounds and the message to be sent in the current round, can ask to rewind the process back to the beginning of the $i$'th round and have the $i$'th message be re-sampled. They showed that for any protocol whose expected output is $1/2$ in an honest execution and in which each party sends just one (possibly long) message, there is an adversary that corrupts a single party and biases the expectation of the output of the protocol away from $1/2$ by $\Omega(1/\sqrt{n})$ in some direction.

More recently, Goldwasser, Kalai, and Park [15] studied an even stronger variant called strong adaptive adversaries in which the adversary sees all messages sent by honest parties in any given round and, based on the message content, decide whether to corrupt a party or not (and alter its message for that same round). Here, a corruption allows the adversary to send any message on behalf of the party (and not only re-sample it, as in [11]). They proved that any one-round protocol (i.e., all parties talk simultaneously once), in which messages can be arbitrarily long, can tolerate at most $\tilde{O}(\sqrt{n})$ such (strong) adaptive corruptions. They got a similar lower bound in the standard adaptive corruptions model for symmetric protocols.

**Fair Coin-Flipping.** There is a rich literature on coin-flipping protocols in settings with dishonest majority (and static corruptions), starting from the seminal work of Cleve [10]. In such protocols, the output of the protocol is a random bit, and the requirement is that even in the presence of an adversary, the output cannot be skewed towards 0 or towards 1 except with very small probability.

Cleve [10] proved that for $r$-round coin-flipping protocol there exists a (static) adversary corrupting $1/2$ of the parties and efficiently biases the output by $\Theta(1/r)$. This lower bound was shown to be tight in the two-party case by Moran, Naor, and Segev [20] and in the three-party case (up to a polylog factor) by Haitner and Tsfadia [16]. In the general $n$-party case, as long as $n \leq \log \log r$, an almost tight upper bound was given by Buchbinder et al. [9]. When there are less than $(2/3)n$ corruptions, Beimel et al. [6] have constructed an $n$-party $r$-round coin-flipping protocol with bias $2^{2^k}/r$, tolerating up to $t = (n + k)/2$ corrupt parties. Alon and Omri [2] constructed an $n$-party $r$-round coin-flipping protocol with bias $\tilde{O}(2^{2^k}/r)$, tolerating up to $t$ corrupted parties, for constant $n$ and $t < 3n/4$. Very recently, Beimel et al. [5] gave an improved lower bound in the multi-party case: For any $n$-party $r$-round coin-flipping protocol with $n^k \geq r$ for $k \in \mathbb{N}$, there exists an adversary corrupting $n-1$ parties and biases the output of the honest party by $1/(\sqrt{r} \log^k r)$.

### 1.2 Proof Overview

Since we are in the full information model, we can assume (without loss of generality) that any collective coin-flipping protocol (in which the parties do not have private inputs except for a perfect source of randomness), can be transformed into a protocol in which the honest parties' messages consist only of uniformly random bits. A sketch of this folklore fact appears in [18, Section 4]. Thus, from now on, we assume that each party sends a uniformly random message chosen independently of the previous messages.

---

*We emphasize that in our work, we only require that the adversary cannot skew the output with probability $1 - o(1)$, whereas in fair protocols the adversary should not skew the output with probability greater than $1/2 + o(1)$.*
Concretely, we consider protocols in which each party sends a single message of length \( \ell \), possibly across \( n \) rounds. Such a protocol can be thought of as a complete \( 2^\ell \)-ary tree whose leaves are labeled by 0 and 1, and whose internal nodes are labeled by numbers in \([n]\). If a node is labeled by \( i \in [n] \), then we say that the node is owned by party \( i \). (Without loss of generality, we can assume that the order in which the parties send messages is fixed in advance.) The protocol starts at the root and at each time step we are at an internal node whose owner samples a random string in \([0,1]^{\ell}\) to determine where the protocol proceeds. The protocol ends once we reach a leaf and the output of the protocol is the bit \( b \) corresponding to the label of that leaf.

Let us start with the simpler case where \( \ell = 1 \). In this case, we present an attacker that biases the outcome of any protocol towards 0 with probability \( 1 - \text{neg}(n) \), while corrupting at most \( O(\sqrt{n}) \) parties with probability \( 1 - o(1) \). (An analogous adversary can bias towards 1 with similar parameters.) The adversary at any point in time computes its possible gain in the expected output of the protocol by corrupting the next party (either to 0 or to 1). If the gain is larger than \( \epsilon = \frac{1}{\sqrt{n} \log^2 n} \), then the adversary corrupts and sends the maliciously chosen bit (that biases the output towards 0). A standard application of Azuma’s inequality shows that (with high probability) the influence of the parties that were not corrupted on the expected output of the protocol is negligible, as there are at most \( n \) of them and the contribution of each of them is at most \( \frac{1}{\sqrt{n} \log^2 n} \). Intuitively, this means that only the corrupted parties influence the final output of the protocol and since the adversary controls these parties, the adversary succeeds in forcing the output to be 0 with high probability. Moreover, since the adversary gains at least \( \frac{1}{\sqrt{n} \log^2 n} \) in the expected value of the protocol, with the corruption of each party, and the total gain is at most \( 1 \), with high probability the number of corruptions is at most \( O(\sqrt{n}) \). This gives an alternative (elementary) proof for the result of [19]. This is formally proved in Section 3.

The proof for the case \( \ell > 1 \) is more involved. We define two adversaries \( A_0 \) and \( A_1 \), where \( A_0 \) tries to bias the outcome of the protocol towards \( b \). Here, as opposed to the case \( \ell = 1 \), only one of the adversaries will be guaranteed to succeed. For \( A_0 \), we associate with each node \( v \) in the protocol tree three values (we do the same for \( A_1 \)):

1. \( \alpha_v \): The expectation of the outcome of the protocol in the presence of the adversary \( A_0 \), given that the protocol is at node \( v \).
2. \( c_v^0 \): A bit that is 1 if and only if the adversary \( A_0 \) corrupts node \( v \).
3. \( p_v^0 \): A “penalty” value that is proportional to the expected number of corruptions made by \( A_0 \) from node \( v \) onward.

We set these values inductively from the leaves of the protocol tree to the root. For a leaf labeled by \( b \in \{0, 1\} \), we set \( \alpha_v = b \) and \( c_v^0 = p_v^0 = 0 \).

Going one level up to the parents of the leaves, for each such node we compute the expected \( \alpha \) value if we proceed to a random child, compared with the minimal possible \( \alpha \) value over all children (this corresponds to the maximal gain possible via corruption). If the possible gain by corruption is larger than \( \epsilon = \frac{1}{\sqrt{n} \log^2 n} \), the adversary will corrupt \( v \), so we set \( c_v^0 = 1 \), and we update the penalty value by setting it to be \( p_v^0 = \epsilon \), to appropriately accommodate for this.

In the next levels, the situation is more complicated as we need to take into account the penalty values. For example, if there is a strategy for corrupting the next message that will increase our chance of outputting 0 by much, but has a high penalty (i.e., will require many corruptions in the future), this move is not always worthwhile for the attacker. So, instead of comparing only the expected outcome of the protocol, we take into account also the penalty.
For every node \( v \), we define \( \alpha'_v = \alpha_v + p^0_v \), and compare the expected gain versus the best possible gain with respect to \( \alpha'_v \) (rather than \( \alpha_v \)). Namely, we compute the expected \( \alpha' \) value if we proceed to a random child, and compare it to the minimal possible \( \alpha' \) value of all children. If this gap is larger than \( \epsilon \), the adversary corrupts \( v \), and thus we set \( c^0_v = 1 \) and we set the penalty value \( p^0_v \) to be \( p^0_v = p^0_u + \epsilon \), where \( u \) is the child that the adversary proceeds to.

The inductive process ends with a triple of values \( (\alpha_{\text{root}}, \epsilon_{\text{root}}, p^0_{\text{root}}) \), corresponding to the root node and the adversary \( A_0 \). The penalty value \( p^0_{\text{root}} \) is equal to \( \epsilon \) times the expected number of corruptions that the adversary \( A_0 \) makes. The probability that the protocol outputs 0 with adversary \( A_0 \) is \( 1 - \alpha_{\text{root}} \).

Similarly, we define the adversary \( A_1 \) and obtain the values \( (\beta_{\text{root}}, \epsilon_{\text{root}}, p^1_{\text{root}}) \), where the penalty value \( p^1_{\text{root}} \) is equal to \( \epsilon \) times the expected number of corruptions that the adversary \( A_1 \) makes, and the probability that the protocol outputs 1 with adversary \( A_1 \) is \( \beta_{\text{root}} \).

It is not possible to prove that both adversaries succeed with high probability (as there are protocols that can only be biased towards one of the two possible values, with the corruption of \( O(\sqrt{n}) \) parties). Technically, the problem with using an argument similar to the case \( \ell = 1 \) is that we cannot apply Azuma’s inequality as before, because we do not have an upper bound on the absolute value of each variable.

Nevertheless, we are able to prove that at least one of the two adversaries succeeds with high probability, while corrupting \( O(\sqrt{n}) \) parties. This argument is more complicated, but the main idea is to define another “adversary”, “in between” \( A_0 \) and \( A_1 \). (In the actual proof we refer to that adversary as a random walk). The new adversary is defined similarly to \( A_0 \) and \( A_1 \), but instead of minimizing \( \alpha'_v \) (or maximizing \( \beta'_v \)) it tries to minimize \( \beta'_v - \alpha'_v \) (after they were defined by the definitions of \( A_0 \) and \( A_1 \)). Very roughly speaking, since the new adversary is “sandwiched” between \( A_0 \) and \( A_1 \), we are able to apply Azuma’s theorem for the new adversary and to derive a contradiction. Technically, the contradiction is derived by showing that if \( \alpha'_{\text{root}} \) is not close to 0 and \( \beta'_{\text{root}} \) is not close to 1, then the new adversary gets (with high probability) to a leaf that is labeled with neither 0 nor 1.

The full proof is the technical heart of the paper and is given in Section 4.

\section{Definitions & Preliminaries}

For an integer \( n \in \mathbb{N} \), we denote by \( [n] \) the set \( \{1, \ldots, n\} \). Throughout the paper, we denote by \( \Pi \) a collective coin-flipping protocol, denote by \( n \in \mathbb{N} \) the number of parties participating in the protocol, and denote the parties by \( P_1, \ldots, P_n \). We assume that \( \Pi \), when executed honestly, outputs the bit 0 (and similarly for 1) with probability \( \Omega(1) \).

**Communication model.** The full information model [7] is a synchronous model. Namely, each protocol consists of rounds in which parties send messages. There exists a global counter which synchronizes parties in between rounds but they are asynchronous within a round. The parties communicate via a broadcast channel.

We define two restricted types of protocols: single-bit and single-turn.

\begin{itemize}
  \item \textbf{Definition 2 (Single-bit protocol).} We say that a protocol is a single-bit protocol for \( n \) parties if this protocol is executed in rounds such that in each round each party sends a single random bit.
  \item \textbf{Definition 3 (Single-turn protocol).} We say that a protocol is a single-turn protocol for \( n \) parties if this protocol is executed in \( n \) rounds such that party \( P_i \) sends a single (possibly long) message at round \( i \).
\end{itemize}
The above two restricted families of protocols can be naturally described by a game tree (of arity two in the single-bit case and bigger arity in the single-turn case) whose leaves are labeled by 0 and 1, and whose internal nodes (including the root) are labeled by numbers in $[n]$.

Without loss of generality, we restrict our attention to public-coin protocols.

Definition 4 (Public-coin protocol). A protocol is public-coin if each honest party broadcasts all of the randomness he generates (i.e., his “local coin-flips”), and does not send any other messages.

Corruption model. We consider the Byzantine model, where a bound $t = t(n) \leq n$ is specified, and the adversary is allowed to corrupt up to $t$ parties. The adversary can see the entire transcript (i.e., all the messages sent thus far), has full control over all the corrupted parties, and can broadcast any messages on their behalf. Moreover, the adversary has control over the order of the messages sent within each round of the protocol (i.e., “rushing”).

Within this model, two main types of adversaries were considered in the literature: static adversaries, who need to specify the parties they corrupt before the protocol begins, and adaptive adversaries, who can corrupt the parties adaptively based on the transcript so far. We focus on adaptive adversaries.

Definition 5 (Adaptive adversary). Within each round, the adversary chooses parties one-by-one to send their messages; and he can perform corruptions at any point during this process based on the messages sent thus far and the protocol specification.

Security. The security of a collective coin-flipping protocol is usually measured by the extent to which an adversary can, by corrupting a subset of parties, bias the protocol outcome towards his desired bit.

Definition 6 ($\epsilon$-security). Fix $\epsilon = \epsilon(n)$ and $t = t(n)$. A coin-flipping protocol $\Pi$ is $\epsilon$-secure against $t$ adaptive corruptions if for all $n \in \mathbb{N}$, it holds that for any adaptive adversary $A$ that corrupts at most $t$ parties,

$$\min\left\{ \Pr[\text{Output of } A(\Pi) = 0], \Pr[\text{Output of } A(\Pi) = 1] \right\} \geq \epsilon(n),$$

where “Output of $A(\Pi)$” is a random variable that corresponds to the output of the protocol $\Pi$ when executed in the presence of the adversary $A$.

We next define a secure protocol as one where an adversary cannot “almost always” get the outcome he wants.

Definition 7 (Security). A coin-flipping protocol is secure against $t = t(n)$ corruptions if it is $\epsilon$-secure against $t$ corruptions for some constant $\epsilon \in (0, 1)$.

2.1 Azuma’s Inequality

We state Azuma’s inequality which is extensively used in our proofs. This formulation is standard and can be found, for example, in Alon-Spencer [4] and in Dubhashi-Panconesi [13].

Theorem 8. Let $X_1, \ldots, X_N$ be random variables, such that for every $i \in [N]$, $|X_i| \leq \epsilon_i$. If for every $i \in [N]$ it holds that $\mathbb{E}[X_i | X_1, \ldots, X_{i-1}] \leq 0$, then for any $s \geq 0$,

$$\Pr\left[ \sum_{i=1}^{N} X_i \geq s \right] \leq 2 \cdot e^{-\frac{s^2}{2 \sum_{i=1}^{N} \epsilon_i^2}}.$$
Similarly, if for every \( i \in [N] \) it holds that \( E[X_i \mid X_1, \ldots, X_{i-1}] \geq 0 \), then for any \( s \geq 0 \),
\[
\Pr \left[ \sum_{i=1}^{N} X_i \leq -s \right] \leq 2 \cdot e^{-\frac{s^2}{2\sum_{i=1}^{N} c_i^2}}
\]

## 3 A Lower Bound for Single-Bit Single-Turn Protocols

In this section, we give a simplified proof for the following theorem, originally proved in [19]

**Theorem 9 ([19]).** There does not exist a single-bit single-turn collective coin-flipping protocol that is resilient to more than \( \tilde{O}(\sqrt{n}) \) adaptive corruptions.

**Proof.** Fix any single-bit single-turn collective coin-flipping protocol \( \Pi \). Consider the binary protocol tree of depth \( n \) corresponding to \( \Pi \). We construct an adversary \( A_0 \) that with probability \( 1 - o(1) \), biases the outcome towards 0 while corrupting at most \( \tilde{O}(\sqrt{n}) \) players.7

For each node \( v \) in the protocol tree, associate a sequence of bits \( b_1, \ldots, b_n \) that lead to it from the root of the tree, and a value \( \alpha_v \) which stands for the probability that the outcome of the protocol is 0, when executed honestly starting from the node \( v \). Namely, \( \alpha_v \triangleq \Pr[\Pi^v = 0] \), where \( \Pi^v \) is a random variable that corresponds to the output of the protocol \( \Pi \) when executed honestly starting from node \( v \). Let \( p_0 \triangleq \Pr[\Pi^{\text{root}} = 0] \geq \Theta(1) \) be the probability that the protocol, executed honestly from the root, outputs 0. Further, observe that for every leaf \( v \) that is labeled by \( b \in \{0, 1\} \), it holds that \( \alpha_v = 1 - b \).

Let \( \epsilon \triangleq \frac{1}{\sqrt{n} \log n} \). Given that the protocol is in node \( v \), the adversary \( A_0 \) computes two values
\[
\alpha_v^{\min} = \min\{\alpha_{e_0}, \alpha_{e_1}\} \quad \text{and} \quad \alpha_v^{\max} = \max\{\alpha_{e_0}, \alpha_{e_1}\},
\]
where \( \alpha_{e_0} \) is the value associated with the left child of \( v \) and \( \alpha_{e_1} \) is the value associated with the right child of \( v \). Note that \( \alpha_v = (\alpha_{e_0} + \alpha_{e_1})/2 \). If \( \alpha_v \geq \alpha_v^{\min} + \epsilon \) (or, equivalently, \( \alpha_v \leq \alpha_v^{\max} - \epsilon \)), then the adversary corrupts the party that is associated with node \( v \) and sends \( b \in \{0, 1\} \) such that \( \alpha_{e_b} > \alpha_{e_\hat{b}} \) (where \( \hat{b} = 1 - b \)). Otherwise, if \( \alpha_v^{\max} - \epsilon < \alpha_v < \alpha_v^{\min} + \epsilon \), then the adversary \( A_0 \) does not corrupt the corresponding party and lets it send a random bit. This completes the description of the adversary.

We next show that with overwhelming probability over the execution of the protocol with the adversary \( A_0 \), the leaf with which the protocol concludes is a leaf that is labeled with 0. In addition, with overwhelming probability, the number of corruptions along the way is bounded by \( 1/\epsilon \).

Let \( (b_1, \ldots, b_n) \in \{0, 1\}^n \) be a random variable corresponding to the \( n \) bits sent during the execution of the protocol \( \Pi_{A_0} \). Namely, if \( A_0 \) corrupts the party sending the \( i \)th bit in the protocol \( \Pi \), given that the previous \( i - 1 \) bits sent were \( (b_1, \ldots, b_{i-1}) \), and sends the bit \( b^* \in \{0, 1\} \) on its behalf, then we set \( b_i = b^* \). Otherwise, if \( A_0 \) does not corrupt this party, then \( b_i \) is randomly chosen in \( \{0, 1\} \). Every prefix of the \( n \) bits \( b_1, \ldots, b_n \) sent during the course of the protocol, corresponds to a node \( v \) in the protocol tree. Thus, we can write \( \alpha_{b_1, \ldots, b_n} \) for \( \alpha_v \), where the vertex \( v \) corresponds to the path \( b_1, \ldots, b_i \) from the root to \( v \) in the protocol tree. Let \( \delta_i \) be a random variable defined as
\[
\delta_i \triangleq \alpha_{b_1, \ldots, b_i} - \alpha_{b_1, \ldots, b_{i-1}}.
\]

\(^7\) One can analogously construct an adversary \( A_1 \) that with probability \( 1 - o(1) \), biases the outcome towards 1 while corrupting at most \( \tilde{O}(\sqrt{n}) \) players.
Denote by $I \subseteq [n]$ the set of indices in which the adversary $A_0$ corrupts the corresponding party. It holds that

\[
\sum_{i=1}^{n} \delta_i = \sum_{i \in I} \delta_i + \sum_{i \notin I} \delta_i = \alpha_{b_1, \ldots, b_n} - \alpha_{\text{root}}. \tag{1}
\]

We first argue that with overwhelming probability $\sum_{i \notin I} \delta_i \leq o(1)$.

**Claim 10.** $\Pr\left[\left|\sum_{i \notin I} \delta_i\right| \geq \frac{1}{\log n}\right] \leq \text{negl}(n)$.

**Proof.** Define $n$ random variables $X_1, \ldots, X_n$ as follows: For every $i \in I$ we set $X_i = 0$, and for every $i \notin I$ we define $X_i = \delta_i$. Note that for every $i \in [n]$, it holds that $|X_i| \leq \epsilon$ and $E[X_i] = 0$.

Thus, by Azuma’s inequality, for any $s > 0$,

\[
\Pr\left[\left|\sum_{i=1}^{n} X_i\right| \geq s\right] \leq 4 \cdot e^{-\frac{s^2}{2n\epsilon^2}}.
\]

Setting $s = \epsilon \cdot \sqrt{n} \cdot \log n = \frac{1}{\log n}$, we conclude that

\[
\Pr\left[\left|\sum_{i=1}^{n} X_i\right| \geq \frac{1}{\log n}\right] \leq \text{negl}(n).
\]

We condition on the event that $\left|\sum_{i \notin I} \delta_i\right| \leq \frac{1}{\log n}$ occurs. Also, recall that $\alpha_{\text{root}} = \Theta(1)$. Plugging these into Equation (1), we get that

\[
\alpha_{b_1, \ldots, b_n} \geq \alpha_{\text{root}} + \sum_{i \in I} \delta_i - \frac{1}{\log n}.
\]

By the definition of $A_0$, whenever it corrupts an index $i$, it causes $\delta_i$ to be positive. Thus,

\[
\alpha_{b_1, \ldots, b_n} \geq \alpha_{\text{root}} - \frac{1}{\log n}.
\]

This implies that $\alpha_{b_1, \ldots, b_n} = 1$ since $\alpha_{b_1, \ldots, b_n} \in \{0, 1\}$ and $\alpha_{\text{root}} \geq \Omega(1)$.

We proceed with the bound on the number of corruptions made by $A_0$. By Equation (1), the fact that $\alpha_{\text{root}} \in (0, 1)$, and that with overwhelming probability $\left|\sum_{i \notin I} \delta_i\right| \leq \frac{1}{\log n}$ and $\alpha_{b_1, \ldots, b_n} = 1$, it holds that (with overwhelming probability)

\[
\sum_{i \in I} \delta_i = \alpha_{b_1, \ldots, b_n} - \alpha_{\text{root}} - \sum_{i \notin I} \delta_i \leq 1.
\]

Since for each $i \in I$, it holds that $\delta_i \geq \epsilon$, the number of corruptions is bounded by $1/\epsilon$, as required.

# 4 A Lower Bound for Single-Turn Protocols

In this section, we prove our lower bound for single-turn collective coin-flipping protocols.

**Theorem 11.** There does not exist a single-turn collective coin-flipping protocol that is resilient to more than $\tilde{\Omega}(\sqrt{n})$ adaptive corruptions.
Proof. Fix any single-turn collective coin-flipping protocol $\Pi$. Since we are in the full information model, we can assume without loss of generality that the protocol is public-coin (see Definition 4). Namely, each player sends a random message from some universe $\{0,1\}^\ell$. We denote $L \triangleq 2^\ell$.

Consider the $L$-ary protocol tree corresponding to $\Pi$. We define two adversaries $A_0$ and $A_1$, where $A_0$ tries to bias the output towards 0 and $A_1$ tries to bias the output towards 1. We prove that at least one of these adversaries succeeds with probability $1 - o(1)$ while corrupting at most $\sqrt{n} \cdot \text{polylog}(n)$ players.

To this end, we associate with each node $v$ in the protocol tree, three pairs of values $(\alpha_v, \beta_v), (c_v^0, c_v^1)$, and $(p_v^0, p_v^1)$.

Intuitively, $\alpha_v$ is the expectation of the outcome of the protocol in the presence of the adversary $A_0$, given that we are at node $v$, and $\beta_v$ is the expectation of the outcome of the protocol in the presence of the adversary $A_1$, given that we are at node $v$. The pair $(c_v^0, c_v^1)$ is a pair of bits, where $c_v^0 = 1$ if and only if $A_0$ corrupts node $v$, and $c_v^1 = 1$ if and only if $A_1$ corrupts node $v$. The pair $(p_v^0, p_v^1)$ are a pair of “penalty” values. Intuitively, the penalty $p_v^0$ (resp. $p_v^1$) is proportional to the expected number of corruptions the adversary $A_0$ (resp. $A_1$) does, from node $v$ onwards.

The penalty values $(p_v^0)_{v \in V}$, along with the values $(\alpha_v)_{v \in V}$, are used by the adversary $A_0$ to decide which nodes to corrupt (i.e., for which nodes $v$ to set $c_v^0 = 1$). Similarly, the penalty values $(p_v^1)_{v \in V}$, along with the values $(\beta_v)_{v \in V}$, are used by the adversary $A_1$ to decide which nodes to corrupt (i.e., for which nodes $v$ to set $c_v^1 = 1$).

Formally, the values $(\alpha_v, \beta_v), (c_v^0, c_v^1)$, and $(p_v^0, p_v^1)$ are defined by induction starting from the leaves. For any leaf $v$ labeled by 0 we define $\alpha_v = \beta_v = 0$, and for any leaf $v$ labeled by 1 we define $\alpha_v = \beta_v = 1$. For all leaves $v$ we define $c_v^0 = c_v^1 = 0$ and $p_v^0 = p_v^1 = 0$.

Let $k = \sqrt{n} \cdot \text{log}^3 n$ and let $\epsilon = \frac{1}{k}$. For a non-leaf node $v$, suppose that its $L$ children are associated with

$$\{(\alpha_i, \beta_i)\}_{i=1}^L \text{ and } \{(p_i^0, p_i^1)\}_{i=1}^L.$$  

For every $i \in [L]$, define

$$\alpha'_i = \alpha_i + p_i^0 \text{ and } \beta'_i = \beta_i - p_i^1.$$ 

Let

$$\alpha_{\text{avg}} \triangleq \frac{1}{L} \cdot \sum_{i=1}^L \alpha_i \quad \text{ and } \quad \alpha'_{\text{avg}} \triangleq \frac{1}{L} \cdot \sum_{i=1}^L \alpha'_i \quad , \quad \alpha'_{\text{min}} \triangleq \min\{\alpha'_1, \ldots, \alpha'_L\}$$

and let

$$\beta_{\text{avg}} \triangleq \frac{1}{L} \cdot \sum_{i=1}^L \beta_i \quad , \quad \beta'_{\text{avg}} \triangleq \frac{1}{L} \cdot \sum_{i=1}^L \beta'_i \quad , \quad \beta'_{\text{max}} = \max\{\beta'_1, \ldots, \beta'_L\}$$

If $\alpha'_{\text{min}} \leq \alpha'_{\text{avg}} - \epsilon$, then set $c_v^0 = 1$. In this case, if the protocol arrives at node $v$, then the adversary $A_0$ corrupts node $v$ and proceeds to its child $i^*$ with minimal $\alpha'_i$; i.e., $i^* = \argmin_{i \in \text{child}(v)} \{\alpha'_i\}$, and we set $\alpha_v = \alpha_{i^*}$ and $p_v^0 = p_{i^*}^0 + \epsilon$. Otherwise, set $c_v^0 = 0$. In this case

---

8 When we say that an adversary corrupts node $v$ we mean that it corrupts the party associated with node $v$. 
We denote $\Pi$ by $v$, that $\Pi$ expected to make only $\alpha_v$ corruptions with probability $\Pr[\Pi_o = 1] = 1 - \alpha_v$ and $\beta_v = \beta_{\text{avg}}$ and $p_v^1 = \frac{1}{L} \sum_{i=1}^L p_i^1$. Moreover, by definition, $\beta_v = \beta_{\text{avg}}$, and we set $\beta_v = \beta_{\text{avg}}$ and $p_v^1 = \frac{1}{L} \sum_{i=1}^L p_i^1$. We denote $\beta_v = \beta_{\text{avg}} - p_v^1$.

In what follows, we denote by $\alpha_{\text{root}}$ and $\beta_{\text{root}}$ the $\alpha$ and $\beta$ values of the root, respectively. Similarly, we denote by $\alpha_{\text{root}}'$ and $\beta_{\text{root}}'$ the $\alpha'$ and $\beta'$ values of the root, respectively. We denote by $p_{\text{root}}^0$ and $p_{\text{root}}^1$ the penalty values of the root.

The following claim follows immediately from the definition of $p_{\text{root}}^0$ and $p_{\text{root}}^1$.

**Claim 12.** For every $b \in \{0, 1\}$, it holds that

$$p_b^0 = \frac{1}{k} \cdot \mathbb{E}[\# \text{ of corruptions } \mathcal{A}_b \text{ makes}].$$

In what follows, we denote by $\Pi_{\mathcal{A}_0}$ the random variable which is the outcome of protocol II with adversary $\mathcal{A}_0$, and similarly we denote by $\Pi_{\mathcal{A}_1}$ the random variable which is the outcome of protocol II with adversary $\mathcal{A}_1$ (in both $\Pi_{\mathcal{A}_0}$ and $\Pi_{\mathcal{A}_1}$, the randomness is over the coin tosses of the honest players). In order to complete the proof of the theorem it suffices to prove the following two lemmas.

**Lemma 13.** $\Pr[\Pi_{\mathcal{A}_0} = 0] = 1 - \alpha_{\text{root}}$ and $\Pr[\Pi_{\mathcal{A}_1} = 1] = \beta_{\text{root}}$.

**Lemma 14.** $\alpha_{\text{root}}' = o(1)$ or $\beta_{\text{root}}' = 1 - o(1)$.

The reason why these two lemmas suffice is that for any node $v$ in the protocol tree (and in particular for the root), $\alpha_v \leq \alpha_v'$ and $\beta_v \geq \beta_v'$. Thus, the two lemmas imply that either

$$\Pr[\Pi_{\mathcal{A}_0} = 0] = 1 - o(1) \quad \text{or} \quad \Pr[\Pi_{\mathcal{A}_1} = 1] = 1 - o(1).$$

Moreover, by definition, $\alpha_{\text{root}}' = \alpha_{\text{root}} + p_{\text{root}}^0$ and $\beta_{\text{root}}' = \beta_{\text{root}} - p_{\text{root}}^1$. Thus, if $\alpha_{\text{root}}' = o(1)$ then Claim 12, together with the fact that $\alpha_{\text{root}} \geq 0$ (see Lemma 13), implies that the adversary $\mathcal{A}_0$ is expected to make only $o(k)$ corruptions. By Markov’s inequality $\mathcal{A}_0$ makes $o(k)$ corruptions with probability $1 - o(1)$. Similarly, if $\beta_{\text{root}}' = 1 - o(1)$ then Claim 12, together with the fact that $\beta_{\text{root}} \leq 1$ (see Lemma 13), implies that the adversary $\mathcal{A}_1$ is expected to make only $o(k)$ corruptions. By Markov’s inequality $\mathcal{A}_1$ makes $o(k)$ corruptions with probability $1 - o(1)$. Since we set $k = \sqrt{n} \cdot \log^3 n$, this completes the proof.

We proceed with the proof of Lemma 13, followed by the proof of Lemma 14.

### 4.1 Proof of Lemma 13

We prove the more general statement that for any node $v$ in the protocol tree, the probability that $\Pi_{\mathcal{A}_0} = 0$ (respectively, $\Pi_{\mathcal{A}_1} = 1$), conditioned on the event that the protocol arrives at node $v$, is $1 - \alpha_v$ (respectively, $\beta_v$). To this end, for any node $v$ in the protocol tree, denote by $\Pi^v$ the protocol execution starting from node $v$. We prove that for every node $v$,

$$\Pr[\Pi_{\mathcal{A}_0}^v = 0] = 1 - \alpha_v \quad \text{and} \quad \Pr[\Pi_{\mathcal{A}_1}^v = 1] = \beta_v.$$

(2)
4.2 Proof of Lemma 14

Suppose towards contradiction that there exists a constant $c > 0$ such that $\alpha'_{\text{root}} > c$ and $\beta'_{\text{root}} < 1 - c$. We prove that at each layer of the circuit there exists a node $v$ for which $\alpha'_v > c - o(1)$ and $\beta'_v < 1 - c + o(1)$. This would imply a contradiction since at each leaf $v$ it holds that either $\alpha'_v = 0$ or $\beta'_v = 1$.

We define a random walk on the protocol tree from the root to the leaves. Since II is a single turn protocol on $n$ players, the protocol tree is of depth $n$. We denote the nodes on the walk by $v_0, v_1, \ldots, v_n$, where $v_0$ is the root and $v_n$ is a leaf. The random walk is defined as follows:

1. Let $V_1$ be the set of all nodes $v$ such that for every child $u \in \text{child}(v)$ it holds that

   $|\alpha'_u - \alpha'_v| \leq \epsilon \cdot \log n$ and $|\beta'_u - \beta'_v| \leq \epsilon \cdot \log n$.

   If we are at node $v_i \in V_1$, then $v_{i+1}$ is a random child of $v_i$.

2. Let $V_2$ be the set of all nodes that are not in $V_1$. If $v_i \in V_2$, then choose a child $v_{i+1} \in \text{child}(v_i)$ that minimizes the value $\beta'_u - \alpha'_v$. Namely, $v_{i+1} = \arg\min_{u \in \text{child}(v_i)} \{\beta'_u - \alpha'_v\}$.

   Recall that in order to get a contradiction, it suffices to prove that with overwhelming probability, $\alpha'_{v_0} \geq c - o(1)$ and $\beta'_{v_0} \leq 1 - c + o(1)$. To this end, we define $n$ random variables $X_1, \ldots, X_n$, and $n$ random variables $Y_1, \ldots, Y_n$, as follows:

   $X_{i+1} = \alpha'_{v_{i+1}} - \alpha'_{v_i}$ and $Y_{i+1} = \beta'_{v_{i+1}} - \beta'_{v_i}$.

   Notice that

   $\alpha'_v = \alpha'_{v_0} + \sum_{i=1}^n X_i$ and $\beta'_v = \beta'_{v_0} + \sum_{i=1}^n Y_i$. 

   This completes the proof of the lemma.
To get a contradiction it suffices to prove that for any constant \( t > 0 \), with overwhelming probability (over the random walk)
\[
\sum_{i=1}^{n} X_i \geq -t \quad \text{and} \quad \sum_{i=1}^{n} Y_i \leq t.
\]  

To this end, we partition the set \([n]\) into two sets \( I_1, I_2 \subseteq [n] \), such that \( i \in I_0 \) if and only if \( v_i \in V_b \) for \( b \in \{0, 1\} \) and \( i \in [n] \) and where \( V_1 \) and \( V_2 \) are the sets defined above. Namely,
\[ I_1 = \{ i : v_i \in V_1 \} \quad \text{and} \quad I_2 = \{ i : v_i \in V_2 \}. \]

In order to prove Equation (3), it suffices to prove the following two claims.

\[ \text{Claim 15. For any constant } t > 0, \text{ with overwhelming probability (over the random walk),} \]
\[
\sum_{i \in I_1} X_i \geq -t \quad \text{and} \quad \sum_{i \in I_1} Y_i \leq t.
\]

\[ \text{Claim 16. For any constant } t > 0, \text{ with overwhelming probability (over the random walk),} \]
\[
\sum_{i \in I_2} X_i \geq -t \quad \text{and} \quad \sum_{i \in I_2} Y_i \leq t.
\]

We start by stating the following claim which we will use in the proofs of Claims 15 and 16.

\[ \text{Claim 17. For every node } v \text{ in the protocol tree,} \]
\[
\alpha'_v \leq \alpha'_{v_{\text{avg}}} \quad \text{and} \quad \beta'_v \geq \beta'_{v_{\text{avg}}},
\]

where \( \alpha'_{v_{\text{avg}}} \) denotes the average of the values of \( \{ \alpha'_u \}_{u \in \text{child}(v)} \) over the children of \( v \), and \( \beta'_{v_{\text{avg}}} \) denotes the average of the values of \( \{ \beta'_u \}_{u \in \text{child}(v)} \) over the children of \( v \).

\textbf{Proof of Claim 17.} Fix a node \( v \) in the protocol tree. We show that \( \alpha'_v \leq \alpha'_{v_{\text{avg}}} \) and note that the proof that \( \beta'_v \geq \beta'_{v_{\text{avg}}} \) is analogous.

If \( c^0_v = 0 \), then \( \alpha'_v = \alpha_{v_{\text{avg}}} \) and the claim holds. Suppose that \( c^0_v = 1 \). In this case, \( \alpha'_v = \alpha'_{v_{\text{min}}} + \epsilon \), where \( \alpha'_{v_{\text{min}}} = \min_{u \in \text{child}(v)} \{ \alpha'_u \} \) is the minimal value of \( \alpha'_v \) over all the children of \( v \). Also, by definition, \( \alpha'_{v_{\text{min}}} \leq \alpha'_{v_{\text{avg}}} - \epsilon \). Thus, \( \alpha'_v \leq \alpha'_{v_{\text{avg}}} - \epsilon + \epsilon = \alpha'_{v_{\text{avg}}} \), as desired. \hfill \blacktriangleleft

\textbf{Proof of Claim 15.} By definition, for every \( i \in I_1 \), \( |X_i|, |Y_i| \leq \epsilon \cdot \log n \). Claim 17 implies that
\[
\mathbb{E}[X_i \mid X_1, \ldots, X_{i-1}] \geq 0 \quad \text{and} \quad \mathbb{E}[Y_i \mid Y_1, \ldots, Y_{i-1}] \leq 0.
\]

We extend the series of random variables \((X_i)_{i \in I_1}\) and \((Y_i)_{i \in I_1}\), and define two sequences of \( n \) random variables
\[
(X'_1, \ldots, X'_n) \quad \text{and} \quad (Y'_1, \ldots, Y'_n)
\]
such that for every \( i \in [n] \) it holds that
\[
X'_i = \begin{cases} 
X_i & \text{if } i \in I_1 \\
0 & \text{otherwise}
\end{cases} \quad \text{and} \quad Y'_i = \begin{cases} 
Y_i & \text{if } i \in I_1 \\
0 & \text{otherwise}
\end{cases}.
\]
Note that (by Claim 17) it still holds that for every $i \in [n]$,
\[
\mathbb{E}[X'_i \mid X'_1, \ldots, X'_{i-1}] \geq 0 \quad \text{and} \quad \mathbb{E}[Y'_i \mid Y'_1, \ldots, Y'_{i-1}] \leq 0.
\]

Thus, by Azuma’s inequality (see Theorem 8), for any real $s > 0$,
\[
\Pr \left[ \sum_{i=1}^{n} X'_i \leq -s \right] \leq 2 \cdot e^{- \frac{s^2}{2n(\log n)^2}} \quad \text{and} \quad \Pr \left[ \sum_{i=1}^{n} Y'_i \geq s \right] \leq 2 \cdot e^{- \frac{s^2}{2n(\log n)^2}}.
\]

By definition $\sum_{i \in I_1} X_i = \sum_{i=1}^{n} X'_i$ and $\sum_{i \in I_1} Y_i = \sum_{i=1}^{n} Y'_i$ and thus
\[
\Pr \left[ \sum_{i \in I_1} X_i \leq -\epsilon \cdot \sqrt{n} \cdot \log^2 n \right] = \negl(n) \quad \text{and} \quad \Pr \left[ \sum_{i \in I_1} Y_i \geq \epsilon \cdot \sqrt{n} \cdot \log^2 n \right] = \negl(n).
\]

Since we set $\epsilon = \frac{1}{k} = \frac{1}{\sqrt{b \cdot \log n}}$, we have that $\epsilon \cdot \sqrt{n} \cdot \log^2 n = o(1)$, which completes the proof.

We proceed with the proof of Claim 16. In the proof, we make use of the following two claims.

- **Claim 18.** For any node $v$ in the protocol tree and for any $u \in \text{child}(v)$,
\[
\beta'_u \leq \beta'_v + \epsilon \quad \text{and} \quad \alpha'_u \geq \alpha'_v - \epsilon.
\]

**Proof.** Fix any node $v$ in the protocol tree and fix any child $u \in \text{child}(v)$. We prove that $\beta'_u \leq \beta'_v + \epsilon$. The proof that $\alpha'_u \geq \alpha'_v - \epsilon$ is analogous and thus omitted.

We distinguish between two cases. First, if $c_v^1 = 0$, then $\beta'_v = \beta'_\text{avg}$ and all the children of $v$ have $\beta'$ which is at most $\beta'_\text{avg} + \epsilon$ which implies that $\beta'_u \leq \beta'_v + \epsilon$. Second, if $c_v^1 = 1$, then $\beta'_v = \beta'_\text{max} - \epsilon$, where $\beta'_\text{max} = \max_{u \in \text{child}(v)} \beta'_u$ is the maximal $\beta'$ of all the children of $v$. This also implies that $\beta'_u \leq \beta'_v + \epsilon$.

- **Claim 19.** For every node $v$ in the protocol tree, it holds that $\beta'_v \geq \alpha'_v$.

**Proof.** The proof is by induction from the leaves to the root. For any leaf $v$, it holds that $\beta'_v = \alpha'_v$ by definition, and in particular $\beta'_v \geq \alpha'_v$. Suppose that $\beta'_v \geq \alpha'_v$ holds for every node $v$ in layer $d+1$ and we prove that it holds for every node in layer $d$.

To this end, fix any node $v$ in layer $d$. Suppose that its $L$ children (in layer $d+1$) are associated with values $\{(\alpha'_i, \beta'_i)\}_{i=1}^{L}$, and denote
\[
\alpha'_\text{avg} \triangleq \frac{1}{L} \sum_{i=1}^{L} \alpha'_i \quad \text{and} \quad \beta'_\text{avg} \triangleq \frac{1}{L} \sum_{i=1}^{L} \beta'_i.
\]

The induction assumption implies that $\beta'_\text{avg} \geq \alpha'_\text{avg}$. This, together with Claim 17, implies that
\[
\beta'_v \geq \beta'_\text{avg} \geq \alpha'_\text{avg} \geq \alpha'_v,
\]
as desired.

**Proof of Claim 16.** We first show that for every $i \in I_2$,
\[
\beta'_{v_{i+1}} - \alpha'_{v_{i+1}} \leq (\beta'_v - \alpha'_v) - \epsilon \cdot (\log n - 1).
\]
Fix any \( v_i \in V_2 \). By definition of \( V_2 \), there exists a child \( u \in \text{child}(v_i) \) such that

\[
|\alpha'_u - \alpha'_{v_i}| \geq \epsilon \cdot \log n \quad \text{or} \quad |\beta'_u - \beta'_{v_i}| \geq \epsilon \cdot \log n.
\]

Claim 18 implies that there exists a child \( u \in \text{child}(v_i) \) such that

\[
\alpha'_u \geq \alpha'_{v_i} + \epsilon \cdot \log n \quad \text{or} \quad \beta'_u \leq \beta'_{v_i} - \epsilon \cdot \log n.
\]

For concreteness, suppose that \( \alpha'_u \geq \alpha'_{v_i} + \epsilon \cdot \log n \) (the proof for \( \beta'_u \leq \beta'_{v_i} - \epsilon \cdot \log n \) is analogous). Claim 18 implies that \( \beta'_u \leq \beta'_{v_i} + \epsilon \). These two inequalities imply that

\[
\beta'_u - \alpha'_u \leq \beta'_{v_i} + \epsilon - \alpha'_{v_i} - \epsilon \cdot \log n = (\beta'_{v_i} - \alpha'_{v_i}) - \epsilon \cdot (\log n - 1).
\]

This implies Inequality (5), since \( v_{i+1} \) was chosen to minimize the value of \( \beta'_{v_{i+1}} - \alpha'_{v_{i+1}} \).

Inequality (5) implies that, with overwhelming probability,

\[
|I_2| \cdot \epsilon \cdot (\log n - 1) \leq \sum_{i \in I_2} (\beta'_{v_i} - \alpha'_{v_i}) - (\beta'_{v_{i+1}} - \alpha'_{v_{i+1}})
\]

\[
\leq \sum_{i \in I_2} (\beta'_{v_i} - \alpha'_{v_i}) - (\beta'_{v_{i+1}} - \alpha'_{v_{i+1}}) + \sum_{i \in I_1} (\beta'_{v_i} - \alpha'_{v_i}) - (\beta'_{v_{i+1}} - \alpha'_{v_{i+1}}) + 1
\]

\[
= (\beta'_{\text{root}} - \alpha'_{\text{root}}) - (\beta'_{v_n} - \alpha'_{v_n}) + 1 \leq 2,
\]

where the first inequality follows by Equation (5) and summing over all \( i \in I_2 \), the second inequality follows by Claim 15, and the last inequality follows by our assumption that \( \alpha'_{\text{root}} > c \) and \( \beta'_{\text{root}} < 1 - c \) together with Claim 19.

Note that Claim 18 implies that for every \( i \in [n] \), it holds that \( X_i \geq -\epsilon \) and \( Y_i \leq \epsilon \). This, together with Equation (6), implies that

\[
\sum_{i \in I_2} X_i \geq -\epsilon \cdot |I_2| \geq -\frac{2}{\log n - 1} \quad \text{and} \quad \sum_{i \in I_2} Y_i \leq \epsilon \cdot |I_2| \leq \frac{2}{\log n - 1},
\]

as desired. ▶
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It is a well known fact that sequential algorithms which exhibit a strong "local" nature can be adapted to the distributed setting given a legal graph coloring. The running time of the distributed algorithm will then be at least the number of colors. Surprisingly, this well known idea was never formally stated as a unified framework. In this paper we aim to define a robust family of local sequential algorithms which can be easily adapted to the distributed setting. We then develop new tools to further enhance these algorithms, achieving state of the art results for fundamental problems.

We define a simple class of greedy-like algorithms which we call orderless-local algorithms. We show that given a legal $c$-coloring of the graph, every algorithm in this family can be converted into a distributed algorithm running in $O(c)$ communication rounds in the CONGEST model. We show that this family is indeed robust as both the method of conditional expectations and the unconstrained submodular maximization algorithm of Buchbinder et al. [10] can be expressed as orderless-local algorithms for local utility functions – Utility functions which have a strong local nature to them.

We use the above algorithms as a base for new distributed approximation algorithms for the weighted variants of some fundamental problems: Max $k$-Cut, Max-DiCut, Max 2-SAT and correlation clustering. We develop algorithms which have the same approximation guarantees as their sequential counterparts, up to a constant additive $\epsilon$ factor, while achieving an $O(\log^* n)$ running time for deterministic algorithms and $O(\epsilon^{-1})$ running time for randomized ones. This improves exponentially upon the currently best known algorithms.
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Table 1  Summary of our results for the CONGEST model (\(\tilde{O}\) hides factors polylogarithmic in \(\Delta\)). (*) General graphs, max-agree (†) Unweighted graphs, only Max-Cut \((k = 2)\).

<table>
<thead>
<tr>
<th>Problem</th>
<th>Our Approx.</th>
<th>Our Time</th>
<th>Prev Approx.</th>
<th>Prev Time</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted Correlation-Clustering*</td>
<td>1/2 - (\epsilon)</td>
<td>(O(\log^* n))</td>
<td>-</td>
<td>-</td>
<td>det.</td>
</tr>
<tr>
<td>Weighted Max (k)-Cut</td>
<td>1 - 1/(k) - (\epsilon)</td>
<td>(O(\log^* n))</td>
<td>1/2 [12]†</td>
<td>(\tilde{O}(\Delta + \log^* n))</td>
<td>det.</td>
</tr>
<tr>
<td>Weighted Max-Dicut</td>
<td>1/3 - (\epsilon)</td>
<td>(O(\log^* n))</td>
<td>1/3 [12]†</td>
<td>(\tilde{O}(\Delta + \log^* n))</td>
<td>det.</td>
</tr>
<tr>
<td>Weighted Max-Dicut</td>
<td>1/2 - (\epsilon)</td>
<td>(O(\epsilon^{-1}))</td>
<td>1/2 [12]†</td>
<td>(\tilde{O}(\Delta + \log^* n))</td>
<td>rand.</td>
</tr>
<tr>
<td>Weighted Max 2-SAT</td>
<td>3/4 - (\epsilon)</td>
<td>(O(\epsilon^{-1}))</td>
<td>-</td>
<td>-</td>
<td>rand.</td>
</tr>
</tbody>
</table>

1 Introduction

A large part of research in the distributed environment aims to develop fast distributed algorithms for problems which have already been studied in the sequential setting. Ideally, we would like to use the power of the distributed environment to achieve a substantial improvement in the running time over the sequential algorithm, and indeed, for many problems distributed algorithms achieve an exponential improvement over the sequential case. One approach to designing distributed algorithms is using the sequential algorithm as a natural starting point [5–7,12,18], then certain adjustments are made for the distributed environment in order to achieve a faster running time.

There is a well known folklore in distributed computing, which roughly says that if a sequential graph algorithm works by traversing nodes in any order (perhaps adversarial), and for every node makes a local decision, then given a legal \(c\)-coloring of the graph, the algorithm can be adapted to the distributed setting by going over all color classes, and for each executing all nodes in the class simultaneously. Surprisingly, there is no formal framework describing the above. In this paper we provide such a framework for a specific class of algorithms (defined later).

We note that for general graphs a legal coloring may require at least \(\Delta + 1\) colors, where \(\Delta\) is the maximal degree of the graph. Using the above framework we aim to answer the following question: Are there certain classes of algorithms where using the above can result in a running time sublinear in \(\Delta\)? We show that for certain approximation problems the answer is quite surprising, as we are able to achieve an almost constant running time!

More precisely, we show that for the problems of Max \(k\)-Cut, Max-DiCut, Max 2-SAT and correlation clustering we can adapt the sequential algorithm to these problems in such a way that the running time is \(O(\log^* n)\) rounds for deterministic algorithms and \(O(\epsilon^2)\) for randomized ones, while losing only an additive \(\epsilon\)-factor in the approximation ratio. For the problems of Max-Cut and Max-DiCut this greatly improves upon the previous best known results, which required a number of rounds linear in \(\Delta\). A summary of our results appears in Table 1.

1.1 Tools and results

In this paper we focus our attention on approximation algorithms for unconstrained optimization problems on graphs. We are given some graph \(G(V, E)\), where each vertex \(v\) is assigned a variable \(X_v\) taking values in some set \(A\). We aim to maximize some utility function \(f\) over these variables (For a formal definition see Section 2). Our distributed model is the CONGEST model of distributed computation, where the network is represented by a graph, s.t nodes are computational units and edges are communication links. Nodes communicate in
synchronous communication rounds, where at each round a node sends and receives messages from all of its neighbors. In the CONGEST model the size of messages sent between nodes is limited to $O(\log n)$ bits, where $|V| = n$. This is more restrictive than the LOCAL model, where message size is unbounded. Our complexity measure is the number of communication rounds of the algorithm.

Adapting a sequential algorithm of the type we describe above to the distributed setting, means we wish each node $v$ in the communication graph to output an assignment to $X_v$ such that the approximation guarantee is close to that of the sequential algorithm, while minimizing the number of communication rounds of the distributed algorithm. Our goal is to formally define a family of sequential algorithms which can be easily converted to distributed algorithms, and then develop tools to allow these algorithms to run exponentially faster, while achieving almost the same approximation ratio. To achieve this we focus our attention on a family of sequential algorithms which exhibit a very strong local nature.

We define a family of utility functions, which we call local utility functions (Formally defined in Section 2). We say that a utility function $f$ is a local utility function, if the change to the value of the function upon setting one variable $X_v$ can be computed locally. Intuitively, while optimizing a general utility function in the distributed setting might be difficult for global functions, the local nature of the family of local utility functions makes it a perfect candidate.

We focus on adapting a large family of, potentially randomized, local algorithms to the distributed setting. We consider orderless-local algorithms - algorithms that can traverse the variables in any order and in each iteration apply some local function to decide the value of the variable. By local we mean that the decision only depends on the local environment of the node in the graph, the variables of nodes adjacent to that variable and some randomness only used by that node. This is similar to the family of Priority algorithms first defined in [9]. The goal of [9] was to formally define the notion of a greedy algorithm, and then to explore the limits of these algorithms. Our definition is similar (and can be expressed as a special case of priority algorithms), but the goal is different. While [9] aims to prove lower bounds, we provide some sufficient conditions that allow us to easily transform local sequential algorithms into fast distributed algorithms.

Our definitions are also similar to the SLOCAL model [21], which also shows that sequential algorithms which traverse the graph vertices in any order and make local decisions can be adapted to the distributed LOCAL model in poly logarithmic rounds using randomization. While the results of [21] are much more broad, our transformation does not require any randomization and works in the CONGEST model. Finally, we should also mention the field of local computation algorithms [35] whose aim is developing efficient local sequential algorithms. We refer the reader to an excellent survey by Levi and Medina [30].

One might expect that due to the locality of this family of algorithms it can be distributed if the graph is provided with a legal coloring. The distributed algorithm goes over the color classes one after another and executes all nodes in the color class simultaneously. This solves any conflicts that may occur form executing two neighboring nodes, while the orderless property guarantees that this execution is valid. In a sense this argument was already used for specific algorithm (Coloring to MIS [32], MaxIS of [5], Max-Cut of [12]). We provide a more general result, using this classical argument. Specifically, we show that given a legal $r$-coloring, any orderless-local algorithm can be distributed in $O(r)$-communication rounds in the CONGEST model.

To show that this definition is indeed robust, we show two general applications. The first is adapting the method of conditional expectations (Formally defined in Section 2)
Adapting Local Sequential Algorithms to the Distributed Setting

This method is inherently sequential, but we show that if the utility function optimized is a local utility function, then the algorithm is an orderless-local algorithm. A classical application of this technique is for Max $k$-cut, where an $(1 - 1/k)$-approximation is achieved when every node chooses a cut side at random. This can be derandomized using the method of conditional expectations, and adapted to the distributed setting, as the cut function is a local utility function. We note that the same exact approach results in a $(1/2 - \epsilon)$-approximation for max-agree correlation clustering on general graphs (see Section 2 for a definition). Because the tools used for Max-Cut directly translate to correlation clustering, we focus on Max-Cut for the rest of the paper, and only mention correlation clustering at the very end.

The second application is the unconstrained submodular maximization algorithms of [10], where a deterministic $1/3$-approximation and a randomized expected $1/2$-approximation algorithms are presented. We show that both are orderless-local algorithms when provided with a local utility function. This can be applied to the problem of Max-DiCut, as it is an unconstrained submodular function, and also a local utility function. The algorithms of [10] were already adapted to the distributed setting for the specific problem of Max-DiCut by [12] using similar ideas. The main benefit of our definition is the convenience and generality of adapting these algorithms without the need to consider their analysis or reprove correctness. We conclude that the family of orderless-local algorithms indeed contains robust algorithms for fundamental problems, and especially the method of conditional expectations.

At the time this paper was first made public, there was no distributed equivalent for the method of conditional expectations. We have since learned that, independently and simultaneously, an adaptation of the method of conditional expectations to the distributed setting was also presented in [20]. Their results show how the method of conditional expectations combined with a legal coloring can be used to convert any randomized LOCAL $r$-round algorithm for a locally checkable problem to a deterministic one, running in $O(\Delta^{O(r)} + O(r \log^* n))$. This is done via a transformation to an SLOCAL algorithm, where the derandomization is applied and then transforming back to a LOCAL algorithm.

Although not stated for the CONGEST model, we believe it to be the case that when $r = 1$ their application of the method of conditional expectations works in the CONGEST, and is equivalent to our results. Another difference apart from the different model of communication, is that they focus on derandomizing locally checkable problems, while we focus on local utility functions. These two families of problems are different, as the approximation guaranteed for a certain local utility function need not be locally checkable. This last point highlights the different goal of the two papers. While [20] skillfully show that a large family of LOCAL algorithm can be derandomized, we aim to adapt sequential algorithm to the distributed setting while achieving as fast of a running time as possible in the more restrictive CONGEST model – hence we focus on local utility function which capture the locality of the optimization process.

Next, we wish to consider the running time of these algorithms. Recall that we expressed the running time of orderless local algorithms in terms of the colors of some legal coloring for the graph. For a general graph, we cannot hope for a legal coloring using less than $\Delta + 1$, where $\Delta$ is the maximum degree in the graph. This means that using the distributed version of an orderless-local algorithm unchanged will have a running time linear in $\Delta$. We show how

1 They actually show that the running time is either $O(\Delta^{O(r)} + O(r \log^* n))$ or $r \cdot 2^{O(\sqrt{\log n})}$, achieving the latter via network decomposition. We focus on the first bound, as the second is less relevant for the comparison which follows.
to overcome this obstacle for Max $k$-Cut and Max-DiCut. The general idea is to compute a defective coloring of the graph which uses few colors, drop all monochromatic edges, and call the algorithm for the new graph which now has a legal coloring.

A key tool in our algorithms is a new type of defective coloring we call a weighted $\epsilon$-defective coloring. The classical defective coloring allows each vertex to have at most $d$ monochromatic edges, for some defect parameter $d$. We consider positively edge weighted graphs and require a weighted fractional defect - for every vertex the total weight of monochromatic edges is at most an $\epsilon$-fraction of the total weight of all edges of that vertex. We show that a weighted $\epsilon$-defective coloring using $O(\epsilon^{-2})$ colors can be computed deterministically in $O(\log^* n)$ rounds using the defective coloring algorithm of [29]. The classical algorithm of Kuhn was found useful in the adaptation of sequential algorithms to the distributed setting [17,21], thus its effectiveness for weighted $\epsilon$-defective coloring might be of further use.

Although we cannot guarantee a legal coloring with a small number of colors for any graph $G(V,E,w)$, we may remove some subset of $E$ which will result in a new graph $G'$ with a low chromatic number. We wish to do so while not decreasing the total sum of edge weights in $G'$, which we prove guarantees the approximation will only be mildly affected for our cut problems. Formally, we show that if we only decrease the total edge weight by an $\epsilon$-fraction, we will incur an additive $\epsilon$-loss in the approximation ratio of the cut algorithms for $G$. For the randomized algorithm this is easy, simply color each vertex randomly with a color in $[\lceil \epsilon^{-1} \rceil]$ and drop all monochromatic edges. For the deterministic case, we execute our weighted $\epsilon$-defective coloring algorithm, and then remove all monochromatic edges. We then execute the relevant cut algorithm on the resulting graph $G'$ which now has a legal coloring, using a small number of colors. The above results in extremely fast approximation algorithms for weighted Max $k$-Cut and weighted Max-DiCut, while having almost the same approximation ratio as their sequential counterpart.

Finally, our techniques can also be applied to the problem of weighted Max 2-SAT. To do so we may use the randomized expected $3/4$-approximation algorithm presented in [34]. It is based on the algorithm of [10], and thus is almost identical to the unconstrained submodular maximization algorithm. Because the techniques we use are very similar to the above, we defer the entire proof to the full version of the paper.2

1.2 Previous research

Cut problems: An excellent overview of the Max-Cut and Max-DiCut problems appears in [12], which we follow in this section. Computing Max-Cut exactly is NP-hard as shown by Karp [27] for the weighted version, and by [19] for the unweighted case. As for approximations, it is impossible to improve upon a 16/17-approximation for Max-Cut and a 12/13-approximation for Max-DiCut unless $P = NP$ [24,38]. If every node chooses a cut side randomly, an expected 1/2-approximation for Max-Cut, a 1/4-approximation for Max-DiCut and a $(1 - 1/k)$-approximation is achieved. This can be derandomized using the method of conditional expectations. In the breakthrough paper of Goemans and Williamson [23] a 0.878-approximation is achieved using semidefinite programming. This is optimal under the unique games conjecture [28]. In the same paper a 0.796-approximation for Max-DiCut was presented. This was later improved to 0.863 in [MatsuuraM01]. Other results using different techniques are presented in [26,37].

---

2 The full version can be found here: https://arxiv.org/abs/1711.10155.
In the distributed setting the problem has not received much attention. A node may choose a cut side at random, achieving the same guarantees as above in constant time. In [25] a distributed algorithm for \(d\)-regular triangle free graphs achieves a \((1/2 + 0.28125/\sqrt{d})\)-approximation ratio in a single communication round is presented. The only results for general graphs in the distributed setting is due to [12]. In the CONGEST model they present a deterministic 1/2-approximation for Max-Cut, a deterministic 1/3-approximation for Max-DiCut, and a randomized expected 1/2 approximation for Max-DiCut running in \(\tilde{O}(\Delta + \log^* n)\) communication rounds. The results for Max-DiCut follow from adapting the unconstrained submodular maximization algorithm of [10] to the distributed setting. Better results are presented for the LOCAL model; we refer the reader to [12] for the full details. Recently, a lower bound of \(O(1/\epsilon)\)-rounds in the LOCAL model for any (even randomized) \((1 - \epsilon)\)-approximation algorithm for Max-Cut and Max-DiCut was presented in [8].

**Max 2-SAT:** The decision version of Max 2-SAT is NP-complete [19], and there exist several approximation algorithms [16,23,31,33], of which currently the best known approximation ratio is 0.9401 [31]. In [3] it is shown that assuming the unique games conjecture, the approximation factor of [31] cannot be improved. Assuming only that \(P \neq NP\) it cannot be approximated to within a 21/22-factor [24]. To the best of our knowledge the problem of Max 2-SAT (or Max-SAT) was not studied in the distributed model.

**Correlation clustering:** An excellent overview of correlation clustering (see Section 2 for a definition) appears in [1], which we follow in this section. Correlation clustering was first defined by [4]. Solving the problem exactly is NP-Hard, thus we are left with designing approximation algorithms for the problem, here one can try to approximate max-agree or min-disagree. If the graph is a clique, there exists a PTAS for max-agree [4,22], and a 2.06-approximation for max-disagree [14]. For general (even weighted) graphs there exists a 0.7666-approximation for max-agree [13,36], and an \(O(\log n)\)-approximation for min-disagree [15]. A trivial 1/2-approximation for max-agree on general graphs can be achieved by considering putting every node in a separate cluster, then considering putting all nodes in a single cluster, and taking the more profitable of the two.

In the distributed setting little is known about correlation clustering. In [11] a dynamic distributed MIS algorithm is provided, it is stated that this achieves a 3-approximation for min-disagree correlation clustering as it simulates the classical algorithm of Ailon et al. [2]. We note that the algorithm of Ailon et al. assumes the graph to be a clique, thus the above result is limited to complete graphs where the edges of the communication graph are taken to be the positive edges, and the non-edges are taken as the negative edges (as indeed for general graphs, the problem is APX-Hard, and difficult to approximate better than \(\Theta(\log n)\) [15]). We also note that using only two clusters, where each node chooses a cluster at random, guarantees an expected 1/2-approximation for max-agree on weighted general graphs. We derandomize this approach in this paper.

**2 Preliminaries**

**Sequential algorithms:** The main goal of this paper is converting (local) sequential graph algorithms for unconstrained maximization (or minimization) to distributed graph algorithms. Let us first define formally this family of algorithms. The sequential algorithm receives as input a graph \(G = (V,E)\), we associate each vertex \(v\in V\) with a variable \(X_v\), taking values in some finite set \(A\). The algorithm outputs a set of assignments \(X = \{X_v = \alpha_v\}\). The goal of
the algorithms is to maximize some utility function \( f(G, \overline{X}) \) taking in a graph and the set of assignments and outputting some value in \( \mathbb{R} \). For simplicity we assume that the order of the variables in \( \overline{X} \) does not affect \( f \), so we use a set notation instead of a vector notation. We somewhat abuse notation, and when assigning a variable we write \( \overline{X} \cup \{ X_v = \alpha \} \), meaning that any other assignment to \( X_v \) is removed from the set \( \overline{X} \). We also omit \( G \) as a parameter when it is clear from context.

When considering randomized algorithms we assume the algorithm takes in a vector of random bits denoted by \( \vec{r} \). This way of representing random algorithms is identical to having the algorithm generate random coins, and we use these two definitions interchangeably. The randomized algorithm aims to maximize the expectation of \( f \), where the expectation is taken over the random bits of the algorithm.

**Max \( k \)-Cut, Max-DiCut:** In this paper we provide fast distributed approximation algorithms to some fundamental problems, which we now define formally. In the Max \( k \)-Cut problem we wish to divide the vertices into \( k \) disjoint sets, such that the weight of edges between different sets is maximized. In the Max-DiCut problem the edges are directed and we wish to divide the nodes into two disjoint sets, denoted \( A, B \), such that the weight of edges directed from \( A \) to \( B \) is maximized.

**Max 2-SAT:** In the Max 2-SAT problem we are given a set of unique weighted clauses over some set of variables, where each clause contains at most two literals. Our goal is to maximize the weight of satisfied clauses. This problem is more general than the cut problems, so we must define what it means in the distributed context. First, the variables will be node variables as defined before. Second, each node knows all of the clauses it appears in as a literal.

**Correlation clustering:** We are given an edge weighted graph \( G(V, E, w) \), such that each edge is also assigned a value from \( \{+, -\} \) (referred to positive and negative edges). Given some partition, \( C \), of the graph into disjoint clusters, we say that an edge agrees with \( C \) if it is positive and both endpoints are in the same cluster, or it is negative, and its endpoints are in different clusters. Otherwise we say it disagrees with \( C \). We aim to find a partition \( C \), using any number of clusters, such that the weight of edges that agree with \( C \) (agreements) is maximized (max-agree), or equivalently the weight of edges that disagree with \( C \) is minimized (min-disagree).

The problem is usually expressed as an LP using edge variables, where each variable indicates whether the nodes are in the same cluster. This allows a solution to use any number of clusters. In this paper we only aim to achieve a \((1/2 - \epsilon)\)-approximation for the problem. This can be done rather simply without employing the full power of correlation clustering. Specifically, two clusters are enough for our case as we show that we can deterministically achieve \((1/2 - \epsilon)|E| \) agreements which results in the desired approximation ratio.

**Local utility functions:** We are interested in a type of utility function which we call a local utility function. Before we continue with the definition let us define an operator on assignments \( \overline{X} \), we define \( L_v[\overline{X}] = \{ \{ X_u = \alpha_u \} \in \overline{X} \mid u \in N(v) \} \). For convenience, when we pass \( L_v[\overline{X}] \) as parameter to a function, we assume that the function also receives the 1-hop neighborhood of \( v \) which we do not write explicitly. We say that a utility function \( f \), as defined above, is a local utility function if for every \( v \) there exists a function \( g_v \) s.t \( f(\overline{X} \cup \{ X_v = \alpha \}) - f(\overline{X} \cup \{ X_v = \alpha' \}) = g_v(L_v[\overline{X}], \alpha, \alpha') \). That is, to compute the change
in the utility function which is caused by changing $X_v$ from $\alpha'$ to $\alpha$, we only need to know the immediate neighborhood of $v$, and the assignment to neighboring node variables. We note that for the cut problems considered in this paper the utility functions are indeed local utility functions. This is proven in the following Lemma:

**Lemma 1.** The utility functions for Max $k$-Cut, Max-DiCut and max-agree correlation clustering with 2 clusters are local utility functions.

**Proof.** The utility functions for Max $k$-Cut is given by $f(\overline{X}) = \sum_{e=(u,v) \in E} w(e) \cdot X_v \oplus X_u$ where $X_v \oplus X_u = 0$ if $X_v = X_u$ and 1 otherwise. Thus, if we fix some $v$ it holds that

$$f(\overline{X} \cup \{X_v = \alpha\}) - f(\overline{X} \cup \{X_v = \alpha'\})$$

$$= \sum_{e=(v,u) \in E} w(e) \cdot \alpha' \oplus X_u - \sum_{e=(v,u) \in E} w(e) \cdot \alpha \oplus X_u$$

$$= \sum_{e=(v,u) \in E} w(e) \cdot (\alpha' \oplus X_u - \alpha \oplus X_u) \triangleq g_v(L_v[\overline{X}], \alpha', \alpha)$$

Because the final sum only depends on vertices $u \in N(v)$, the last equality defines the local function equivalent to the difference, and we are done.

For the problem of Max-DiCut the utility functions is given by $f(\overline{X}) = \sum_{e=(v,u) \in E} w(e) \cdot X_v \land (1 - X_u)$, and for max-agree correlation clustering with 2 clusters the utility function is given by $f(\overline{X}) = \sum_{e=(v,u) \in E} w(e) \cdot (1 - X_v \oplus X_u) + \sum_{e=(v,u) \in E} w(e) \cdot X_v \oplus X_u$ ($E^+$, $E^-$ are the positive and negative edges, respectively), and the proof is exactly the same. ▶

**Submodular functions:** A family of functions that will be of interest in this paper is the family of submodular functions. A function $f : \{0, 1\}^\Omega \rightarrow \mathbb{R}$ is called a set function, with ground set $\Omega$. It is said to be submodular if for every $S, T \subseteq \Omega$ it holds that $f(S) + f(T) \geq f(S \cup T) + f(S \cap T)$. The functions we are interested in have $V$ as their ground set, thus we remain with our original notation, setting $A = \{0, 1\}$ and having $f$ take in a set of binary assignments $\overline{X}$ as a parameter.

**The method of conditional expectations:** Next, we consider the method of conditional expectations. Let $A$ be some set and $f : A^n \rightarrow \mathbb{R}$, next let $\overline{X} = (X_1, ..., X_n)$ be a vector of random variables taking values in $A$. We wish to be consistent with the previous notation, thus we treat $\overline{X}$ as a set of assignments. If $E[f(\overline{X})] \geq \beta$, then there is an assignment of values $Z = \{X_i = \alpha_i\}_{i=1}^n$ such that $f(Z) \geq \beta$. We describe how to find the vector $Z$. We first note that from the law of total expectation it holds that $E[f(\overline{X})] = \sum_{\alpha \in A} E[f(\overline{X}) \mid X_1 = \alpha] P[\alpha]$, and therefore for at least some $\alpha \in A$ it holds that $E[f(\overline{X}) \mid X_1 = \alpha] \geq \beta$. We set this value to be $\alpha_1$. We then repeat this process for the rest of the values in $\overline{X}$, which results in the set $Z$. In order for this method to work we need it to be possible to compute the conditional expectation of $f(\overline{X})$.

**Graph coloring:** A c-coloring for $G(V, E)$ is defined as a function $\varphi : V \rightarrow \mathcal{C}$. For simplicity we treat any set $\mathcal{C}$ of size $c$ with some ordering as the set of integers $[c]$. This simplifies things as we can always consider $\varphi(v) \pm 1$, which is very convenient. We say that a coloring

---

3 This point is critical, and this computation is not simple in many cases. In our case we also need this computation to be done locally at every nodes. We apply this technique to Max-Cut, which meets all of these demands.
In this paper we define a new kind of defective coloring which we call a weighted $\epsilon$-defective coloring. Given a positively edge weighted graph and any coloring, for every vertex we denote by $E_m(v)$ its monochromatic edges. Define its weighted defect as $\text{defect}_w(v) = \sum_{e=(u,v) \in E_m(v)} w(e)$. We aim to find a coloring such that for every $v$, the defect for every $v$ is below $\epsilon w(v) = \epsilon \sum_{v \in e} w(e)$. We show that the algorithm of Kuhn actually computes a weighted $\epsilon$-defective $O(\epsilon^{-2})$-coloring. We state the following theorem (As the analysis is rather similar to the original analysis of Kuhn, the proof is deferred to the full version):

\begin{itemize}
    \item \textbf{Theorem 2.} For any constant $\epsilon \in (0, 1/e)$ a weighted $\epsilon$-defective $O(\epsilon^{-2})$-coloring can be computed deterministically in $O(\log^* n)$ rounds in the CONGEST model.
\end{itemize}

### 3 Orderless-local algorithms

Next we turn our attention to a large family of (potentially randomized) greedy algorithms. We limit ourselves to graph algorithms s.t every node $v$ has a variable $X_v$ taking values in some set $A$. We aim to maximize some global utility function $f(X)$. We focus on a class of algorithms we call orderless-local algorithms. These are greedy-like algorithms which may traverse the vertices in any order, and at each step decide upon a value for $X_v$. This decision is local, meaning that it only depends on the 1-hop topology of $v$ and the values of neighboring variables. The decision may be random, but each variable has its own random bits, keeping the decision process local.

The code for a generic algorithm of this family is given in Algorithm 1. The algorithm first initiates the vertex variables. Next it traverses the variables in some order $\pi : V \rightarrow [n]$. Each $X_v$ is assigned a value according to some function $\text{decide}$, which only depends on $L_v[X]$ at the time of the assignment and some random bits $\vec{r}_v$ which are only used to set the value for that variable. Finally the assignment to the variables is returned. We are guaranteed that the expected value of $f$ is at least $\beta(G)$ for any, potentially adversarial, ordering $\pi$ of the variables. Formally, $E[\beta(G, \vec{r}, \pi)] \geq \beta(G)$.

We show that this family of algorithms can be easily distributed using coloring, s.t the running time of the distributed version depends on the number of colors. The distributed version, OLDist, is presented as Algorithm 2. The variables are all initiated as in the sequential version, and then the color classes are executed sequentially, while in each color class the nodes execute $\text{decide}$ simultaneously, and send the newly assigned value to all neighbors. Decide does not communicate with the neighbors, so the algorithm finishes in $O(c)$ rounds.
Algorithm 2: $\text{OLDist}(G, \vec{r}, \varphi)$.

\begin{algorithmic}[1]
\State $\forall v \in V, X_v = \text{init}(L_v[X])$
\For{$i$ from 1 to $c$}
\ForEach{$v \text{ s.t } \varphi(v) = i$ simultaneously}
\State $X_v[i] = \text{decide}(L_v[X], r_i)$
\State Send $X_v$ to neighbors
\EndFor
\EndFor
\State $\text{return } X$
\end{algorithmic}

It is easy to see that given the same randomness both the sequential and distributed algorithms output the same result, this is because all decisions of the distributed algorithm only depend on the 1-hop environment of a vertex, and we are provided with a legal coloring. Thus, one round of the distributed algorithm is equivalent to many steps of the sequential algorithm. We prove the following lemma:

Lemma 3. For any graph $G$ with a legal coloring $\varphi$, there exists an order $\pi$ on the variables s.t it holds that $\text{OL}(G, \vec{r}, \pi) = \text{OLDist}(G, \vec{r}, \pi)$ for any $\vec{r}$.

Proof. We prove the claim by induction on the executions of color classes by the distributed algorithm. We note that the execution of the distributed algorithm defines an order on the variables. Let us consider the $i$-th color class. Let us denote these variables as $\{X_{v_j}\}_{j=1}^k$, assigning some arbitrary order within the class. The ordering we analyze for the sequential algorithm would be $\pi(v_j) = (\varphi(v), j)$. Now both the distributed and sequential algorithms follow the same order of color classes, thus we allow ourselves to talk about the sequential algorithm finishing an execution of a color class.

Let $Y_i$ be the assignments to all variables of the distributed algorithm after the $i$-th color class finishes execution. And let $Y'_i$ be the assignments made by the sequential algorithm following $\pi$ until all variable in the $i$-th color class are assigned. Both algorithms initiate the variables identically, so it holds that $Y_0 = Y'_0$. Assume that it holds that $Y_{i-1} = Y'_{i-1}$. The coloring is legal, so for any $X_{v_i}, X_{v_i}$ s.t $\varphi(u) = \varphi(v) = i$ it holds that $N(v) \cap u = \emptyset$. Thus, when assigning $v$, its neighborhood is not affected by any other assignments done in the color class, so the randomness is identical for both algorithms, and using the induction hypothesis all assignments up until this color class were identical. Thus, for all variables in this color class $\text{decide}$ will be executed with the same parameters for both the distributed and sequential algorithms, and all assignments will be identical.

Finally we show that for any graph $G$ with a legal coloring $\varphi$, it holds that

$$E_{\vec{r}}[f(\text{OLDist}(G, \vec{r}, \varphi))] \geq \beta(G).$$

We know from Lemma 3 that for any coloring $\varphi$ there exists an ordering $\pi$ s.t $\text{OL}(G, \vec{r}, \pi) = \text{OLDist}(G, \vec{r}, \varphi)$ for any $\vec{r}$. The proof is direct from here:

$$E_{\vec{r}}[f(\text{OLDist}(G, \vec{r}, \varphi))] = \sum_{\vec{r}} \Pr[\vec{r}]f(\text{OLDist}(G, \vec{r}, \varphi))$$

$$= \sum_{\vec{r}} \Pr[\vec{r}]f(\text{OL}(G, \vec{r}, \pi)) = E_{\vec{r}}[f(\text{OL}(G, \vec{r}, \pi))] \geq \beta(G)$$
Algorithm 3: CondExpSeq($G$).

1. $\forall v \in V, X_v = \emptyset$
2. Order the variables according to any order: $v_1, v_2, \ldots, v_n$
3. for $i$ from 1 to $n$ do $X_{v_i} = \arg\max_{\alpha} E[f(\overline{X}) \mid Y, X_{v_i} = \alpha] - E[f(\overline{X}) \mid Y]$
4. Return $\overline{X}$

We conclude that any orderless-local algorithm can be distributed, achieving the same performance guarantee on $f$, and requiring $O(c)$ communication rounds to finish, given a legal $c$-coloring. We state the following theorem:

**Theorem 4.** Given some utility function $f$, any sequential orderless-local algorithm for which it holds that $E[\|f(OL(G, r, \pi))\|] \geq \beta(G)$, can be converted into a distributed algorithm for which it holds that $E[\|f(OLDist(G, r, \varphi))\|] \geq \beta(G)$, where $\varphi$ is a legal $c$-coloring of the graph. The running time of the distributed algorithm is $O(c)$ communication rounds.

### 3.1 Distributed derandomization

We consider the method of conditional expectations in the distributed case for some local utility function $f(G, \overline{X})$, as defined in the preliminaries. Assume that the value of every $X_v$ is set independently at random according to some distribution on $A$ which depends only on the 1-hop neighborhood of $v$. We are guaranteed that $\forall G, E[f(G, \overline{X})] \geq \beta(G)$. Thus in the sequential setting we may use the method of conditional expectations to compute a deterministic assignment to the variables with the same guarantee. We show that because $f$ is a local utility function, the method of conditional expectations applied on $f$ is an orderless-local algorithm, and thus can be distributed.

Initially all variables are initiated to some value $\emptyset \notin A$, meaning the variable is unassigned. Let $Y = \{X_u = \alpha_u \mid u \in U \subseteq V\}$ be some partial assignment to the variables. The method of conditional expectations goes over the variables in any order, and in each iteration sets $X_{v_i} = \arg\max_{\alpha} E\{f(\overline{X}) \mid Y, X_{v_i} = \alpha\}$. This is equivalent to $\arg\max_{\alpha} \{E[f(\overline{X}) \mid Y, X_{v_i} = \alpha] - E[f(\overline{X}) \mid Y]\}$, as the subtracted term is just a constant. With this in mind, we present the pseudo code for the method of conditional expectations in Algorithm 3.

To show that Algorithm 3 is an orderless-local algorithm we only need to show that $\arg\max_{\alpha} E[f(\overline{X}) \mid Y, X_v = \alpha] - E[f(\overline{X}) \mid Y]$ can be computed locally for any $v$. We state the following lemma, followed by the main theorem for this section.

**Lemma 5.** The value $\arg\max_{\alpha} E[f(\overline{X}) \mid Y, X_v = \alpha] - E[f(\overline{X}) \mid Y]$ can be computed locally.

**Proof.** It holds that:

$$E[f(\overline{X}) \mid Y, X_v = \alpha] - E[f(\overline{X}) \mid Y] = \sum_{\alpha \in A} E[f(\overline{X}) \mid Y, X_v = \alpha] Pr[X_v = \alpha] - \sum_{\alpha \in A} E[f(\overline{X}) \mid Y, X_v = \alpha] Pr[X_v = \alpha]$$

$$= \sum_{\alpha \in A} Pr[X_v = \alpha] (E[f(\overline{X}) \mid Y, X_v = \alpha] - E[f(\overline{X}) \mid Y, X_v = \alpha])$$

Where the first equality is due to the law of total expectation and the fact that $\sum_{\alpha \in A} Pr[X_v = \alpha] = 1$. The probability of assigning $X_v$ to some value can be computed locally, so we are only
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left with the difference between the expectations. To show that this is indeed a local quantity we use the definition of expectation as a weighted summation over all possible assignments to unassigned variables. Let \( U_i \) be the set of all possible assignments to unassigned variables in \( N(v) \) and let \( U \) be the set of all possible assignments to the rest of the unassigned variables. It holds that:

\[
E[f(\mathbf{X}) \mid Y, X_v = \alpha_v] - E[f(\mathbf{X}) \mid Y, X_v = \alpha]
\]

\[
= \sum_{Z_v \in U_v} \sum_{Z \in U} \Pr[Z_v] \Pr[Z] f(\mathbf{X} \cup Z_v \cup Z \cup \{X_v = \alpha_v\}) - f(\mathbf{X} \cup Z_v \cup Z \cup \{X_v = \alpha\})
\]

\[
= \sum_{Z_v \in U_v} \sum_{Z \in U} \Pr[Z_v] \Pr[Z] g_v(L_v[\mathbf{X} \cup Z_v \cup Z], \alpha, \alpha_v)
\]

\[
= \sum_{Z_v \in U_v} \Pr[Z_v] g_v(L_v[\mathbf{X} \cup Z_v], \alpha, \alpha_v),
\]

where in the first equality we use the definition of expectations and the fact that the variables are set independently of each other. Then we use the definition of a local utility function, and finally the dependence on \( U \) disappears due to the law of total probability. The final sum can be computed locally, as the probabilities for assigning variables in \( Z_v \) are known and \( g_v \) is local.

\[\blacktriangleright\textbf{Theorem 6.} Let \( G \) be any graph and \( f \) a local utility function for which it holds that \( E[f(\mathbf{X})] \geq \beta \), where the random assignments to the variables are independent of each other, and depend only on the immediate neighborhood of the node. There exists a distributed algorithm achieving the same value as the expected value for \( f \), running in \( O(c) \) communication rounds in the CONGEST model, given a legal \( c \)-coloring.\]

### 3.2 Submodular Maximization

In this section we consider the problem of unconstrained submodular function maximization. Given an submodular function \( f \) (as defined in Section 2), we aim to find an input s.t the function is maximized. There are no constraints on the input set we pass to the function, hence it is 'unconstrained'. We are interested in finding an approximate solution to the problem, to this end, we consider both the deterministic and randomized algorithms of [10], achieving 1/3 and 1/2 approximation ratios for unconstrained submodular maximization. We show that both can be expressed as orderless-local algorithms for any local utility function. As the deterministic and randomized algorithms of [10] are almost identical, we focus on the randomized algorithm achieving a 1/2-approximation in expectation (Algorithm 5), as it is a bit more involved (The deterministic algorithm appears as Algorithm 4). The algorithms of [10] are defined for any submodular function, but as we are interested only in the case where the ground set is \( V \), we will present it as such.

The algorithm maintains two variable assignment \( Z, Y \), initially \( Z_0 = \{X_v = 0 \mid v \in V\} \), \( Y_0 = \{X_v = 1 \mid v \in V\} \). It iterates over the variables in any order, at each iteration it considers two nonnegative quantities \( a_i, b_i \). These quantities represent the gain of either setting \( X_v = 1 \) in \( Z_{i-1} \) or setting \( X_v = 0 \) in \( Y_{i-1} \). Next a coin is flipped with probability \( p = a_i / (a_i + b_i) \), if \( a_i = b_i = 0 \) we set \( p = 1 \). If we get heads we set \( X_v = 1 \) in \( Z_i \) and otherwise we set it to 0 in \( Y_i \). When the algorithm ends it holds that \( Z_n = Y_n \), and this is our solution. The deterministic algorithm is almost identical, only that it allows \( a_i, b_i \) to take
Algorithm 4: det-usm($f$).

1. $Z_0 = \{X_v = 0 \mid v \in V\}$, $Y_0 = \{X_v = 1 \mid v \in V\}$
2. for $i$ from 1 to $n$ do
3.   $a_i = f(Z_{i-1} \cup \{X_{v_i} = 1\}) - f(Z_{i-1})$
4.   $b_i = f(Y_{i-1} \cup \{X_{v_i} = 0\}) - f(Y_{i-1})$
5.   if $a_i \geq b_i$ then
6.     $Z_i = Z_{i-1} \cup \{X_{v_i} = 1\}$
7.     $Y_i = Y_{i-1}$
8.   end
9.   else
10.    $Z_i = Z_{i-1}$
11.    $Y_i = Y_{i-1} \cup \{X_{v_i} = 0\}$
12.  end
13. end
14. return $Z_n$

Algorithm 5: rand-usm($f$).

1. $Z_0 = \{X_v = 0 \mid v \in V\}$, $Y_0 = \{X_v = 1 \mid v \in V\}$
2. Order the variables in any order $v_1, \ldots, v_n$
3. for $i$ from 1 to $n$ do
4.   $a_i = \max \{f(Z_{i-1} \cup \{X_{v_i} = 1\}) - f(Z_{i-1}), 0\}$
5.   $b_i = \max \{f(Y_{i-1} \cup \{X_{v_i} = 0\}) - f(Y_{i-1}), 0\}$
6.   if $a_i + b_i = 0$ then $p = 1$ else $p = a_i / (a_i + b_i)$
7.   $Y_i = Y_{i-1}$, $Z_i = Z_{i-1}$
8.   Flip a coin with probability $p$, if heads $Z_i = Z_i \cup \{X_{v_i} = 1\}$, else
9.   $Y_i = Y_i \cup \{X_{v_i} = 0\}$
10. end
11. return $Z_n$

negative values, and instead of flipping a coin it makes the decision greedily by comparing $a_i, b_i$.

We first note that the algorithm does not directly fit into our mold, as each vertex has two variables. We can overcome this, by taking $X_v$ to be a binary tuple, the first coordinate stores its value for $Z_i$ and the other for $Y_i$. Initially it holds that $\forall v \in V, X_v = (0, 1)$, and our final goal function will only take the first coordinate of the variable. We note that because $f$ is a local utility function the values $a_i, b_i$ can be computed locally, this results directly from the definition of a local utility function, as we are interested in the change in $f$ caused by flipping a single variable. Now we may rewrite the algorithm as an orderless-local algorithm, the pseudocode as Algorithm 6.

Using Theorem 4 we state our main result:

\textbf{Theorem 7.} For any graph $G$ and a local unconstrained submodular function $f$ with $V$ as its ground set, there exists a randomized distributed $1/2$-approximation, and a deterministic $1/3$-approximation algorithms running in $O(c)$ communication rounds in the CONGEST model, given a legal $c$-coloring.
Algorithm 6: rand-usm($G, \bar{r}, \pi$).

1. $\forall v \in V, X_v = (0, 1)$
2. Order the vertices according to $\pi$
3. for $i$ from 1 to $n$
4.   $X_v = \text{decide}(L_v[X], \bar{r}_i)$
5. end
6. return $X_n$

Algorithm 7: decide($L_v[X], r$).

1. $Z = \{ X_u = \alpha_{u, 1} \mid \{ X_u = (\alpha_{u, 1}, \alpha_{u, 2}) \} \in L_v[X] \}$
2. $Y = \{ X_u = \alpha_{u, 2} \mid \{ X_u = (\alpha_{u, 1}, \alpha_{u, 2}) \} \in L_v[X] \}$
3. $a = \max \{ g_v(Z, 0, 1), 0 \}$
4. $b = \max \{ g_v(Z, 1, 0), 0 \}$
5. if $a + b = 0$ then $p = 1$
6. else $p = a/(a + b)$
7. Flip coin with probability $p$
8. if heads then return $(1, 1)$
9. else return $(0, 0)$

3.3 Fast approximations for cut functions

Using the results of the previous sections we can provide fast and simple approximation algorithms for Max-DiCut and Max $k$-Cut. Lemma 1 guarantees that the utility functions for these problems are indeed local utility functions. For Max-DiCut we use the algorithms of Buchbinder et al., as this is an unconstrained submodular function. For Max $k$-Cut each node choosing a side uniformly at random achieves a $(1 - 1/k)$ approximation, thus we use the results of Section 3.1. Theorem 7 and Theorem 6 immediately guarantee distributed algorithms, running in $O(c)$ communication rounds given a legal $c$-coloring.

Denote by $Cut(G, \varphi)$ one of the cut algorithms guaranteed by Theorem 7 or Theorem 6. We present two algorithms, approxCutDet, a deterministic algorithm to be used when $Cut(G, \varphi)$ is deterministic (Algorithm 8), and, approxCutRand, a randomized algorithm (Algorithm 9) for the case when $Cut(G, \varphi)$ is randomized. approxCutDet works by coloring the graph $G$ using a weighted $\epsilon$-defective coloring and then defining a new graph $G'$ by dropping all of the monochromatic edges. This means that the coloring is a legal coloring for $G'$. Finally we call one of the deterministic cut functions. approxCutRand is identical, apart from the fact that nodes choose a color uniformly at random from $[\lceil \epsilon^{-1} \rceil]$.

For approxCutDet, the running time of the coloring is $O(\log^* n)$ rounds, returning a weighted $\epsilon$-defective $O(\epsilon^{-2})$-coloring. The running time of the cut algorithms is the number of colors, thus the total running time of the algorithm is $O(\epsilon^{-2} + \log^* n)$ rounds. Using the same reasoning, the running time of approxCutRand is $O(\epsilon^{-1})$. It is only left to prove the approximation ratio. We prove the following lemma:

Lemma 8. Let $G(V, E, w)$ be any graph, and let $G'(V, E', w)$ be a graph resulting from removing any subset of edges from $G$ of total weight at most $\epsilon \sum_{e \in E} w(e)$. Then for any constant $p$, any $p$-approximation for Max-DiCut or Max $k$-Cut for $G'$ is a $p(1 - 4\epsilon)$-approximation for $G$. 

Theorem 9. There exists a deterministic $(1 - 1/k - \epsilon)$-approximation algorithms for Weighted Max $k$-Cut running in $O(\log^* n)$ communication rounds in the CONGEST model.

Theorem 10. There exists a deterministic $(1/3 - \epsilon)$-approximation algorithm for Weighted Max-DiCut running in $O(\log^* n)$ communication rounds in the CONGEST model.

Theorem 11. There exists a randomized distributed expected $(1/2 - \epsilon)$-approximation for Weighted Max-DiCut running in $O(\epsilon^{-1})$ communication rounds in the CONGEST model.

Correlation clustering

We note the same techniques used for Max-Cut work directly for max-agree correlation clustering on general graphs. Specifically, if we divide the nodes into two clusters, s.t each node selects a cluster uniformly at random, each edge has exactly probability $1/2$ to agree with the clustering, thus the expected value of the clustering is $\sum_{e \in E} w(e)/2$, which is a $1/2$-approximation. The above can be derandomized exactly in the same manner as Max-Cut, meaning this is an orderless local algorithm. Finally, we apply the weighted $\epsilon$-defective coloring algorithm twice (note that we ignore the sign of the edge), discard all monochromatic edges and execute the deterministic algorithm guaranteed from Theorem 6 with a legal coloring. Because there must exists a clustering which has a value at least $\sum_{e \in E} w(e)/2$, a lemma identical to Lemma 8 can be proved and hence we are done. We state the following theorem:
Theorem 12. There exists a deterministic \((1/2 - \epsilon)\)-approximation algorithms for weighted max-agree correlation clustering on general graphs, running in \(O(\log^* n)\) communication rounds in the CONGEST model.
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Abstract

In the theory of distributed systems and cryptography one considers a setting with \( n \) parties, (often) connected via authenticated bilateral channels, who want to achieve a certain goal even if some fraction of the parties is dishonest. A classical goal of this type is to construct a broadcast channel. A broadcast channel guarantees that all honest recipients get the same value \( v \) (consistency) and, if the sender is honest, that \( v \) is the sender’s input (validity). Lamport et al. showed that it is possible to construct broadcast if and only if the fraction of cheaters is less than a third.

A natural question, first raised by Lamport, is whether there are weaker, still useful primitives achievable from authenticated channels. He proposed weak broadcast, where the validity condition must hold only if all parties are honest, and showed that it can be achieved with an unbounded number of protocol rounds, while broadcast cannot, suggesting that weak broadcast is in a certain sense weaker than broadcast.

The purpose of this paper is to deepen the investigation of the separation between broadcast and authenticated channels. This is achieved by proving the following results. First, we prove a stronger impossibility result for 3-party broadcast. Even if two of the parties can broadcast, one can not achieve broadcast for the third party. Second, we prove a strong separation between authenticated channels and broadcast by exhibiting a new primitive, called XOR-cast, which satisfies two conditions: (1) XOR-cast is strongly unachievable (even with small error probability) from authenticated channels (which is not true for weak broadcast), and (2) broadcast is strongly unachievable from XOR-cast (and authenticated channels). This demonstrates that the hierarchy of primitives has a more complex structure than previously known. Third, we prove a strong separation between weak broadcast and broadcast which is not implied by Lamport’s results. The proofs of these results requires the generalization of known techniques for impossibility proofs.
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1 Introduction

1.1 Broadcast and Weaker Consistency Guarantees

In the theory of distributed systems and in cryptography one often considers a set of $n$ parties which must securely perform a certain computation, even if some of the parties are dishonest. Broadcast, one of the most fundamental and widely used such primitives, allows one (possibly cheating) party to distribute a value $m$ consistently to the other parties, in a context where only bilateral (authenticated) channels between parties are available. More formally, a broadcast protocol allows a sender to distribute a value $v_s$ such that: Consistency: Every honest party outputs the same value $v$. Validity: If the sender is honest, the honest parties output the sender’s value $v = v_s$. The seminal result of [12] and [10] states that given authenticated channels, broadcast can be achieved if and only if strictly less than $\frac{n}{3}$ of the involved parties behave dishonestly, even if an error probability of less than $\frac{1}{3}$ were tolerated.

In this work, consistency guarantees of a primitive, e.g. a broadcast channel, to which (potentially) each party has an input and receives an output, are modelled in a very general and natural manner, using so-called consistency specifications [14]. It captures, for every set $H$ of (assumed) honest parties and for every tuple of input values of these honest parties, which tuples of output values are possible, no matter what the other parties do. In other words, a specification guarantees that no adversarial behavior can result in the honest parties’ output values to be outside the specified set of tuples. Note that while this concept captures consistency guarantees in the most general form, it does (intentionally) not capture secrecy guarantees.

Broadcast guarantees a very strong form of consistency. The study of primitives with a weaker form of consistency guarantee is well-motivated for two different reasons described below.

First, as argued by Lamport in [11], there are settings of practical relevance where a weaker form of broadcast is sufficient. Specifically, in the transaction commit problem, a database transaction is coordinated by some (not necessarily honest) party $P_1$ who decides whether a transaction should be committed or aborted. A single dishonest party $P_i$ may be enough to cause the transaction to be aborted, but in this case, the honest parties must agree on whether to abort the transaction, or to commit to it. To formalize this setting, [11] introduced a weaker form of broadcast, which we will henceforth refer to as a weak broadcast channel. This channel behaves like a regular broadcast channel if all parties are honest, but requires the validity condition to hold only if every party is honest. Such a guarantee may be achievable even if broadcast is not achievable.

Second, such a weaker primitive $P$ might be assumed to be available, and one can ask whether a stronger primitive (e.g. a broadcast channel) can be achieved by a protocol that not only can use authenticated channels, but also has access to $P$. A result of this type, proved in [4], is that broadcast is achievable up to $\frac{n}{2}$ cheaters, assuming that each party can broadcast to any two other parties.

The ultimate goal of a theory in this field is a characterization of various levels of consistency guarantees as well as the hierarchy between them.

1.2 Contribution and Outline

In this work, we are concerned with refining the hierarchy between different types of consistency guarantees and placing weak broadcast in such a hierarchy. As is common for impossibility results in distributed computing, we first prove all of our results in the setting of three parties and then generalize them to the $n$-party setting.
In order to strengthen the known impossibility result of [12] one can investigate whether it still holds, even if certain primitives are available to the parties, in addition to bilateral authenticated communication. We prove (see Section 4.1) that even if two of the three parties can broadcast values, there is no protocol that would allow the third party to broadcast a value. The proof of this result requires the generalization of known techniques for impossibility proofs to a setting where additional primitives are given. This contribution, which is used throughout the paper, is of independent interest beyond the specific results of this paper.

In order to investigate the hierarchy of consistency primitives between authenticated channels and broadcast, we propose an intermediate level which we call XOR-cast (see Section 4.2). This channel takes a bit $b_1$ from $P_1$ and a bit $b_2$ from $P_2$ as input. If all parties behave correctly, the value of $b_1 \oplus b_2$ should be output by all parties. If one of the parties $P_1$ or $P_2$ is dishonest, the honest parties must output the same value. If $P_3$ is dishonest, the remaining parties must output $b_1 \oplus b_2$.

We demonstrate a strong separation between authenticated channels and broadcast by proving two strong impossibility results, where we call an impossibility strong if it holds even if a constant error probability is tolerated and even if an arbitrary number of communication rounds are allowed. First, it is strongly impossible to achieve XOR-cast from authenticated communication. Second, it is strongly impossible to achieve broadcast from XOR-cast and authenticated communication. This demonstrates that the hierarchy of primitives has a more complex structure than previously known.

The outline of our paper is as follows. In Section 2.1, we introduce the notion of consistency specifications and protocols. We also give some motivating examples of consistency specifications that will be used throughout our work. Here, we extend the work of [14] to case of probabilistic protocols.

In Section 3, we introduce the impossibility proof technique used in this work. In Section 4, we prove our main results, as explained above. Finally, in Section 5 we show how to generalize the results to the $n$-party case.

1.3 Related Work

Results on the possibility and impossibility of achieving broadcast when other primitives (stronger than authenticated communication) are available were proved in [4, 1, 6, 16, 13]. In a related line of work, [9, 15] derive combinatorial lower bounds on the number of partial broadcast channels among a set of parties needed in order to still be able to achieve broadcast. The general problem of constructing consistency primitives from assumed such primitives was proposed and formalized in [14].

In [11, 2] it is shown that there exists no perfectly secure protocol which constructs weak broadcast from authenticated channels in a finite number of rounds if $\frac{n}{2}$ or more of the parties behave dishonestly. On the other hand, Lamport provides a protocol which achieves weak broadcast, but requires an infinite amount of runtime. This suggests that weak broadcast is in some sense weaker than broadcast; namely, the result in [12] implies that there exists no such approximation protocol for broadcast. However, in distributed computing or MPC one is mostly interested in protocols which run for a fixed number of rounds (or at least terminate eventually). Here, Lamport’s results show that both weak broadcast and broadcast cannot be achieved with zero error probability given authenticated channels. If one allows protocols with an error probability negligible in the number of rounds, the impossibility for broadcast still holds. On the other hand, it was shown in [3] that weak broadcast can be achieved from authenticated channels with arbitrary small error probability. Moreover, [12, 11, 3] do not consider the relation between weak broadcast and broadcast. Especially, it is not shown whether broadcast can be achieved given weak broadcast.
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Upper bounds for probabilistic broadcast and Byzantine agreement were also studied in [10, 5]. [10] gives an upper bound of $\frac{2}{3}$ (for the success probability) for the fully synchronous, round-based setting. Somewhat surprisingly, [5] consider a synchronous model with a rushing adversary that can observe the inputs of all other parties in each round before deciding on its own input for the round. In this setting, [5] show the stronger bound of $(\sqrt{5} - 1)/2$ and also give protocols that match this bound. Such a stronger bound is possible only because the guarantee is stronger and includes a secrecy guarantee: the adversary must not learn the output too early.

2 Preliminaries and Notation

Let $\mathcal{P} = \{P_1, \ldots, P_n\}$ be a set of $n$ parties (also known as players or processors). For convenience, we will sometimes use $i$ instead of $P_i$. We distinguish between the subset of honest parties, $H \subseteq \mathcal{P}$, and the dishonest parties in the complement, $\mathcal{P} \setminus H$. Honest parties will execute protocol instructions whereas dishonest parties can deviate arbitrarily from the protocol. For a set $M$ and a subset $S \subseteq \mathcal{P}$, we denote by $M^S$ the Cartesian product $\times_{i \in S} M$. Moreover we write $[n]$ for the set $\{1, \ldots, n\}$.

2.1 Consistency Specifications

Primitives, such as a broadcast channel, provide the honest parties with consistency guarantees. That is, for every set $H$ of honest parties and every possible choice $\vec{x}_H$ of inputs, the consistency guarantees restrict the set of possible outputs of the honest parties. In this manner, consistency guarantees limit the influence of dishonest parties on the possible outputs of honest parties. We thus model such primitives as functions called consistency specifications that map a set of honest parties along with their inputs to a non-empty set of possible outputs. A smaller set of possible outputs implies stronger guarantees offered by the consistency specification, as the uncertainty over the actual output is smaller. More formally, a consistency specification (introduced in [14]) with input domain $\mathcal{D}$ and output domain $\mathcal{R}$ is defined as follows.

Definition 1. A consistency specification with input domain $\mathcal{D}$ and output domain $\mathcal{R}$ is a function which assigns to every non-empty subset $H \subseteq \mathcal{P}$ and every input tuple $\vec{x}_H \in \mathcal{D}^H$ a non-empty set $\mathcal{C}(H, \vec{x}_H) \subseteq \mathcal{R}^H$ of output tuples and satisfies the following monotonicity constraint: For any non-empty subset $H' \subseteq H \subseteq \mathcal{P}$

$$\mathcal{C}(H, \vec{x}_H)|_{H'} \subseteq \mathcal{C}(H', \vec{x}_{H'|H'}).$$

The monotonicity constraint ensures that larger sets of honest parties do not have weaker consistency guarantees. It is therefore natural to require that $\mathcal{C}(H, \vec{x}_H)$ is non-empty for any choice of $H$ and $\vec{x}_H$ as having no output is as good as having an arbitrary output.

Important Consistency Specifications. We consider two important examples of consistency specifications that we will use throughout this work.

Definition 2. A bit broadcast channel $BC_i$ for sender $P_i$ can be defined as the following consistency specification

$$BC_i(H, \vec{x}_H) = \left\{ \vec{y}_H \in \{0, 1\}^H \middle| \exists v \left( \forall j \in H : \vec{y}_H(|j|) = v \right) \wedge \left( i \in H \Rightarrow v = \vec{x}_H(|i|) \right) \right\}.$$  

The top right line ensures consistency (all honest parties output the same bit) and the bottom right line ensures validity (if the sender is honest, the output bit is its input bit condition.
At the end of the protocol execution, each party computes its protocol output as a function of its protocol input and all the outputs it received from invoked specifications over the course of the protocol. This input may depend on its protocol input and outputs from previously invoked consistency specifications. A protocol execution is round-based and proceeds as follows. In each round, a party computes an input to the consistency specification used in this round. This input may depend on its protocol input and all the outputs it received from previously invoked consistency specifications. A party has no input, respectively no output. Formally, we define empty inputs and outputs as follows.

Let \( C \) be a consistency specification with input domain \( D \) and output domain \( R \). A party \( P_i \) has no input if for every \( H \in D \) and all \( \bar{a}_H, \bar{b}_H \in D^H \) with \( \bar{a}_H|_{H \setminus \{i\}} = \bar{b}_H|_{H \setminus \{i\}} \) it holds that \( C(H, \bar{a}_H) = C(H, \bar{b}_H) \). A party \( P_i \) has no output if for every \( H \in D \) and all \( \bar{x}_H \) it holds that \( C(H, \bar{x}_H)|_{\{i\}} = R \).

Finally, we note that the parallel composition of several consistency specifications once again forms a consistency specification. More formally, consider consistency specifications \( C^{(1)}, \ldots, C^{(\ell)} \) where \( C^{(j)} \) has input domain \( D_j \) and output domain \( R_j \), \( j \in [\ell] \). The parallel composition of \( C^{(1)}, \ldots, C^{(\ell)} \) is defined as follows.

The complete network of authenticated channels can be seen as the parallel composition of authenticated channels.

The complete network \( Auth \) of authenticated bit-channels for parties \( \mathcal{P} \) is the parallel composition of the set \( \{ Auth_{i,j} \mid P_i, P_j \in \mathcal{P} \} \) of all authenticated bit-channels.

2.2 Protocols and Constructions.

Protocols are means to construct new consistency specifications from given consistency specifications. A protocol execution is round-based and proceeds as follows. In each round, a party computes an input to the consistency specification used in this round. This input may depend on its protocol input and outputs from previously invoked consistency specifications. At the end of the protocol execution, each party computes its protocol output as a function of its protocol input and all the outputs it received from invoked specifications over the course of the protocol.

Deterministic Protocols. A deterministic protocol runs for \( \ell \geq 0 \) rounds. In each round \( r \), party \( P_i \) uses the deterministic round function \( f_i^{(r)} \) to compute its input for the round specification \( C^{(r)} \) which has input domain \( D_r \) and output domain \( R_r \). At the end of the last round, party \( P_i \) uses its output function \( g_i \) to compute its protocol output. Denote by \( \mathcal{C} = \{ C^{(r)} \}_{r=1}^{\ell} \) the tuple of invoked specifications. Then we can define a deterministic protocol as follows.
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We explicitly allow zero-round protocols where no consistency specifications are invoked. By executing such protocols, we can construct new consistent behaviors. Therefore, we say that a protocol $\pi$ constructs a protocol $\pi'$ if we have:

\[
\pi' \subseteq \pi
\]

We explicitly allow zero-round protocols where no consistency specifications are invoked. By executing the protocol $\pi$ using tuple $\vec{C}$, the parties achieve a new consistency specification denoted by $\pi\vec{C}$. The following definition formally defines how the output of $\pi\vec{C}$ is computed by iteratively applying the round functions of $\pi$ to the input tuple $\vec{x}_H$.

**Definition 8.** For a protocol $\pi$ and the corresponding tuple $\vec{C}$ the protocol specification $\pi\vec{C}$ is the following consistency specification, such that for every $H \subseteq \mathcal{P}$ and $\vec{x}_H = (x_i)_{i \in H} \in \mathcal{D}^H$, we have:

\[
\pi\vec{C}(H, \vec{x}_H) = \left\{ (y_i)_{i \in H} \in \mathcal{R}^H \mid \forall r \in [\ell] \exists (x_{ir})_{i \in H} \in \mathcal{D}^H \exists (y_{ir})_{i \in H} \in \mathcal{R}^H_{ir} \forall i \in H: x_{ir} = f^{(r)}(x_i, y_{i1}, \ldots, y_{i(r-1)}) \land (y_{ir})_{i \in H} \in \mathcal{C}^{(r)}(H, (x_{ir})_{i \in H}) \land \forall i \in H y_i = g_i(x_i, y_{i1}, \ldots, y_{ir}) \right\}.
\]

The goal of a protocol execution is to achieve a consistency specification whose guarantees are at least as strong as the guarantees of some target specification $\vec{C}$. As already argued, the consistency guarantee becomes stronger as the set of possible outputs becomes smaller. Therefore, we say that a protocol $\pi$ constructs a consistency specification $\vec{C}$ from the tuple $\vec{C}$, if the set of possible outputs of the protocol specification $\pi\vec{C}(H, \vec{x}_H)$ for arbitrary inputs $H, \vec{x}_H$ to $\pi\vec{C}$ is a subset of the corresponding set of possible outputs $\mathcal{C}(H, \vec{x}_H)$ of the target specification $\vec{C}$. Formally:

**Definition 9.** A protocol $\pi$ constructs a specification $\mathcal{C}$ from the tuple $\vec{C}$ if we have for all $H \subseteq \mathcal{P}$ and all $\vec{x}_H \pi\vec{C}(H, \vec{x}_H)$ that $\subseteq \mathcal{C}(H, \vec{x}_H)$.

Often, one is interested in a broader notion of construction where specifications from a set $\mathcal{C}$ may be invoked arbitrarily often during a protocol execution.

**Definition 10.** A specification $\mathcal{C}$ can be constructed from a set of specifications $\mathcal{C}$, denoted by $\mathcal{C} \rightarrow \mathcal{C}$, if there exists a tuple $\vec{C}$ of specifications from $\mathcal{C}$ (including parallel compositions) which allows to construct $\mathcal{C}$.

The above definition naturally extends to a construction notion among sets of consistency specifications: A set of consistency specifications $\mathcal{C}'$ is constructible from $\mathcal{C}$, denoted by $\mathcal{C} \rightarrow \mathcal{C}'$ if all $\mathcal{C} \in \mathcal{C}'$ can be constructed from $\mathcal{C}$.

**Probabilistic Protocols.** In a probabilistic protocol, the parties may additionally use local randomness during the protocol execution. Formally, probabilistic protocols are modeled as distributions over deterministic protocols.

**Definition 11.** A probabilistic protocol $\ell$-round $\Pi$ for tuple $\vec{C}_\Pi$ with input domains $\mathcal{D}$ and output domains $\mathcal{R}$ is a random variable (for some distribution) over a set of deterministic protocols of at most $\ell$-rounds for tuple $\vec{C}_\Pi$ with input domains $\mathcal{D}$ and output domains $\mathcal{R}$. 

**Definition 7 ([14]).** A deterministic $\ell$-round protocol $\pi$ for tuple $\vec{C}$ with input domains $\mathcal{D}$ and output domains $\mathcal{R}$ consists of round functions $f^{(r)} : \mathcal{D} \times \mathcal{R}_1 \times \cdots \times \mathcal{R}_{(r-1)} \rightarrow \mathcal{D}_r$ such that for $r \in [\ell]$, and output functions $g_i : \mathcal{D} \times \mathcal{R}_1 \times \cdots \times \mathcal{R}_{(\ell)} \rightarrow \mathcal{R}$.

We explicitly allow zero-round protocols where no consistency specifications are invoked. By executing the protocol $\pi$ using tuple $\vec{C}$, the parties achieve a new consistency specification denoted by $\pi\vec{C}$. The following definition formally defines how the output of $\pi\vec{C}$ is computed by iteratively applying the round functions of $\pi$ to the input tuple $\vec{x}_H$. 

**Definition 8.** For a protocol $\pi$ and the corresponding tuple $\vec{C}$ the protocol specification $\pi\vec{C}$ is the following consistency specification, such that for every $H \subseteq \mathcal{P}$ and $\vec{x}_H = (x_i)_{i \in H} \in \mathcal{D}^H$, we have:

\[
\pi\vec{C}(H, \vec{x}_H) = \left\{ (y_i)_{i \in H} \in \mathcal{R}^H \mid \forall r \in [\ell] \exists (x_{ir})_{i \in H} \in \mathcal{D}^H \exists (y_{ir})_{i \in H} \in \mathcal{R}^H_{ir} \forall i \in H: x_{ir} = f^{(r)}(x_i, y_{i1}, \ldots, y_{i(r-1)}) \land (y_{ir})_{i \in H} \in \mathcal{C}^{(r)}(H, (x_{ir})_{i \in H}) \land \forall i \in H y_i = g_i(x_i, y_{i1}, \ldots, y_{ir}) \right\}.
\]

The goal of a protocol execution is to achieve a consistency specification whose guarantees are at least as strong as the guarantees of some target specification $\vec{C}$. As already argued, the consistency guarantee becomes stronger as the set of possible outputs becomes smaller. Therefore, we say that a protocol $\pi$ constructs a consistency specification $\vec{C}$ from the tuple $\vec{C}$, if the set of possible outputs of the protocol specification $\pi\vec{C}(H, \vec{x}_H)$ for arbitrary inputs $H, \vec{x}_H$ to $\pi\vec{C}$ is a subset of the corresponding set of possible outputs $\mathcal{C}(H, \vec{x}_H)$ of the target specification $\vec{C}$. Formally:

**Definition 9.** A protocol $\pi$ constructs a specification $\mathcal{C}$ from the tuple $\vec{C}$ if we have for all $H \subseteq \mathcal{P}$ and all $\vec{x}_H \pi\vec{C}(H, \vec{x}_H)$ that $\subseteq \mathcal{C}(H, \vec{x}_H)$.

Often, one is interested in a broader notion of construction where specifications from a set $\mathcal{C}$ may be invoked arbitrarily often during a protocol execution.

**Definition 10.** A specification $\mathcal{C}$ can be constructed from a set of specifications $\mathcal{C}$, denoted by $\mathcal{C} \rightarrow \mathcal{C}$, if there exists a tuple $\vec{C}$ of specifications from $\mathcal{C}$ (including parallel compositions) which allows to construct $\mathcal{C}$.

The above definition naturally extends to a construction notion among sets of consistency specifications: A set of consistency specifications $\mathcal{C}'$ is constructible from $\mathcal{C}$, denoted by $\mathcal{C} \rightarrow \mathcal{C}'$ if all $\mathcal{C} \in \mathcal{C}'$ can be constructed from $\mathcal{C}$.

**Probabilistic Protocols.** In a probabilistic protocol, the parties may additionally use local randomness during the protocol execution. Formally, probabilistic protocols are modeled as distributions over deterministic protocols.

**Definition 11.** A probabilistic protocol $\ell$-round $\Pi$ for tuple $\vec{C}_\Pi$ with input domains $\mathcal{D}$ and output domains $\mathcal{R}$ is a random variable (for some distribution) over a set of deterministic protocols of at most $\ell$-rounds for tuple $\vec{C}_\Pi$ with input domains $\mathcal{D}$ and output domains $\mathcal{R}$.
Note that our definition allows for protocols where parties have access to correlated randomness. We denote by $\Pi_{\vec{C}}\Pi$ the random variable over the protocol specifications for $\Pi$ and $\vec{C}_{\Pi}$. A protocol constructs a target specification $C$ within $\epsilon$ if with probability strictly larger than $1 - \epsilon$, $\Pi_{\vec{C}}\Pi$ provides better consistency guarantees than $C$. Formally:

**Definition 12.** A probabilistic protocol $\Pi$ for tuple $\vec{C}_{\Pi}$ constructs $C$ within $\epsilon$ if

$$\min_{H, \vec{x}_H} P(\Pi_{\vec{C}}\Pi(H, \vec{x}_H) \subseteq C(H, \vec{x}_H)) > 1 - \epsilon.$$ 

A construction is called *perfect* if $\epsilon = 0$. A specification $C$ can be constructed within $\epsilon$ from a set $\mathcal{C}$, denoted by $\mathcal{C} \xrightarrow{\epsilon} C$, if there exists a tuple $\vec{C}_{\Pi}$ from $\mathcal{C}$ which allows to construct $C$ within $\epsilon$.

Note that any deterministic construction is a perfect construction.

### 3 Impossibility Proofs

In this section, we consider a generalized version of so called ‘scenario’-proofs (see e.g., [2]). This proof technique, a special type of proof by contradiction, is normally used to prove that a specification, e.g., broadcast, cannot be constructed from authenticated channels within some $\epsilon$. Here, we extend ‘scenario’-proofs to the setting where parties are given additional setup. This means that we want to prove statements of the form “There is no construction of a specification $C$ from given specifications $\mathcal{C}$ within $\epsilon$” where $\mathcal{C}$ is arbitrary set of specification which contains the complete network of authenticated channels.

More formally, the technique allows to prove a claim of the form: “$C$ cannot be constructed from $\mathcal{C}$ within $\epsilon = \frac{1}{k}$ where $\text{Auth} \in \mathcal{C}$.” The corresponding ‘scenario’-proof goes as follows (for a simple example of such a proof, see the proof of Lemma 14). Towards a contradiction, assume that there exists a protocol $\Pi$ which allows to construct $C$ from $\mathcal{C}$ within $\frac{1}{k}$. This implies that for each party $P_i$ and for each input $x_i$, there exists a corresponding (probabilistic) protocol system $\Pi_{x_i}^i$ which executes the protocol part of $P_i$ for input $x_i$. For every other party $P_j$, the protocol system of a party $P_i$ has an interface where one can connect it to $P_j$’s protocol system. This models the assumption that parties are pair-wise connected via authenticated channels. If the parties are given additional specifications in $\mathcal{C}$ (e.g., broadcast channels for some parties) or some setup (e.g. shared randomness) during the protocol execution, this is modeled via a system $R$ that provides the functionality of these specifications. In this case, all protocol systems have an additional interface where they expect to be connected to $R$.

The creative part of the proof is to build a configuration of connected protocol systems and $R$, which has impossible output guarantees. This implies that there is no construction of $C$ from $\mathcal{C}$ within $\frac{1}{k}$. More formally, we consider a configuration $S$ and the output vector of selected protocol systems which we denote by the random variable $Y$. To show that $S$ has impossible output guarantees, we use the following technical lemma.

**Lemma 13.** Let $A_1, \ldots, A_k$ be sets with non-empty union $A = \bigcup_{i=1}^k A_i$ and let $Y$ be a random variable over some set $U \supseteq A$ such that $P(Y \in \bigcap_{i=1}^k A_i) = 0$. Then $\min_i P(Y \in A_i) \leq 1 - \frac{1}{k}$. 

---

2 Such a system can be instantiated, for example, as an interactive Turing machine.
**Proof.** For convenience we denote for any set $B$ by $P(B)$ the probability $P(Y \in B)$. We denote by $\overline{B}$ the complement of $B$ in $U$. Using elementary set operations and the union bound we get

$$P(\bigcap_{i=1}^k A_i) = 1 - P(\bigcup_{i=1}^k A_i) \geq 1 - \sum_{i=1}^k P(A_i)$$

$$= 1 - \sum_{i=1}^k (1 - P(A_i)) = 1 - k + \sum_{i=1}^k P(A_i).$$

As the minimum overall $P(Y \in A_i)$ is smaller than the average we finally get

$$\min_i P(Y \in A_i) \leq \frac{1}{k} \sum_{i=1}^k P(A_i)$$

$$\leq \frac{1}{k} (k - 1 + P(\bigcap_{i=1}^k A_i)) = 1 - \frac{1}{k}. \quad \Box$$

To get to a contradiction, we thus need to show that there are $k$ sets (of outputs) $A_1, \ldots, A_k$ with empty intersection, where $Y \in A_i$ with probability strictly greater than $1 - \frac{1}{k}$ for any $i$. To do so, we use $k$ so-called scenarios. Each scenario describes $S$ as a protocol execution among three parties where exactly one of them is dishonest. With the exception of two systems (for the two honest parties), all parts of $S$ are considered to be the ‘attack strategy’ of the dishonest party. The initial assumption implies that the outputs of the two honest parties in this scenario must satisfy some consistency guarantee with probability strictly greater than $1 - \frac{1}{k}$. This directly translates into a condition on $Y$. Namely, for the $i$th scenario, there must exist a set of outputs $A_i$ such that $P(Y \in A_i) > 1 - \frac{1}{k}$. To arrive at the desired contradiction, the $k$ scenarios are chosen such that the intersection of all $A_i$’s is empty and therefore $P(Y \in \bigcap_{i=1}^k A_i) = 0$. In this case, the above lemma implies that for at least one $A_i$, it must hold that $P(Y \in A_i) \leq 1 - \frac{1}{k}$, thus contradicting the fact that for all $i$, $P(Y \in A_i) > 1 - \frac{1}{k}$ (as required by the assumption of a construction within $\epsilon = \frac{1}{k}$).

## 4 Results

In this section we consider specifications for party set $\mathcal{P} = \{P_1, P_2, P_3\}$ where all inputs and outputs are bit-strings.

### 4.1 Strong Broadcast Impossibility

Here, we prove a strong impossibility for the construction of broadcast. That is, we show that broadcast channel, e.g. $BC_1$, cannot be constructed within $\frac{1}{3}$ even if all other broadcast channels are available. This implies the well-known result by Karlin and Yao [10] that broadcast cannot be constructed from authenticated channels within $\frac{1}{3}$.

As a warm up, we prove first the [10] statement using the impossibility techniques from above.

**Lemma 14.** [10] $\text{Auth} \xrightarrow{\frac{1}{3}} BC_1$.

**Proof.** Towards a contradiction, let us assume that there exists a protocol $\Pi$ such that $\text{Auth} \xrightarrow{\frac{1}{3}} BC_1$. Then there exist protocol systems $\Pi_0, \Pi_1, \Pi_2, \Pi_3$. Note that only the
To prove this result we use the ‘scenario’-proof technique from Section 3. Assume that there exists a probabilistic protocol $\Pi$ that allows to construct $BC_1$ from $\{\text{Auth}, BC_2, BC_3\}$ within $\epsilon = \frac{1}{3}$. Thus, there exist protocol systems $\Pi_0, \Pi_1, \Pi_2, \Pi_3$ where the bit on top of $\Pi_1$ denotes the input of sender $P_1$. Additionally there exists a system $[BC_2, BC_3]$ which corresponds to the given broadcast channels for $P_2$ and $P_3$. 

**Theorem 15.** $\{\text{Auth}, BC_2, BC_3\} \not\rightarrow^\epsilon BC_1$. 

**Proof.** To prove this result we use the ‘scenario’-proof technique from Section 3. Assume therefore that there exists a probabilistic protocol $\Pi$ which allows to construct $BC_1$ from $\{\text{Auth}, BC_2, BC_3\}$ within $\epsilon = \frac{1}{3}$. Thus, there exist protocol systems $\Pi_0, \Pi_1, \Pi_2, \Pi_3$ where the bit on top of $\Pi_1$ denotes the input of sender $P_1$. Additionally there exists a system $[BC_2, BC_3]$ which corresponds to the given broadcast channels for $P_2$ and $P_3$. 

Figure 1 The configuration $S$ and the three scenarios.
We first show how to construct a system $\mathbf{BC}$ from the system $[BC_2, BC_3]$. This system $\mathbf{BC}$ will be used to build the configuration $S$, rather than $[BC_2, BC_3]$ directly. Thus, $\mathbf{BC}$ corresponds to the system $R$ in our informal description from Section 3. System $\mathbf{BC}$ is essentially the same as $[BC_2, BC_3]$ except that the interface of $P_1$ is cloned. More precisely, $\mathbf{BC}$ has four interfaces. The two interfaces for parties $P_2$ and $P_3$ have the same input/output behavior as in $[BC_2, BC_3]$. However, the interface for $P_1$ appears twice in $\mathbf{BC}$, where both copies deliver the same output. Note that this completely describes the behaviour of $\mathbf{BC}$, since $P_1$’s interface does not take input in $[BC_2, BC_3]$ (and thus, it also does not take an input in $\mathbf{BC}$).

System $\mathbf{BC}$ can be built from $[BC_2, BC_3]$ in three different ways. First, one can build it by adding a system $e_1$ to the $P_1$-interface of $[BC_2, BC_3]$ which relays the outputs of this interface to the two $P_1$-interfaces of $\mathbf{BC}$. Second, one can build $\mathbf{BC}$ from $[BC_2, BC_3]$ by adding a system $e_2$ to the $P_2$-interface of $[BC_2, BC_3]$. System $e_2$ relays any input at the $\mathbf{BC}$ $P_2$-interface to $[BC_2, BC_3]$. Any output at the $P_2$-interface of $[BC_2, BC_3]$ is relayed to the $\mathbf{BC}$ $P_1$-interface and the $\mathbf{BC}$ $P_2$-interfaces of $e_2$, respectively. Note that adding system $e_2$ in this way achieves the same as adding $e_1$. This is true, because in $[BC_2, BC_3]$, the outputs at any interface are always identical, due to the consistency guarantees of $BC_2$ and $BC_3$. Analogously, one can build $\mathbf{BC}$ from $[BC_2, BC_3]$ by adding a system $e_3$ to the $P_3$-interface of $[BC_2, BC_3]$. In summary we have that the systems $\mathbf{BC}, e_1[BC_2, BC_3], e_2[BC_2, BC_3]$, and $e_3[BC_2, BC_3]$ have the same input/output behavior.

We consider now the configuration $S$ in Figure 2a and the output $Y$ of systems $\Pi_2$ and $\Pi_3$. It follows from the above argumentation that the configurations seen in Figures 2b-2d have the same output behavior $Y$ as $S$.

We examine the distribution of $Y$ using different protocol execution scenarios. First, we consider the scenario where $P_1$ is dishonest, i.e. $H = \{P_2, P_3\}$. The consistency of $BC_1$ implies that with probability strictly larger than $1 - \frac{1}{4}$, the outputs of $P_2$ and $P_3$ are the same. In this scenario, the adversarial $P_1$ could control a system consisting of the three left-most systems in Figure 2b. The consistency of broadcast thus implies for $S$ that $P(Y \in A_1) > 1 - \frac{1}{4}$, where $A_1 = \{(0,0), (1,1)\}$. Next, we consider the scenario $H = \{P_1, P_3\}$ where $P_1$ has input 1. Here, dishonest $P_2$ could run the top-three systems in Figure 2c. The validity condition of $BC_1$ implies that $P(Y \in A_2) > 1 - \frac{1}{4}$ for $A_2 = \{(0,1), (1,1)\}$. Finally, we consider the scenario $H = \{P_1, P_2\}$ where $P_1$ has input 0. Here, dishonest $P_3$ could run the bottom-three systems in Figure 2d. The validity condition of $BC_1$ implies that $P(Y \in A_3) > 1 - \frac{1}{4}$ for $A_3 = \{(0,0), (0,1)\}$. The intersection $A_1 \cap A_2 \cap A_3$ is empty and hence $P(Y \in A_1 \cap A_2 \cap A_3) = 0$. Now, Lemma 13 implies that for at least one $A_i$, $P(Y \in A_i) \leq 1 - \frac{1}{4}$. This is a contradiction to the fact that $P(Y \in A_i) > 1 - \frac{1}{4}$ for all $A_i$ as required by the definition of a construction within $\epsilon = \frac{1}{3}$. Thus no construction of broadcast $BC_1$ from $\{\text{Auth}, BC_2, BC_3\}$ exists within $\epsilon = \frac{1}{3}$.

\begin{corollary}
In particular, for every protocol $\Pi$ which constructs broadcast $BC_1$ from $\{\text{Auth}, BC_2, BC_3\}$, there exists $H \subseteq P$ of size two such that
\[ P(\Pi(\text{Auth}, BC_2, BC_3)(H, \bar{x}_H) \subseteq BC_1(H, \bar{x}_H)) \leq 1 - \frac{1}{3}; \]
\end{corollary}

4.2 Strong Separation of Broadcast and Authenticated Channels

In this section, we prove a strong separation between broadcast and authenticated channels. That is, we present a specification, called XOR-cast, which neither can be constructed from authenticated channels within a constant $\epsilon$, nor is sufficient to construct broadcast within
a constant $\epsilon$. XOR-cast takes a bit $b_i$ from $P_i$ and a bit $b_j$ from $P_j$ as input. If all parties behave correctly, the value of $b_i \oplus b_j$ should be output by all parties. If one of the parties $P_i, P_j$ is dishonest, the honest parties should output the same value. If the third party $P_k$ is dishonest, the remaining parties should output $b_i \oplus b_j$.

**Definition 17.** Let $P_i, P_j \in \mathcal{P}$ be distinct parties. The XOR-cast $XC_{i,j}$ for $P_i$ and $P_j$ is defined as follows.

$$XC_{i,j}(H, \vec{x}_H) = \{ \vec{y} \in \{0, 1\}^H \mid \exists v \left( \forall \ell \in H : \vec{y}_{H(\ell)} = v \land (i, j \in H \Rightarrow v = \vec{x}_{H(i)} \oplus \vec{x}_{H(j)}) \right) \}.$$

The top right line in the equation ensures that all honest parties output the same value. The bottom right line ensures for honest $P_i$ and $P_j$ that the output is the XOR of their input-bits.

We first prove that XOR-cast, e.g., $XC_{1,2}$, cannot be constructed from the network of authenticated channels.

**Lemma 18.** $\{\text{Auth}\} \not\rightarrow XC_{1,2}$.

**Proof.** We again use the ‘scenario’-proof technique. Towards a contradiction, assume that there exists a protocol allowing to construct $XC_{1,2}$ from $\{\text{Auth}\}$ within $\frac{1}{4}$. Then there exist protocol systems $\Pi_2^2, \Pi_2^1, \Pi_3$ for parties $P_1, P_2, P_3$ where $x_1$ denotes the input bit of $P_1$ and $x_2$ denotes the input bit of $P_2$. Consider the pentagon configuration $S$ in Figure 3. Let $Y$ be the random variable over the output $(a, b, c)$ of the three left-most systems, i.e., where $a$ is the output of $\Pi_2^1$ (top left), $b$ the output of $\Pi_3$ (middle left), and $c$ the output of $\Pi_1^0$ (bottom left). We examine the distribution of $Y$ using four different protocol execution scenarios. First, we consider the scenario where $P_2$ and $P_3$ are honest ($H = \{P_2, P_3\}$) and $P_2$ has input $0$. In this scenario, the dishonest $P_1$ could run the three systems in the bottom-left in Figure 3a. The outputs of $P_2$ and $P_3$ must be the same. This implies $P(Y \in A_1) > 1 - \frac{1}{4}$.
for $A_1 = \{(0,0,0), (0,0,1), (1,1,0), (1,1,1)\}$. Next, we consider the scenario $H = \{P_1, P_3\}$ where $P_1$ has input 0 (cf. Figure 3b). Here, the outputs of $P_1$ and $P_3$ must be the same. This implies that $P(Y \in A_2) > 1 - \frac{1}{2}$ for $A_2 = \{(0,0,0), (0,1,1), (1,0,0), (1,1,1)\}$. Next, we consider the scenario $H = \{P_1, P_2\}$ where both $P_1$ and $P_2$ have input 0 (cf. Figure 3c). Here, the output of $P_1$ must be $0 = 0 \oplus 0$. This implies that $P(Y \in A_3) > 1 - \frac{1}{2}$ for $A_3 = \{(0,0,0), (0,1,0), (1,0,0), (1,1,0)\}$. Finally, we consider the scenario $H = \{P_1, P_2\}$ where $P_1$ has input 1 and $P_2$ has input 0 (cf. Figure 3d). Here, the output of $P_2$ must be $1 = 1 \oplus 0$. This implies that $P(Y \in A_4) > 1 - \frac{1}{2}$ for $A_4 = \{(1,0,0), (1,0,1), (1,1,0), (1,1,1)\}$.

We observe that the intersection $A_1 \cap A_2 \cap A_3 \cap A_4$ is empty and hence $P(Y \in \bigcap_{i=1}^{4} A_i) = 0$. This implies with Lemma 13 that for at least one $A_i$, $P(Y \in A_i) \leq 1 - \frac{1}{4}$. This is a contradiction to the fact that $P(Y \in A_i) > 1 - \frac{1}{2}$ for all $A_i$ as required by the definition of a construction within $\epsilon = \frac{1}{4}$. Thus no construction of $XC_{1,2}$ from $AUTH$ exists within $\frac{1}{4}$.

**Corollary 19.** In particular, for every protocol $\Pi$, there exists $H \subset \mathcal{P}$, $|H| = 2$, such that

$$P(\Pi(\text{AUTH})(H, \bar{x}_H) \leq XC_{1,2}(H, \bar{x}_H)) \leq 1 - \frac{1}{4}.$$

Next, we show that one can perfectly construct $XC_{i,j}$ given the complete network of authenticated channels and a broadcast channel for $P_i$ or $P_j$.

**Lemma 20.** For all $i \neq j \in \{1,2,3\}$ \{AUTH, $BC_i$\} $\rightarrow$ $XC_{i,j}$.

**Proof.** Let $b_i$ be the input of $P_i$ and let $b_j$ be the input of $P_j$ and denote by $P_k$ the third party. Consider the following protocol.

1. $P_j$ sends $b_j$ to $P_i$. Denote by $\hat{b}_j$ the bit received by $P_i$.
2. $P_i$ broadcasts $b_k := b_i \oplus \hat{b}_j$ using $BC_i$. Denote by $\hat{b}_k$ the bit received by $P_j$ and $P_k$.
3. $P_i$ outputs $b_k$, $P_j$ and $P_k$ both output $\hat{b}_k$.

If at least $P_i$ and $P_j$ are honest we have $\hat{b}_j = b_j$ and $\hat{b}_k = b_k$. All honest parties will output $b_k = b_i \oplus b_j$ as required by $XC_{i,j}$. On the other hand if $H = \{P_j, P_k\}$ both honest parties will output $\hat{b}_k$ as required by $XC_{i,j}$. If $H = \{P_i, P_k\}$ we have $\hat{b}_k = b_k$. Both honest parties will output $b_k$ as required by $XC_{i,j}$. If at most one party is honest any output is fine, thus the protocol achieves the construction also in those cases.
Finally, we show that XOR-cast is strictly weaker than broadcast. Even given all three XOR-casts, one cannot construct a single broadcast channel. Without loss of generality, we show that one cannot construct \( BC_1 \) given all XOR-casts within \( \epsilon \leq \frac{1}{3} \).

\[ \text{Lemma 21.} \quad \{XC_{1,2}, XC_{1,3}, XC_{2,3}, Auth\} \not\rightarrow BC_1. \]

**Proof.** Towards a contradiction, let us assume that one can construct \( BC_1 \) given the XOR-casts, i.e., \( \{XC_{1,2}, XC_{1,3}, XC_{2,3}, Auth\} \rightarrow BC_1 \) within \( \epsilon \leq \frac{1}{3} \). Lemma 20 implies that one can perfectly construct all XOR-casts given broadcast channels \( BC_2, BC_3 \). This implies that one can construct \( BC_1 \) from \( \{BC_2, BC_3, Auth\} \) within \( \epsilon \leq \frac{1}{3} \), a contradiction to Lemma 15.

The above lemmas directly imply the following theorem.

\[ \text{Theorem 22.} \quad \text{Authenticated channels and broadcast are strongly separated by XOR-cast.} \]

### 4.3 Weak Broadcast

For comparison, we consider weak broadcast which was introduced in [11]. This specification provides the same consistency guarantees as broadcast except that validity only holds if all parties are honest.

\[ \text{Definition 23.} \quad \text{Let} \quad P_s \in \mathcal{P}. \quad \text{A weak broadcast-channel} \ wBC_s \text{ for sender} \ P_s \text{ is defined to be a} \ (\{0,1\}, \{0,1\})\text{-consistency specification where for every} \ H \subseteq \mathcal{P} \text{ and all} \ \vec{x}_H \in \{0,1\}^H \text{ it holds that} \]

\[ wBC_s(H, \vec{x}_H) \]

\[ = \left\{ \vec{y}_H \in \{0,1\}^H \mid \exists v \left( \forall j \in H : \vec{y}_{H(j)} = v \right) \land (H = \mathcal{P} \Rightarrow v = \vec{x}_{H(s)}) \right\}. \]

It was shown in [11] that weak broadcast cannot be constructed from authenticated channels using a deterministic protocol.

\[ \text{Lemma 24.} \quad \text{[11] There exists no deterministic} \ r\text{-round protocol} \ \Pi \text{ which allows for} \ \{Auth\} \rightarrow wBC_s. \]

**Proof.** Without loss of generality, let \( P_1 \) be the sender. Suppose there exists a deterministic \( r\)-round protocol \( \Pi \) which allows to construct \( wBC_1 \) from \( Auth \). Then, there exist protocol systems \( \Pi_1^1, \Pi_2, \Pi_3 \) for parties \( P_1, P_2, P_3 \), where \( x \) denotes the input of \( P_1 \). Choose \( k > r + 1 \) as a multiple of 3 and arrange 4\( k \) such systems in a ring as follows: Start with a system \( \Pi_1^0 \) and continue with systems \( \Pi_2, \Pi_3 \); each system is connected via authenticated channels to its predecessor and successor. Now repeat this pattern going clockwise, until 2\( k \) systems
have been connected in this manner. Because \( k \) is a multiple of three, the last system in this arrangement will be a system \( \Pi_3 \). Now, restart the pattern from the end of this arrangement, but instead of \( \Pi_0^0 \), use \( \Pi_1^1 \). Arrange another \( 2k \) nodes in this manner, thereby closing the ring.

Consider the system \( \Pi_0^0 \) at “the top” of the ring. As all systems in the ring are deterministic, the view of \( \Pi_0^0 \) after \( r \) rounds is the same as if the system were run in a triangular configuration (where the triangle consists of \( \Pi_0^0, \Pi_2, \Pi_3 \)). The validity of weak broadcast implies that the system \( \Pi_0^0 \) must output 0. Similarly, the system \( \Pi_1^1 \) at “the bottom” of the ring must output 1. Now, consider any two adjacent systems in the ring. One can view the rest of the ring as an attack strategy of a corrupted party. Thus by consistency of weak broadcast any two adjacent systems must output the same value. We thus arrive at a contradiction. \( \blacktriangle \)

On the other hand, the results of [3] imply that weak broadcast can be achieved from authenticated channels for any \( \epsilon > 0 \).

\( \blacktriangleleft \) Lemma 25. [3] For any \( \epsilon > 0 \) \{AUTH\} \( \xrightarrow{\epsilon} \) wBCi.

Finally, we show that weak broadcast is separated from broadcast. More precisely, we show that broadcast allows to construct weak broadcast while on the other hand broadcast cannot be constructed from weak broadcast within \( \epsilon \leq \frac{1}{3} \).

\( \blacktriangleleft \) Theorem 26. Weak broadcast and broadcast are strongly separated.

The theorem follows from the following two lemmata.

\( \blacktriangleleft \) Lemma 27. For all \( i \in \{1, 2, 3\} \) \{BCi\} \( \rightarrow \) wBCi.

Proof. For all \( H \) and all \( \tilde{x}_H \) it holds that \( \text{BC}_i(H, \tilde{x}_H) \subseteq \text{wBC}_i(H, \tilde{x}_H) \). This directly implies \{BCi\} \( \rightarrow \) wBCi.

\( \blacktriangleleft \) Lemma 28. For all \( i \in \{1, 2, 3\} \) \{wBCi, AUTH\} \( \xrightarrow{\frac{1}{3}} \) BCi.

Proof. We first show that \( \text{XC}_{i,j} \) for \( j \neq i \) is enough to construct wBCi. The following protocol \( \pi \) allows \( P_i \) to weak broadcast its bit \( b \) using \( \text{XC}_{i,j} \).

1. \( \text{XC}_{i,j} \) is invoked where \( P_i \) inputs \( b \) and \( P_j \) inputs 0. Denote by \( b_i, b_j, b_k \) the bits the parties \( P_i, P_j, P_k \) receive as output from \( \text{XC}_{i,j} \).
2. \( P_i \) outputs \( b_i \), \( P_j \) outputs \( b_j \) and \( P_k \) outputs \( b_k \).

The properties of \( \text{XC}_{i,j} \) ensure that honest parties will always output the same bit, as required by the consistency of wBCi. If at least \( P_i \) and \( P_j \) are honest, the output of \( \text{XC}_{i,j} \) is \( b = b \oplus 0 \).

The protocol thus achieves the validity condition required by wBCi.

From Lemma 21, we know that \{XC_{i,j}, AUTH\} \( \xrightarrow{\frac{1}{3}} \) BCi. This implies that BCi cannot be constructed from \{wBCi, AUTH\} within \( \epsilon \leq \frac{1}{3} \).

In summary, considering constructions for \( \epsilon > 0 \), weak broadcast is not stronger than authenticated channels. It is only when considering perfect constructions that weak broadcast provides strictly stronger guarantees. This is in contrast to XOR-cast which is stronger than authenticated channels for any \( \epsilon \geq 0 \).
5 Extension to the n-Party Case

In this section, we show how our theorems can be generalized to the n-party case. Note that our formal definition of XOR-cast can be used without modification for the setting with n parties. An informal explanation of the resulting specification is as follows. Again, parties $P_i$ and $P_j$ each input bits $b_i$ and $b_j$. As in the three-party setting, if all parties behave correctly, the value of $b_i \oplus b_j$ should be output by all parties. If one or both of the parties $P_i$, $P_j$ is dishonest, the honest parties should output the same value. In any other case, the remaining honest parties should output $b_i \oplus b_j$.

We begin by proving an n-party analogon of Theorem 15. Informally, we prove that, given any set of at most $\frac{2n}{3}$ distinct broadcast channels, no further broadcast channels can be achieved.

▶ Theorem 29. Let $B = \{BC_{\frac{n}{3}+1},...,BC_n\}$. Then $\{\text{Auth}\} \cup B \not\rightarrow BC_1$.

Proof. We show that the existence of such a protocol would contradict Corollary 16. Thus, assume that there exists a protocol $\Pi$ which allows to construct $BC_k$ from $\{\text{Auth}\} \cup B$ within $\epsilon = \frac{1}{3}$. In particular, $\forall H \subseteq \mathcal{P}$ of size $\frac{2n}{3}$ we have that

$$P(\Pi(\text{Auth},B)(H,\vec{x}_H) \subseteq BC_1(H,\vec{x}_H)) > 1 - \epsilon.$$ (2)

We show now that this implies the existence of a protocol $\Pi'$ which allows to construct $BC_1$ within $\frac{1}{3}$ in the three-party setting. In particular, for protocol $\Pi'$ it will hold that $\forall H \subseteq \{P_1,P_2,P_3\}$ of size two that $P(\Pi'(\text{Auth},BC_2,BC_3)(H,\vec{x}_H) \subseteq BC_1(H,\vec{x}_H)) > 1 - \epsilon$, which is a direct contradiction of Corollary 16.

The idea of $\Pi'$ is to execute protocol $\Pi$ where each of the three parties $P_1,P_2,P_3$ emulates $\frac{n}{3}$ of the $n$ parties. Concretely, party $P_1$ emulates virtual parties $P_1, ..., P_{\frac{n}{3}}$, party $P_2$ emulates $P_{\frac{n}{3}+1}, ..., P_{\frac{2n}{3}}$, and party $P_3$ emulates $P_{\frac{2n}{3}+1}, ..., P_n$. Clearly, all communication between virtual parties that occurs over authenticated channels can easily be emulated. Similarly, if a party $P_i, i \in \{\frac{n}{3} + 1, ..., n\}$ broadcasts in $\Pi$, then the party $P_2$ or $P_3$ emulating $P_i$ can use $BC_2$ or $BC_3$, respectively, to carry out $P_i$'s virtual broadcast over $BC_1$.

We can now map the set of real honest parties to sets of virtual honest parties. For instance, for $H = \{P_1,P_2\}$, the virtual parties in $H'_1 = \{P_1, ..., P_{\frac{n}{3}}\}$ are honest. Similarly, for $H = \{P_2,P_3\}$ and $H = \{P_2,1,P_3\}$ we have virtual honest sets $H'_2$ and $H'_3$, respectively. By the initial assumptions, in particular the one in Equation 2, it thus follows that $P(\Pi'(\text{Auth},BC_2,BC_3)(H,\vec{x}_H) \subseteq BC_1(H,\vec{x}_H)) > 1 - \epsilon$ for any $H$ of size two. But this contradicts Corollary 16.

In a similar fashion, one can prove the following statement for the n-party case.

▶ Lemma 30. $\{\text{Auth}\} \not\rightarrow XC_{1,2}$.

Also, using almost the same arguments, we can prove the analogue of Lemma 20.

▶ Lemma 31. For all $i \neq j \in [n]$ \{Auth, BC$_i$\} $\rightarrow XC_{i,j}$.

Finally, we can also restate Lemma 21 for the n-party case. Like the previous two lemmata, the proof proceeds in a similar fashion as the proof for the three-party case.

▶ Lemma 32. $\{XC_{1,2},XC_{1,3},XC_{2,3},\text{Auth}\} \not\rightarrow BC_1$. 
6 Conclusion and Outlook

In this work, we showed strong separation results between broadcast and authenticated channels. In particular, we showed that weak broadcast admits a strong separation from broadcast. In order to derive these separations, we generalized known techniques for proving impossibility to cover also probabilistic constructions. We believe that the formal techniques and the framework that we introduced here will prove useful to future efforts in proving similar results. We also initiated the natural study of asymmetric consistency primitives, in which a (strict) subset of the parties has input and every party receives output. Although both broadcast and weak broadcast are examples of such primitives, our work is the first to consider primitives in which the subset of parties with input is not a singleton set. We show that for the example of the XOR-cast, this type of consistency primitive falls into a previously undiscovered intermediate layer between authenticated channels and broadcast. As such, we believe that our work opens up several interesting lines of future research. In regards to further extending the scope of impossibility results, it would be interesting to see whether our techniques for probabilistic constructions can also be used to derive stronger bounds in settings with more complicated setup such as [4, 1]. Another interesting direction for future research would be a closer study of asymmetric consistency primitives in the above sense. A first question in this area would be to see if the hierarchy of three-party specifications considered in this work has an even deeper structure than outlined here, or, more generally, to classify all such specifications. A second immediate question would be to investigate how the picture changes when we consider primitives with more than three parties or when switching to stronger models of corruption, such as the general adversary model [7, 8, 16] (as opposed to the threshold setting we considered here). Conceptually, it would also be worthwhile to derive connections between such results and the field of information theoretic MPC.
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1 Introduction

We consider a distributed network as an undirected graph with \( n \) nodes and \( m \) edges, and the problem of finding a spanning tree and a minimum spanning tree (MST) with efficient communication. That is, we require that every node in the graph learns exactly the subset of its incident edges which are in the spanning tree or MST, resp. A spanning tree enables a message to be broadcast from one node to all other nodes with only \( n - 1 \) edge traversals. In a sensor or ad hoc network where the weight of a link between nodes reflects the amount of energy required to transmit a message along the link [19], the minimum spanning tree (MST) provides an energy efficient means of broadcasting. The problem of finding a spanning tree in a network has been studied for more than three decades, since it is the building block of many other fundamental problems such as counting, leader election, and deadlock resolution [3].

A spanning tree can be constructed by a simple breadth-first search from a single node using \( m \) bits of communication. The tightness of this communication bound was a “folk theorem”, according to Awerbuch, Goldreich, Peleg and Vainish [4]. Their 1990 paper defined the KT1 model where nodes have unique IDs and know only their neighbors. It showed, for a limited class of algorithms, a lower bound of \( \Omega(m) \) messages in a synchronous KT1 network. In 2015, Kutten et al. [19] proved a lower bound for general randomized algorithms with \( O(\log n) \) bit messages, in the KT0 model, where nodes do not know their neighbors. In 2015, King, Kutten, and Thorup gave the first distributed algorithm (“KKT”) with \( o(m) \) communication to build a broadcast tree and MST in the KT1 model. They devised Monte Carlo algorithms in the synchronous KT1 model with \( \tilde{O}(n) \) communication [18]. This paper and a followup paper [21] left open the problem of whether a \( o(m) \) bit communication algorithm in the asynchronous model was possible, for either the spanning tree or MST problem, when nodes know their neighbors’ IDs.

In an asynchronous network, there is no global clock. All processors may wake up at the start and send messages, but further actions by a node are event-driven, i.e., in response to messages received. The pioneer work of Gallager, Humblet, and Spira [14] (“GHS”) presented an asynchronous protocol for finding the MST in the CONGEST model, where messages are of size \( O(\log n) \). GHS requires \( O(m + n \log n) \) messages and \( O(n \log n) \) time if all nodes are awakened simultaneously. Afterwards, researchers worked on improving the time complexity of MST algorithms in the CONGEST model but the message complexity remained \( \Omega(m) \). In this paper, we provide the first algorithm in the KT1 model which uses \( o(m) \) bits of communication for finding a spanning tree in an asynchronous network, specifically we show the following:

\[ \textbf{Theorem 1.} \quad \text{Given any network of } n \text{ nodes where all nodes awake at the start, a spanning tree and a minimum spanning tree can be built with } O(n^{3/2} \log^{3/2} n) \text{ messages in the asynchronous KT1 CONGEST model, with high probability.} \]

1.1 Techniques

Many distributed algorithms to find an MST use the Boruvka method: Starting from the set of isolated nodes, a forest of edge disjoint rooted trees which are subtrees of the MST are maintained. The algorithms runs in phases: In a phase, in parallel, each tree \( A \) finds a minimum weight outgoing edge, that is, one with exactly one endpoint in \( A \) and its other endpoint in some other tree \( B \). Then the outgoing edge is inserted to create the “merged” tree containing the nodes of \( A \) and \( B \). In what seems an inherently synchronous process, every tree (or a constant fraction of the trees) participates in some merge, the number of
trees is reduced by a constant factor per phase, and $O(\log n)$ phases suffice to form a single tree. \[14, 3, 18, 21\].

The KKT paper introduced procedures $\text{FindAny}$ and $\text{FindMin}$ which can find any or the minimum outgoing edge leaving the tree, respectively. These require $O(|T|)$ messages and $\tilde{O}(|T|)$, resp., where $|T|$ is the number of nodes in the tree $T$ or a total of $\tilde{O}(n)$ per phase. As this is done synchronously in KKT, only $O(\log n)$ phases are needed, for a total number of only $O(n \log n)$ messages to build a spanning tree.

While $\text{FindAny}$ and $\text{FindMin}$ are asynchronous procedures, the Boruvka approach of \[18\] does not seem to work in an asynchronous model with $o(n)$ messages, as it does not seem possible to prevent only one tree from growing, one node at a time, while the other nodes are delayed, for a cost of $O(n^2)$ messages. The asynchronous GHS also uses $O(\log n)$ phases to merge trees in parallel, but it is able to synchronize the growth of the trees by assigning a rank to each tree. A tree which finds a minimum outgoing edge waits to merge until the tree it is merging with is of equal or higher rank. The GHS algorithm subtly avoids traversing the whole tree until a minimum weight outgoing edge to an appropriately ranked tree is found. This method seems to require communication over all edges in the worst case.

Asynchrony precludes approaches that can be used in the synchronous model. For example, in the synchronous model, if nodes of low degree send messages to all their neighbors, in one round all nodes learn which of their neighbors do not have low degree, and therefore they can construct the subgraph of higher degree nodes. In the asynchronous model, a node, not hearing from its neighbor, does not know when to conclude that its neighbor is of higher degree.

The technique for building a spanning tree in our paper is very different from the technique in \[18\] or \[14\]. We grow one tree $T$ rooted at one preselected leader in phases. (If there is no preselected leader, then this may be done from a small number of randomly self-selected nodes.) Initially, each node selects itself with probability $1/\sqrt{n \log n}$ as a star node. (We use $\log n$ to denote $\log_2 n$.) This technique is inspired from \[10\], and provides a useful property that every node whose degree is at least $\sqrt{n} \log^{3/2} n$ is adjacent to a star node with high probability. Initially, star nodes (and low-degree nodes) send out messages to all of their neighbors. Each high-degree node which joins $T$ waits until it hears from a star node and then invites it to join $T$. In addition, when low-degree and star nodes join $T$, they invite their neighbors to link to $T$ via their incident edges. Therefore, with high probability, the following invariant for $T$ is maintained as $T$ grows:

**Invariant:** $T$ includes all neighbors of any star or low-degree node in $T$, as well. Each high-degree node in $T$ is adjacent to a star node in $T$.

The challenge is for high-degree nodes in $T$ to find neighbors outside $T$. If in each phase, an outgoing edge from a high-degree node in $T$ to a high-degree node $x$ (not in $T$) is found and $x$ is invited to join $T$, then $x$’s adjacent star node (which must lie outside $T$ by the Invariant) is also found and invited to join. As the number of star nodes is $O(\sqrt{n}/ \log^{1/2} n)$, this number also bounds the number of such phases. The difficulty is that there is no obvious way to find an outgoing edge to a high degree node because, as mentioned above, in an asynchronous network, a high degree node has no apparent way to determine if its neighbor has high degree without receiving a message from its neighbor.

Instead, we relax our requirement for a phase. With each phase either (A) A high-degree node (and star node) is added to $T$ or (B) $T$ is expanded so that the number of outgoing edges to low-degree nodes is reduced by a constant factor. As there are no more than $O(\sqrt{n}/ \log^{1/2} n)$ phases of type A and no more than $O(\log n)$ phases of type B between each type A phase, there are a total of $O(\sqrt{n} \log^{1/2} n)$ phases before all nodes are in $T$. The
key idea for implementing a phase of type B is that the tree T waits until its nodes have heard enough messages passed by low-degree nodes over outgoing edges before initiating an expansion. The efficient implementation of a phase, which uses only $O(n \log n)$ messages, requires a number of tools which are described in the preliminaries section.

Once a spanning tree is built, we use it as a communication network while finding the MST. This enables us to “synchronize” a modified GHS which uses $\text{FindMin}$ for finding minimum outgoing edges, using a total of $\tilde{O}(n)$ messages.

**Note:** If we do not assume the existence of a pre-selected leader, or the graph is not connected, then a variant of the algorithm described in the arxiv version [22] is needed.

### 1.2 Related work

The Awerbuch, Goldreich, Peleg and Vainish [4] lower bound on the number of messages holds only for (randomized) algorithms where messages may contain a constant number of IDs, and IDs are processed by comparison only and for general deterministic algorithms, where ID’s are drawn from a very large size universe.

Time to build an MST in the CONGEST model has been explored in several papers. Algorithms include, in the asynchronous KT0 model, [14, 3, 13, 26], and in the synchronous KT0 model, [20, 15, 7, 17]. Recently, in the synchronous KT0 model, Pandurangan gave a [23] $\tilde{O}(D + \sqrt{n})$ time and $\tilde{O}(m)$ message randomized algorithm, which Elkin improved by logarithmic factors with a deterministic algorithm [11]. The time complexity to compute spanning tree in the algorithm of [18] is $O(n \log n)$ which was improved to $\tilde{O}(n)$ in [21].

Lower bounds on time for approximating the minimum spanning tree has been proved in the synchronous KT0 model In [8, 25]. Kutten et al. [19] show an $\Omega(m)$ lower bound on message complexity for randomized general algorithms in the KT0 model.

$\text{FindAny}$ and $\text{FindMin}$ which appear in the KKT algorithms build on ideas for sequential dynamic connectivity in [16]. A sequential dynamic $\text{ApproxCut}$ also appeared in that paper [16]. Solutions to the sequential linear sketching problem for connectivity [1] share similar techniques but require a more complex step to verify when a candidate edge name is an actual edge in the graph, as the edges names are no longer accessible once the sketch is made (See Subsection 2.3).

The threshold detection problem was introduced by Emek and Korman [12]. It assumes that there is a rooted spanning tree T where events arrive online at T’s nodes. Given some threshold k, a termination signal is broadcast by the root if and only if the number of events exceeds k. We use a naive solution of a simple version of the problem here.

A synchronizer, introduced by Awerbuch [2] and studied in [6, 5, 24, 9], is a general technique for simulating a synchronous algorithm on an asynchronous network using communications along a spanning tree. To do this, the spanning tree must be built first. Using a general synchronizer imposes an overhead of messages that affect every single step of the synchronous algorithm that one wants to simulate, and would require more communication than our special purpose method of using our spanning tree to synchronize the modified GHS.

### 1.3 Organization

Section 2 describes the model. Section 3 gives the spanning tree algorithm for the case of a connected network and a single known leader. Finally, Section 4 provides the MST algorithm. (Due to lack of space the algorithm for computing a minimum spanning forest in disconnected graphs or minimum spanning tree for dealing with the case of no pre-selected leader is available on the arxiv version [22]. This variant of the algorithm has the same message complexity.)
2 Preliminaries

2.1 Model

Let $c \geq 1$ be any constant. The communications network is the undirected graph $G = (V, E)$ over which a spanning tree or MST will be found. Edge weights are integers in $[1, nc]$. IDs are assigned uniquely by the adversary from $[1, nc]$. All nodes have knowledge of $c$ and $n$ which is an upper bound on $|V|$ (number of nodes in the network) within a constant factor. All nodes know their own ID along with the ID of their neighbors (KT1 model) and the weights of their incident edges. Nodes have no other information about the network. e.g., they do not know $|E|$ or the maximum degree of the nodes in the network. Nodes can only send direct messages to the nodes that are adjacent to them in the network. If the edge weights are not unique they can be made unique by appending the ID of the endpoints to its weight, so that the MST is unique. Nodes can only send direct messages to the nodes that are adjacent to them in the network. Our algorithm is described in the CONGEST model in which each message has size $O(\log n)$. Its time is trivially bounded by the total number of messages. The KT1 CONGEST model has been referred to as the “standard model” [4].

Message cost is the sum over all edges of the number of messages sent over each edge during the execution of the algorithm. If a message is sent it is eventually received, but the adversary controls the length of the delays and there is no guarantee that messages sent by the same node will be received in the order they are sent. There is no global clock. All nodes awake at the start of the protocol simultaneously. After awaking and possibly sending its initial messages, a processor acts only in response to receiving messages.

We say a network “finds” a subgraph if at the end of the distributed algorithm, every node knows exactly which of its incident edges in the network are part of the subgraph. The algorithm here is Monte Carlo, in that it succeeds with probability $1 - n^{-c''}$ for any constant $c''$ (“w.h.p.”).

We initially assume there is a special node (called leader) at the start and the graph is connected. These assumptions are dropped in the algorithm we provide for disconnected graphs in the full version of the paper.

2.2 Definitions and Subroutines

$T$ is initially a tree containing only the leader node. Thereafter, $T$ is a tree rooted at the leader node. We use the term outgoing edge from $T$ to mean an edge with exactly one endpoint in $T$. An outgoing edge is described as if it is directed; it is from a node in $T$ and to a node not in $T$ (the “external” endpoint).

The algorithm uses the following subroutines and definitions:

- **Broadcast**$(M)$: Procedure whereby the node $v$ in $T$ sends message $M$ to its children and its children broadcast to their subtrees.

- **Expand**: A procedure for adding nodes to $T$ and preserving the Invariant after doing so.

- **FindAny**: Returns to the leader an outgoing edge chosen uniformly at random with probability 1/16, or else it returns $\emptyset$. The leader then broadcasts the result. **FindAny** requires $O(n)$ messages. We specify **FindAny**$(E')$ when we mean that the outgoing edge must be an outgoing edge in a particular subset $E' \subseteq E$.

- **FindMin**: is similarly defined except the edge is the (unique) minimum cost outgoing edge. This is used only in the minimum spanning tree algorithm. **FindMin** requires $O(n \log^2 n / \log \log n)$ messages.
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- **ApproxCut**: A function which w.h.p. returns an estimate in \([k/32, k]\) where \( k \) is the number of outgoing edges from \( T \) and \( k > c \log n \) for a constant. It requires \( O(n \log n) \) messages.

**FindAny** and **FindMin** are described in [18] (The **FindAny** we use is called **FindAny-C** there.) **FindAny-C** was used to find any outgoing edge in the previous paper. It is not hard to see that the edge found is a random edge from the set of outgoing edges; we use that fact here. The relationships among **FindAny**, **FindMin** and **ApproxCut** below are described in the next subsection.

- **\( \text{Found}_L(v) \), \( \text{Found}_O(v) \)**: Two lists of edges incident to node \( v \), over which \( v \) will send invitations to join \( T \) the next time \( v \) participates in **Expand**. After this, the list is emptied. Edges are added to \( \text{Found}_L(v) \) when \( v \) receives \( \langle \text{Low-degree} \rangle \) message or the edge is found by the leader by sampling and its external endpoint is low-degree. Otherwise, an edge is added to \( \text{Found}_O(v) \) when \( v \) receives a \( \langle \text{Star} \rangle \) message over an edge or if the edge is found by the leader by sampling and its external endpoint is high-degree. Note that star nodes that are low-degree send both \( \langle \text{Low-degree} \rangle \) and \( \langle \text{Star} \rangle \). This may cause an edge to be in both lists which is handled properly in the algorithm.

- **\( T\text{-neighbor}(v) \)**: A list of neighbors of \( v \) in \( T \). This list, except perhaps during the execution of **Expand**, includes all low-degree neighbors of \( v \) in \( T \). This list is used to exclude from \( \text{Found}_L(v) \) any non-outgoing edges.

- **ThresholdDetection\( (k) \)**: A procedure which is initiated by the leader of \( T \). The nodes in \( T \) experience no more than \( k < n^2 \) events w.h.p. The leader is informed w.h.p. when the number of events experienced by the nodes in \( T \) reaches the threshold \( k/4 \). Here, an event is the receipt of \( \langle \text{Low-degree} \rangle \) over an outgoing edge. Following the completion of **Expand**, all edges \((u, v)\) in \( \text{Found}_L(u) \) are events if \( v \notin T\text{-neighbor}(u) \). \( O(|T| \log n) \) messages suffice.

### 2.3 Implementation of **FindAny**, **FindMin** and **ApproxCut**

We briefly review **FindAny** in [18] and explain its connection with **ApproxCut**. The key insight is that an outgoing edge is incident to exactly one endpoint in \( T \) while other edges are incident to zero or two endpoints. If there were exactly one outgoing edge, the parity of the sum of all degrees in \( T \) would be 1, and the parity of bit-wise XOR of the binary representation of the names of all incident edges would be the name of the one outgoing edge.

To deal with possibility of more than one outgoing edge, the leader creates an efficient means of sampling edges at different rates: Let \( l = \lfloor 2 \log n \rfloor \). The leader selects and broadcasts one pairwise independent hash function \( h : [\text{edge\_names}] \to [1, 2^l] \), where \( \text{edge\_name} \) of an edge is a unique binary string computable by both its endpoints, e.g., \( \{x, y\} = x \cdot y \) for \( x < y \). Each node \( y \) forms the vector \( h(y) \) whose \( i^{th} \) bit is the parity of its incident edges that hash to \([0, 2^l], i = 0, \ldots, l \). Starting with the leaves, a node in \( T \) computes the bitwise XOR of the vectors from its children and itself and then passes this up the tree, until the leader has computed \( \overrightarrow{b} = \text{XOR}_{v \in T} h(v) \). The key insight implies that for each index \( i \), \( \overrightarrow{b}_i \) equals the parity of just the outgoing edges mapped to \([0, 2^l]\). Let \( \text{min} \) be the smallest index \( i \) s.t. \( \overrightarrow{b}_i = 1 \). With constant probability, exactly one edge of the outgoing edges has been mapped to \([1, 2^{\text{min}}]\). The leader broadcasts \( \text{min} \). Nodes send back up the XOR of the \( \text{edge\_names} \) of incident edges which are mapped by \( h \) to this range. If exactly one outgoing edge has been indeed mapped to that range, the leader will find it by again determining the XOR of the \( \text{edge\_names} \) sent up. One more broadcast from the leader can be used to verify that this edge exists and is incident to exactly one node in \( T \).
Since each edge has the same probability of failing in $[0, 2^{\min}]$, this procedure gives a randomly selected edge. Note also that the leader can instruct the nodes to exclude certain edges from the XOR, say incident edges of weight greater than some $w$. In this way the leader can binary search for the minimal weight outgoing edge to carry out $\text{FindMin}$. Similarly, the leader can select random edges without replacement.

Observe that if the number of outgoing edges is close to $2^j$, we’d expect $\text{min}$ to be $l - j$ with constant probability. Here we introduce distributed asynchronous $\text{ApproxCut}$ which uses the sampling technique from $\text{FindMin}$ but repeats it $O(\log n)$ times with $O(\log n)$ randomly chosen hash functions. Let $\text{min_sum}$ be the minimum $i$ for which the sum of $b_s$ exceeds $c \log n$ for some constant $c$. We show $2^{\text{min_sum}}$ approximates the number of outgoing edges within a constant factor from the actual number. $\text{ApproxCut}$ pseudocode is given in Algorithm 5.

We show:

Lemma 2. With probability $1 - 1/n^c$, $\text{ApproxCut}$ returns an estimate in $[k/32, k]$ where $k$ is the number of outgoing edges and $k > c' \log n$, $c'$ a constant depending on $c$. It uses $O(\log n)$ messages.

The proof is given in Section 3.2.

3 Asynchronous ST construction with $o(m)$ messages

In this section we explain how to construct a spanning tree when there is a preselected leader and the graph is connected.

Initially, each node selects itself with probability $1/\sqrt{n \log n}$ as a star node. Low-degree and star nodes initially send out $(\text{Low-degree})$ and $(\text{Star})$ messages to all of their neighbors, respectively. (We will be using the $(M)$ notation to show a message with content $M$.) A low-degree node which is a star node sends both types of messages. At any point during the algorithm, if a node $v$ receives a $(\text{Low-degree})$ or $(\text{Star})$ message through some edge $e$, it adds $e$ to $\text{Found}_L(v)$ or $\text{Found}_O(v)$ resp.

The algorithm $\text{FindST-Leader}$ runs in phases. Each phase has three parts: 1) Expansion of $T$ over found edges since the previous phase and restoration of the Invariant; 2) Search for an outgoing edge to a high-degree node; 3) Wait until messages to nodes in $T$ have been received over a constant fraction of the outgoing edges whose external endpoint is low-degree.

1) Expansion. Each phase is started with $\text{Expand}$. $\text{Expand}$ adds to $T$ any nodes which are external endpoints of outgoing edges placed on a $\text{Found}$ list of any node in $T$ since the last time that node executed $\text{Expand}$. In addition, it restores the Invariant for $T$.

Implementation. $\text{Expand}$ is initiated by the leader and broadcast down the tree. When a node $v$ receives $(\text{Expand})$ message for the first time (it is not in $T$), it joins $T$ and makes the sender its parent. If it is a high-degree node and is not a star, it has to wait until it receives a $(\text{Star})$ message over some edge $e$, and then adds $e$ to $\text{Found}_O(v)$. It then forwards $(\text{Expand})$ over the edges in $\text{Found}_L(v)$ or $\text{Found}_O(v)$ and empties these lists. Otherwise, if it is a low-degree node or a star node, it forwards $(\text{Expand})$ to all of its neighbors.

On the other hand, if $v$ is already in $T$, it forwards $(\text{Expand})$ message to its children in $T$ and along any edges in $\text{Found}_L(v)$ or $\text{Found}_O(v)$, i.e. outgoing edges which were “found” since the previous phase, and empties these lists. All $(\text{Expand})$ requests received by $v$ are answered, and their sender is added to $\text{T-neighbor}(v)$. The procedure ends in a bottom-up
way and ensures that each node has heard from all the nodes it sent \( \langle \text{Expand} \rangle \) requests to before it contacts its parent.

Let \( T^i \) denote \( T \) after the execution of \( \text{Expand} \) in phase \( i \). Initially \( T^0 \) consists of the leader node and as its Found lists contain all its neighbors, after the first execution of \( \text{Expand} \), if the leader is high-degree, \( T^1 \) satisfies the invariant. An easy inductive argument on \( T^i \) shows:

\[ \text{Observation 1.} \quad \text{For all } i > 0, \text{ upon completion of } \text{Expand}, \text{ all the nodes reachable by edges in the Found lists of any node in } T^{i-1} \text{ are in } T^i, \text{ and for all } v \in T, \text{T-neighbor}(v) \text{ contains all the low-degree neighbors of } v \text{ in } T. \]

\( \text{Expand} \) is called in line 6 of the main algorithm 1. The pseudocode is given in \( \text{Expand} \) Algorithm 1.

2) Search for an outgoing edge to a high degree node. A sampling of the outgoing edges without replacement is done using \( \text{FindAny} \) multiple times. The sampling either (1) finds an outgoing edge to a high degree node, or (2) finds all outgoing edges, or (3) determines w.h.p. that at least half the outgoing edges are to low-degree nodes and there are at least \( 2c \log n \) such edges. If the first two cases occur, the phase ends.

Implementation. Endpoints of sampled edges in \( T \) communicate over the outgoing edge to determine if the external endpoint is high-degree. If at least one is, that edge is added to the \( \text{Found}_O \) list of its endpoint in \( T \) and the phase ends. If there are fewer than \( 2 \log n \) outgoing edges, all these edges are added to \( \text{Found}_O \) and the phase ends. If there are no outgoing edges, the algorithm ends. If all \( 2 \log n \) edges go to low-degree nodes, then the phase continues with Step 3) below. This is implemented in the \textbf{while} loop of \( \text{FindST-Leader} \).

Throughout this section we will be using the following fact from Chernoff bounds:

Assume \( X_1, X_2, \ldots, X_T \) are independent Bernoulli trials where each trial's outcome is 1 with probability \( 0 < p < 1 \). Chernoff bounds imply that given constants \( c, c_1 > 1 \) and \( c_2 < 1 \) there is a constant \( c'' \) such that if there are \( T \geq c'' \log n \) independent trials, then \( \Pr(X > c_1 \cdot E[X]) < 1/n^c \) and \( \Pr(X < c_2 \cdot E[X]) < 1/n^c \), where \( X \) is sum of the \( X_1, \ldots, X_T \).

We show:

\[ \text{Lemma 3.} \quad \text{After Search, at least one of the following must be true with probability } 1 - 1/n^{c'}, \text{ where } c' \text{ is a constant depending on } c: \]

1. there are fewer than \( 2c \log n \) outgoing edges and the leader learns them all; 2) an outgoing edge is to a high-degree node is found, or 3) there are at least \( 2c \log n \) outgoing edges and at least half the outgoing edges are to low-degree nodes.

Proof. Each \( \text{FindAny} \) has a probability of \( 1/16 \) of returning an outgoing edge and if it returns an edge, it is always outgoing. After \( 48c \log n \) repetitions without replacement, the expected number of edges returned is \( 3c \log n \). As these trials are independent, Chernoff bounds imply that at least \( 2/3 \) of trials will be successful with probability at least \( 1 - 1/n^{c'} \), i.e., \( 2c \log n \) edges are returned if there are that many, and if there are fewer, all will be returned.

The edges are picked uniformly at random by independent repetitions of \( \text{FindAny} \). If more than half the outgoing edges are to high-degree nodes, the probability that all edges returned are to low-degree nodes is \( 1/2^{2c \log n} < 1/n^{2c} \).
3) **Wait to hear from outgoing edges to low-degree external nodes.** This step forces the leader to wait until $T$ has been contacted over a constant fraction of the outgoing edges to (external) low-degree nodes. Note that we do not know how to give a good estimate on the number of low-degree nodes which are neighbors of $T$. Instead we count outgoing edges.

**Implementation.** This step occurs only if the $2c \log n$ randomly sampled outgoing edges all go to low-degree nodes and therefore the number of outgoing edges to low-degree nodes is at least this number. In this case, the leader waits until $T$ has been contacted through a constant fraction of these edges.

If this step occurs, then w.h.p., at least half the outgoing edges go to low-degree nodes. Let $k$ be the number of outgoing edges; $k \geq 2c \log n$. The leader calls \textit{ApproxCut} to return an estimate $q \in \left[ \frac{k}{32}, k \right]$ w.h.p. It follows that w.h.p. the number of outgoing edges to low-degree nodes is $k/2$. Let $r = q/2$. Then $r \in \left[ \frac{k}{64}, \frac{k}{2} \right]$.

The nodes $v \in T$ will eventually receive at least $k/2$ messages over outgoing edges of the form \textit{(Low-degree)}. Note that these messages must have been received by $v$ after $v$ executed \textit{Expand} and added to $\text{Found}_L(v)$, for otherwise, these would not be outgoing edges.

The leader initiates a \textit{ThresholdDetection} procedure whereby there is an event for a node $v$ for each outgoing edge $v$ has received a \textit{(Low-degree)} message over since the last time $v$ executed \textit{Expand}. As the \textit{ThresholdDetection} procedure is initiated after the leader finishes \textit{Expand}, the $T$-neighbor($v$) includes any low-degree neighbor of $v$ that is in $T$. Using $T$-neighbor($v$), $v$ can determine which edges in $\text{Found}_L(v)$ are outgoing.

Each event experienced by a node causes it to flip a coin with probability $\min\{c \log n/r, 1\}$. If the coin is heads, then a trigger message labelled with the phase number is sent up to the leader. The leader is triggered if it receives at least $(c/2) \log n$ trigger messages for that phase. When the leader is triggered, it begins a new phase. Since there are $k/2$ triggering events, the expected number of trigger messages eventually generated is $(c \log n/r)(k/2) \geq c \log n$. Chernoff bounds imply that at least $(c/2) \log n$ trigger messages will be generated w.h.p. Alternatively, w.h.p., the number of trigger messages received by the leader will not exceed $(c/2) \log n$ until at least $k/8$ events have occurred, as this would imply twice the expected number. We can conclude that w.h.p. the leader will trigger the next phase after $1/4$ of the outgoing edges to low-degree nodes have been found.

▶ **Lemma 4.** When the leader receives $(c/2) \log n$ messages with the current phase number, w.h.p., at least $1/4$ of the outgoing edges to low-degree nodes have been added to $\text{Found}_L$ lists.

### 3.1 Proof of the main theorem

Here we prove Theorem 1 as it applies to computing the spanning tree of a connected network with a pre-selected leader.

▶ **Lemma 5.** W.h.p., after each phase except perhaps the first, either (A) A high-degree node (and star node) is added to $T$ or (B) $T$ is expanded so that the number of outgoing edges to low-degree nodes is reduced by a $1/4$ factor (or the algorithm terminates with a spanning tree).

**Proof.** By Lemma 3 there are three possible results from the \textit{Search} phase. If a sampled outgoing edge to a high-degree node is found, this edge will be added to the $\text{Found}_O$ list of its endpoint in $T$. If the \textit{Search} phase ends in fewer than $2c \log n$ edges found and none of them are to high degree nodes, then w.h.p. these are all the outgoing edges to low-degree nodes, these edges will all be added to some $\text{Found}_L$. If there are no outgoing edges, the
algorithm terminates and a spanning tree has been found. If the third possible result occurs, then there are at least $2\log n$ outgoing edges, half of which go to low-degree nodes. By Lemma 4, the leader will trigger the next phase and it will do so after at least $1/4$ of the outgoing edges to low-degree nodes have been added to $\text{Found}_L$ lists.

By Observation 1, all the endpoints of the edges on the $\text{Found}$ lists will be added to $T$ in the next phase, and there is at least one such edge or there are no outgoing edges and the spanning tree has been found. When $\text{Expand}$ is called in the next phase, $T$ acquires a new high degree node in two possible ways, either because an outgoing edge on a $\text{Found}$ list is to a high-degree node or because the recursive $\text{Expand}$ on outgoing edges to low-degree edges eventually leads to an external high-degree node. In either case, by the Invariant, $T$ will acquire a new star node as well as a high-degree node. Also by the Invariant, all outgoing edges must come from high-degree nodes. Therefore, if no high-degree nodes are added to $T$ by $\text{Expand}$, then no new outgoing edges are added to $T$. On the other hand, $1/4$ of the outgoing edges to low-degree nodes have been decreased by $1/4$ factor. ◀

It is not hard to see:

Lemma 6. The number of phases is bounded by $O(\sqrt{n} \log^{1/2} n)$.

Proof. By Lemma 5, every phase except perhaps the first, is of type A or type B. Chernoff bounds imply that w.h.p., the number of star nodes does not exceed its expected number $(\sqrt{n} / \log^{1/2} n)$ by more than a constant factor, hence there are no more than $O(\sqrt{n} / \log^{1/2} n)$ phases of type A. Before and after each such phase, the number of outgoing edges to low-degree nodes is reduced by at least a fraction of $1/4$; hence, there are no more than $\log_{4/3} n^2 = O(\log n)$ phases of type B between phases of type A. ◀

Finally, we count the number of messages needed to compute the spanning tree.

Lemma 7. The overall number of messages is $O(n^{3/2} \log^{3/2} n)$.

Proof. The initialization requires $O(\sqrt{n} \log^{3/2} n)$ messages from $O(n)$ low-degree nodes and $O(n)$ messages from each of $O(\sqrt{n} / \log^{1/2} n)$ stars. In each phase, $\text{Expand}$ requires a number of messages which is linear in the size of $T$ or $O(n)$, except that newly added low-degree and star nodes send to their neighbors when they are added to $T$, but this adds just a constant factor to the initialization cost. $\text{FindAny}$ is repeated $O(\log n)$ times for a total cost of $O(n \log n)$ messages. $\text{ApproxCut}$ requires the same number. The Threshold Detector requires only $O(\log n)$ messages to be passed up $T$ or $O(n \log n)$ messages overall. Therefore, by Lemma 6 the number of messages over all phases is $O(n \log^{3/2} n)$. ◀

Theorem 1 for spanning trees in connected networks with a pre-selected leader follows from Lemmas 7 and 6.

3.2 Proof of $\text{ApproxCut}$ Lemma

Proof. Let $W$ be the set of the outgoing edges. For a fixed $z$ and $i$, we have:

\[
\Pr(h_{z,i}(T) = 1) = \Pr(\text{an odd number of edges in } W \text{ hash to } [2^i]) \geq
\]

\[
\Pr(\exists e \in W \text{ hashed to } [2^i]).
\]
This probability is at least $1/16$ for $i = l - \lfloor \log |W| \rfloor - 2$ (Lemma 5 of [18]). Therefore, since $X_j = \sum_{z=1}^{c \log n} h_{z,j}$ (from pseudocode), $E[X_j] = \sum E[h_{z,j}] \geq c \log n / 16$, where $j = l - \lfloor \log |W| \rfloor - 2$. Note that $j = l - \lfloor \log |W| \rfloor - 2$ means that $2^{l-4} < |W| < 2^{l-7}$. Consider $j - 4$. Since the probability of an edge being hashed to $[2^{j-4}]$ is $2^{j-4} / 2^n$, we have

$$Pr(h_{z,j-4}(T) = 1) \leq Pr(\exists e \in W hashed to [2^{j-4}]) = |W| \frac{2^{j-4}}{2^n} \leq \frac{1}{2^7} \leq \frac{1}{32}.$$ 

Thus, $E[X_{j-4}] \leq c \log n / 32$. Since an edge that is hashed to $[2^{j-k}]$ (for $k > 4$) is already hashed to $[2^{j-4}]$, we have:

$$Pr(h_{z,j-4}(T) = 1 \lor \ldots \lor h_{z,0}(T) = 1) \leq Pr(\exists e \in W hashed to [2^{j-4}] or \ldots or [2^0])) =$$

$$Pr(\exists e \in W hashed to [2^{j-4}]) = \frac{1}{32}.$$

Let $y_z$ be 1 if $h_{z,j-4}(T) = 1 \lor \ldots \lor h_{z,0}(T) = 1$, and 0 otherwise. Also, let $Y = \sum_{z=1}^{c \log n} y_z$. We have $E[Y] \leq c \log n / 32$. Also, for any positive integer $a$,

$$Pr(X_{j-4} > a \lor \ldots \lor X_0 > a) \leq Pr(Y > a).$$

From Chernoff bounds:

$$Pr(X_j < (3/4)c \log n / 16) = Pr(X_j < (3/4)E[X_j]) < 1/n^c$$
and,

$$Pr(X_{j-4} > (3/2)c \log n / 16 \lor \ldots \lor X_0 > (3/2)c \log n / 16) \leq Pr(Y > (3/2)c \log n / 16) =$$

$$Pr(Y > (3/2)c \log n / 32) < Pr(Y > (3/2)E[Y]) < 1/n^c.$$ 

Therefore, by finding the smallest $i$ (called min in pseudocode) for which $X_i > (3/2)c \log n / 16$, w.h.p. min is in $[j - 3, j]$. As a result, $2|W| \leq 2^{l-min} \leq 64|W|$. Therefore, $|W| / 32 \leq 2^{l-min}/64 \leq |W|$.

Furthermore, broadcasting each of the $O(\log n)$ hash functions and computing the corresponding vector takes $O(n)$ messages; so, the lemma follows.

### 3.3 Pseudocode

**Algorithm 1** Initialization of the spanning tree algorithm.

1: procedure **INITIALIZATION**
2: Every node selects itself to be a star node with probability of $1/\sqrt{n \log n}$.
3: Nodes that have degree $< \sqrt{n \log n} / 2$ are low-degree nodes. Otherwise, they are high-degree nodes. (Note that they may also be star nodes at the same time.)
4: Star nodes send (Star) messages to all of their neighbors.
5: Low-degree nodes send (Low-degree) messages to all of their neighbors (even if they are star nodes too).
6: end procedure
**Algorithm 2** Asynchronous protocol for the leader to find a spanning tree.

1: procedure **FindST-Leader**
2: Leader initially adds all of its incident edges to its $F_{ound_L}$ list. // By exception
3: leader does not need to differentiate between $F_{ound_L}$ and $F_{ound_O}$
4: $i \leftarrow 0$
5: repeat (Phase $i$)
6: $i \leftarrow i + 1$
7: Leader calls **Expand()**. // Expansion
8: // Search and Sampling:
9: $counter \leftarrow 0$, $A \leftarrow \emptyset$
10: while $counter < 48c \log n$ do
11: if **FindAny**($E \setminus A$) then
12: $u$ sends a message to $v$ to query $v$’s degree, and sends it to the leader.
13: $u$ adds $(u, v)$ to either $F_{ound_L}(u)$ or $F_{ound_O}(u)$ based on $v$’s degree.
14: end if
15: $counter \leftarrow counter + 1$
16: end while
17: if $|A| = 0$ then
18: terminate the algorithm as there are no outgoing edges.
19: else if $|A| < 2 \log n$ (few edges) or $\exists (u, v) \in A$ s.t. $v$ is high-degree then
20: Leader starts a new phase to restore the Invariant.
21: else (at least half of the outgoing edges are to low-degree nodes) // Wait:
22: $r \leftarrow \text{ApproxCut}() / 2$.
23: Leader calls **ThresholdDetection($r$)**.
24: Leader waits to trigger and then starts a new phase.
25: end if
26: until
27: end procedure

**Algorithm 3** Given $r$ at phase $i$, this procedure detects when nodes in $T$ receive at least $r/4 \langle \text{Low} - \text{degree} \rangle$ messages over outgoing edges. $c$ is a constant.

1: procedure **ThresholdDetection**
2: Leader calls Broadcast($\langle \text{Send-trigger}, r, i \rangle$).
3: When a node $u \in T$ receives $\langle \text{Send-trigger}, r, i \rangle$, it first participates in the broadcast.
4: Then, for every event, i.e. every edge $(u, v) \in F_{ound(u)}$, such that $v \notin T$-neighbor($u$),
5: $u$ sends to its parent a $\langle \text{Trigger}, i \rangle$ message with probability of $c \log n/r$.
6: A node that receives $\langle \text{Trigger}, i \rangle$ from a child keeps sending up the message until it reaches the leader. If a node receives an $\langle \text{Expand} \rangle$ before it sends up a $\langle \text{Trigger}, i \rangle$, it discards the $\langle \text{Trigger}, i \rangle$ messages as an Expand has already been triggered.
7: Once the leader receives at least $c \log n/2 \langle \text{Trigger}, i \rangle$ messages, the procedure terminates and the control is returned to the calling procedure.
8: end procedure
Algorithm 4 Leader initiates Expand by sending $\langle$Expand$\rangle$ to all of its children. If this is the first Expand, leader sends to all of its neighbors. Here, $x$ is any non-leader node.

1: **procedure** Expand
2: When node $x$ receives an $\langle$Expand$\rangle$ message over an edge $(x,y)$:
3: $x$ adds $y$ to $T$-neighbor$(x)$.
4: if $x$ is not in $T$ then
5: The first node that $x$ receives $\langle$Expand$\rangle$ from becomes $x$'s parent. // $x$ joins $T$
6: if $x$ is a high-degree node and $x$ is not a star node then
7: It waits to receive a $\langle$Star$\rangle$ over some edge $e$, then adds $e$ to $\text{Found}_O(x)$.
8: It forwards $\langle$Expand$\rangle$ over edges in $\text{Found}_L(x)$ and $\text{Found}_O(x)$ (only once in case an edge is in both lists), then removes those edges from the Found lists.
9: else ($x$ is a low-degree or star node)
10: It forwards the $\langle$Expand$\rangle$ message to all of its neighbors.
11: end if
12: else ($x$ is already in $T$)
13: If the sender is not its parent, it sends back $\langle$Done-by-reject$\rangle$. Else, it forwards $\langle$Expand$\rangle$ to its children in $T$, over the edges in $\text{Found}_L(x)$ and $\text{Found}_O(x)$, then removes those edges from the Found lists.
14: end if
// Note that if $x$ added more edges to its Found list after forward of $\langle$Expand$\rangle$, the new edges will be dealt with in the next Expand.
15: When a node receives $\langle$Done$\rangle$ messages (either $\langle$Done-by-accept$\rangle$ or $\langle$Done-by-reject$\rangle$) from all of the nodes it has sent to, it considers all nodes that have sent $\langle$Done-by-accept$\rangle$ as its children. Then, it sends up $\langle$Done-by-accept$\rangle$ to its parent.
16: The algorithm terminates when the leader receives $\langle$Done$\rangle$ from all of its children.
17: **end procedure**

Algorithm 5 Approximates the number of outgoing edges within a constant factor. $c$ is a constant.

1: **procedure** APPROXCUT($T$)
2: Leader broadcasts $c\log n$ random 2-wise independent hash functions defined from $[1,n^{2c}] \rightarrow [2^l]$.
3: For node $y$, and hash function $h^z$, vector $\overrightarrow{h^z}(y)$ is computed where $h^z,i(y)$ is the parity of incident edges that hash to $[2^l]$, $i=0,\ldots,l$.
4: For hash function $h^z$, $\overrightarrow{h^z}(T) = \bigoplus_{y \in T} \overrightarrow{h^z}(y)$ is computed in the leader.
5: For each $i=0,\ldots,l$, $X_i = \sum_{z=1}^{c\log n} h^z,i(T)$.
6: Let $\text{min}$ be the smallest $i$ s.t. $X_i \geq (3/4)c\log n/16$.
7: Return $2^l_{\text{min}}/64$.
8: **end procedure**

4 Finding MST with $o(m)$ asynchronous communication

The MST algorithm implements a version of the GHS algorithm which grows a forest of disjoint subtrees ("fragments") of the MST in parallel. We reduce the message complexity of GHS by using $\text{FindMin}$ to find minimum weight outgoing edges without having to send messages across every edge. But, by doing this, we require the use of a spanning tree to help synchronize the growth of the fragments.
Note that GHS nodes send messages along their incident edges for two main purposes: (1) to see whether the edge is outgoing, and (2) to make sure that fragments with higher rank are slowed down and do not impose a lot of time and message complexity. Therefore, if we use FindMin instead of having nodes to send messages to their neighbors, we cannot make sure that higher ranked fragments are slowed down. Our protocol works in phases where in each phase only fragments with smallest ranks continue to grow while other fragments wait. A spanning tree is used to control the fragments based on their rank. (See [14] for the original GHS.)

**Implementation of FindMST.** Initially, each node forms a fragment containing only that node which is also the leader of the fragment and fragments all have rank zero. A fragment identity is the node ID of the fragment’s leader; all nodes in a fragment know its identity and its current rank. Let the pre-computed spanning tree $T$ be rooted at a node $r$. All fragment leaders wait for instructions that are broadcast by $r$ over $T$.

The algorithm runs in phases. At the start of each phase, $r$ broadcasts the message $\langle \text{Rank-request} \rangle$ to learn the current minimum rank among all fragments after this broadcast. Leaves of $T$ send up their fragment rank. Once an internal node in $T$ receives the rank from all of its children (in $T$) the node sends up the minimum fragment rank it has received including its own. This kind of computation is also referred to as a convergecast.

Then, $r$ broadcasts the message $\langle \text{Proceed, minRank} \rangle$ where minRank is the current minimum rank among all fragments. Any fragment leader that has rank equal to minRank, proceeds to finding minimum weight outgoing edges by calling FindMin on its own fragment tree. These fragments then send a $\langle \text{Connect} \rangle$ message over their minimum weight outgoing edges. When a node $v$ in fragment $F$ (at rank $R$) sends a $\langle \text{Connect} \rangle$ message over an edge $e$ to a node $v'$ in fragment $F'$ (at rank $R'$), since $R$ is the current minimum rank, two cases may happen: (Ranks and identities are updated here.)

1. $R < R'$: In this case, $v'$ answers immediately to $v$ by sending back an $\langle \text{Accept} \rangle$ message, indicating that $F$ can merge with $F'$. Then, $v$ initiates the merge by changing its fragment identity to the identity of $F'$, making $v'$ its parent, and broadcasting $F'$’s identity over fragment $F$ so that all nodes in $F$ update their fragment identity as well. Also, the new fragment (containing $F$ and $F'$) has rank $R'$.

2. $R = R'$: $v'$ responds $\langle \text{Accept} \rangle$ immediately to $v$ if the minimum outgoing edge of $F'$ is $e$, as well. In this case, $F$ merges with $F'$ as mentioned in rule 1, and the new fragment will have $F'$’s identity. Also, both fragments increase their rank to $R' + 1$. Otherwise, $v'$ does not respond to the message until $F'$’s rank increases. Once $F'$ increased its rank, it responds via an $\langle \text{Accept} \rangle$ message, fragments merge, and the new fragment will update its rank to $R'$.

The key point here is that fragments at minimum rank are not kept waiting. Also, the intuition behind rule 2 is as follows. Imagine we have fragments $F_1, F_2, ..., F_k$ which all have the same rank and $F_i$’s minimum outgoing edge goes to $F_{i+1}$ for $i \leq k - 1$. Now, it is either the case that $F_k$’s minimum outgoing edge goes to a fragment with higher rank or it goes to $F_k$. In either case, rule 2 allows the fragments $F_{k-1}, F_{k-2}, ...$ to update their identities in a cascading manner right after $F_k$ increased its rank.

When all fragments finish their merge at this phase they have increased their rank by at least one. Now, it is time for $r$ to star a new phase. However, since communication is asynchronous we need a way to tell whether all fragments have finished. In order to do this, $\langle \text{Done} \rangle$ messages are convergecast in $T$. Nodes that were at minimum rank send up to their parent in $T$ a $\langle \text{Done} \rangle$ message only after they increased their rank and received $\langle \text{Done} \rangle$ messages from all of their children in $T$.
Algorithm 6 MST construction with $\tilde{O}(n)$ messages. $T$ is a spanning tree rooted at $r$.

1: procedure FindMST
2: All nodes are initialized as fragments at rank 0.
3: // Start of a phase
4: $r$ calls Broadcast(⟨Rank-request⟩), and minRank is computed via a convergecast.
5: $r$ calls Broadcast(⟨Proceed, minRank⟩).
6: Fragment leaders at rank minRank that have received the ⟨Proceed, minRank⟩ message, call FindMin. Then, these fragments merge by sending Connect messages over their minimum outgoing edges. If there is no outgoing edge the fragment leader terminates the algorithm.
7: Upon receipt of ⟨Proceed, minRank⟩, a node $v$ does the following:
   If it is a leaf in $T$ at rank minRank, sends up ⟨Done⟩ after increasing its rank.
   If it is a leaf in $T$ with a rank higher than minRank, it immediately sends up ⟨Done⟩.
   If it is not a leaf in $T$, waits for ⟨Done⟩ from its children in $T$. Then, sends up the ⟨Done⟩ message after increasing its rank.
8: end procedure

As proved in Lemma 8, this algorithm uses $\tilde{O}(n)$ messages.

▶ Lemma 8. FindMST uses $O(n \log^3 n / \log \log n)$ messages and finds the MST w.h.p.

Proof. All fragments start at rank zero. Before a phase begins, two broadcasts and convergecasts are performed to only allow fragments at minimum rank to proceed. This requires $O(n)$ messages. In each phase, finding the minimum weight outgoing edges using FindMin takes $O(n \log^2 n / \log \log n)$ over all fragments. Also, it takes $O(n)$ for the fragments to update their identity since they just have to send the identity of the higher ranked fragment over their own fragment. As a result, each phase takes $O(n \log^2 n / \log \log n)$ messages.

A fragment at rank $R$ must contain at least two fragments with rank $R - 1$; therefore, a fragment with rank $R$ must have at least $2^R$ nodes. So, the rank of a fragment never exceeds $\log n$. Also, each phase increases the minimum rank by at least one. Hence, there are at most $\log n$ phases. As a result, message complexity is $O(n \log^3 n / \log \log n)$. ◀

From Lemma 8, Theorem 1 for minimum spanning trees follows.

5 Conclusion

We presented the first asynchronous algorithm for computing the MST in the CONGEST model with $\tilde{O}(n^{3/2})$ communication when nodes have initial knowledge of their neighbors’ identities. This shows that the KT1 model is significantly more communication efficient than KT0 even in the asynchronous model. Open problems that are raised by these results are: (1) Does the asynchronous KT1 model require substantially more communication that the synchronous KT1 model? (2) Can we improve the time complexity of the algorithm while maintaining the message complexity?
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1 Introduction
Consensus provides a fundamental building block for developing reliable distributed systems [23–25]. Accordingly, it is well studied in many different system models [36]. Until recently, however, little was known about solving this problem in distributed systems made up of devices communicating using commodity wireless cards. Motivated by this knowledge gap, this paper studies consensus in the abstract MAC layer model, which abstracts the basic behavior and guarantees of standard wireless MAC layers. In recent work [41], we proved deterministic fault-tolerant consensus is impossible in this setting. In this paper, we describe and analyze the first known randomized fault-tolerant consensus algorithms for this well-motivated model.
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The Abstract MAC Layer. Most existing work on distributed algorithms for wireless networks assumes low-level synchronous models that force algorithms to directly grapple with issues caused by contention and signal fading. Some of these models describe the network topology with a graph (c.f., [8, 16, 20, 28, 32, 38]), while others use signal strength calculations to determine message behavior (c.f., [17, 21, 26, 27, 37, 39]).

As also emphasized in [41], these models are useful for asking foundational questions about distributed computation on shared channels, but are not so useful for developing algorithmic strategies suitable for deployment. In real systems, algorithms typically do not operate in synchronous rounds and they are not provided unmediated access to the radio. They must instead operate on top of a general-purpose MAC layer which is responsible for many network functions, including contention management, rate control, and co-existence with other network traffic.

Motivated by this reality, in this paper we adopt the abstract MAC layer model [34], an asynchronous broadcast-based communication model that captures the basic interfaces and guarantees provided by common existing wireless MAC layers. In more detail, if you provide the abstract MAC layer a message to broadcast, it will eventually be delivered to nearby nodes in the network. The specific means by which contention is managed – e.g., CSMA, TDMA, uniform probabilistic routines such as DECAY [8] – is abstracted away by the model. At some point after the contention management completes, the abstract MAC layer passes back an acknowledgment indicating that it is ready for the next message. This acknowledgment contains no information about the number or identities of the message recipient.

(In the case of the MAC layer using CSMA, for example, the acknowledgment would be generated after the MAC layer detects a clear channel. In the case of TDMA, the acknowledgment would be generated after the device’s turn in the TDMA schedule. In the case of a probabilistic routine such as DECAY, the acknowledgment would be generated after a sufficient number of attempts to guarantee successful delivery to all receivers with high probability.)

The abstract MAC abstraction, of course, does not attempt to provide a detailed representation of any specific existing MAC layer. Real MAC layers offer many more modes and features then is captured by this model. In addition, the variation studied in this paper assumes messages are always delivered, whereas more realistic variations would allow for occasional losses.

This abstraction, however, still serves to capture the fundamental dynamics of real wireless application design in which the lower layers dealing directly with the radio channel are separated from the higher layers executing the application in question. An important goal in studying this abstract MAC layer, therefore, is attempting to uncover principles and strategies that can close the gap between theory and practice in the design of distributed systems deployed on standard layered wireless architectures.

Our Results. In this paper, we studied randomized fault-tolerant consensus algorithms in the abstract MAC layer model. In more detail, we study binary consensus and assume a single-hop network topology. Notice, our use of randomization is necessary, as deterministic consensus is impossible in the abstract MAC layer model in the presence of even a single fault (see our generalization of FLP from [41]).

To contextualize our results, we note that the abstract MAC layer model differs from standard asynchronous message passing models in two main ways: (1) the abstract MAC layer model provides the algorithm no advance information about the network size or membership,
requiring nodes to communicate with a blind broadcast primitive instead of using point-to-point channels, (2) the abstract MAC layer model provides an acknowledgment to the broadcaster at some point after its message has been delivered to all of its neighbors. This acknowledgment, however, contains no information about the number or identity of these neighbors (see above for more discussion of this fundamental feature of standard wireless MAC layers).

Most randomized fault-tolerant consensus algorithms in the asynchronous message passing model strongly leverage knowledge of the network. A strategy common to many of these algorithms, for example, is to repeatedly collect messages from at least \( n - f \) nodes in a network of size \( n \) with at most \( f \) crash failures (e.g., [9]). This strategy does not work in the abstract MAC layer model as nodes do not know \( n \).

To overcome this issue, we adapt an idea introduced in early work on fault-tolerant consensus in the asynchronous shared memory model: counter racing (e.g., [5,12]). At a high-level, this strategy has nodes with initial value 0 advance a shared memory counter associated with 0, while nodes with initial value 1 advance a counter associated with 1. If a node sees one counter get ahead of the other, they adopt the initial value associated with the larger counter, and if a counter gets sufficiently far ahead, then nodes can decide.

Our first algorithm (presented in Section 3) implements a counter race of sorts using the acknowledged blind broadcast primitive provided by the model. Roughly speaking, nodes continually broadcast their current proposal and counter, and update both based on the pairs received from other nodes. Proving safety for this type of strategy in shared memory models is simplified by the atomic nature of register accesses. In the abstract MAC layer model, by contrast, a broadcast message is delivered non-atomically to its recipients, and in the case of a crash, may not arrive at some recipients at all.\(^3\) Our safety analysis, therefore, requires novel analytical tools that tame a more diverse set of possible system configurations.

To achieve liveness, we use a technique loosely inspired by the randomized delay strategy introduced by Chandra in the shared memory model [12]. In more detail, nodes probabilistically decide to replace certain sequences of their counter updates with \( \text{nop} \) placeholders. We show that if these probabilities are adapted appropriately, the system eventually arrives at a state where it becomes likely for only a single node to be broadcasting updates, allowing progress toward termination.

Formally, we prove that with high probability in the network size \( n \), the algorithm terminates after \( O(n^3 \log n) \) broadcasts are scheduled. This holds regardless of which broadcasts are scheduled (i.e., we do not impose a fairness condition), and regardless of the number of faults. The algorithm, as described, assumes nodes are provided unique IDs that we treat as comparable black boxes (to prevent them from leaking network size information). We subsequently show how to remove that assumption by describing an algorithm that generates unique IDs in this setting with high probability.

Our second algorithm (presented in Section 4) trades a looser agreement guarantee for more efficiency. In more detail, we describe and analyze a solution to almost-everywhere agreement [18], that guarantees most nodes agree on the same value. This algorithm terminates after \( O(n^2 \log^4 n \log \log n) \) broadcasts, which is a linear factor faster than our first algorithm (ignoring log factors). The almost-everywhere consensus algorithm consists of two phases. The first phase is used to ensure that almost all nodes obtain a good approximation

\(^3\) We note that register simulations are also not an option in our model for two reasons: standard simulation algorithms require knowledge of \( n \) and a majority correct nodes, whereas we assume no knowledge of \( n \) and wait-freedom.
of the network size. In the second phase, nodes use this estimate to perform a sequence of broadcasts meant to help spread their proposal to the network. Nodes that did not obtain a good estimate in Phase 1 will leave Phase 2 early. The remaining nodes, however, can leverage their accurate network size estimates to probabilistically sample a subset to actively participate in each round of broadcasts. To break ties between simultaneously active nodes, each chooses a random rank using the estimate obtained in Phase 1. We show that with high probability, after not too long, there exists a round of broadcasts in which the first node receiving its acknowledgment is both active and has the minimum rank among other active nodes – allowing its proposal to spread to all remaining nodes.

Finally, we explore the gap between the abstract MAC layer model and the related asynchronous message passage passing model. We prove (in Section 5) that fault-tolerant consensus is impossible in the asynchronous message passing model in the absence of knowledge of network participants, even if we assume no faults, allow randomized algorithms, and provide a constant-factor approximation of $n$. This differs from the abstract MAC layer model where we solve this problem without network participant or network size information, and assuming crash failures. This result implies that the fact that broadcasts are acknowledged in the abstract MAC layer model is crucial to overcoming the difficulties induced by limited network information.

Related Work. Consensus provides a fundamental building block for reliable distributed computing [23–25]. It is particularly well-studied in asynchronous models [2,35,40,44]. The abstract MAC layer approach4 to modeling wireless networks was introduced in [33] (later expanded to a journal version [34]), and has been subsequently used to study several different problems [14,15,29,30,41]. The most relevant of this related work is [41], which was the first paper to study consensus in the abstract MAC layer model. This previous paper generalized the seminal FLP [19] result to prove deterministic consensus is impossible in this model even in the presence of a single failure. It then goes on to study deterministic consensus in the absence of failures, identifying the pursuit of fault-tolerant randomized solutions as important future work – the challenge taken up here.

We note that other researchers have also studied consensus using high-level wireless network abstractions. Vollset and Ezhilchelvan [45], and Alekeish and Ezhilchelvan [4], study consensus in a variant of the asynchronous message passing model where pairwise channels come and go dynamically – capturing some behavior of mobile wireless networks. Their correctness results depend on detailed liveness guarantees that bound the allowable channel changes. Wu et al. [46] use the standard asynchronous message passing model (with unreliable failure detectors [13]) as a stand-in for a wireless network, focusing on how to reduce message complexity (an important metric in a resource-bounded wireless setting) in solving consensus.

A key difficulty for solving consensus in the abstract MAC layer model is the absence of advance information about network participants or size. These constraints have also been studied in other models. Ruppert [43], and Bonnet and Raynal [10], for example, study the amount of extra power needed (in terms of shared objects and failure detection, respectively) to solve wait-free consensus in anonymous versions of the standard models. Attiya et al. [6] describe consensus solutions for shared memory systems without failures or unique ids. A

---

4 There is no one abstract MAC layer model. Different studies use different variations. They all share, however, the same general commitment to capturing the types of interfaces and communication/timing guarantees that are provided by standard wireless MAC layers.
series of papers [3, 11, 22], starting with the work of Cavin et al. [11], study the related problem of consensus with unknown participants (CUPs), where nodes are only allowed to communicate with other nodes whose identities have been provided by a participant detector formalism.

Closer to our own model is the work of Abboud et al. [1], which also studies a single hop network where nodes broadcast messages to an unknown group of network participants. They prove deterministic consensus is impossible in these networks under these assumptions without knowledge of network size. In this paper, we extend these existing results by proving this impossibility still holds even if we assume randomized algorithms and provided the algorithm a constant-factor approximation of the network size. This bound opens a sizable gap with our abstract MAC layer model in which consensus is solvable without this network information.

We also consider almost-everywhere (a.e.) agreement [18], a weaker variant of consensus, where a small number of nodes are allowed to decide on conflicting values, as long as a sufficiently large majority agrees. Recently, a.e. agreement has been studied in the context of peer-to-peer networks (c.f. [7, 31]), where the adversary can isolate small parts of the network thus rendering (everywhere) consensus impossible. We are not aware of any prior work on a.e. agreement in the wireless settings.

2 Model and Problem

In this paper, we study a variation of the abstract MAC layer model, which describes a system consisting of a single hop network of $n \geq 1$ computational devices (called nodes in the following) that communicate wirelessly using communication interfaces and guarantees inspired by commodity wireless MAC layers.

In this model, nodes communicate with a broadcast primitive that guarantees to eventually deliver the broadcast message to all the other nodes (i.e., the network is single hop). At some point after a given broadcast has succeeded in delivering a message to all other nodes, the broadcaster receives an acknowledgment informing it that the broadcast is complete (as detailed in the introduction, this captures the reality that most wireless contention management schemes have a definitive point at which they know a message broadcast is complete). This acknowledgment contains no information about the number or identity of the receivers.

We assume a node can only broadcast one message at a time. That is, once it invokes broadcast, it cannot broadcast another message until receiving the corresponding acknowledgment (formally, overlapping messages are discarded by the MAC layer). We also assume any number of nodes can permanently stop executing due to crash failures. As in the classical message passing models, a crash can occur during a broadcast, meaning that some nodes might receive the message while others do not.

This model is event-driven with the relevant events scheduled asynchronously by an arbitrary scheduler. In more detail, for each node $u$, there are four event types relevant to $u$ that can be scheduled: $\text{init}_u$ (which occurs at the beginning of an execution and allows $u$ to initialize), $\text{recv}(m)_u$ (which indicates that $u$ has received message $m$ broadcast from another node), $\text{ack}(m)_u$ (which indicates that the message $m$ broadcast by $u$ has been successfully delivered), and $\text{crash}_u$ (which indicates that $u$ is crashed for the remainder of the execution).

A distributed algorithm specifies for each node $u$ a finite collection of steps to execute for each of the non-crash event types. When one of these events is scheduled by the scheduler, we assume the corresponding steps are executed atomically at the point that the event is scheduled.
scheduled. Notice that one of the steps that a node $u$ can take in response to these events is to invoke a $bcast(m)_u$ primitive for some message $m$. When an event includes a $bcast$ primitive we say it is combined with a broadcast.\(^5\)

We place the following constraints on the scheduler. It must start each execution by scheduling an $init$ event for each node; i.e., we study the setting where all participating nodes are activated at the beginning of the execution. If a node $u$ invokes a valid $bcast(m)_u$ primitive, then for each $v \neq u$ that is not crashed when the broadcast primitive is invoked, the scheduler must subsequently either schedule a single $recv(m)_v$ or $crash_v$ event at $v$. At some point after these events are scheduled, it must then eventually schedule an $ack(m)_u$ event at $u$. These are the only $recv$ and $ack$ events it schedules (i.e., it cannot create new messages from scratch or cause messages to be received/acknowledged multiple times). If the scheduler schedules a $crash_v$ event, it cannot subsequently schedule any future events for $u$.

We assume that in making each event scheduling decision, the scheduler can use the schedule history as well as the algorithm definition, but it does not know the nodes’ private states (which includes the nodes’ random bits). When the scheduler schedules an event that triggers a broadcast (making it a combined event), it is provided this information so that it knows it must now schedule receive events for the message. We assume, however, that the scheduler does not learn the contents of the broadcast message.\(^6\)

Given an execution $\alpha$, we say the message schedule for $\alpha$, also indicated $msg[\alpha]$, is the sequence of message events (i.e., $recv$, $ack$, and $crash$) scheduled in the execution. We assume that a message schedule includes indications of which events are combined with broadcasts.

The Consensus Problem. In this paper, we study binary consensus with probabilistic termination. In more detail, at the beginning of an execution each node is provided an initial value from \{0, 1\} as input. Each node has the ability to perform a single irrevocable decide action for either value 0 or 1. To solve consensus, an algorithm must guarantee the following three properties: (1) agreement: no two nodes decide different values; (2) validity: if a node decides value $b$, then at least one node started with initial value $b$; and (3) termination (probabilistic): every non-crashed node decides with probability 1 in the limit.

Studying finite termination bounds is complicated in asynchronous models because the scheduler can delay specific nodes taking steps for arbitrarily long times. In this paper, we circumvent this issue by proving bounds on the number of scheduled events before the system reaches a termination state in which every non-crashed node has: (a) decided; or (b) will decide whenever the scheduler gets around to scheduling its next $ack$ event.

Finally, in addition to studying consensus with standard agreement, we also study almost-everywhere agreement, in which only a specified majority fraction (typically a $1 - o(n)$ fraction of the $n$ total nodes) must agree.

\(^5\) Notice, we can assume without loss of generality, that the steps executed in response to an event never invoke more than a single $bcast$ primitive, as any additional broadcasts invoked at the same time would lead to the messages being discarded due to the model constraint that a node must receive an $ack$ for the current message before broadcasting a new message.

\(^6\) This adversary model is sometimes called message oblivious and it is commonly considered a good fit for schedulers that control network behavior. This follows because it allows the scheduler to adapt the schedule based on the number of messages being sent and their sources – enabling it to model contention and load factors. One the other hand, there is not good justification for the idea that this schedule should somehow also depend on the specific bits contained in the messages sent. Notice, our liveness proof specifically leverages the message oblivious assumption as it prevents the scheduler from knowing which nodes are sending updates and which are sending $nop$ messages.
Algorithm 1 Counter Race Consensus (for node \( u \) with UID \( id_u \) and initial value \( v_u \))

Initialization:
\[
\begin{align*}
c_u &\leftarrow 0 \\
n_u &\leftarrow 2 \\
C_u &\leftarrow \{ (id_u, c_u, v_u) \} \\
peers &\leftarrow \{ id_u \} \\
phase &\leftarrow 0 \\
active &\leftarrow true \\
declare &\leftarrow -1 \\
k &\leftarrow 3 \\
c &\leftarrow k + 3 \\
bcast(nop, id_u, n_u)
\end{align*}
\]

On Receiving \( \text{ack}(m) \): 
\[
\begin{align*}
\text{phase} &\leftarrow \text{phase} + 1 \\
\text{if } m = (\text{declare}, b) &\text{ then} \\
\text{declare}(b) \text{ and } \text{halt()} \\
\text{else} \\
\text{newm} &\leftarrow \bot \\
C_u' &\leftarrow C_u \\
\hat{c}_u^{(0)} &\leftarrow \text{max counter in } C_u' \text{ paired with value } 0 \text{ (default to } 0 \text{ if no such elements)} \\
\hat{c}_u^{(1)} &\leftarrow \text{max counter in } C_u' \text{ paired with value } 1 \text{ (default to } 0 \text{ if no such elements)} \\
\text{if } \hat{c}_u^{(0)} > \hat{c}_u^{(1)} &\text{ then } v_u \leftarrow 0 \\
\text{else if } \hat{c}_u^{(1)} > \hat{c}_u^{(0)} &\text{ then } v_u \leftarrow 1 \\
\text{if } c_u^{(0)} \geq \hat{c}_u^{(1)} + k \text{ or } \text{declare} = 0 &\text{ then } \text{newm} \leftarrow (\text{declare}, 0) \\
\text{else if } c_u^{(1)} \geq \hat{c}_u^{(0)} + k \text{ or } \text{declare} = 1 &\text{ then } \text{newm} \leftarrow (\text{declare}, 1) \\
\text{if } \text{newm} = \bot &\text{ then} \\
\text{if } \max\{\hat{c}_u^{(0)}, \hat{c}_u^{(1)}\} \leq c_u \text{ and } m \neq \text{nop} &\text{ then } c_u \leftarrow c_u + 1 \\
\text{else if } \max\{\hat{c}_u^{(0)}, \hat{c}_u^{(1)}\} > c_u &\text{ then } c_u \leftarrow \max\{\hat{c}_u^{(0)}, \hat{c}_u^{(1)}\} \\
\text{update} (id_u, *, *) \text{ element in } C_u \text{ with new } c_u \text{ and } v_u \\
\text{newm} &\leftarrow (\text{counter}, id_u, c_u, v_u, n_u) \\
\text{if } \text{phase} \% c = 1 &\text{ then with probability } 1/n_u \text{ active } \leftarrow true \text{ otherwise } \text{active } \leftarrow false \\
\text{if } \text{newm} = (\text{declare}, *) \text{ or } \text{active} = true &\text{ then} \\
bcast(\text{newm}) \\
\text{else} \\
bcast(nop, id_u, n_u)
\end{align*}
\]

On Receiving Message \( m \):
\[
\begin{align*}
\text{updateEstimate}(m) \\
\text{if } m = (\text{declare}, b) &\text{ then} \\
\text{declare} &\leftarrow b \\
\text{else if } m = (\text{counter}, id, c, v, n') &\text{ then} \\
\text{if } \exists c', v' \text{ such that } (id, c', v') \in C_u &\text{ then} \\
\text{remove} (id, c', v') \text{ from } C_u \\
\text{add} (id, c, v) \text{ to } C_u
\end{align*}
\]
Algorithm 2 The updateEstimate(m) subroutine called by Counter Race Consensus during recv(m) event.

if m contains a UID id and network size estimate n’ then
  peers ← peers ∪ {id}
  nu ← max{nu, |peers|, n’}

3 Upper Bound

Here we describe analyze our first randomized binary consensus algorithm: counter race consensus (see Algorithms 1 and 2 for pseudocode, and Section 3.1 for a high-level description of its behavior). This algorithm assumes no advance knowledge of the network participants or network size. Nodes are provided unique IDs, but these are treated as comparable black boxes, preventing them from leaking information about the network size. (We will later discuss how to remove the unique ID assumption.) It tolerates any number of crash faults. The detailed proofs can be found in the full paper [42].

3.1 Algorithm Description

The counter race consensus algorithm is described in pseudocode in the figures labeled Algorithm 1 and 2. Here we summarize the behavior formalized by this pseudocode.

The core idea of this algorithm is that each node u maintains a counter cu (initialized to 0) and a proposal vu (initialized to its consensus initial value). Node u repeatedly broadcasts cu and vu, updating these values before each broadcast. That is, during the ack event for its last broadcast of cu and vu, node u will apply a set of update rules to these values. It then concludes the ack event by broadcasting these updated values. This pattern repeats until u arrives at a state where it can safely commit to deciding a value.

The update rules and decision criteria applied during the ack event are straightforward. Each node u first calculates \( c_u^{(0)} \), the largest counter value it has sent or received in a message containing proposal value 0, and \( c_u^{(1)} \), the largest counter value it has sent or received in a message containing proposal value 1.

If \( c_u^{(0)} > c_u^{(1)} \), then u sets \( v_u ← 0 \), and if \( c_u^{(1)} > c_u^{(0)} \), then u sets \( v_u ← 1 \). That is, u adopts the proposal that is currently “winning” the counter race (in case of a tie, it does not change its proposal).

Node u then checks to see if either value is winning by a large enough margin to support a decision. In more detail, if \( c_u^{(0)} ≥ c_u^{(1)} + 3 \), then u commits to deciding 0, and if \( c_u^{(1)} ≥ c_u^{(0)} + 3 \), then u commits to deciding 1.

What happens next depends on whether or not u committed to a decision. If u did not commit to a decision (captured in the if newm = ⊥ then conditional), then it must update its counter value. To do so, it compares its current counter cu to \( c_u^{(0)} \) and \( c_u^{(1)} \). If \( c_u \) is smaller than one of these counters, it sets \( c_u ← \max\{c_u^{(0)}, c_u^{(1)}\} \). Otherwise, if \( c_u \) is the largest counter that u has sent or received so far, it will set \( c_u ← c_u + 1 \). Either way, its counter increases. At this point, u can complete the ack event by broadcasting a message containing its newly updated cu and vu values.

On the other hand, if u committed to deciding value b, then it will send a (decide, b) message to inform the other nodes of its decision. On subsequently receiving an ack for this message, u will decide b and halt. Similarly, if u ever receives a (decide, b) message from another node, it will commit to deciding b. During its next ack event, it will send its
own (\textit{decide, }b) message and decide and halt on its corresponding \textit{ack}. That is, node $u$ will not decide a value until it has broadcast its commitment to do so, and received an \textit{ack} on the broadcast.

The behavior described above guarantees agreement and validity. It is not sufficient, however, to achieve liveness, as an ill-tempered scheduler can conspire to keep the race between 0 and 1 too close for a decision commitment. To overcome this issue we introduce a random delay strategy that has nodes randomly step away from the race for a while by replacing their broadcast values with \textit{nop} placeholders ignored by those who receive them. Because our adversary does not learn the content of broadcast messages, it does not know which nodes are actively participating and which nodes are taking a break (as in both cases, nodes continually broadcast messages) – thwarting its ability to effectively manipulate the race.

In more detail, each node $u$ partitions its broadcasts into groups of size 6. At the beginning of each such group, $u$ flips a weighted coin to determine whether or not to replace the counter and proposal values it broadcasts during this group with \textit{nop} placeholders – eliminating its ability to affect other nodes’ counter/proposal values. As we will later elaborate in the liveness analysis, the goal is to identify a point in the execution in which a single node $v$ is broadcasting its values while all other nodes are broadcasting \textit{nop} values – allowing $v$ to advance its proposal sufficiently far ahead to win the race.

To be more specific about the probabilities used in this logic, node $u$ maintains an estimate $n_u$ of the number of nodes in the network. It replaces values with \textit{nop} placeholders in a given group with probability $1/n_u$. (In the pseudocode, the \textit{active} flag indicates whether or not $u$ is using \textit{nop} placeholders in the current group.) Node $u$ initializes $n_u$ to 2. It then updates it by calling the \textit{updateEstimate} routine (described in Algorithm 2) for each message it receives.

There are two ways for this routine to update $n_u$. The first is if the number of unique IDs that $u$ has received so far (stored in \textit{peers}) is larger than $n_u$. In this case, it sets $n_u \leftarrow |\text{peers}|$. The second way is if it learns another node has an estimate $n' > n_u$. In this case, it sets $n_u \leftarrow n'$. Node $u$ learns about other nodes’ estimates, as the algorithm has each node append its current estimate to all of its messages (with the exception of \textit{decide} messages). In essence, the nodes are running a network size estimation routine parallel to its main counter race logic – as nodes refine their estimates, their probability of taking useful breaks improves.

### 3.2 Safety

We begin our analysis by proving that our algorithm satisfies the agreement and validity properties of the consensus problem. Validity follows directly from the algorithm description. Our strategy to prove agreement is to show that if any node sees a value $b$ with a counter at least 3 ahead of value $1 - b$ (causing it to commit to deciding $b$), then $b$ is the only possible decision value. Race arguments of this type are easier to prove in a shared memory setting where nodes work with objects like atomic registers that guarantee linearization points. In our message passing setting, by contrast, in which broadcast messages arrive at different receivers at different times, we will require more involved definitions and operational arguments.\footnote{We had initially hoped there might be some way to simulate linearizable shared objects in our model. Unfortunately, our nodes’ lack of information about the network size thwarted standard simulation strategies which typically require nodes to collect messages from a majority of nodes in the network before proceeding to the next step of the simulation.}

We start with a useful definition. We say $b$ dominates $1 - b$ at a given point in the execution, if every (non-crashed) node at this point believes $b$ is winning the race, and none of the messages in transit can change this perception.
To formalize this notion we need some notation. In the following, we say at point \( t \) (or \( \hat{t} \)) with respect to an event \( t \) from the message schedule of an execution \( \alpha \), to describe the state of the system immediately after event \( t \) (and any associated steps that execute atomically with \( t \)) occurs. We also use the notation \( \text{in transit at } t \) to describe messages that have been broadcast but not yet received at every non-crashed receiver at \( t \).

**Definition 1.** Fix an execution \( \alpha \), event \( t \) in the corresponding message schedule \( \text{msg}[\alpha] \), consensus value \( b \in \{0, 1\} \), and counter value \( c \geq 0 \). We say \( \alpha \) is \((b,c)\)-dominated at \( t \) if the following conditions are true:

1. For every node \( u \) that is not crashed at \( t \): \( c_u^{(b)}[t] > c \) and \( \hat{c}_u^{(1-b)}[t] \leq c \), where at point \( t \), \( c_u^{(b)}[t] \) (resp. \( \hat{c}_u^{(1-b)}[t] \)) is the largest value \( u \) has sent or received in a counter message containing consensus value \( b \) (resp. \( 1-b \)). If \( u \) has not sent or received any counter messages containing \( b \) (resp. \( 1-b \)), then by default it sets \( \hat{c}_u^{(b)}[t] \leftarrow 0 \) (resp. \( \hat{c}_u^{(1-b)}[t] \leftarrow 0 \)) in making this comparison.
2. For every message of the form \((\text{counter}, \text{id}, 1-b, c', n')\) that is in transit at \( t \): \( c' \leq c \).

The following lemma formalizes the intuition that once an execution becomes dominated by a given value, it remains dominated by this value.

**Lemma 2.** Assume some execution \( \alpha \) is \((b,c)\)-dominated at point \( t \). It follows that \( \alpha \) is \((b,c)\)-dominated at every \( t' \) that comes after \( t \).

**Proof.** In this proof, we focus on the suffix of the message schedule \( \text{msg}[\alpha] \) that begins with event \( t \). For simplicity, we label these events \( E_1, E_2, E_3, \ldots \), with \( E_1 = t \). We will prove the lemma by induction on this sequence.

The base case \((E_1)\) follows directly from the lemma statement. For the inductive step, we must show that if \( \alpha \) is \((b,c)\)-dominated at point \( E_i \), then it will be dominated at \( E_{i+1} \) as well. By the inductive hypothesis, we assume the execution is dominated immediately before \( E_{i+1} \) occurs. Therefore, the only way the step is violated is if \( E_{i+1} \) transitions the system from dominated to non-dominated status. We consider all possible cases for \( E_{i+1} \) and show none of them can cause such a transition.

The first case is if \( E_{i+1} \) is a \( \text{crash}_u \) event for some node \( u \). It is clear that a crash cannot transition a system into non-dominated status.

The second case is if \( E_{i+1} \) is a \( \text{recv}(m)_u \) event for some node \( u \). This event can only transition the system into a non-dominated status if \( m \) is a counter message that includes \( 1-b \) and a counter \( c' > c \). For \( u \) to receive this message, however, means that the message was in transit immediately before \( E_{i+1} \) occurs. Because we assume the system is dominated at \( E_i \), however, no such message can be in transit at this point (by condition 2 of the domination definition).

The third and final case is if \( E_{i+1} \) is a \( \text{ack}(m)_u \) event for some node \( u \), that is combined with a \( \text{beast}(m')_u \) event, where \( m' \) is a counter message that includes \( 1-b \) and a counter \( c' > c \). Consider the values \( \hat{c}_u^{(b)} \) and \( \hat{c}_u^{(1-b)} \) set by node \( u \) early in the steps associated with this \( \text{ack}(m)_u \) event. By our inductive hypothesis, which tells us that the execution is dominated right before this \( \text{ack}(m)_u \) event occurs, it must follow that \( \hat{c}_u^{(b)} > \hat{c}_u^{(1-b)} \) (as \( \hat{c}_u^{(b)} = \hat{c}_u^{(b)}[E_i] \) and \( \hat{c}_u^{(1-b)} = \hat{c}_u^{(1-b)}[E_i] \)). In the steps that immediately follow, therefore, node \( u \) will set \( v_u = 1-b \). It is therefore impossible for \( u \) to then broadcast a counter message with value \( v_u = 1-b \).

To prove agreement, we are left to show that if a node commits to deciding some value \( b \), then it must be the case that \( b \) dominates the execution at this point – making it the only possible decision going forward. The following helper lemma, which captures a useful property about counters, will prove crucial for establishing this point.
Lemma 3. Assume event $t$ in the message schedule of execution $\alpha$ is combined with a $\text{bcast}(m)_v$, where $m = (\text{counter}, \text{id}_w, c, b, n_v)$, for some counter $c > 0$. It follows that prior to $t$ in $\alpha$, every node that is non-crashed at $t$ received a counter message with counter $c - 1$ and value $b$.

Proof. Fix some $t, \alpha, v$ and $m = (\text{counter}, \text{id}_w, c, b, n_v)$, as specified by the lemma statement. Let $t'$ be the first event in $\alpha$ such that at $t'$ some node $w$ has local counter $c_w \geq c$ and value $v_w = b$. We know at least one such event exists as $t$ and $v$ satisfy the above conditions, so the earliest such event, $t'$, is well-defined. Furthermore, because $t'$ must modify local counter and/or consensus values, it must also be an $\text{ack}$ event.

For the purposes of this argument, let $c_w$ and $v_w$ be $w$’s counter and consensus value, respectively, immediately before $t'$ is scheduled. Similarly, let $c'_w$ and $v'_w$ be these values immediately after $t'$ and its steps complete (i.e., these values at point $t'$). By assumption: $c'_w \geq c$ and $v'_w = b$. We proceed by studying the possibilities for $c_w$ and $v_w$ and their relationships with $c'_w$ and $v'_w$.

We begin by considering $v_w$. We want to argue that $v_w = b$. To see why this is true, assume for contradiction that $v_w = 1 - b$. It follows that early in the steps for $t'$, node $w$ switches its consensus value from $1 - b$ to $b$. By the definition of the algorithm, it only does this if at this point in the $\text{ack}$ steps: $c^{(b)}_w > c^{(1-b)}_w \geq c_w$ (the last term follows because $c_w$ is included in the values considered when defining $c^{(1-b)}_w$). Note, however, that $c^{(b)}_w$ must be less than $c$. If it was greater than or equal to $c$, this would imply that a node ended an earlier event with counter $\geq c$ and value $b$ – contradicting our assumption that $t'$ was the earliest such event. If $c^{(b)}_w < c$ and $c^{(b)}_w > c_w$, then $w$ must increase its $c_w$ value during this event. But because $c^{(b)}_w > c^{(1-b)}_w \geq c_w$, the only allowable change to $c_w$ would be to set it to $c^{(b)}_w < c$. This contradicts the assumption that $c_w \geq c$.

At this checkpoint in our argument we have argued that $v_w = b$. We now consider $c_w$. If $c_w \geq c$, then $w$ starts $t'$ with a sufficiently big counter – contradicting the assumption that $t'$ is the earliest such event. It follows that $c_w < c$ and $w$ must increase this value during this event.

There are two ways to increase a counter; i.e., the two conditions in the $\text{if/else-if}$ statement that follows the $\text{nextem} = \bot$ check. We start with the second condition. If $\max\{c^{(b)}_w, c^{(1-b)}_w\} > c_w$, then $w$ can set $c_w$ to this maximum. If this maximum is equal to $c^{(b)}_w$, then this would imply $c^{(b)}_w \geq c$. As argued above, however, it would then follow that a node had a counter $\geq c$ and value $b$ before $t'$. If this is not true, then $c^{(1-b)}_w > c_w$. If this was the case, however, $w$ would have adopted value $1 - b$ earlier in the event, contradicting the assumption that $v'_w = b$.

At this next checkpoint in our argument we have argued that $v_w = b$, $c_w < c$, and $w$ increases $c_w$ to $c$ through the first condition of the $\text{if/else}$ if; i.e., it must find that $\max\{c^{(b)}_w, c^{(1-b)}_w\} \leq c_w$ and $m \neq \text{nop}$. Because this condition only increases the counter by 1, we can further refine our assumption to $c_w = c - 1$.

To conclude our argument, consider the implications of the $m \neq \text{nop}$ component of this condition. It follows that $t'$ is an $\text{ack}(m)_w$ for an actual message $m$. It cannot be the case that $m$ is a $\text{decide}$ message, as $w$ will not increase its counter on acknowledging a $\text{decide}$. Therefore, $m$ is a counter message. Furthermore, because counter and consensus values are not modified after broadcasting a counter message but before receiving its subsequent acknowledgment, we know $m = (\text{counter}, \text{id}_w, c_w, v_w, *) = (\text{counter}, \text{id}_w, c - 1, b, *)$ (we replace the network size estimate with a wildcard here as these estimates could change during this period).

Because $w$ has an acknowledgment for this $m$, by the definition of the model, prior to $t'$: every non-crashed node received a counter message with counter $c - 1$ and consensus value $b$.

This is exactly the claim we are trying to prove.
Our main safety theorem leverages the above two lemmas to establish that committing to decide \( b \) means that \( b \) dominates the execution. The key idea is that counter values cannot become too stale. By Lemma 3, if some node has a counter \( c \) associated with proposal value \( 1 - b \), then all nodes have seen a counter of size at least \( c - 1 \) associated with \( 1 - b \). It follows that if some node thinks \( b \) is far ahead, then all nodes must think \( b \) is far ahead in the race (i.e., \( b \) dominates). Lemma 2 then establishes that this dominance is permanent – making \( b \) the only possible decision value going forward.

\[ \text{Theorem 4.} \text{ The Counter Race Consensus algorithm satisfies validity and agreement.} \]

**Proof.** Validity follows directly from the definition of the algorithm. To establish agreement, fix some execution \( \alpha \) that includes at least one decision. Let \( t \) be the first \texttt{ack} event in \( \alpha \) that is combined with a broadcast of a \texttt{decide} message. We call such a step a \texttt{pre-decision} step as it prepares nodes to decide in a later step. Let \( u \) be the node at which this \texttt{ack} occurs and \( b \) be the value it includes in the \texttt{decide} message. Because we assume at least one process decides in \( \alpha \), we know \( t \) exists. We also know it occurs before any decision.

During the steps associated with \( t \), \( u \) sets \texttt{newm} \( \leftarrow (\texttt{decide}, b) \). This indicates the following is true: \( c^{(1-b)}_u \geq c^{(1-b)}_u + 3 \). Based on this condition, we establish two claims about the system at \( t \), expressed with respect to the value \( c^{(1-b)}_u \) during these steps:

- **Claim 1.** The largest counter included with value \( 1 - b \) in a counter message broadcast before \( t \) is no more than \( c^{(1-b)}_u + 1 \).
  Assume for contradiction that before \( t \) some \( v \) broadcast a counter message with value \( 1 - b \) and counter \( c \geq c^{(1-b)}_u + 1 \). By Lemma 3, it follows that before \( t \) every non-crashed node receives a counter message with value \( 1 - b \) and counter \( c - 1 \geq c^{(1-b)}_u + 1 \). This set of nodes includes \( u \). This contradicts our assumption that at \( t \) the largest counter \( u \) has seen associated with \( 1 - b \) is \( c^{(1-b)}_u \).

- **Claim 2.** Before \( t \), every non-crashed node has sent or received a counter message with value \( b \) and counter at least \( c^{(1-b)}_u + 2 \).
  By assumption on the values \( u \) has seen at \( t \), we know that before \( t \) some node \( v \) broadcast a counter message with value \( b \) and counter \( c \geq c^{(1-b)}_u + 3 \). By Lemma 3, it follows that before \( t \), every node has sent or received a counter with value \( b \) and counter \( c - 1 \geq c^{(1-b)}_u + 2 \).

Notice that claim 1 combined with claim 2 implies that the execution is \((b, c^{(1-b)}_u + 1)\)-dominated before \( t \). By Lemma 2, the execution will remain dominated from this point forward. We assume \( t \) was the first \texttt{pre-decision}, and it will lead \( u \) to tell other nodes to decide \( u \) before doing so itself. Other \texttt{pre-decision} steps might occur, however, before all nodes have received \( u \)’s preference for \( b \). With this in mind, let \( t' \) be any other \texttt{pre-decision} step. Because \( t' \) comes after \( t \) it will occur in a \((b, c^{(1-b)}_u + 1)\)-dominated system. This means that during the first steps of \( t' \), the node will adopt \( b \) as its value (if it has not already done so), meaning it will also promote \( b \).

To conclude, we have shown that once any node reaches a \texttt{pre-decision} step for a value \( b \), then the system is already dominated in favor of \( b \), and therefore \( b \) is the only possible decision value going forward. Agreement follows directly. \(\blacksquare\)
3.3 Liveness

We now turn our attention to liveness. Our goal is to prove the following theorem:

**Theorem 5.** With high probability, within $O(n^3 \ln n)$ scheduled `ack` events, every node executing counter race consensus has either crashed, decided, or received a `decide` message. In the limit, this termination condition occurs with probability 1.

Notice that this theorem does not require a fair schedule. It guarantees its termination criteria (with high probability) after any $O(n^3 \ln n)$ scheduled `ack` events, regardless of which nodes these events occur at. Once the system arrives at a state in which every node has either crashed, decided, or received a `decide` message, the execution is now univalent (only one decision value is possible going forward), and each non-crashed node $u$ will decide after at most two additional `ack` events at $u$.

Our liveness proof is longer and more involved than our safety proof. This follows, in part, from the need to introduce multiple technical definitions to help identify the execution fragments sufficiently well-behaved for us to apply our probabilistic arguments. With this in mind, we divide the presentation of our liveness proof into two parts. The first part introduces the main ideas of the analysis and provides a road map of sorts to its component pieces. The second part, which contains the details, can be found in the full paper [42].

3.3.1 Main Ideas

Here we discuss the main ideas of our liveness proof. A core definition used in our analysis is the notion of an $x$-run. Roughly speaking, for a given constant integer $x \geq 2$ and node $u$, we say an execution fragment $\beta$ is an $x$-run for some node $u$, if it starts and ends with an `ack` event for $u$, it contains $x$ total `ack` events for $u$, and no other node has more than $x$ `ack` events interleaved. We deploy a recursive counting argument to establish that an execution fragment $\beta$ that contains at least $n \cdot x$ total `ack` events, must contain a sub-fragment $\beta'$ that is an $x$-run for some node $u$.

To put this result to use, we focus our attention on $(2c + 1)$-runs, where $c = 6$ is the constant used in the algorithm definition to define the length of a group (see Section 3.1 for a reminder of what a group is and how it is used by the algorithm). A straightforward argument establishes that a $(2c + 1)$-run for some node $u$ must contain at least one complete group for $u$ – that is, it must contain all $c$ broadcasts of one of $u$’s groups.

Combining these observations, it follows that if we partition an execution into segments of length $n \cdot (2c + 1)$, each such segment $i$ contains a $(2c + 1)$-run for some node $u_i$, and each such run contains a complete group for $u_i$. We call this complete group the target group $t_i$ for segment $i$ (if there are multiple complete groups in the run, choose one arbitrarily to be the target).

These target groups are the core unit to which our subsequent analysis applies. Our goal is to arrive at a target group $t_i$ that is clean in the sense that $u_i$ is active during the group (i.e., sends its actual values instead of `nop` placeholders), and all broadcasts that arrive at $u_i$ during this group come from non-active nodes (i.e., these received messages contain `nop` placeholders instead of values). If we achieve a clean group, then it is not hard to show that $u_i$ will advance its counter at least $k$ ahead of all other counters, pushing all other nodes into the termination criteria guaranteed by Theorem 5.

---

9 In the case where $u$ receives a `decide` message, the first `ack` might correspond to the message it was broadcasting when the `decide` arrived, and the second `ack` corresponds to the `decide` message that $u$ itself will then broadcast. During this second `ack`, $u$ will decide and halt.
To prove clean groups are sufficiently likely, our analysis must overcome two issues. The first issue concerns network size estimations. Fix some target group $t_i$. Let $P_i$ be the nodes from which $u_i$ receives at least one message during $t_i$. If all of these nodes have a network size estimate of at least $n_i = |P_i|$ at the start of $t_i$, we say the group is calibrated. We prove that if $t_i$ is calibrated, then it is clean with a probability in $\Omega(1/n)$.

The key, therefore, is proving most target groups are calibrated. To do so, we note that if some $t_i$ is not calibrated, it means at least one node used an estimate strictly less than $n_i$ when it probabilistically defined active at the beginning of this group. During this group, however, all nodes will receive broadcasts from at least $n_i$ unique nodes, increasing all network estimates to size at least $n_i$. Therefore, each target group that fails to be calibrated increases the minimum network size estimate in the system by at least 1. It follows that at most $n$ target groups can be non-calibrated.

The second issue concerns probabilistic dependencies. Let $E_i$ be the event that target group $t_i$ is clean and $E_j$ be the event that some other target group $t_j$ is clean. Notice that $E_i$ and $E_j$ are not necessarily independent. If a node $u$ has a group that overlaps both $t_i$ and $t_j$, then its probabilistic decision about whether or not to be active in this group impacts the potential cleanliness of both $t_i$ and $t_j$.

Our analysis tackles these dependencies by identifying a subset of target groups that are pairwise independent. To do so, roughly speaking, we process our target groups in order. Starting with the first target group, we mark as unavailable any future target group that overlaps this first group (in the sense described above). We then proceed until we arrive at the next target group not marked unavailable and repeat the process. Each available target group marks at most $O(n)$ future groups as unavailable. Therefore, given a sufficiently large set $T$ of target groups, we can identify a subset $T'$, with a size in $\Omega(|T|/n)$, such that all groups in $T'$ are pairwise independent.

We can now pull together these pieces to arrive at our main liveness complexity claim. Consider the first $O(n^3 \ln n)$ ack events in an execution. We can divide these into $O(n^2 \ln n)$ segments of length $(2e + 1)n \in \Theta(n)$. We now consider the target groups defined by these segments. By our above argument, there is a subset $T'$ of these groups, where $|T'| \in \Omega(n \ln n)$, and all target groups in $T'$ are mutually independent. At most $n$ of these remaining target groups are not calibrated. If we discard these, we are left with a slightly smaller set, of size still $\Omega(n \ln n)$, that contains only calibrated and pairwise independent target groups.

We argued that each calibrated group has a probability in $\Omega(1/n)$ of being clean. Leveraging the independence between our identified groups, a standard concentration analysis establishes with high probability in $n$ that at least one of these $\Omega(n \ln n)$ groups is clean—satisfying the Theorem statement.

### 3.4 Removing the Assumption of Unique IDs

The consensus algorithm described in this section assumes unique IDs. We now show how to eliminate this assumption by describing a strategy that generates unique IDs w.h.p., and discuss how to use this as a subroutine in our consensus algorithm.

We make use of a simple tiebreaking mechanism as follows: Each node $u$ proceeds by iteratively extending a (local) random bit string that eventually becomes unique among the nodes. Initially, $u$ broadcasts bit $b_1$, which is initialized to 1 (at all nodes), and each time $u$
samples a new bit \( b \), it appends \( b \) to its current string and broadcasts the result. For instance, suppose that \( u \)'s most recently broadcast bit string is \( b_1 ... b_i \). Upon receiving \( \text{ack}(b_1 ... b_i) \), node \( u \) checks if it has received a message identical to \( b_1 ... b_i \). If it did not receive such a message, then \( u \) adopts \( b_1 ... b_i \) as its ID and stops. Otherwise, some distinct node must have sampled the same sequence of bits as \( u \) and, in this case, the ID \( b_1 ... b_i \) is considered to be already taken. (Note that nodes do not take receive events for their own broadcasts.) Node \( u \) continues by sampling its \((i + 1)\)-th bit \( b_{i+1} \) uniformly at random, and then broadcasts the string \( b_1 ... b_i b_{i+1} \), and so forth. In the full paper [42], we prove the following result and describe how to combine it with our consensus algorithm:

**Theorem 6.** Consider an execution \( \alpha \) of the tiebreaking algorithm. Let \( t_u \) be an event in the message schedule \( \text{msg}[\alpha] \) such that node \( u \) is scheduled for \( \Omega(\log n) \) \( \text{ack} \) events before \( t_u \). Then, for each correct node \( u \), it holds that \( u \) has a unique ID of \( O(\log n) \) bits with high probability at \( t_u \).

### 4 Almost-Everywhere Agreement

In the previous section, we showed how to solve consensus in \( O(n^3 \log n) \) events. Here we show how to improve this bound by a near linear factor by loosening the agreement guarantees. In more detail, we consider a weaker variant of consensus, introduced in [18], called almost-everywhere agreement. This variation relaxes the agreement property of consensus such that \( o(n) \) nodes are allowed to decide on conflicting values so long as the remaining nodes all decide the same value. For many problems that use consensus as a subroutine, this relaxed agreement property is sufficient.

In more detail, we present an algorithm for solving almost-everywhere agreement in the abstract MAC layer model when nodes start with arbitrary (not necessarily binary) input values. The algorithm consists of two phases. We present the pseudo code in the full paper [42].

**Phase 1.** In this phase, nodes try to obtain an estimate of the network size by performing local coin flipping experiments. Each node \( u \) records the number of times that its coin comes up tails before observing the first heads in a variable \( X \). Then, \( u \) broadcasts its value of \( X \) once, and each node updates \( X \) to the highest outcome that it has seen until it receives the \( \text{ack} \) for its broadcast. In our analysis, we show that, by the end of Phase 1, variable \( X \) is an approximation of \( \log_2(n) \) with an additive \( O(\log \log n) \) term, for all nodes in a large set called \( \text{EST} \), and hence \( N := 2^X \) is a good approximation of the network size \( n \) for any node in \( \text{EST} \).

**Phase 2.** Next, we use \( X \) and \( N \) as parameters of a randomly rotating leader election procedure. Each node decides after \( T = \Theta(N \log^3(N) \log \log(N)) \) rounds. (Note that due to the asynchronous nature of the abstract MAC layer model, different nodes might be executing in different rounds at the same point in time.) We now describe the sequence of steps comprising a round in more detail: A node \( u \) becomes active with probability \( 1/N_u \) at the start of each round.\(^{11}\) If it is active, then \( u \) samples a random rank \( \rho \) from a range polynomial in \( X_u \), and broadcasts a message \( \langle r, \rho, \text{val} \rangle \) where \( \text{val} \) refers to its current consensus input value. To ensure that the scheduler cannot derive any information about

---

\(^{11}\)We use the convention \( N_u \) when referring to the local variable \( N \) of a specific node \( u \).
whether a node is active in a round, inactive nodes simply broadcast a dummy message with infinite rank. While an (active or inactive) node \( v \) waits for its \( \text{ack} \) for round \( r \), it keeps track of all received messages and defers processing of a message sent by a node in some round \( r' > r \) until the event in which \( v \) itself starts round \( r' \). On the other hand, if a received message was sent in \( r' < r \), then \( v \) simply discards that late message as it has already completed \( r' \). Node \( v \) uses the information of messages originating from the same round \( r \) to update its consensus input value, if it receives such a message from an active node that has chosen a smaller rank than its own. (Recall that inactive nodes have infinite rank.) After \( v \) has finished processing the received messages, it moves on the next round.

We first provide some intuition why it is insufficient to focus on a round \( r \) where the “earliest” node is also active: Ideally, we want the node \( w_1 \) that is the first to receive its \( \text{ack} \) for round \( r \) to be active and to have the smallest rank among all active nodes in round \( r \), as this will force all other (not-yet decided) nodes to adopt \( w_1 \)’s value when receiving their own round \( r \) \( \text{ack} \), ensuring a.e. agreement. However, it is possible that \( w_1 \) and also the node \( w_2 \) that receives its round \( r \) \( \text{ack} \) right after \( w_1 \), are among the few nodes that ended up with a small (possibly constant) value of \( X \) after Phase 1. We cannot use the size of \( \text{EST} \) to reason about this probability, as some nodes are much likelier to be in \( \text{EST} \) than others, depending on the schedule of events in Phase 1. In that case, it could happen that both \( w_1 \) and \( w_2 \) become active and choose a rank of 1. Note that it is possible that the receive steps of their broadcasts are scheduled such that roughly half of the nodes receive \( w_1 \)’s message before \( w_2 \)’s message, while the other half receive \( w_2 \)’s message first. If \( w_1 \) and \( w_2 \) have distinct consensus input values, then it can happen that both consensus values gain large support in the network as a result.

To avoid this pitfall, we focus on a set of rounds where all nodes not in \( \text{EST} \) have already terminated Phase 2 (and possibly decided on a wrong value): from that point onwards, only nodes with sufficiently large values of \( X \) and \( N \) keep trying to become active. We can show that every node in \( \text{EST} \) has a probability of at least \( \Omega(1/(n \log n)) \) to become active and a probability of \( \Omega(1/\log n) \) to have chosen the smallest rank among all nodes that are active in the same round. Thus, when considering a sufficiently large set of rounds, we can show that the event, where the first node in \( \text{EST} \) that receives its \( \text{ack} \) in round \( r \) becomes active and also chooses a rank smaller than the rank of any other node active active in the same round, happens with probability \( 1 - o(1) \).

In the full paper [42], we formalize the above discussion by proving the following main theorem regarding this algorithm:

\[ \textbf{Theorem 7.} \] With high probability, the following two properties are true of our almost-everywhere consensus algorithm: (1) within \( O(n^2 \log^3 n \cdot \log \log n) \) scheduled \( \text{ack} \) events, every node has either crashed, decided, or will decided after it is next scheduled; (b) all but at most \( o(n) \) nodes that decide, decide the same value.

\section{Lower Bound}

We conclude our investigation by showing a separation between the abstract MAC layer model and the related asynchronous message passing model. In more detail, we prove below that fault-tolerant consensus with constant success probability is impossible in a variation of the asynchronous message passing model where nodes are provided only a constant-fraction approximation of the network size and communicate using (blind) broadcast. This bounds holds even if we assume no crashes and provide nodes unique ids from a small set. Notice, in the abstract MAC layer model, we solve consensus with broadcast under the harsher
Algorithm 3 Almost-everywhere agreement in the abstract MAC layer model. Code for node $u$.

\begin{algorithm}
\begin{algorithmic}[1]
\State $val \leftarrow$ consensus input value
\Comment{Phase 1}
\State initialize $X \leftarrow 0$; $R \leftarrow \emptyset$
\State \textbf{while} $\text{flip}_\text{coin}() = \text{heads}$ \textbf{do}
\State $X \leftarrow X + 1$
\State $\text{bcast}(X)$
\State \textbf{while} waiting for $\text{ack}$ \textbf{do}
\State \quad add received messages to $R$
\State $X \leftarrow \max(R \cup \{X\})$
\State $N \leftarrow 2^X$
\Comment{Phase 2}
\State $T \leftarrow \lceil cN \log^2(N) \log \log(N) \rceil$, where $c$ is a sufficiently large constant.
\State initialize array of sets $R[1], \ldots, R[T] \leftarrow \emptyset$
\For{$i \leftarrow 1, \ldots, T$} \Comment{Start of round $i$ at $u$}
\State $u$ becomes active with probability $\frac{1}{N}$
\If{$u$ is active}
\State $\rho \leftarrow \text{unif. at random sampled integer from } [1, X^4]$
\Else
\State $\rho \leftarrow \infty$
\EndIf
\State $\text{bcast}((i, \rho, val))$
\State \textbf{while} waiting for $\text{ack}$ \textbf{do}
\State \quad add received messages to $R[i]$
\For{each message $m = (i', \rho', val') \in R[i]$}
\If{$i' = i$ and $\rho' < \rho$} \Comment{Received message from node with smaller rank}
\State $val \leftarrow val'$
\ElsIf{$i' > i$} \Comment{Received message from node active in future round}
\State add $m$ to $R[i']$
\Else\Comment{Discard message $m$}
\State decide on $val$
\EndIf
\EndFor
\EndWhile
\EndFor
\EndAlgorithm
\end{algorithm}
\end{algorithm}

constraints of no network size information, no ids, and crash failures. The difference is the fact that the broadcast primitive in the abstract MAC layer model includes an acknowledgment. This acknowledgment is therefore revealed to be the crucial element of our model that allows algorithms to overcome lack of network information. We note that this bound is a generalization of the result from [1], which proved deterministic consensus was impossible under these constraints. In the full paper [42], we show that, for any given randomized algorithm we can construct scenarios that are indistinguishable for the nodes, thus causing conflicting decisions.

\begin{theorem}
Consider an asynchronous network of $n$ nodes that communicate by broadcast and suppose that nodes are unaware of the network size $n$, but have knowledge of an integer that is guaranteed to be a $2$-approximation of $n$. No randomized algorithm can solve binary consensus with a probability of success of at least $1 - \epsilon$, for any constant $\epsilon < 2 - \sqrt{3}$. This holds even if nodes have unique identifiers chosen from a range of size at least $2n$ and all nodes are correct.
\end{theorem}
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Abstract

$(\Delta + 1)$-vertex coloring is one of the most fundamental symmetry breaking graph problems, receiving tremendous amount of attention over the last decades. We consider the congested clique model where in each round, every pair of vertices can exchange $O(\log n)$ bits of information.

In a recent breakthrough, Yi-Jun Chang, Wenzheng Li, and Seth Pettie [CLP-STOC’18] presented a randomized $(\Delta + 1)$-list coloring algorithm in the LOCAL model that works in $O(\log^* n + \text{Det}_{\log}(\log \log n))$ rounds, where $\text{Det}_{\log}(n')$ is the deterministic LOCAL complexity of $(\deg +1)$-list coloring algorithm on $n'$-vertex graphs. Unfortunately, the CLP algorithm uses large messages and hence cannot be efficiently implemented in the congested clique model when the maximum degree $\Delta$ is large (in particular, when $\Delta = \omega(\sqrt{n})$).

Merav Parter [P-ICALP’18] recently provided a randomized $(\Delta + 1)$-coloring algorithm in $O(\log \log \Delta \cdot \log^* \Delta)$ congested clique rounds based on a careful partitioning of the input graph into almost-independent subgraphs with maximum degree $\sqrt{n}$. In this work, we significantly improve upon this result and present a randomized $(\Delta + 1)$-coloring algorithm with $O(\log^* \Delta)$ rounds, with high probability. At the heart of our algorithm is an adaptation of the CLP algorithm for coloring a subgraph with $o(n)$ vertices and maximum degree $\Omega(n^{5/8})$ in $O(\log^* \Delta)$ rounds. The approach is built upon a combination of techniques, this includes: the graph sparsification of [Parter-ICALP’18], and a palette sampling technique adopted to the CLP framework.
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1 Introduction & Related Work

Graph coloring is one of the most central symmetry breaking graph problems, and as such it has been receiving much attention. In the distributed setting, vertex coloring as many other symmetry breaking tasks are mostly studied in the LOCAL model where the messages sent in a given round are allowed to be arbitrarily large. Indeed, the recent breakthrough results for vertex coloring [5, 8] and MIS [6] use large messages, potentially of size $\Omega(n)$. This poses a strong motivation for studying these problems in bandwidth restricted models.

The congested clique model of distributed computing was introduced by Lotker, Pavlov, Patt-Shamir, and Peleg [14]. In this model, the communication is all-to-all, and per round, each node can send $O(\log n)$ bits to each other node. One can view the congested clique as being orthogonal to the LOCAL model: the former abstracts away locality (each node is one-hop from each other node), and the latter abstracts away congestion. The fact that the
congested clique model escapes any locality based lower bounds (e.g., [12]) makes it very attractive for studying the net (or clean) effect of bandwidth limitation on local computation. Ghaffari [6] posed the following question:

Can we solve the classic local problems: MIS, maximal matching, \((\Delta + 1)\)-vertex-coloring, or \((2\Delta - 1)\)-edge-coloring – much faster in the congested clique model?

This question was answered in the affirmative in [6] for the MIS problem by presenting a randomized MIS algorithm that works in \(\tilde{O}(\sqrt{\log \Delta})\) congested clique rounds. Very recently, this bound was further improved to \(O(\log \log \Delta)\) rounds by Ghaffari et al. [7]. The latter work also improved the round complexity of other local problems (e.g., maximal matching) in the related model of Massively Parallel Computation (MPC), which is arguably the most popular model framework for large-scale computation (e.g., MapReduce, Hadoop and Spark [7]). The problem of \((\Delta + 1)\)-vertex coloring in the congested clique model was recently studied by [15], presenting a randomized algorithm with \(O(\log \log \Delta \cdot \log^* \Delta)\) rounds. We also note that earlier works in the congested clique model considered weaker versions of MIS and coloring, see [3, 10, 9].

An orthogonal line of research considers the power of all-to-all communication for deterministic local algorithms. Censor et al. [4] presented a quite general scheme for derandomization in the congested clique model by combining the methods of bounded independence with efficient computation of the conditional expectation. They provided a deterministic MIS algorithm that works in \(O(\log \Delta \cdot \log n)\) congested clique rounds. [15] recently showed a deterministic \((\Delta + 1)\)-coloring in \(O(\log \Delta)\) rounds. Barenboim and Khazanov [1] presented improved deterministic local algorithms as a function of the graph’s arboricity.

1.1 Our Result and Technical Overview

Our main result is an adaptation of the Chang-Li-Pettie (CLP) algorithm to the congested clique model:

▶ Theorem 1. There is a randomized algorithm that computes a \((\Delta + 1)\)-coloring in \(O(\log^* \Delta)\) rounds of the congested clique model, with high probability.

Our algorithm is based on the recent graph sparsification technique of [15] combined with modified versions of the key coloring algorithms of [5]. The starting observation made in [15] is that the CLP algorithm can be simulated in \(O(\log \cdot \log n)\) congested clique rounds when \(\Delta = O(\sqrt{n})\). To handle a graph with arbitrarily large degrees, [15] applies \(O(\log \log \Delta)\) phases of a graph specification procedure, until all unsolved pieces to be colored are subgraphs with maximum degree \(O(\sqrt{n})\) and hence can be colored in \(O(\log^* \Delta)\) rounds by employing the CLP algorithm. In this work, we significantly improve upon this approach, and break this \(\sqrt{n}\)-barrier by modifying the key coloring procedures of the CLP algorithm. This modified CLP allows us to color \(o(n)\)-vertex subgraphs with maximum degree \(\Omega(n^{5/8})\) in \(O(\log^* \Delta)\) rounds. The high-level description of our algorithm is as follows: Given a graph \(G\) with maximum degree \(\Delta\), \(G\) is carefully partitioned into: (i) a collection of \(\Delta^{1/4}\) independent subgraphs \(G_i\) with maximum degree \(\Delta(G_i) = O(\Delta^{3/4})\) and (ii) a left-over subgraph \(G^*\) with \(N = \tilde{O}(n/\Delta^{3/8})\) vertices and maximum degree \(\Delta^* = \tilde{O}(\Delta^{3/8})\). The improvement over [15] comes from the fact that our algorithm applies only a constant number of phases of the graph sparsification procedure (for coloring the subgraphs of (i)), rather than \(O(\log \log \Delta)\).

1 A general simulation result between these models has been recently provided by [2].
2 As usual, by high probability we mean \(1 - 1/n^c\) for some constant \(c \geq 1\).
as in [15]. The first collection of $G_i$ subgraphs are treated as independent in the sense that each subgraph $G_i$ is given a distinct set of $\Delta(G_i) + 1$ colors in $[1, \Delta + 1]$ and thus these subgraphs can be colored simultaneously within $O(\log^* \Delta)$ rounds using the [15] algorithm. The partitioning into these graphs is done in a careful manner so that allocating $\Delta(G_i) + 1$ colors to each of them still respects the total number $\Delta + 1$ of allowed colors. The main challenge is in coloring the left-over subgraph $G^*$ overcoming the fact that its degree is $\Omega(n^{1/2+\epsilon})$. Unlike the previous $\Delta^{1/4}$ subgraphs, here we ran out of budget of free colors and hence this subgraph should be colored using a list-coloring algorithm only after all other subgraphs $G_i$ are colored. As will be described later on, the CLP algorithm is based on the knowledge of the second neighborhood of the vertices (which can be obtained in 2 rounds in the LOCAL model). In our setting, the degree of $G^*$ is too large for allowing the vertices collecting their entire second neighborhoods. The key challenges is in bypassing all critical points of the CLP that are based on this kind of knowledge. To do that we employ several congested clique routing techniques combined with a palette sampling technique adopted to the CLP framework.

Technical History of Coloring and a Short Exposition of the CLP Algorithm. The first step for breaking the KMW lower bound [12] was made by Schneider and Wattenhofer [17] who showed that when vertices have sufficiently many excess colors in their palette the graph can be colored considerably faster. Elkin, Pettie and Su made the first connection between the above observation to a concrete structural graph property. Specifically, they showed that an $(1-\epsilon)$-sparse graph can be transformed within a single round into a graph in which each vertex has $\Omega(\epsilon \Delta)$ many access colors in its palette. This graph characterization was the basis of the decomposition technique by Harris, Schneider and Su [8] which we describe next.

For a given parameter $\epsilon \in (0, 1)$, [8] decomposed the input graph $G$ into an $\epsilon$-sparse and an $\epsilon$-dense subgraphs. To color the sparse subgraph, [8] employed the approach of [17], and their key contribution is a novel dense coloring procedure. [8] showed that the dense subgraph consists of a collection of almost-clique components with weak diameter 2. Informally, the dense coloring procedure was based on having a leader in each such almost-clique; the leader collected the palettes and neighbor-lists of all the vertices in its clique, and colored them locally such that most of these colors are legal.

The approach of [5] is based on a hierarchical version of [8] with $O(\log \log \Delta)$ sparsity levels. This partitions the vertices in the graph into $O(\log \log \Delta)$ layers. The algorithm further groups these layers into $O(\log \log \Delta)$ strata where all layers in a given strata are colored simultaneously. When coloring vertices in each stratum, the algorithm applies modified versions of the dense coloring procedure in [8], which are based upon collecting the information of each almost-clique to a leader. Since the diameter of the almost-clique is shown to be 2, this information an be easily collected in the LOCAL model, but might take many rounds, when the message size is restricted to $O(\log n)$ bits.

How to Break the $\Delta = O(\sqrt{n})$ Barrier? The main obstacle for simulating the CLP algorithm when $\Delta = \omega(\sqrt{n})$ in the congested clique model concerns two critical places in the CLP algorithm, where vertices collect $O(\Delta^2)$ messages (e.g., their second neighborhood). The first place is for (1) defining the $\epsilon$-dense subgraph and the second place is for (2) coloring the

---

3 The excess of colors of vertex $v$ is the number of colors in $v$’s palette minus the number of uncolored neighbors of $v$.

4 I.e., a graph in which in the 2-hop neighborhood of each vertex, there are only $(1-\epsilon^2)\Delta^2$ triangles.
dense regions by collecting palettes to the leader of each almost-clique. These steps could be implemented in $O(1)$ rounds only when $\Delta = O(\sqrt{n})$, but require polynomially many rounds for $\Delta = \Omega(n^{1/2+\epsilon})$. Thus breaking this $\sqrt{n}$ barrier calls for alternative procedures that avoid learning the 2-neighborhoods of the vertices. We now elaborate about these technicalities and our approach to handle them.

To compute the dense subgraph, in the CLP algorithm every vertex $v$ computes the number of mutual neighbors with each of its neighbors, i.e., it computes $|N(v) \cap N(u)|$ for every $u \in N(v)$. Indeed this can be easily done if a vertex knows the neighbors of its neighbors. In our setting, we use the fact that the left-over subgraph $G^*$ has $N = \tilde{O}(n/\Delta^{3/8})$ vertices and allocate each vertex $v$ in $G^*$ a subset of $r = n/N$ relay vertices that share the computational load of vertex $v$. Specifically, in our scheme, each relay vertex of $v$ is responsible for computing the intersection size $|N(v) \cap N(u)|$ for a subset of $\Delta/r$ neighbors $u \in N(v)$, it would then communicate the outcome of this computation to $v$.

The second spot in which the CLP algorithm collects the second neighborhood of (some of the vertices) is in the dense coloring procedures. Our key technical contribution is in showing that it is sufficient for each almost-clique member to send to its leader a random sample of $\Theta(\Delta)$ vertices and since the maximum degree of the subgraph $G^*$ is $O(n^{2/3})$, each leader is a target of $O(n)$ message. Such a routing pattern can then be implemented $O(1)$ rounds using the routing algorithm of Lenzen. The technical challenge is in showing the even-though the leader of an almost-clique $C$ knows neither internal edges in $C$ nor the complete individual palettes of the vertices in $C$, it can still mimic the CLP procedures, and color its clique vertices with almost the same success rate.

Lenzen’s Routing Algorithm. Almost all congested clique algorithms are based on the Lenzen’s routing algorithm [13]. This routing algorithm schedules in $O(1)$ rounds the common communication setting where each vertex needs to send and receive $O(n)$ messages.

## 2 Coloring Most Vertices Through Graph Sparsification

We make use of the following version of Chernoff bound:

- **Theorem 2 (Simple Corollary of Chernoff Bound).** Suppose $X_1, X_2, \ldots, X_\ell \in [0, 1]$ are independent random variables, and let $X = \sum_{i=1}^\ell X_i$ and $\mu = \mathbb{E}[X]$. If $\mu \geq 5 \log n$, then with probability at least $1 - 1/n^2$, $X \in [\mu \pm 5\mu \log n]$, and if $\mu < 5 \log n$, then $X \leq \mu + 5 \log n$.

**The Algorithm.** The graph $G$ is partitioned into $\ell = \lceil \Delta/4 \rceil$ subgraphs $G_1, \ldots, G_\ell$, and a left-over subgraph $G^*$. This is done by dividing the vertices into $\ell + 1$ subsets $V_1, \ldots, V_\ell, V^*$ by letting each vertex join $V_i$ with probability

$$p_i = 1/\ell - 2 \sqrt{\log n} / \sqrt{\Delta \cdot \ell},$$

for every $i \in \{1, \ldots, \ell\}$, and joining $V^*$ with the remaining probability of

$$p^* = 2 \sqrt{\log n} \cdot \sqrt{\ell / \Delta} = \Theta(\log n / \Delta^{3/8}).$$

For every $i \in \{1, \ldots, \ell, *\}$, let $G_i = G[V_i]$ be the induced subgraph and let $\Delta_i$ be the maximum degree of $G_i$. Using Chernoff bound of Theorem 2, for every $i \in {1, \ldots, \ell}$, w.h.p., it holds: $\Delta_i \leq \Delta/\ell - 2 \sqrt{\log n} \cdot \sqrt{\Delta / \ell} + \sqrt{\log n} \cdot \sqrt{\Delta / \ell} \leq \Delta/\ell - 1$. 
In the first phase of the coloring algorithm, all subgraphs $G_1, \ldots, G_\ell$ are colored independently and simultaneously. This is done by allocating a distinct set of $\Delta_i + 1$ colors for each of the $G_i$ subgraphs. Overall, we allocate $\ell \cdot (\Delta/\ell) \leq \Delta$ colors. Since each $\Delta_i = O(\Delta^{3/4}) = O(n^{3/4})$, this can be done in $O(\log^* \Delta)$ rounds for all $G_1, \ldots, G_\ell$ simultaneously using the following:

**Lemma 3.** [15] There is a randomized $(\Delta + 1)$-coloring algorithm in the congested clique model that works in $O(\log(1/\epsilon) \log^* \Delta)$ rounds when $\Delta = O((n/\log n)^{1-\epsilon})$ for any $\epsilon \in (0, 1)$.

The algorithm of [15] also implies that the same round complexity is obtained where one is given $k$ vertex-disjoint subgraphs each with maximum degree $O((n/\log n)^{1-\epsilon})$.

**Coloring the remaining left-over subgraph $G^*$**. The second phase of the algorithm completes the coloring of $G^*$. This coloring should agree with the colors computed for $G \setminus G^*$. Hence, $G^*$ is colored by employing a list coloring algorithm that we describe in the next section. We next bound the number of vertices and the maximum degree $\Delta(G^*)$ of $G^*$ which provides the basis for our ability to list-color it efficiently in the congested clique model using our modified CLP algorithm. By Chernoff bound the following holds:

**Observation 4.** $|V(G^*)| = O(n \log n/\Delta^{3/8})$ and $\Delta(G^*) = O(\Delta^{5/8} \cdot \log n)$.

For an illustration of our algorithm, see Figure 1.

3 List-Coloring of the Remaining Subgraph

Recall that the input graph $G$ has $n$ vertices and maximum degree $\Delta$. At the heart of our coloring algorithm is a list-coloring procedure that colors a subgraph $G^* \subseteq G$ with bounded number of vertices $N \leq n$ vertices and bounded maximum degree $\Delta^*$. For ease of presentation, we first assume that each vertex $v \in G^*$ is given a palette of size $\Delta^* + 1$. At the end of the section, we explain the needed adaptation for the case where every vertex $v \in G^*$ has a palette with at least $\max\{\deg(v, G^*) + 1, \Delta^* - (\Delta^*)^{3/5}\}$ colors.
Randomized \((\Delta + 1)\)-Coloring in \(O(\log^* \Delta)\) Congested Clique Rounds

**Theorem 5.** Given a subgraph \(G^* \subseteq G\) with \(N\) vertices and maximum degree \(\Delta^*\), such that each vertex \(v \in G^*\) has a palette of size \(\Delta^* + 1\). If \(\Delta^*\) satisfies
- (I) \(\Delta^* \in [\sqrt{\tilde{N}}, O(n^{2/3})]\),
- (II) \(\Delta^* = O(n^{1/\sqrt{\tilde{N}}})\),
- (III) \(\Delta^* = O(n^{2/3}/N^2)\),
then \(G^*\) can be coloring in \(O(\log^* \Delta)\) rounds, with high probability.

At the of the section, Lemma 17, we show that the remaining subgraph from the previous section indeed satisfies properties (I-III).

**Key Definitions from the CLP Algorithm.** For an \(\epsilon \in (0,1)\), an edge \(e = (u,v)\) is an \(\epsilon\)-friend if \(|N(u) \cap N(v)| \geq (1 - \epsilon) \cdot \Delta^*\). The endpoints of an \(\epsilon\)-friend edge are \(\epsilon\)-friends. A vertex \(v\) is \(\epsilon\)-dense if \(v\) has at least \((1 - \epsilon) \cdot \Delta^*\) \(\epsilon\)-friends; otherwise it is \(\epsilon\)-sparse.

Given a subset of vertices \(V \subseteq V(G^*)\) (which will be the set of uncolored vertices after the preliminary OneShotColoring algorithm), we define a partition of \(V \) into layers \((V_1, \ldots, V_\ell)\) for \(\ell = O(\log \log \Delta)\) based on the local sparsity. Let \(\epsilon_1 = (\Delta^*)^{-1/10}\), \(\epsilon_\ell = \sqrt{\epsilon_{\ell-1}}\) for \(\ell \in [2, \ell-1]\), and \(\epsilon_\ell = 1/K\) for a large enough constant \(K\). For a sparsity parameter \(\epsilon_\ell\), let \(V_{\epsilon_\ell}^d, V_{\epsilon_\ell}^s\) be the set of vertices which are \(\epsilon_\ell\)-dense (resp., \(\epsilon_\ell\)-sparse). This defines a hierarchy of \(\ell\) layers: \(V_1, \ldots, V_\ell\) where \(V_1 = \tilde{V} \cap V_{\epsilon_1}^d\), \(V_i = \tilde{V} \cap (V_{\epsilon_{i-1}}^d \setminus V_{\epsilon_{i-1}}^s)\) and \(V_{\ell} = V \cap V_{\epsilon_\ell}^s\).

The \(\epsilon_\ell\)-dense vertices \(V_{\epsilon_\ell}^d\) are then partitioned into \(\epsilon_\ell\)-almost cliques for every \(\epsilon_\ell\). The \(\epsilon_\ell\)-almost cliques are the connected components of the graph induced on \(V_{\epsilon_\ell}^d\) and the \(\epsilon_\ell\)-friend edges incident to these vertices. The following lemma developed in [8] contains some important properties of \(\epsilon_\ell\)-almost cliques.

**Lemma 6.** Fix any \(\epsilon < 1/5\). The following conditions are met for each \(\epsilon\)-almost clique \(C\), and each vertex \(v \in C\). (i) The external degree \(|N(v) \cup (V_{\epsilon_\ell}^d \setminus C)| \leq \epsilon \Delta^*\) (ii) The anti-degree \(|C \setminus (N(v) \cup \{v\})| \leq 3\epsilon \Delta^*\), (iii) \(|C| \leq (1 + 3\epsilon \Delta^*)\), and (iv) \(\text{dist}(G, u, v) \leq 2\) for each \(u, v \in C\), i.e., \(C\) has weak diameter at most 2.

For \(i \in [1, \ell]\), each layer \(V_i\) is further partitioned into blocks as follows. Let \(\{C_1, C_2, \ldots\}\) be \(\epsilon_i\)-almost cliques, then each clique \(C_j\) defines a block \(B_j = C_j \cap V_i\), that is the block \(B_j\) contains the subset of vertices in \(C_j\) that are \(\epsilon_i\)-dense but are not \(\epsilon_{i-1}\)-dense. Note that all the blocks form a partition of \(\tilde{V}\).

**An Outline of CLP Algorithm.** The sketch of a slightly modified version of CLP algorithm is outlined in the following. The pseudocodes for the subroutines of [5] are provided in Appendix A.

1. Execute OneShotColoring which takes \(O(1)\) rounds. Let \(\tilde{V}\) be the set of uncolored vertices.
   If \(v \in \tilde{V}\) is in layer \(i\) for \(i \in [2, \ell]\), \(v\) has \(\Omega(\epsilon_{i-1}^2 \Delta^*)\) excess colors. If \(v \in \tilde{V}\) is in \(V_{sp}\), then it has \(\Omega(\epsilon_i^2 \Delta^*) = \Omega(\Delta^*)\) excess colors.
2. Execute the Dense Coloring Procedure, which takes \(O(\log^* \Delta)\) rounds. For every \(v \in \tilde{V}\), the number of uncolored its uncolored neighbors in layer \(i\) will be bounded by \(O(\epsilon_i^2 \Delta^*)\) for \(i \in [2, \ell]\). All vertices in layer 1 become colored.
3. After Step 1 and Step 2, for every vertex \(v \in \tilde{V}\), if \(v\) is in layer 1, then it will be colored. If \(v\) is in layer \(i\) for \(i \in [2, \ell]\), then it has \(\Omega(\epsilon_{i-1}^2 \Delta^*)\) excess colors in the palette. Moreover, the number of neighbors of \(v \in V_i\) with lower or equal layer is at most \(O(\sum_{j=1}^{\ell} \epsilon_{j-1}^2 \Delta^*) = O(\epsilon_{i-1}^2 \Delta^*) = O(\epsilon_{i-1}^{2.5} \Delta^*)\). Since the number of competing neighbors is significantly less than the number of excess colors (i.e. \(\epsilon_{i-1}^2 \Delta^* < \epsilon_{i-1}^{2.5} \Delta^*\)), we can color the remaining vertices very efficiently by using the ColorBidding algorithm (c.f. Appendix A) in \(O(\log^* \Delta)\) rounds.
Adaptation of CLP to the Congested Clique. Our key contribution is in adopting the above CLP algorithm for coloring $G^*$, which might have maximum degree $\Omega(n^{5/8})$. For **Step 1**, Alg. OneShotColoring can be trivially implemented in $O(1)$ rounds in the congested clique model, since each vertex is only sending one selected color to its neighbors.

The main challenge lies in **Step 2**. The basic idea of the dense coloring procedure is the following. Since the weak diameter of each block is 2, in the LOCAL model, it is possible for a leader in the block to collect the edges within the block and the palette of each vertex in the block. Then the leader assigns a random proper coloring to each vertex in the block. Since there are no internal conflicts in the block and the external number of neighbors is small for each vertex (i.e., $O(\epsilon_i \Delta^*)$ for a layer-$i$ block), the probability that a vertex is assigned the same color as any of its external neighbors is small ($\poly(\epsilon_i)$ if the vertex in layer $i$). Intuitively, after $O(1)$ iterations, the probability that the vertex remains uncolored is $O(\epsilon^2_i)$. Therefore, it is plausible that for a given set of layer-$i$ vertices, the number of uncolored vertices is bounded $O(\epsilon^2_i \Delta^*)$. However, this could have problems if a block is too small. In this case, the palette size of each vertex may also be small. The probability a layer-$i$ vertex remains uncolored may no longer be $\poly(\epsilon_i)$. To deal with this issue, [5] groups the blocks into $O(\log^* \Delta)$ strata. They showed that by coloring the strata in the right order, the palette of the vertices will be large enough at the time the procedure is executed. We describe it later in detail in the section **Coloring Vertices by Stratum**.

When it comes to the congested clique model, there are two obstacles. First, in the dense coloring procedure, each vertex has to know which layer and block it is in. For example, we need to compute the $\epsilon$-friends of each vertex without collecting its 2-hop neighborhoods. We show this can be achieved by using the idle vertices in $G \setminus G^*$ as relaying vertices. The second obstacle is that in the congested clique, given a block $B$, we do not have the capacity to let each vertex in $B$ send its incident edges and palette to the leader of $B$. Instead, we show that it will be sufficient if every vertex in $B$ sends $\sqrt{\Delta^*}$ independently sampled colors from its palette to the leader rather than the whole palette. Moreover, each vertex does not have to send the incident edges to the leader. This will be within our budget since $|B| = O(\Delta^*)$ each leader receives $O(\sqrt{\Delta^*} \cdot \Delta^*) = O(n)$ messages. The colors can be routed by using Lenzen’s algorithm. We show such a modification have negligible effects when we color vertices by stratum.

For **Step 3**, in each iteration of ColorBidding algorithm, each vertex $v$ sends a set of colors $S_v$ to all its neighbors. The size of $S_v$ is $\tilde{O}((\Delta^*)^{1/3})$. Since every vertex sends and receives $\tilde{O}((\Delta^*)^{5/4}) = O(n)$ messages (by Property (I)), this can be implemented in $O(1)$ rounds using Lenzen’s routing algorithm.

**Computation of $\epsilon$-Friends.** We describe an $O(1)$-round procedure that allows each vertex $v$ to compute its $\epsilon_i$-friends for each of the $\ell = O(\log \log \Delta)$ sparsity values $\epsilon_1, \ldots, \epsilon_\ell$. Using this information, $v$ would be able to compute its minimum sparsity parameter $\epsilon_i$ such that $v$ is $\epsilon_i$-dense (but $\epsilon_{i-1}$-sparse). A trivial way to compute the $\epsilon$-friends of each vertex $v$ is by collecting the neighbor-list of the $v$’s neighbors. Since this information contains $\Omega((\Delta^*)^2)$ messages, it cannot be done in $O(1)$ rounds when $\Delta^* = \omega(\sqrt{n})$. Instead, we use the fact that $G^*$ has only $N$ vertices and allocate to each vertex $v \in G^*$, a collection of $n/N$ relay vertices $R(v)$. These relay vertices would help $v$ in the computation of its $\epsilon$-friends. Towards that end, each vertex $v$ first sends the IDs of its $\Delta^*$ neighbors to each of its relay vertices $R(v)$. Hence, overall $v$ sends $\Delta^* \cdot |R(v)| = O(n)$ messages. At this point, the relay vertices $R(v)$ of each vertex $v$ know the neighbor list of their designated vertex $v$. Next, $v$ partitions the “responsibilities” for its $\Delta^*$ neighbors among its $R(v)$ vertices. Formally, for $r \in R(v)$, let
\[ \forall r \in R(u), \text{ each vertex } v \text{ sends its neighbor-list } N(v) \text{ to } R(u). \]

\[ N(v, r) \subseteq N(v) \text{ is the set of } \Delta^*/|R(v)| \text{ neighbors assigned to } r \text{, where } \cup_r N(v, r) = N(v). \]

Each \( r \in R(v) \) will receive the neighbor list of each vertex \( u \in N(v, r) \). In total, each relay vertex \( r \in R(v) \) would be a target of \( \Delta^* \cdot |N(v, r)| = O((\Delta^*)^2 \cdot N/n) = O(n) \) messages, where the last bound holds due to property (II). To send the neighbor-list to the corresponding relay vertex, each vertex \( u \) uses its relay vertices \( R(u) \) again. Specifically, for each of its neighbors \( v_i \in N(u) \), \( u \) knows the ID of the relay vertex to which its neighbor list \( N(u) \) should be sent. It then partitions the responsibilities among its relay vertices by assigning \( \Delta^*/|R(u)| \) neighbors to each \( r' \in N(u) \). The relay \( r' \in N(u) \) sends \( N(u) \) to the corresponding \( \Delta^*/|R(u)| \) relay vertices. Overall, each relay vertex sends \( O((\Delta^*)^2/|R(u)|) = O(n) \) messages (by Property (II)). For an illustration see Figure 2. Since each vertex is a source and a target of \( O(n) \) messages, this can be done in \( O(1) \) rounds by using Lenzen’s routing algorithm. Each relay node \( r \in R(v) \) now holds the neighbor-list of \( \Delta^*/|R(v)| \) neighbors of \( v \) as well as the neighbor-list of \( v \). This allows \( r \) to compute the intersection size between \( N(v) \) and \( N(u) \) for every \( u \in N(v, r) \). More specifically, for each neighbor \( u \) of \( v \), the relay node in \( R(v) \) responsible for \( u \) will send to \( v \) the minimum \( \epsilon' \) value such that \( u \) and \( v \) are \( \epsilon' \)-friends. Since \( v \) should receive \( O(\Delta^*) \) messages and each relay vertex \( r \in R(v) \) sends \( O(\Delta^*/|R(v)|) \) messages, this can be done in \( O(1) \) rounds using Lenzen’s algorithm.

**Computation of Almost-Cliques and Block Partition.** Now each node \( v \) knows its \( \epsilon_i \)-friends for every sparsity level \( \epsilon_i \) for \( i \in [1, \ell] \). It also knows which layer it is in. The next step is for \( v \) to know which block it is in.

To achieve this, we first compute \( \epsilon_i \)-almost cliques for each \( i \in [1, \ell] \), where \( \ell = O(\log \log \Delta) \). Recall that an \( \epsilon_i \)-almost clique is a component in the subgraph induced by \( \epsilon_i \)-friend edges and vertices in \( V_{\epsilon_i}^d \). For \( i \in [1, \ell] \), let \( C_{v, \epsilon_i} \) be the \( \epsilon_i \)-almost clique that contains \( v \). Note that \( C_{v, \epsilon_i} = \emptyset \) if \( i \) is lower than the layer of \( v \). For a specific layer \( i \), by using the \( O(1) \)-round connectivity-identification algorithm of [11], each vertex \( v \) is able to learn the ID of every vertex in \( C_{v, \epsilon_i} \).

However, we cannot afford to apply the connectivity-identification algorithm in a serial manner for each sparsity class. Instead, we will use again \( n/N \) relay vertices assigned to each vertex in \( G^* \). This is done as follows. For each \( v \in G^* \), we allocate a relay vertex \( u_i \) that “plays” the role of \( v \) in the \( i^{th} \) application of the connectivity-identification algorithm, i.e., for computing \( \epsilon_i \)-almost cliques for every \( i \in \{1, \ldots, O(\log \log \Delta)\} \). Since \( n/N = \Omega(\log \log \Delta) \), this is within our budget. By letting \( v \) sending its \( \Delta^* \) vertices to each relay vertex \( u_i \), the latter have all the information needed to run the connectivity algorithm on behalf of \( v \). This allows us to apply the \( O(\log \log \Delta) \) connectivity-identification algorithms simultaneously. At the end of this computation, each relay node of \( v \) sends to \( v \) the ID of every vertex in its connected component. This is possible since the size of each almost-clique is \( O(\Delta^*) \) (by...
Lemma 6) and $O(\Delta^* \cdot \log \log \Delta) = O(n)$ (by Property (I)). This allows each vertex $v \in G^*$ to learn all the vertices in each almost clique $C_{v,\ell_1}, \ldots, C_{v,\ell_s}$. Note that we are computing more information than we need here, but it will be used later.

We are now ready to compute the partitioning of the cliques into blocks. Suppose that a vertex $v$ is in layer $i(v)$. The block containing $v$, $B_v$, was defined as $(C_{v,\ell(i(v))} \cap V_{i(v)})$. Vertex $v$ can identify all the members in $B_v$ if it knows the layer of every vertex in $G^*$. This information can be obtained by every vertex in one round in the congested clique, since every vertex already knows its layer.

**Coloring Vertices by Stratum.** To ensure that the palettes of the vertices in each block contain enough color in the execution of the dense coloring procedure, the CLP algorithm groups the $\ell$ layers into $s = O(\log^* \Delta)$ Strata $W_1, \ldots, W_s$ where $W_1 = V_1$ and

$$W_k = \bigcup_{i : v,\ell \in [\xi_{k-1}, \xi_k]} V_i$$

where $\xi_1 = \epsilon_1$ and $\xi_k = 1/\log(1/\xi_{k-1})$ for $k \in [2, s]$.

Each vertex can easily determine the stratum of a vertex by its layer. The blocks are also divided into two categories, large blocks and small blocks. We say a block $B$ is good if $|B| \geq \Delta^*/\log^2(1/\xi_k)$, where $k$ is the stratum that $B$ lies at. A vertex $v$ determines whether its block $B_v$ is large or small by the following criteria. Let $i(v)$ denote the layer of $v$. If $B_v$ is good and none of the following blocks $(C_{v,\ell(i(v))} \cap V_{i(v)+1}), (C_{v,\ell(i(v))} \cap V_{i(v)+2}), \ldots,$ or $(C_{v,\ell} \cap V_i)$ are good, then $B_v$ is a large block. Otherwise, $B_v$ is a small block. Since each vertex $v$ knows the vertices in each almost clique $C_{v,\ell_1}, \ldots, C_{v,\ell_s}$ and $v$ knows the layers and the stratum of all other vertices, whether $B_v$ is small or large can be determined locally.

Define $W^S_k$ and $W^L_k$ be the set of all vertices in stratum-$k$ small blocks and stratum-$k$ large blocks. We have that $V = (W^S_1, \ldots, W^S_s, W^L_1, \ldots, W^L_s, V_{sp})$. The vertices are colored in $s + 2$ stages. First, all the small blocks are colored in $s$ phases: stratum by stratum. In other words, all the vertices in the small block are colored according to the order: $W^S_1, \ldots, W^S_s$. Next, the algorithm colors the vertices of $W' = \bigcup_{j=2}^s W^L_j$, i.e., all the vertices in large blocks, except for those belonging to blocks of the first layer $W^L_1$. Lastly, the vertices of the large blocks in $W^L_1$ are colored. At the end, the the (small) subset of vertices that failed to be colored and the sparse vertices $V_{sp}$ are colored in Step 3.

Suppose that we process the blocks according to the stratum in the order described above. In [5], they showed a crucial property that when we are coloring a small block in $W^S_k$, each vertex has $\Delta^*/2 \log^2(1/\xi_k)$ excess colors (i.e. each vertex $v$ has at least $|N(v) \cap W^S_k| + \Delta^*/2 \log^2(1/\xi_k)$ colors) in its palette. When we process a large block, since the block is large, each vertex has at least $\Delta^*/2 \log^2(1/\xi_k)$ colors in the palette.

The CLP algorithm consists of two different versions of dense coloring procedures, according to whether the blocks being processed are small or large. In a high level way, the differences are the following: In large blocks we do not have the excess colors. However, all blocks belongs to different almost-cliques by the definition of large. In small blocks, when we are processing blocks in $W^S_k$, it is possible that some blocks belong to the same almost-clique. However, since there are abundant number of excess colors, this allow us to process all these blocks together using a single leader. The superblocks are defined for this purpose. Consider $W^S_k$ and suppose that stratum-$k$ spans layer $i_0, \ldots, i_1$. Let $\{C_1, C_2, \ldots\}$ be $\epsilon_i$ almost cliques. Each $C_j$ defines a superblock $R_j = C_j \cap W^S_k$. Therefore, $(R_1, R_2, \ldots)$ is a partition of $W^S_k$.

Each vertex $v$ can easily identify the members in its superblock by using the same approach we described for computing the blocks.
Version 1 – Dense Coloring Procedure for Strata of Small Blocks. Consider the set of stratum-$k$ small blocks $W_k$. Recall that if stratum-$k$ spans layers $i_0, i_0 + 1, \ldots, i_1$, then a super-block is a maximal almost-$\epsilon_i$ clique induced in $W_k$. Let $S = W_k$ and $S_1, \ldots, S_g$ be the super-blocks.

Given vertices $u, v \in S$, we say that $u$ has a higher priority than $v$ if (1) the layer of $u$ is lower than that of $v$, or (2) $u$ and $v$ are in the same layer but $ID(u) < ID(v)$. The CLP algorithm for coloring each super-block $S_j$ works as follows. Let $\pi : \{1, \ldots, |S_j|\} \rightarrow S_j$ be a permutation ordered by the priority of the vertices, from the highest priority to the lowest. Now a leader processes each vertex $\pi(1), \pi(2), \ldots, \pi(|S_j|)$. For vertex $\pi(q)$, it selects a color randomly from its palette excluding the colors used by its neighbors in $\pi(1), \ldots, \pi(q - 1)$. Also, CLP showed that in small blocks, each vertex has $Z_{\text{ex}} = \Delta^*/2\log^2(1/\xi_k)$ excess colors.

Let $N'(v)$ denote the higher priority neighbors of $v$. Suppose that $v$ is in layer $i$, we must have $|N'(v) \cap (S \setminus S_j)| \leq \epsilon_i \Delta^*$. Therefore, when the vertex is being processed, the probability that it has an external conflict is at most $(\epsilon_i \Delta^*)/(Z_{\text{ex}}) \leq 2\epsilon_i \log^3(1/\xi_k) \leq 2\epsilon_i \log^2(1/\epsilon_i)$.

Since we cannot afford each vertex to send the whole palette and its incident edges to the leader in the congested clique model, we let each vertex randomly sample $\sqrt{\Delta^*}$ colors and send them to the leader. Since $|S_j| = O(\Delta^*)$, each leader is receiving at most $\sqrt{\Delta^*} \cdot O(\Delta^*) = O(n)$ messages (by Property (1)). Thus, the set of colors can be routed to the leader by using Lenzen’s routing algorithm. The following is the description of our algorithm.

<table>
<thead>
<tr>
<th>ModifiedSmallDenseColoring (Modified Alg. of DenseColoringStep, version 1 from [5]).</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Consider a superblock $S_j$. Let $\pi$ be the permutation of $S_j$ ordered by the priority of the vertices. Each vertex $\pi(q)$ sends a set $C(\pi(q))$ of $\sqrt{\Delta^*}$ colors selected u.a.r. from its palette to the leader. For each selected vertex $\pi(q)$, if $C(\pi(q)) \setminus {c(\pi(1)), \ldots, c(\pi(q - 1))}$ is non-empty, then the leader assigns $\pi(q)$ a color $c(\pi(q))$ randomly selected from the set. Otherwise, we say that $\pi(q)$ is skipped.</td>
</tr>
<tr>
<td>2. Each $v \in S_j$ that has selected a color $c(v)$ permanently color itself $c(v)$, if $c(v)$ is not selected by any vertices $u \in N'(v)$. Otherwise, we say that $v$ is decolored.</td>
</tr>
</tbody>
</table>

\[ \text{Lemma 7.} \] Let $D_v$ denotes an upper bound on the external higher priority neighbors (i.e. $|N'(v) \setminus (S \setminus S_j)|$). Let $\delta_v = 2D_v/Z_{\text{ex}}$. The probability that $v = \pi(q)$ becomes decolored is at most $\delta_v$, conditioned on any choices of $\pi(1), \pi(2), \ldots, \pi(q - 1)$ and all the other higher priority vertices in $S \setminus S_j$.

\[ \text{Proof.} \] Consider a vertex $\pi(q)$. Since the anti-degree of $\pi(q)$ is at most $3\epsilon_i \Delta$, at most $3\epsilon_i \Delta$ vertices in $S_j$ can be non-neighbors of $\pi(q)$. Moreover, $\pi(q)$ has at least $Z_{\text{ex}}$ uncolored neighbors outside of $S$. Therefore, $|\text{Pal}(\pi(q)) \setminus \{c(\pi(1)), \ldots, c(\pi(q - 1))\}| \geq Z_{\text{ex}} - 3\epsilon_i \Delta^* \geq Z_{\text{ex}}/2$. Consider any assignment of colors $c(\pi(1)), \ldots, c(\pi(q - 1))$. Since $v$ selects the colors randomly, any color that is not $c(\pi(1)), \ldots, c(\pi(q - 1))$ has the same probability to be assigned as $c(\pi(q))$. Therefore, the probability that $c(\pi(q))$ is a specific color is at most $1/|\text{Pal}(\pi(q)) \setminus \{c(\pi(1)), \ldots, c(\pi(q - 1))\}| \leq 2/Z_{\text{ex}}$. Now consider any choices made by $\pi(1), \pi(2), \ldots, \pi(q - 1)$ and any choices made by external neighbors in $N'(\pi(q)) \cap (S \setminus S_j)$. Vertices $N'(\pi(q)) \cap (S \setminus S_j)$ are assigned with at most $D_v$ different colors. Vertex $v$ can only become decolored only if $c(\pi(q))$ is one of the colors selected by the vertices in $N'(\pi(q)) \cap (S \setminus S_j)$. Therefore, the probability that $\pi(q)$ is decolored is at most $2D_v/Z_{\text{ex}}$. \[ \hfill \]

\[ \text{Lemma 8.} \] In ModifiedSmallDenseColoring, with probability at least $\exp(-\Omega(\text{poly}(\Delta^*)))$, no vertices are skipped.

\[ \text{Proof.} \] Recall that $S_j$ is a superblock in stratum $k$, which spans layer $i_0, \ldots, i_1$. Consider a vertex $\pi(q)$. Since the anti-degree of $\pi(q)$ is at most $3\epsilon_i \Delta$, at most $3\epsilon_i \Delta$ vertices in $S_j$ can
be non-neighbors of \(\pi(q)\). Therefore, the palette size of \(\pi(q)\) is at least \(|S_j| - 3\epsilon_i \Delta^* + Z_{ex}\).

The probability that \(\pi(q)\) is skipped is at most \((|S_j| + Z_{ex} - 3\epsilon_i \Delta^*)^{\Delta^*}\). Note that

\[
Z_{ex} - 3\epsilon_i \Delta^* = \left(\frac{1}{(2\log^2(1/\epsilon_i))} - 3\epsilon_i\right) \cdot \Delta^* \geq \left(\frac{1}{(2\log^2(1/\epsilon_i))} - \frac{\epsilon_i}{2}\right) \cdot \Delta^* = \frac{\Delta^*}{4\log^2(1/\epsilon_i)} \cdot \Delta^* \geq \frac{\Delta^*}{4\log^2(1/\epsilon_i)} \cdot \Delta^* \geq C \cdot \frac{\Delta^*}{\log^2(\Delta^*)}
\]

for some constant \(C > 0\).

Let \(X\) be the random variable denoting the total number of vertices skipped. We have

\[
E[X] = \sum_{i=1}^{\frac{|S_j|}{3\epsilon_i \Delta^*}} \left(\frac{i}{|S_j| + Z_{ex} - 3\epsilon_i \Delta^*}\right)^{\Delta^*} \leq |S_j| \cdot \left(\frac{1}{|S_j| + C \cdot \frac{\Delta^*}{\log^2(\Delta^*)}}\right)^{\Delta^*} \leq 2\Delta^* \cdot \left(\frac{2\Delta^*}{2\Delta^* + C \cdot \frac{\Delta^*}{\log^2(\Delta^*)}}\right)^{\Delta^*} \leq 2\Delta^* \cdot \left(\frac{1}{1 + \frac{C}{2} \cdot \frac{\Delta^*}{\log^2(\Delta^*)}}\right)^{\Delta^*} \leq 2\Delta^* \cdot \exp\left(-\frac{C}{4} \cdot \frac{\Delta^*}{\log^2(\Delta^*)}\right) = \exp(-\Omega(\text{poly}(\Delta^*)))
\]

Therefore, by Lemma 7 and Lemma 8, a similar version of Lemma 17 in [5] holds.

**Lemma 9.** Consider an execution of \texttt{ModifiedSmallDenseColoring}. Let \(T\) be any subset of \(S\) and let \(\delta = \max_{v \in T} \delta_v\). For any \(t\), the number of uncolored vertices in \(T\) is at least \(t\) with probability at most \(\Pr(\text{Binomial}(|T|, \delta) \geq t) + \exp(-\Omega(\text{poly}(\Delta^*)))\).

**Proof.** The proof is essentially the same with that of Lemma 17 in [5]. Let \(T = \{v_1, \ldots, v_{|T|}\}\) be the vertices listed according to their priorities. Conditioned on any choices of \(v_1, \ldots, v_{q-1}\), the probability that \(v_q\) is decolored is at most \(\delta_q \leq \delta\) by Lemma 7. Therefore, the probability that at least \(t\) vertices are decolored is at most \(\Pr(\text{Binomial}(|T|, \delta) \geq t)\). The probability that there is any skipped vertex is at most \(\exp(-\Omega(\text{poly}(\Delta^*)))\) by Lemma 8. If there are at least \(t\) uncolored vertices, then either there are at least \(t\) vertices that are decolored or some vertices are skipped. By taking an union over the two events, we conclude the probability there are at least \(t\) uncolored vertices is at most \(\Pr(\text{Binomial}(|T|, \delta) \geq t) + \exp(-\Omega(\text{poly}(\Delta^*)))\).

**Completing the proof for small blocks, other than stratum 1.** We will show that Lemma 6 in [5] holds by using our simulation. That is, we show that after \(O(1)\) iterations of \texttt{ModifiedSmallDenseColoring}, w.h.p. for every \(v \in \bar{V}\) and for each layer \(i \in [2, l]\), the number of uncolored layer-i neighbors of \(v\) that are in \(W_k^i\) is at most \(\epsilon_i^l \Delta^*\).

Consider a vertex \(v \in \bar{V}\). Let \(T\) be the set of layer-i neighbors of \(v\) in \(S\). Let \(\delta = \max_{v \in T} \delta_v \leq 2\epsilon_i \Delta^*/Z_{ex} \leq 4\epsilon_i \log^*(1/\epsilon_i)\). We execute 6 iterations of procedure \texttt{ModifiedSmallDenseColoring}. Let \(t_0 = |T|\) and \(t_l = \max(2tl_{l-1}, \epsilon^l \Delta^*)\). Note that \(t_0 \leq \epsilon^l \Delta^*\).

Suppose that the number of uncolored vertices in \(T\) is at most \(t_{l-1}\) at the beginning of iteration \(l\). By Lemma 9, with probability at least \(1 - \Pr(\text{Binomial}(t_l, \delta) \geq t_{l-1}) - \exp(-\Omega(\text{poly}(\Delta^*))) \geq 1 - \exp(-\Omega(\text{poly}(\Delta^*))) = 1 - 1/\text{poly}(n)\), at the end of iteration \(l\), the number of uncolored vertices in \(T\) is at most \(t_l\). By an union bound over such events over the 6 iterations, with probability at least \(1 - 1/\text{poly}(n)\), the number of uncolored vertices in \(T\) is at most \(\epsilon^5 \Delta^*\).
Randomized \((\Delta + 1)\)-Coloring in \(O(\log^* \Delta)\) Congested Clique Rounds

Completing the proof small blocks of stratum 1. Note that stratum 1 only consists of vertices that are in layer 1. Instead of proving an analogous lemma to Lemma 7 in [5], we prove the following lemma that bounds the maximum degree on each layer-1 vertex.

\begin{lemma}
Suppose that each vertex in \(W^S_1\) has at least \(\Delta^*/2\) excess colors w.r.t. \(W^S_2\). Let \(v \in V\). By executing ModifiedSmallDenseColoring for \(O(1)\) rounds, w.h.p. the number of uncolored vertices in \(|N(v) \cap W^S_1|\) is at most \((\Delta^*)^{1/20}\) for all \(v \in W^S_1\).
\end{lemma}

\begin{proof}
Let \(T = N(v) \cap W^S_1\) be the neighbors of \(v\) in \(W^S_1\). Let \(\delta = \max_{u \in T} \delta_u \leq 2\epsilon_1 \Delta^*/Z_{ex} = 4\epsilon_1 \log^*(1/\epsilon_1) < (\Delta^*)^{-1/20}/2\), where the last inequality holds since \(\epsilon_1 = (\Delta^*)^{-1/10}\). We will execute 19 iterations of ModifiedSmallDenseColoring.

Let \(t_0 = |T|\) and \(t_1 = \max((\Delta^*)^{-1/20} t_{l-1}, (\Delta^*)^{1/20})\) for \(1 \leq l \leq 19\). Suppose that the number of uncolored vertices in \(T\) is at most \(t_{l-1}\) at the beginning of iteration \(l\). By Lemma 9, with probability at least \(1 - \Pr(\text{Binomial}(t_1, \delta) \geq t_{l-1} - \exp(-\Omega(\text{poly}(\Delta^*)))) = 1 - \exp(-\Omega(\text{poly}(\Delta^*)))\), at the end of iteration \(l\), the number of uncolored vertices in \(T\) is at most \(t_l\). Therefore, by an union bound on the events over the 19 iterations, w.h.p. the number of uncolored vertices in \(T\) is at most \(t_l \leq |T| \cdot (\Delta^*)^{19/20} \leq (\Delta^*)^{1/20}\).
\end{proof}

By Lemma 10, since the maximum degree of the induced subgraph of layer 1 vertices is at most \((\Delta^*)^{1/20}\) and \(N \cdot (\Delta^*)^{1/20} = O(n)\) (by Property (III)), a leader can collect the entire topology and the palette of each vertex and compute a coloring of the \(W^S_1\) locally.

\begin{version}
Dense Coloring Procedure for Strata of Large Blocks. Let \(S = W^S_2 \cup W^S_3 \cup \ldots \cup W^S_k\) or \(S = W^S_1\) be a set vertices in these large blocks. A crucial difference between large blocks and small blocks is that for any block \(B \subseteq S\), if \(v \in B\), the number of external neighbors in other blocks with lower or equal layers in \(S\) is at most \(O(\ell \Delta^*)\). This property allows us to deal with all the large blocks simultaneously. Suppose that \(S\) is partitioned into \(S_1, \ldots, S_g\) (vertex-disjoint) blocks, where each block \(S_j\) is associated with an ID, \(ID(S_j) = \min_{u \in S_j} ID(u)\). We associate each \(S_j\) with parameters \(D_j\) and \(\delta_j\). Roughly speaking, \(D_j\) represents an upper bound on both the external degree and the anti-degree of each vertex in \(S_j\) and \(\delta_j\) is an upper bound on the probability that a vertex in \(S_j\) fails to be colored in a single iteration of ModifiedLargeDenseColoring. We say a \(S_j\) has a higher priority than \(S_{j'}\) if either (1) \(\delta_j < \delta_{j'}\) or (ii) \(\delta_j = \delta_{j'}\) and \(ID(S_j) < ID(S_{j'})\). For a vertex \(v \in S_j\), let \(N''(v)\) be the neighbors of \(v\) higher priority blocks in \(S\). We simplify the analysis (compared to that of [5]) by choosing a slightly larger \(\delta_j\). We let \(\delta_j = 2 \cdot \sqrt{D_j/Z_{j'}}\). We modify the algorithm as follows:

\begin{modifiedalgo}
ModifiedLargeDenseColoring (Modified Alg. of DenseColoringStep, version 2 from [5]).
1. Each cluster \(S_j\) selects \((1 - \delta)|S_j|\) vertices \(S_j'\) u.a.r. The vertices in \(S_j'\) are the selected vertices. Let \(\pi\) be a random permutation of selected vertices, chosen u.a.r. Each selected vertex \(\pi(q)\) send a set \(C(\pi(q))\) of \(\sqrt{\Delta^*}\) colors selected u.a.r. from its palette to the leader. For each selected vertex \(\pi(q)\), if \(C(\pi(q)) \setminus \{c(\pi(1)), \ldots, c(\pi(q - 1))\}\) is non-empty, then the leader assigns \(\pi(q)\) a color \(c(\pi(q))\) randomly selected from the set. Otherwise, we say \(\pi(q)\) is skipped.
2. Each \(v \in S_j\) that has selected a color \(c(v)\) permanently color itself \(c(v)\), if \(c(v)\) is not selected by any vertices \(u \in N''(v)\). Otherwise, we say that \(v\) is decolored.
\end{modifiedalgo}

The algorithm above will be executed for \(O(1)\) iterations.
\end{version}

\begin{lemma}
[Analogue of Lemma 19 in [5]] Let \(T = \{v_1, \ldots, v_k\}\) be any subset of uncolored vertices of \(S_j\). The probability that \(v\) is decolored for all \(v \in T\) is \(O(\delta_j)^{|T|}\), conditioned on
any choices made by vertices in higher priority blocks than $S_j$ and on whether vertices are selected in $S_j \setminus T$.

**Proof.** We assume that $v_1, \ldots, v_k$ are among the $(1 - \delta_j)|S_j|$ vertices that are selected. Otherwise, the probability that all vertices in $T$ are decolored would be 0. Let $c_1, \ldots, c_k$ be a sequence of colors. Let $\mathcal{E}_q$ denote the event that $v_m$ select $c_m$ for $m \in [1, q]$. We have:

$$\Pr(\mathcal{E}_q \mid \mathcal{E}_{q-1}) \leq \frac{1}{\delta_j|S_j| - D_j} \leq \frac{1}{\delta_j \cdot Z_j - D_j} \leq \frac{1}{2 \sqrt{D_j Z_j} - D_j} \leq \frac{1}{\sqrt{D_j Z_j}}$$

Therefore, $\Pr(\mathcal{E}_k) \leq \left(\frac{1}{\sqrt{D_j Z_j}}\right)^k$. For every vertex $v_q$, there are at most $D_j$ different colors chosen by $N''(v_q)$ that can cause $v_q$ to become decolored. By considering the $(D_j)^k$ combination of forbidden colors for $v_1, \ldots, v_k$, we conclude that the probability that all vertices in $T$ are decolored is at most $(D_j / \sqrt{D_j Z_j})^k = O(\delta_j)^k$.

**Lemma 12.** Let $T = \{v_1, \ldots, v_k\}$ be any subset vertices of $S_j$. The probability that $v_q$ is skipped for all $q \in [1, k]$ is $O(1/\sqrt{|S_j|^2})$. The statement is true even if we are conditioning on any choices made by vertices in higher priority blocks than $S_j$ and on whether vertices are selected and decolored in $S_j \setminus T$.

**Proof.** First we assume all nodes in $T$ are selected in $S_j'$. Otherwise, the probability that $v_q$ is skipped for all $q \in [1, k]$ is 0. Let $S_j''$ denote the set of vertices in $S_j'$ that are skipped.

Let $r_q$ be the rank of $v_q$ among $(S_j' \setminus T) \cup \{v_1 \ldots v_q\}$ in the permutation. Let $\mathcal{E}_q$ denote the event that for $m \in [1, q]$, all the colors picked by $v_m$ are assigned to some vertices in $S_j' \setminus T$ with smaller ranks than $v_m$. Note that $T \subseteq S_j''$ if and only if $\mathcal{E}_k$ holds. If $r_q$ is fixed, we have $\Pr(\mathcal{E}_q \mid \mathcal{E}_{q-1}) \leq \left(\frac{r_q - 1}{|S_j| - D_j}\right)^{|S_j'|}$.

$$\Pr(T \subseteq S_j'') = \mathbb{E}[\Pr(T \subseteq S_j'')_{r_1, \ldots, r_k}] \leq \mathbb{E} \left[ \prod_{q=1}^{k} \left( \frac{r_q - 1}{|S_j| - D_j} \right)^{|S_j'|} \right]_{r_1, \ldots, r_k}$$

$$= \mathbb{E} \left[ \prod_{q=1}^{k} \left( \frac{r_q - 1}{|S_j| - D_j} \right)^{|S_j'|} \right]_{r_q} \leq \mathbb{E} \left[ \prod_{q=1}^{k} \left( \frac{1}{|S_j'| - k + q} \sum_{x=1}^{r_q} \left( \frac{x - 1}{|S_j| - D_j} \right)^{\sqrt{|S_j'|}} \right)^k \right] \leq \left( \frac{1}{|S_j'|} \cdot \mathbb{E} \left[ \frac{|S_j'| - k + q}{\sqrt{|S_j'| \cdot (|S_j| - D_j) \cdot \sqrt{|S_j'|}}} \right]^k \right) \leq \left( \frac{1}{|S_j'|} \cdot \left( \frac{|S_j'|}{\sqrt{|S_j'| \cdot (|S_j| - D_j) \cdot \sqrt{|S_j'|}}} \right)^k \right) \leq O\left( \frac{1}{\sqrt{|S_j'|}} \right)^k \leq O\left( \frac{1}{|S_j'|} \right)^k \leq O\left( \frac{1}{\sqrt{|S_j'|}} \right)^k \leq O\left( \frac{1}{|S_j'|} \right)^k \leq O\left( \frac{1}{\sqrt{|S_j'|}} \right)^k \leq O\left( \frac{1}{\sqrt{|S_j'|}} \right)^k$$

**Lemma 13.** Let $T$ be any subset vertices of $S$ that have not been assigned a color and let $\delta = \max_{j:S_j \setminus T \neq \delta_j}$. After an iteration of the algorithm, the probability that the number of uncolored vertices in $T$ is at least $t$ is at most $\binom{|T|}{t} \cdot O(\delta + (\Delta^*)^{-1/2})^t$.

**Proof.** Suppose that the clusters $S_1, \ldots, S_g$ are ordered by their priorities, from the highest to the lowest. Let $U$ be a size-$t$ subset of $T$. We consider the $3^t$ ways of partitioning $U$ into $U_1$, $U_2$, and $U_3$. Note that a vertex remains uncolored only if it is either unselcted, decolored, or skipped. We will calculate the probability that the vertices in $U_1$ are not selected, vertices in $U_2$ are decolored, and vertices in $U_3$ are skipped.
Let $S_j$ be the number of uncolored layer-$j$ holds. Consider a block $H$ following invariants are maintained after each iteration $t$. W.h.p. for every block $H_j$, the probability that all vertices in $H_j$ is increasing with $|H_j|$ and the probability there are at least $\epsilon|H_j|$ vertices in $H_j$ for $\epsilon > 0$ chosen such that $\epsilon < 1/2$. By taking an union bound on the event $Pr(H_j(v)) \geq 1 - \left(\frac{t}{t_1}\right)^{\beta \delta_j^{(l)}}, \beta > 0$, for $|H_j(v)| \geq 100m_n^2$, the invariants hold after iteration $t$. Completing the proof for large blocks, other than stratum 1. We show that after $O(1)$ iterations of ModifiedLargeDenseColoring, w.h.p. for every $v \in V$ and for each layer $i \in [2,l]$, the number of uncolored layer-$i$ neighbors of $v$ that are in $W_2^i \cup W_3^i \cup \ldots \cup W_k^i$ is at most $\epsilon^i_2 \Delta^*$. (This is the analogue of Lemma 8 [5].) We execute Algorithm ModifiedLargeDenseColoring for 12 iterations. W.h.p. for $l \in [0,12]$, the invariants $H_l(S_j)$ hold for every $S_j$ and $H_l(v)$ holds for every $u \in S$. Let $T$ be the set of layer-$i$ neighbors of $v$ in $S$ and

$$
\delta^{(l)} = \max_{j: S_j \not= \emptyset} \delta_j^{(l)} = 2 \cdot \sqrt{D_j^{(l)} / Z_j^{(l)}} = 2 \sqrt{\beta^{l-1}} \cdot \sqrt{3 \epsilon_i \cdot \log^2(1/\epsilon_i)}.
$$

Let $t_0 = |T|$ and $t_1 = \max(\beta \delta^{(l)} t_{l-1}, \epsilon^2 \Delta^*)$. Suppose that at the beginning of iteration $l$, the number of uncolored vertices in $T$ is at most $t_{l-1}$. By Lemma 13 and Obs. 14, after iteration $l$, the probability that the number of uncolored vertices is more than $t_1$
is at most \(\left(\frac{1}{t_{l-1}}\right)(K \cdot \delta(l))^{t_1} \leq \exp(-\Omega(t_l)) = 1/\text{poly}(n)\). Note that since \(\prod_{i=1}^{12} \delta(i) \leq \prod_{i=1}^{12} \left(2\sqrt{3}^{t_{i-1}} \cdot \sqrt{3\epsilon_i \cdot \log^2(1/\epsilon_i)}\right) \leq (2\sqrt{3})^{12} \beta^6 \cdot \epsilon_i^6 \cdot \log^{12}(1/\epsilon_i) \leq \epsilon_i, t_l = \epsilon^5 \Delta^*\). By taking an union on the events over 12 iterations, we conclude w.h.p. the number of uncolored neighbors in \(T\) is at most \(t_l = \epsilon^5 \Delta^*\).

**Completing the proof large blocks of stratum 1.** Note that stratum 1 only consists of vertices that are in layer 1. Instead of proving an analogous lemma to Lemma 9 in [5], we prove the following lemma that bounds the maximum degree on each layer-1 vertex.

**Lemma 15.** Let \(v \in \tilde{V}\). By executing ModifiedLargeDenseColoring for \(O(1)\) rounds, w.h.p. the number of uncolored vertices in \(|N(v) \cap W_1^l|\) is at most \((\Delta^*)^{1/20}\) for all \(v \in W_1^l\).

**Proof.** We execute 19 iterations of ModifiedLargeDenseColoring. W.h.p. for \(l \in [0, 38]\), the invariants \(H_l(S_j)\) hold for every \(S_j\) and \(H_l(v)\) holds for every \(v \in S\). Let \(T = N(v) \cap W_1^l\) be the neighbors of \(v\) in \(W_1^l\). Let \(\delta(l) = \max_{S_j \cap T \neq \emptyset} \delta_j(l) = 2 \cdot \sqrt{D_j(l)/Z_j(l)} = 2\sqrt{3}^{t_{l-1}} \cdot \sqrt{3\epsilon_i \cdot \log^2(1/\epsilon_i)} \leq (\Delta^*)^{-1/20}/100\).

Let \(t_0 = |T|\) and \(t_l = \max((\Delta^*)^{-1/20} t_{l-1}, (\Delta^*)^{1/20})\) for \(1 \leq l \leq 19\). Suppose that the number of uncolored vertices in \(T\) is at most \(t_{l-1}\) at the beginning of iteration \(l\). By Lemma 13 and Obs. 14, after iteration \(l\), the probability that the number of uncolored vertices is more than \(t_l\) is at most \((\epsilon^{-1}_{t_{l-1}})(K \cdot \delta(l))^{t_1} \leq \exp(-\Omega(t_l)) = 1/\text{poly}(n)\). Therefore, by an union bound on the events over the 19 iterations, w.h.p. the number of uncolored vertices in \(T\) is at most \(t_l \leq |T| \cdot (\Delta^*)^{19/20} \leq (\Delta^*)^{1/20}\). ▶

By Lemma 15, since the maximum degree of the induced subgraph of layer 1 vertices is at most \((\Delta^*)^{1/20}\) and \(N \cdot (\Delta^*)^{1/20} = O(n)\) (by Property (III)), a leader can collect the entire topology and the palette of each vertex and compute a coloring of the \(W_1^l\) locally.

**Coloring the Remaining Vertices – Simulation of ColorBidding Algorithm.** It is therefore remains to color two subsets of vertices: a subset \(U\) of vertices that were not colored by the Dense Coloring Procedures and \(V_{sp}\). Similarly to [5], we will apply the ColorBidding Algorithm to first color all the vertices in \(U\). By Lemma 10 in [5], after \(O(\log^2 \Delta)\) iterations, the probability that a vertex remains uncolored is \(\exp(-\text{poly}(\Delta^*)) = 1/\text{poly}(n)\). Then we repeat the same procedure to color vertices in \(V_{sp}\) in \(O(\log^2 \Delta)\) rounds w.h.p.

The analysis is mostly straightforward from [5] and the main missing argument is in showing that a single iteration of Alg. ColorBidding can be simulated in \(O(1)\) rounds in the congested clique model. A simple calculation yields that each vertex selects \(\tilde{O}(\Delta^*)^{1/5}\) colors in this palette. Hence, each vertex is a target and a sender of \(\tilde{O}(\Delta^*)^{4/5} = O(n)\) messages, which fits the scheme of Lenzen’s routing. A more detailed description is in the full version. The next observation follows from Lemma 2.3 in [16].

**Observation 16.** The list-coloring algorithm of Theorem 5 holds up to minor modifications even when every \(v \in G^*\) has at least \(\Delta^* - (\Delta^*)^{3/5}\) available colors in its palette.

**Putting it all together.** It remains to show that the subgraph \(G^*\) from Section 2 indeed satisfies the conditions of Theorem 5 and Observation 16.

**Lemma 17.** (1) The subgraph \(G^*\) satisfies all the properties of Sec. 3. (2) Every \(v \in G^*\) has at least \(\max\{\deg(v, G^*) + 1, \Delta^* - (\Delta^*)^{3/5}\}\) available colors in its palette after coloring all its neighbors in \(G \setminus G^*\).
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**Proof.** Part (1) follows by plugging the bounds of Observation 4. Next consider Claim (2). First, consider the case where $\deg(v, G) \leq \Delta - (\Delta^* - \sqrt{5\Delta^* \cdot \log n})$. In such case, even after coloring all neighbors of $v$, it still has an access of $\Delta^* - \sqrt{\Delta^* \cdot \log n} \geq \Delta^* - (\Delta^*)^{3/5}$ colors in its palette after coloring $G \setminus G^*$ in the first phase. Now, consider a vertex $v$ with $\deg(v, G) \geq \Delta - (\Delta^* - \sqrt{5\Delta^* \cdot \log n})$. Using Chernoff bound, w.h.p., $\deg(v, G^*) > (\Delta - (\Delta^* - \sqrt{\Delta^* \cdot \log n}) \cdot p^* - \sqrt{5 \log n \Delta p^*} \geq \Delta^* - (\Delta^*)^{3/5}$. A vertex $v \in G^*$ has at least $\deg(v, G^*) + 1$ available colors, since all its neighbors in $G^*$ are uncolored at the beginning of the second phase and initially it was given $(\Delta + 1)$ colors. ▶

**References**

A Missing Pseudocodes for the Subroutines of [5]

OneShotColoring. Each uncolored vertex $v$ decided to participates independently with probability $p$. Each participating vertex $v$ selects a color $c(v)$ from its palette $\Psi(v)$ uniformly at random. A participating vertex $v$ successfully colors itself if $c(v)$ is not chosen by any vertex in $N^*(v)$, where $N^*(v) = \{u \in N(v) | ID(u) < ID(v)\}$.

In the ColorBidding procedure each vertex $v$ is associated with a parameter $p_v = |\Psi(v)| - \text{outdeg}(v)$ and $p^* = \min_v p_v$. Let $C$ be a constant satisfying that $\sum_{u \in N_{out}(v)} 1/p_u \leq 1/C$.

ColorBidding. Each color $c \in \Psi(v)$ is added to $S_v$ with probability $C/2p_v$ independently. If there exists a color $c^* \in S_v$ that is not selected by vertices in $N_{out}(v)$, $v$ colors itself $c^*$. $N_{out}(v)$ is the set of neighbors of $v$ that have higher priority than $v$.

The CLP algorithm contains two versions of the dense coloring procedures. Version 1 is used to color the small blocks and version 2 is used to color the large blocks. All vertices in $S$ agree on a parameter $Z_{ex}$ which is a lower bound on the number of excess colors with respect to $S$. Each vertex $v \in S_j$ is associated with a parameter $D_v$. Let $N'(v) = \{u \in N(v) | D_u \leq D_v \text{ or } D_u = D_v \text{ and } ID(u) < ID(v)\}$ to be the neighbors of $v$ with higher priority. If $v \in S_j$, the parameter $D_v$ must satisfy $\lvert N'(v) \cap (S \setminus S_j) \rvert \leq D_v$. Define $\delta_v = D_v/Z_{ex}$.

Procedure DenseColoringStep (Version 1)

1. Let $\pi = \{1, \ldots, |S_j|\} \rightarrow S_j$ be the permutation that lists $S_j$ in increasing order by $D$-value, breaking ties by ID. For $q$ from 1 to $|S_j|$, the vertex $\pi(q)$ selects a color $c(\pi(q))$ uniformly at random from $\Psi(\pi(q)) \setminus \{c(\pi(q')) | q' < q \text{ and } \{\pi(q), \pi(q')\} \in E(G)\}$.
2. Each $v \in S_j$ permanently colors itself $c(v)$ if $c(v)$ is not selected by any vertices in $N'(v)$.

For version 2, for each vertex $v \in S$, define $N''(v)$ to be the set of vertices $u \in N(v) \cap S$ such that (i) $\delta_v > \delta_j$ or (ii) $\delta_v = \delta_j$ and $ID(S_j) < ID(S_j')$, where $v \in S_j$ and $u \in S_{j'}$. 


**Randomized \((\Delta + 1)\)-Coloring in \(O(\log^* \Delta)\) Congested Clique Rounds**

Procedure **DenseColoringStep** (Version 2)

1. Each cluster \(S_j\) selects \((1 - \delta_j)|S_j|\) vertices u.a.r. and generates a permutation \(\pi\) of those vertices u.a.r. The vertex \(\pi(q)\) selects a color \(c(\pi(q))\) u.a.r. from

\[
\Psi(\pi(q)) \setminus \{c(\pi(q')) \mid q' < q \text{ and } \{\pi(q), \pi(q')\} \in E(G)\}.
\]

2. Each \(v \in S_j\) that has selected a color \(c(v)\) permanently colors itself \(c(v)\) if \(c(v)\) is not selected by any vertices \(u \in N''(v)\).
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Abstract

Graph spanners are sparse subgraphs that faithfully preserve the distances in the original graph up to small stretch. Spanner have been studied extensively as they have a wide range of applications ranging from distance oracles, labeling schemes and routing to solving linear systems and spectral sparsification. A $k$-spanner maintains pairwise distances up to multiplicative factor of $k$. It is a folklore that for every $n$-vertex graph $G$, one can construct a $(2k - 1)$ spanner with $O(n^{1+1/k})$ edges. In a distributed setting, such spanners can be constructed in the standard CONGEST model using $O(k^2)$ rounds, when randomization is allowed.

In this work, we consider spanner constructions in the congested clique model, and show:

- a randomized construction of a $(2k - 1)$-spanner with $\tilde{O}(n^{1+1/k})$ edges in $O(\log k)$ rounds.
- The previous best algorithm runs in $O(k)$ rounds:
- a deterministic construction of a $(2k - 1)$-spanner with $\tilde{O}(n^{1+1/k})$ edges in $O(\log k \cdot (\log \log n)^3)$ rounds. This improvement is achieved by a new derandomization theorem for hitting sets which might be of independent interest;
- a deterministic construction of a $O(k)$-spanner with $O(k \cdot n^{1+1/k})$ edges in $O(\log k)$ rounds.
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1 Introduction & Related Work

Graph spanners introduced by Peleg and Schäffer [23] are fundamental graph structures, more precisely, subgraphs of an input graph $G$, that faithfully preserve the distances in $G$ up to small multiplicative stretch. Spanners have a wide-range of distributed applications [22] for routing [27], broadcasting, synchronizers [24], and shortest-path computations [3].

The common objective in distributed computation of spanners is to achieve the best-known existential size-stretch trade-off within small number of rounds. It is a folklore that for every graph $G = (V, E)$, there exists a $(2k - 1)$-spanner $H \subseteq G$ with $O(n^{1+1/k})$ edges. Moreover, this size-stretch tradeoff is believed to be optimal, by the girth conjecture of Erdős.

There are plentiful of distributed constructions of spanners for both the LOCAL and the CONGEST models of distributed computing [8, 2, 9, 10, 11, 25, 12, 16]. The standard setting is a synchronous message passing model where per round each node can send one
message to each of its neighbors. In the LOCAL model, the message size is unbounded, while in the CONGEST model it is limited to $O(\log n)$ bits. One of the most notable distributed randomized constructions of $(2k - 1)$ spanners is by Baswana & Sen [2] which can be implemented in $O(k^2)$ rounds in the CONGEST model.

Currently, there is an interesting gap between deterministic and randomized constructions in the CONGEST model, or alternatively between the deterministic construction of spanners in the LOCAL vs. the CONGEST model. Whereas the deterministic round complexity of $(2k - 1)$ spanners in the LOCAL model is $O(k)$ due to [10], the best deterministic algorithm in the CONGEST model takes $O(2^{\sqrt{\log n \log \log n}})$ rounds [13].

We consider the congested clique model, introduced by Lotker et al. [20]. In this model, in every round, each vertex can send $O(\log n)$ bits to each of the vertices in the graph. The congested clique model has been receiving a lot of attention recently due to its relevance to overlay networks and large scale distributed computation [17, 14, 4].

**Deterministic local computation in the congested clique model.** Censor et al. [7] initiated the study of deterministic local algorithms in the congested clique model by means of derandomization of randomized LOCAL algorithms. The approach of [7] can be summarized as follows. The randomized complexity of the classical local problems is $\text{polylog}(n)$ rounds (in both LOCAL and CONGEST models). For these randomized algorithms, it is usually sufficient that the random choices made by vertices are sampled from distributions with bounded independence. Hence, any round of a randomized algorithm can be simulated by giving all nodes a shared random seed of $\text{polylog}(n)$ bits.

To completely derandomize such a round, nodes should compute (deterministically) a seed which is at least as “good” as a random seed would be. This is achieved by estimating their “local progress” when simulating the random choices using that seed. Combining the techniques of conditional expectation, pessimistic estimators and bounded independence, leads to a simple “voting”-like algorithm in which the bits of the seed are computed bit-by-bit. The power of the congested clique is hence in providing some global leader that collects all votes in 1 round and broadcasts the winning bit value. This approach led to deterministic MIS in $O(\log \Delta \log n)$ rounds and deterministic $(2k - 1)$ spanners with $\tilde{O}(n^{1+1/k})$ edges in $O(k \log n)$ rounds, which also works for weighted graphs. Barenboim and Khazanov [1] presented deterministic local algorithms as a function of the graph’s arboricity.

**Deterministic spanners via derandomization of hitting sets.** As observed by [26, 5, 13], the derandomization of the Baswana-Sen algorithm boils down into a derandomization of $p$-dominating sets or hitting-sets. It is a well known fact that given a collection of $m$ sets $S$, each containing at least $\Delta$ elements coming from a universe of size $n$, one can construct a hitting set $Z$ of size $O((n \log m)/\Delta)$. A randomized construction of such a set is immediate by picking each element into $Z$ with probability $p$ and applying Chernoff. A centralized deterministic construction is also well known by the greedy approach [e.g., Lemma 2.7 of [5]].

In our setting we are interested in deterministic constructions of hitting sets in the congested clique model. In this setting, each vertex $v$ knows a subset $S_v$ of size at least $\Delta$, that consists of vertices in the $O(k)$-neighborhood of $v$, and it is required to compute a small set $Z$ that hits (i.e., intersects) all subsets. Censor et al. [7] showed that the above mentioned randomized construction of hitting sets still holds with $g = O(\log n)$-wise independence,

---

1 The random seed is usually shown to provide a large progress in expectation. The deterministically computed seed should provide a progress at least as large as the expected progress of a random seed.
Table 1

<table>
<thead>
<tr>
<th></th>
<th>Stretch</th>
<th>#Rounds</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptation of Baswana &amp; Sen [2]</td>
<td>$2k - 1$</td>
<td>$O(k)$</td>
<td>Randomized</td>
</tr>
<tr>
<td>This Work</td>
<td>$2k - 1$</td>
<td>$O(\log k)$</td>
<td></td>
</tr>
<tr>
<td>Censor-Hillel et al. [7]</td>
<td>$2k - 1$</td>
<td>$O(k \log n)$</td>
<td></td>
</tr>
<tr>
<td>This Work</td>
<td>$2k - 1$</td>
<td>$O(\log k + (\log \log n)^3)$</td>
<td>Deterministic</td>
</tr>
<tr>
<td>This Work</td>
<td>$O(k)$</td>
<td>$O(\log k)$</td>
<td></td>
</tr>
</tbody>
</table>

and presented an $O(g)$-round algorithm that computes a hitting set deterministically by finding a good seed of $O(g \log n)$ bits. Applying this hitting-set algorithm for computing the $k$ levels of Baswana-Sen’s clustering yields a deterministic algorithm for $(2k - 1)$ spanners with $O(k \log n)$ rounds.

Our Results and Approach in a Nutshell

We provide improved randomized and deterministic constructions of graph spanners in the congested clique model. Our randomized solution is based on an $O(\log k)$-round algorithm that computes the $O(\sqrt{n})$ nearest vertices in radius $k/2$ for every vertex $v$. This induces a partitioning of the graph into sparse and dense regions. The sparse region is solved “locally” and the dense region simulates only two phases of Baswana-Sen, leading to a total round complexity of $O(\log k)$. We show the following for $n$-vertex unweighted graphs.

▶ Theorem 1. There exists a randomized algorithm in the congested clique model that constructs a $(2k - 1)$-spanner with $\tilde{O}(k \cdot n^{1+1/k})$ edges within $O(\log k)$ rounds w.h.p.

Our deterministic algorithms are based on constructions of hitting-sets with short seeds. Using the pseudorandom generator of Gopalan et al. [15], we construct a hitting set with seed length $O(\log n \cdot (\log \log n)^3)$ which yields the following for $n$-vertex unweighted graphs.

▶ Theorem 2. There exists a deterministic algorithm in the congested clique model that constructs a $(2k - 1)$-spanner with $\tilde{O}(k \cdot n^{1+1/k})$ edges within $O(\log k + (\log \log n)^3)$ rounds.

In addition, we also show that if one settles for stretch of $O(k)$, then a hitting-set seed of $O(\log n)$ bits is sufficient for this purpose, yielding the following construction:

▶ Theorem 3. There exists a deterministic algorithm in the congested clique model that constructs a $O(k)$-spanner with $O(k \cdot n^{1+1/k})$ edges within $O(\log k)$ rounds.

A summary of our results are given in the Table 1. All results in the table are with respect to spanners with $\tilde{O}(n^{1+1/k})$ edges for an unweighted $n$-vertex graph $G$. All these bounds are for the congested clique model.

In what follows we provide some technical background and then present the high level ideas of these construction.

---

2 To be more precise, the algorithm computes the $O(n^{1/2 - 1/k})$ nearest vertices at distance at most $k/2 - 1$.

3 Baswana-Sen [2] does not mention the congested clique model, but the best randomized solution in the congested clique is given by simulating [2].
A brief exposition of Baswana-Sen [2]. The algorithm is based on constructing $k$ levels of clustering $C_0, \ldots, C_{k-1}$, where a clustering $C_i = \{C_{i,1}, \ldots, \}$ consists of vertex disjoint subsets which we call clusters. Every cluster $C \in C_i$ has a special node that we call cluster center. For each $C \in C_i$, the spanner contains a depth-$i$ tree rooted at its center and spanning all cluster vertices. Starting with the trivial clustering $C_0 = \{\{v\}, v \in V\}$, in each phase $i$, the algorithm is given a clustering $C_i$ and it computes a clustering $C_{i+1}$ by sampling the cluster center of each cluster in $C_{i-1}$ with probability $n^{-1/k}$. Vertices that are adjacent to the sampled clusters join them and the remaining vertices become unclustered. For the latter, the algorithm adds some of their edges to the spanner. This construction yields a $(2k-1)$ spanner with $O(kn^{1+1/k})$ edges in expectation.

It is easy to see that this algorithm can be simulated in the congested clique model using $O(k)$ rounds. As observed in [26, 16], the only randomized step in Baswana-Sen is picking the cluster centers of the $(i+1)^{th}$ clustering. That is, given the $n^{1-i/k}$ cluster centers of $C_i$, it is required to compute a subsample of $n^{1-(i+1)/k}$ clusters without having to add too many edges to the spanner (due to unclustered vertices). This is exactly the hitting-set problem where the neighboring clusters of each vertex are the sets that should be covered, and the universe is the set of centers in $C_i$ (ideas along these lines also appear in [26, 13]).

Our Approach. In the following, we provide the high level description of our construction while omitting many careful details and technicalities. We note that some of these technicalities stems from the fact that we insist on achieving the (nearly) optimal spanners, as commonly done in this area. Settling for an $O(k)$-spanner with $\tilde{O}(kn^{1+1/k})$ edges could considerably simplify the algorithm and its analysis. The high-level idea is simple and it is based on dividing the graph $G$ into sparse edges and dense edges, constructing a spanner for each of these subgraphs using two different techniques. This is based on the following intuition inspired by the Baswana-Sen algorithm.

In Baswana-Sen, the vertices that are clustered in level-$i$ of the clustering are vertices whose $i$-neighborhood is sufficiently dense, i.e., contains at least $n^{i/k}$ vertices. We then divide the vertices into dense vertices $V_{\text{dense}}$ and sparse vertices $V_{\text{sparse}}$, where $V_{\text{dense}}$ consists of vertices that have $\Omega(\sqrt{n})$ vertices in their $k/2$-ball, and $V_{\text{sparse}}$ consists of the remaining vertices. This induces a partitioning of $G$ edges into $E_{\text{sparse}} = (V_{\text{sparse}} \times V) \cap E(G)$ and $E_{\text{dense}}$ which contains the remaining $G$-edges, i.e., edges whose both endpoints are dense.

Collecting Topology of Closed Neighborhood. One of the key-building blocks of our construction is an $O(\log k)$-round algorithm that computes for each vertex $u$ the subgraph $G_{k/2}(u)$ induced on its closest $O(\sqrt{n})$ vertices within distance at most $k/2$ in $G$. Hence the algorithm computes the entire $k/2$-neighborhoods for the sparse vertices. For the sake of the following discussion, assume that the maximum degree in $G$ is $O(\sqrt{n})$. Our algorithm handles the general case as well. Intuitively, collecting the $k/2$-neighborhood can be done in $O(\log k)$ rounds if the graph is sufficiently sparse by employing the graph exponentiation idea of [19]. In this approach, in each phase the radius of the collected neighborhood is doubled. Employing this technique in our setting gives rise to several issues. First, the input graph $G$ is not entirely sparse but rather consists of interleaving sparse and dense regions, i.e., the $k/2$-neighborhood of a sparse vertex might contain dense vertices. For that purpose, in phase $i$ of our algorithm, each vertex (either sparse or dense) should obtain a subset of its closest $O(\sqrt{n})$ vertices in its $2^i$ neighborhood. Limiting the amount collected information is important for being able to route this information via Lenzen’s algorithm [18] in $O(1)$ rounds in each phase.
Another technicality concerns the fact that the relation “$u$ is in the $\sqrt{n}$ nearest vertices to $v$” is not necessarily symmetric. This entitles a problem where a given vertex $u$ is “close” to many vertices $w$, and $u$ is not close to any of these vertices. In case where these $w$ vertices need to receive the information from $u$ regarding its closest neighbors (i.e., where some of their close vertices are close to $u$), $u$ ends up sending too many messages in a single phase. To overcome this, we carefully set the growth of the radius of the collected neighborhood in the graph exponentiation algorithm. We let only vertices that are close to each other exchange their topology information and show that this is sufficient for computing the $G_{k/2}(u)$ subgraphs. This procedure is the basis for our constructions as explained next.

Handling the Sparse Region. The idea is to let every sparse vertex $u$ locally simulate a LOCAL spanner algorithm on its subgraph $G_{k/2}(u)$. For that purpose, we show that the deterministic spanner algorithm of [10] which takes $k$ rounds in general, in fact requires only $k/2$ rounds when running by a sparse vertex $u$. At the end of these $k/2$ rounds, for each spanner edge $(u, v)$, at least one of the endpoints know that this edge is in the spanner. This implies that the subgraph $G_{k/2}(u)$ contains all the information needed for $u$ to locally simulate the spanner algorithm. This seemingly harmless approach has a subtle defect. Letting only the sparse vertices locally simulate a spanner algorithm might lead to a case where a certain edge $(u, v)$ is not added by a sparse vertex due to a decision made by a dense vertex $w$ in the local simulation $u$ in $G_{k/2}(u)$. Since $w$ is a dense vertex it did not run the algorithm locally and hence is not aware of adding these edges. To overcome this, the sparse vertices notify the dense vertices about their edges added in their local simulations. We show how to do it in $O(1)$ rounds.

Handling the Dense Region. In the following, we settle for stretch of $(2k + 1)$ for ease of description. By applying the topology collecting procedure, every dense vertex $v$ computes the set $N_{k/2}(v)$ consisting of its closest $\Theta(\sqrt{n})$ vertices within distance $k/2$. The main benefit in computing these $N_{k/2}(v)$ sets, is that it allows the dense vertices to “skip” over the first $k/2 - 1$ phases of Baswana-Sen, ready to apply the $(k/2)$ phase.

As described earlier, picking the centers of the clusters can be done by computing a hitting set for the set $S = \{N_{k/2}(v) \mid v \in V_{dense}\}$. It is easy to construct a random subset $Z \subseteq V$ of cardinality $O(n^{1/2})$ that hits all these sets and to cluster all the dense vertices around this $Z$ set. This creates clusters of strong diameter $k$ (in the spanner) that cover all the dense vertices. The final step connects each pair of adjacent clusters by adding to the spanner a single edge between each such pair, this adds $|Z|^2 = O(n)$ edges to the spanner.

Hitting Sets with Short Seed. The description above used a randomized solution to the following hitting set problem: given $n$ subsets of vertices $S_1, \ldots, S_n$, each $|S_i| \geq \Delta$, find a small set $Z$ that intersects all $S_i$ sets. A simple randomized solution is to choose each node $v$ to be in $Z$ with probability $p = O(\log n/\Delta)$. The standard approach for derandomization is by using distributions with limited independence. Indeed, for the randomized solution to hold, it is sufficient to sample the elements from a log $n$-wise distribution. However, sampling an element with probability $p = O(\log n/\Delta)$ requires roughly $\log n$ random bits, leading to a total seed length of $(\log^2 n)$, which is too large for our purposes.

---

4 By *close* we mean being among the $\sqrt{n}$ nearest vertices.
5 If we “add” one more round and simulate $k/2 + 1$ rounds, then there is no such problem as both endpoints of a spanner edge know that the edge is in the spanner. However, we could only collect the information up to radius $k/2$. 

---
Our key observation is that for any set $S_i$, the event that $S_i \cap Z \neq \emptyset$ can be expressed by a read-once DNF formula. Thus, in order to get a short seed it suffices to have a pseudorandom generator (PRG) that can “fool” read-once DNFs. A PRG is a function that gets a short random seed and expands it to a long one which is indistinguishable from a random seed of the same length for such a formula. Luckily, such PRGs with seed length $O(\log n \cdot (\log \log n)^3)$ exist due to Gopalan et al. \cite{15}, leading to deterministic hitting-set algorithm with $O((\log \log n)^3)$ rounds.

**Graph Notations.** For a vertex $v \in V(G)$, a subgraph $G'$ and an integer $\ell \in \{1, \ldots, n\}$, let $\Gamma_\ell(v, G') = \{ u \mid \text{dist}(u, v, G') \leq \ell \}$. When $\ell = 1$, we omit it and simply write $\Gamma(v, G')$, also when the subgraph $G'$ is clear from the context, we omit it and write $\Gamma_\ell(v)$. For a subset $V' \subseteq V$, let $G[V']$ be the induced subgraph of $G$ on $V'$. Given a disjoint subset of vertices $C, C'$, let $E(C, C', G) = \{ (u, v) \in E(G) \mid u \in C \text{ and } v \in C' \}$. We say that $C$ and $C'$ are adjacent if $E(C, C', G) \neq \emptyset$. Also, for $v \in V$, $E(v, C, G) = \{ (u, v) \in E(G) \mid u \in C \}$. A vertex $u$ is incident to a subset $C$, if $E(v, C, G) \neq \emptyset$.

**Road-Map.** Section 2 presents algorithm NearestNeighbors to collect the topology of nearby vertices. At the end of this section, using this collected topology, the graph is partitioned into sparse and dense subgraphs. Section 3 describes the spanner construction for the sparse regime. Section 4 considers the dense regime and is organized as follows. First, Section 4.1 describes a deterministic construction spanner given an hitting-set algorithm as a black box. Then, Section 5 fills in this missing piece and shows deterministic constructions of small hitting-sets via derandomization. Finally, Section 5.3 provides an alternative deterministic construction, with improved runtime but larger stretch.

## 2 Collecting Topology of Nearby Neighborhood

For simplicity of presentation, assume that $k$ is even, for $k$ odd, we replace the term $(k/2 - 1)$ with $\lfloor k/2 \rfloor$. In addition, we assume $k \geq 6$. Note that randomized constructions with $O(k)$ rounds are known and hence one benefits from an $O(\log k)$ algorithm for a non-constant $k$. In the full version, we show the improved deterministic constructions for $k \in \{2, 3, 4, 5\}$.

### 2.1 Computing Nearest Vertices in the $(k/2 - 1)$ Neighborhoods

In this subsection, we present an algorithm that computes the $n^{1/2 - 1/k}$ nearest vertices with distance $k/2 - 1$ for every vertex $v$. This provides the basis for the subsequent procedures presented later on. Unfortunately, computing the nearest vertices of each vertex might require many rounds when $\Delta = \omega(\sqrt{n})$. In particular, using Lenzen’s routing\textsuperscript{6} \cite{18}, in the congested clique model, the vertices can learn their 2-neighborhoods in $O(1)$ rounds, when the maximum degree is bounded by $O(\sqrt{n})$. Consider a vertex $v$ that is incident to a heavy vertex $u$ (of degree at least $\Omega(\sqrt{n})$). Clearly $v$ has $\Omega(n^{1/2 - 1/k})$ vertices at distance 2, but it is not clear how $v$ can learn their identities. Although, $v$ is capable of receiving $O(n^{1/2 - 1/k})$ messages, the heavy neighbor $u$ might need to send $n^{1/2 - 1/k}$ messages to each of its neighbors, thus $\Omega(n^{3/2 - 1/k})$ messages in total. To avoid this, we compute the $n^{1/2 - 1/k}$ nearest vertices in a lighter subgraph $G_{\text{light}}$ of $G$ with maximum degree $\sqrt{n}$. The neighbors of heavy vertices might not learn their 2-neighborhood and would be handled slightly differently in Section 4.

\textsuperscript{6} Lenzen’s routing can be viewed as a $O(1)$-round algorithm applied when each vertex $v$ is a target and a sender of $O(n)$ messages.
Definition 4. A vertex $v$ is heavy if $\deg(v, G) \geq \sqrt{n}$, the set of heavy vertices is denoted by $V_{\text{heavy}}$. Let $G_{\text{tight}} = G[V \setminus V_{\text{heavy}}]$.

Definition 5. For each vertex $u \in V(G_{\text{tight}})$ define $N_{k/2-1}(u)$ to be the set of $y(u) = \min\{n^{1/2-1/k}, |\Gamma_{k/2-1}(u, G_{\text{tight}})|\}$ closest vertices at distance at most $(k/2 - 1)$ from $u$ (breaking ties based on IDs) in $G_{\text{tight}}$. Define $T_{k/2-1}(u)$ to be the truncated BFS tree rooted at $u$ consisting of the $u$-$v$ shortest path in $G_{\text{tight}}$, for every $v \in N_{k/2-1}(u)$.

Lemma 6. There exists a deterministic algorithm NearestNeighbors that within $O(\log k)$ rounds, computes the truncated BFS tree $T_{k/2-1}(u)$ for each vertex $u \in V(G_{\text{tight}})$. That is, after running Alg. NearestNeighbors, each $u \in V(G_{\text{tight}})$ knows the entire tree $T_{k/2-1}(u)$.

Algorithm NearestNeighbors. For every integer $j \geq 0$, we say that a vertex $u$ is $j$-sparse if $|\Gamma_j(u, G_{\text{tight}})| \leq n^{1/2-1/k}$, otherwise we say it is $j$-dense. The algorithm starts by having each non-heavy vertex compute $\Gamma_2(u, G_{\text{tight}})$ in $O(1)$ rounds using Lenzen’s algorithm. This is the only place where it is important that we work on $G_{\text{tight}}$ rather than on $G$. Next, in each phase $i \geq 1$, vertex $u$ collects information on vertices in its $\gamma(i)$-ball in $G_{\text{tight}}$, where:

\[
\gamma(1) = 2, \text{ and } \gamma(i + 1) = \min\{2\gamma(i) - 1, k/2\}, \text{ for every } i \in \{1, \ldots, \lfloor \log(k/2) \rfloor\}.
\]

At phase $i \in \{1, \ldots, \lfloor \log(k/2) \rfloor\}$ the algorithm maintains the invariant that a vertex $u$ holds a partial BFS tree $\hat{T}_i(u)$ in $G_{\text{tight}}$ consisting of the vertices $N_i(u) := V(\hat{T}_i(u))$, such that:

- For an $\gamma(i)$-sparse vertex $u$, $\hat{N}_i(u) = \Gamma_{\gamma(i)}(u)$.
- For an $\gamma(i)$-dense vertex $u$, $\hat{N}_i(u)$ consists of the closest $n^{1/2-1/k}$ vertices to $u$ in $G_{\text{tight}}$.

Note that in order to maintain the invariant in phase $(i + 1)$, it is only required that in phase $i$, the $\gamma(i)$-sparse vertices would collect the relevant information, as for the $\gamma(i)$-dense vertices, it already holds that $\hat{N}_{i+1}(u) = \hat{N}_i(u)$. In phase $i$, each vertex $v$ (regardless of being sparse or dense) sends its partial BFS tree $\hat{T}_i(v)$ to each vertex $u$ only if (1) $u \in \hat{N}_i(v)$ and (2) $v \in \hat{N}_i(u)$. This condition can be easily checked in a single round, as every vertex $u$ can send a message to all the vertices in its set $\hat{N}_i(u)$. Let $\hat{N}_{i+1}(u) = \bigcup_{v \in \hat{N}_i(u)} \hat{N}_i(v)$ be the subset of all received $\hat{N}_i$ sets at vertex $u$. It then uses the distances to $\hat{N}_i(u)$, and the received distances to the vertices in the $\hat{N}_i$ sets, to compute the shortest-path distance to each $w \in \hat{N}_i(u)$. As a result it computes the partial tree $\hat{T}_{i+1}(u)$. The subset $\hat{N}_{i+1}(u) \subseteq \hat{N}_{i+1}(u)$ consists of the $(at most)$ $n^{1/2-1/k}$ vertices within distance $\gamma(i+1)$ from $u$. This completes the description of phase $i$. We next analyze the algorithm and show that each phase can be implemented in $O(1)$ rounds and that the invariant on the $\hat{T}_i(u)$ trees is maintained.

Analysis. We first show that phase $i$ can be implemented in $O(1)$ rounds. Note that by definition, $|\hat{N}_i(u)| \leq \sqrt{n}$ for every $u$, and every $i \geq 1$. Hence, by the condition of phase $i$, each vertex sends $O(n)$ messages and receives $O(n)$ messages, which can be done in $O(1)$ rounds, using Lenzen’s routing algorithm [18].

We show that the invariant holds, by induction on $i$. Since all vertices first collected their second neighborhood, the invariant holds for $i = 1$. Assume it holds up to the beginning of phase $i$, and we now show that it holds in the beginning of phase $i + 1$. If $u$ is $\gamma(i)$-dense, then $u$ should not collect any further information in phase $i$ and the assertion holds trivially.

\(\text{This is the reason why we consider only } G_{\text{tight}}, \text{ as otherwise } \gamma(1) = 0 \text{ and we would not have any progress.}\)
Consider an \(\gamma(i)\)-sparse vertex \(u\) and let \(N_{\gamma(i+1)}(u)\) be the target set of the \(n^{1/2-1/k}\) closest vertices at distance \(\gamma(i+1)\) from \(u\). We will fix \(w \in N_{\gamma(i+1)}(u)\), and show that \(w \in \hat{N}_i(u)\) and in addition, \(u\) has computed the shortest path to \(w\) in \(G_{\text{light}}\). Let \(P\) be \(u\)-\(w\) shortest path in \(G_{\text{light}}\). If all vertices \(z\) on the \(\gamma(i)\)-length prefix of \(P\) are \(\gamma(i)\)-sparse, then the claim holds as \(w\) is the last vertex on the \(\gamma(i)\)-length prefix of \(P\). Hence, by the induction assumption for the \(\hat{N}_i\) sets, \(u\) can compute in phase \(i\) its shortest-path to \(w\).

We next consider the remaining case where not all the vertices on the \(\gamma(i)\)-length path are sparse. Let \(z \in \hat{N}_i(u)\) be the first \(\gamma(i)\)-dense vertex (closest to \(u\)) on the \(\gamma(i)\)-length prefix of \(P\). Observe that \(\hat{N}_i(z)\) contains \(n^{1/2-1/k}\) vertices that are closer to \(z\) than \(w\), which implies that these vertices are also closer to \(u\) than \(w\), and hence \(w\) should not be in \(N_{\gamma(i+1)}(u)\) (as it is not among the closest \(n^{1/2-1/k}\) vertices to \(u\)), leading to contradiction. Thus, if also \(u \in \hat{N}_i(z)\), then \(z\) sends to \(u\) in phase \(i\) its shortest-path to \(w\). By the induction assumption for the \(\hat{N}_i(u)\), \(\hat{N}_i(z)\) sets, we have that \(u\) has the entire shortest-path to \(w\). It remains to consider the case where the first \(\gamma(i)\)-dense vertex on \(P\), \(z\), does not contain \(u\) in its \(\hat{N}_i(z)\) set, hence it did not send its information on \(w\) to \(u\) in phase \(i\).

Denote \(x = \text{dist}(u, z, G_{\text{light}})\) and \(y = \text{dist}(z, w, G_{\text{light}})\), thus \(x + y = |P| \leq 2\gamma(i) - 1\). Since \(w \in \hat{N}_i(z)\) but \(u \notin \hat{N}_i(z)\), we have that \(y \leq x\) and \(2y \leq |P|\), which implies that \(y \leq \gamma(i) - 1\). Let \(z'\) be the vertex preceding \(z\) on the \(P\) path, hence \(z'\) also appear on the \(\gamma(i)\)-length prefix of \(P\) and \(z' \in N_i(u)\). By definition, \(z'\) is \(\gamma(i)\)-sparse and it also holds that \(u \in \hat{N}_i(z')\). Since \(\text{dist}(z', w, G_{\text{light}}) = y + 1 \leq \gamma(i)\), it holds that \(w \in \hat{N}_i(z')\). Thus, \(u\) can compute the \(u\)-\(w\) shortest-path using the \(z'\)-\(w\) shortest-path it has received from \(z'\). For an illustration, see Figure 1.

**Figure 1** Shown is a path \(P\) between \(u\) and \(w\) where \(z\) is the first dense vertex on the \(\gamma(i)\)-length prefix of \(P\). If \(u \notin \hat{N}_i(z)\) then \(u, w \in \hat{N}_i(z')\).

### 2.2 Dividing \(G\) into Sparse and Dense Regions

During the execution of \texttt{NearestNeighbors} every non-heavy vertex \(v\) computes the sets \(N_{k/2-1}(v)\) and the corresponding tree \(T_{k/2-1}(v)\). The vertices are next divided into dense vertices \(V_{\text{dense}}\) and sparse vertices \(V_{\text{sparse}}\). Roughly speaking, the dense vertices are those that have at least \(n^{1/2-1/k}\) vertices at distance at most \(k/2 - 1\) in \(G\). Since the subsets of nearest neighbors are computed in \(G_{\text{light}}\) rather than in \(G\), this vertex division is more delicate.

**Definition 7.** A vertex \(v\) is dense if either (1) it is heavy, (2) a neighbor of a heavy vertex or (3) \(|\Gamma_{k/2-1}(v, G_{\text{light}})| > n^{1/2-1/k}\). Otherwise, a vertex is sparse. Let \(V_{\text{dense}}, V_{\text{sparse}}\) be the dense (resp., sparse) vertices in \(V\).
Observation 8. For \( k \geq 6 \), for every dense vertex \( v \) it holds that \( |\Gamma_{k/2-1}(v,G)| \geq n^{1/2-1/k} \).

The edges of \( G \) are partitioned into:

\[
E_{\text{dense}} = ((V_{\text{dense}} \times V_{\text{dense}}) \cap E(G)) \cup (V_{\text{sparse}} \times V) \cap E(G)
\]

Since all the neighbors of heavy vertices are dense, it also holds that \( E_{\text{sparse}} = (V_{\text{sparse}} \times (V \setminus V_{\text{heavy}})) \cap E(G_{\text{light}}) \).

### Overview of the Spanner Constructions.

The algorithm contains two subprocedures, the first takes care of the sparse edge-set by constructing a spanner \( H_{\text{sparse}} \subset G_{\text{sparse}} \) and the second takes care of the dense edge-set by constructing \( H_{\text{dense}} \subset G \). Specifically, these spanners will satisfy that for every \( e = (u,v) \in G_i \), \( \text{dist}(u,v,H_i) \leq 2k-1 \) for \( i \in \{\text{sparse},\text{dense}\} \). We note that the spanner \( H_{\text{dense}} \subset G \) rather than being contained in \( G_{\text{dense}} \). The reason is that the spanner \( H_{\text{dense}} \) might contain edges incident to sparse vertices as will be shown later. The computation of the spanner \( H_{\text{sparse}} \) for the sparse edges, \( E_{\text{sparse}} \), is done by letting each sparse vertex locally simulating a local spanner algorithm. The computation of \( H_{\text{dense}} \) is based on applying two levels of clustering as in Baswana-Sen. The selection of the cluster centers will be made by applying an hitting-set algorithm.

### Handling the Sparse Subgraph

In the section, we construct the spanner \( H_{\text{sparse}} \) that will provide a bounded stretch for the sparse edges. As we will see, the topology collected by applying Alg. NearestNeighbors allows every sparse vertex to locally simulate a deterministic spanner algorithm in its collected subgraph, and deciding which of its edges to add to the spanner based on this local view.

Recall that for every sparse vertex \( v \) it holds that \( |\Gamma_{k/2-1}(v,G_{\text{light}})| \leq n^{1/2-1/k} \) where \( G_{\text{light}} = G[V \setminus V_{\text{heavy}}] \) and that \( E_{\text{sparse}} = (V_{\text{sparse}} \times V) \cap E(G) \). Let \( G_{\text{sparse}}(u) = G_{\text{sparse}}[\Gamma_{k/2-1}(u,G)] \). By applying Alg. NearestNeighbors, and letting sparse vertices send their edges to the sparse vertices in their \((k/2 - 1)\) neighborhoods in \( G_{\text{light}} \), we have:

Claim 9. There exists a \( O(\log k) \)-round deterministic algorithm, that computes for each sparse vertex \( v \) its subgraph \( G_{\text{sparse}}(v) \).

Our algorithm is based on an adaptation of the local algorithm of [10], which is shown to satisfy the following in our context. The proof is in the full version [21].

Lemma 10. There exists a deterministic algorithm LocalSpanner that constructs a \((k-3)\) spanner in the LOCAL model, such that every sparse vertex \( u \) decides about its spanner edges within \( k/2 - 1 \) rounds. In particular, \( u \) can simulate Alg. LocalSpanner locally on \( G_{\text{sparse}} \) and for every edge \((u,z)\) not added to the spanner \( H_{\text{sparse}} \), there is a path of length at most \((k-3)\) in \( G_{\text{sparse}}(u) \cap H_{\text{sparse}} \).

A useful property of the algorithm\(^8\) by Derbel et al. (Algorithm 1 in [10]) is that if a vertex \( v \) did not terminate after \( i \) rounds, then it must hold that \( |\Gamma_i(v,G)| \geq n^{1/k} \). Thus in our context, every sparse vertex terminates after at most \( k/2 - 1 \) rounds\(^9\). We also show that for

\(^8\) This algorithm works only for unweighted graphs and hence our deterministic algorithms are for unweighted graphs. Currently, there are no local deterministic algorithms for weighted graphs.

\(^9\) By definition we have that \( |\Gamma_{k/2-1}(u,G_{\text{light}})| \leq n^{1/2-1/k} \). Moreover, since \( G_{\text{sparse}} \subset G_{\text{light}} \), it also holds that \( |\Gamma_{k/2-1}(u,G_{\text{sparse}})| \leq n^{1/2-1/k} \).
simulating these \((k/2 - 1)\) rounds of Alg. LocalSpanner by \(u\), it is sufficient for \(u\) to know all the neighbors of its \((k/2 - 2)\) neighborhood in \(G_{\text{sparse}}\) and these edges are contained in \(G_{\text{sparse}}(u)\). The analysis of Lemma 10 appears in the full version of the paper.

We next describe Alg. SpannerSparseRegion that computes \(H_{\text{sparse}}\). Every vertex \(u\) computes \(G_{\text{sparse}}(u)\) in \(O(\log k)\) rounds and simulate Alg. LocalSpanner in that subgraph. Let \(H_{\text{sparse}}(u)\) be the edges added to the spanner in the local simulation of Alg. LocalSpanner in \(G_{\text{sparse}}(u)\). A sparse vertex \(u\) sends to each sparse vertex \(v \in \Gamma_{k/2-1}(u, G_{\text{sparse}})\), the set of all \(v\)-edges in \(H_{\text{sparse}}(u)\). Hence, each sparse vertex sends \(O(n)\) messages (at most \(\sqrt{n}\)-edges to each of its at most \(\sqrt{n}\) vertices in \(\Gamma_{k/2-1}(v, G_{\text{sparse}})\)). In a symmetric manner, every vertex receives \(O(n)\) messages and this step can be done in \(O(1)\) rounds using Lenzen’s algorithm. The final spanner is given by \(H_{\text{sparse}} = \bigcup_{u \in V_{\text{sparse}}} H_{\text{sparse}}(u)\). The stretch argument is immediate by the correctness of Alg. LocalSpanner and the fact that all the edges added to the spanner in the local simulations are indeed added to \(H_{\text{sparse}}\). The size argument is also immediate since we only add edges that Alg. LocalSpanner would have added when running by the entire graph.

```
Algorithm SpannerSparseRegion (Code for a sparse vertex \(u\))
1. Apply Alg. NearestNeighbors to compute \(G_{\text{sparse}}(u)\) for each sparse vertex \(u\).
2. Locally simulate Alg. LocalSpanner in \(G_{\text{sparse}}(u)\) and let \(H_{\text{sparse}}(u)\) be the edges added to the spanner in \(G_{\text{sparse}}(u)\).
3. Send the edges of \(H_{\text{sparse}}(u)\) to the corresponding sparse endpoints.
4. Add the received edges to the spanner \(H_{\text{sparse}}\).
```

4 Handling the Dense Subgraph

In this section, we construct the spanner \(H_{\text{dense}}\) satisfying that \(\text{dist}(u, v, H_{\text{dense}}) \leq 2k - 1\) for every \((u, v) \in E_{\text{dense}}\). In this case, since the \((k/2 - 1)\) neighborhood of each dense vertex is large then there exists a small hitting that covers all these neighborhoods. The structure of our arguments is as follows. First, we describe a deterministic construction of \(H_{\text{dense}}\) using an hitting-set algorithm as a black box. This would immediately imply a randomized spanner construction in \(O(\log k)\)-rounds. Then in Section 5, we fill in this last missing piece and show deterministic constructions of hitting sets.

Constructing spanner for the dense subgraph via hitting sets. Our goal is to cluster all dense vertices into small number of low-depth clusters. This translates into the following hitting-set problem defined in [5, 28, 13]: Given a subset \(V' \subseteq V\) and a set collection \(S = \{S(v) \mid v \in V'\}\) where each \(|S(v)| \geq \Delta\) and \(\bigcup_{v \in V'} S(v) \subseteq V''\), compute a subset \(Z \subseteq V''\) of cardinality \(O(|V''| \log n/\Delta)\) that intersects (i.e., hits) each subset \(S \in S\). A hitting-set of size \(O(|V''| \log n/\Delta)\) is denoted as a small hitting-set.

We prove the next lemma by describing the construction of the spanner \(H_{\text{dense}}\) given an algorithm \(\mathcal{A}\) that computes small hitting sets. In Section 5, we complement this lemma by describing several constructions of hitting sets. Let \(G = (V, E)\) be an \(n\)-vertex graph, and let \(\Delta \in [n]\) be a parameter. Let \(V'\) be a subset of nodes such that each node \(u \in V'\) knows a set \(S_u\) where \(|S_u| \geq \Delta\). Let \(S = \{S_u \subseteq V : u \in V'\}\) and suppose that \(V''\) is such that \(\bigcup S_u \subseteq V''\).

\(\Box\) Lemma 11. Given an algorithm \(\mathcal{A}\) for computing a small hitting-set in \(r_{\mathcal{A}}\) rounds, there exists a deterministic algorithm SpannerDenseRegion for constructing the \((2k - 1)\) spanner \(H_{\text{dense}}\) within \(O(\log k + r_{\mathcal{A}})\) rounds.
The next definition is useful in our context.

**ℓ-depth Clustering.** A cluster is a subset of vertices and a clustering \( C = \{C_1, \ldots, C_s\} \) consists of vertex disjoint subsets. For a positive integer \( \ell \), a clustering \( C \) is an \( \ell \)-depth clustering if for each cluster \( C \in C \), the graph \( G \) contains a tree of depth at most \( \ell \) rooted at the cluster center of \( C \) and spanning all its vertices.

### 4.1 Description of Algorithm SpannerDenseRegion

The algorithm is based on clustering the dense vertices in two levels of clustering, in a Baswana-Sen like manner. The first clustering \( C_1 \) is an \((k/2 - 1)\)-depth clustering covering all the dense vertices. The second clustering, \( C_2 \) is an \((k/2)\)-depth clustering that covers only a subset of the dense vertices. For \( k \) odd, let \( C_2 \) be equal to \( C_1 \).

**Defining the first level of clustering.** Recall that by running Algorithm NearestNeighbors, every non-heavy vertex \( u \in G_{\text{light}} \) knows the set \( N_{k/2-1}(u) \) containing its \( n^{1/2-1/k} \) nearest neighbors in \( \Gamma_{k/2-1}(u, G_{\text{light}}) \). For every heavy vertex \( v \), let \( N_{k/2-1}(v) = \Gamma(v, G) \). Let \( V_{\text{nh}} \) be the set of all non-heavy vertices that are neighbors of heavy vertices. By definition, \( V_{\text{nh}} \subseteq V_{\text{dense}} \). Note that for every dense vertex \( u \in V_{\text{dense}} \setminus V_{\text{nh}} \), it holds that \( |N_{k/2-1}(u)| \geq n^{1/2-1/k} \). The vertices \( u \) of \( V_{\text{nh}} \) are in \( G_{\text{light}} \) and hence have computed the set \( N_{k/2-1}(u) \), however, there is in guarantee on the size of these sets.

To define the clustering of the dense vertices, Algorithm SpannerDenseRegion applies the hitting-set algorithm \( \mathcal{A} \) on the subsets \( S_1 = \{N_{k/2-1}(v) \mid v \in V_{\text{dense}} \setminus V_{\text{nh}}\} \) and the universe \( V \). Since every set in \( S_1 \) has size at least \( \Delta := n^{1/2-1/k} \), the output of algorithm \( \mathcal{A} \) is a subset \( Z_1 \) of cardinality \( O(n^{1/2+1/k}) \) that hits all the sets in \( S_1 \).

We will now construct the clusters in \( C_1 \) with \( Z_1 \) as the cluster centers. To make sure that the clusters are vertex-disjoint and connected, we first compute the clustering in the subgraph \( G_{\text{light}} \), and then cluster the remaining dense vertices that are not yet clustered. For every \( v \in G_{\text{light}} \) (either dense or sparse), we say that \( v \) is **clustered** if \( Z_1 \cap N_{k/2-1}(v) \neq \emptyset \). In particular, every dense vertex \( v \) for which \( |\Gamma_{k/2-1}(v, G_{\text{light}})| \geq n^{1/2-1/k} \) is clustered (the neighbors of heavy vertices are either clustered or not). For every clustered vertex \( v \in G_{\text{light}} \) (i.e., even sparse ones), let \( c_1(v) \), denoted hereafter the cluster center of \( v \), be the closest vertex to \( v \) in \( Z_1 \cap N_{k/2-1}(v) \), breaking shortest-path ties based on IDs. Since \( v \) knows the entire tree \( T_{k/2-1}(v) \), it knows the distance to all the vertices in \( N_{k/2-1}(v) \), and in addition, it can compute its next-hop \( p(v) \) on the \( v-c_1(v) \) shortest path in \( G_{\text{light}} \). Each clustered vertex \( v \in G_{\text{light}} \) adds the edge \( v, p(v) \) to the spanner \( H_{\text{dense}} \). It is easy to see that this defines a \((k/2 - 1)\)-depth clustering in \( G_{\text{light}} \) that covers all dense vertices in \( G_{\text{light}} \). In particular, each cluster \( C \) has in the spanner a tree of depth at most \((k/2 - 1)\) that spans all the vertices in \( C \). Note that in order for the clusters \( C \) to be connected in \( H_{\text{dense}} \), it was crucial that all vertices in \( G_{\text{light}} \) compute their cluster centers in \( N_{k/2-1}(v) \), if such exists, and not only the dense vertices. We next turn to cluster the remaining dense vertices. For every heavy vertex \( v \), let \( c_1(v) \) be its closest vertex in \( \Gamma(v, G) \cap Z_1 \). It then adds the edge \( v, c_1(v) \) to the spanner \( H_{\text{dense}} \) and broadcasts its cluster center \( c_1(v) \) to all its neighbors. Every neighbor \( u \) of a heavy vertex \( v \) that is not yet clustered, joins the cluster of \( c_1(v) \) and adds the edge \( (u, v) \) to the spanner. Overall, the clusters of \( C_1 \) centered at the subset \( Z_1 \) cover all the dense vertices. In addition, all the vertices in a cluster \( C \) are connected in \( H_{\text{dense}} \) by a tree of depth \( k/2 - 1 \). Formally, \( C_1 = \{C_1(s), \ | \ s \in Z_1\} \) where \( C_1(s) = \{v \mid c_1(v) = s\} \).
Defining the second level of clustering. Every vertex $v$ that is clustered in $C_1$ broadcasts its cluster center $c_v(v)$ to all its neighbors. This allows every dense vertex $v$ to compute the subset $N_{k/2}(v) = \{ s \in Z_1 \mid E(v, C_1(s), G) \neq \emptyset \}$ consisting of the centers of its adjacent clusters in $C_1$. Consider two cases depending on the cardinality of $N_{k/2}(v)$. Every vertex $v$ with $|N_{k/2}(v)| \leq n^{1/k} \log n$, adds to the spanner $H_{\text{dense}}$ an arbitrary edge in $E(v, C_1(s), G)$ for every $s \in N_{k/2}(v)$. It remains to handle the remaining vertices $V'_{\text{dense}} = \{ v \in V_{\text{dense}} \mid |N_{k/2}(v)| > n^{1/k} \log n \}$. These vertices would be clustered in the second level of clustering $C_2$. To compute the centers of the clusters in $C_2$, the algorithm applies the hitting-set algorithm $A$ on the collection of subsets $S_2 = \{ N_{k/2}(v) \mid v \in V'_{\text{dense}} \}$ with $\Delta = n^{1/k} \log n$ and $V'' = Z_1$. The output of $A$ is a subset $Z_2$ of cardinality $O(|Z_1| \log n/\Delta) = \Theta(\sqrt{n} \log n)$ that hits all the subsets in $S_2$. The $2^{nd}$ cluster-center $c_2(v)$ of a vertex $v \in V'_{\text{dense}}$ is chosen to be an arbitrary $s \in N_{k/2}(v) \cap Z_2$. The vertex $v$ then adds some edge $(v, u) \in E(v, C_1(s), G)$ to the spanner $H_{\text{dense}}$. Hence, the trees spanning rooted at $s \in Z_2$ are now extended by one additional layer resulting in a $(k/2)$-depth clustering.

Connecting adjacent clusters. Finally, the algorithm adds to the spanner $H_{\text{dense}}$ a single edge between each pair of adjacent clusters $C, C' \in C_1 \times C_2$, this can be done in $O(1)$ rounds as follows. Each vertex broadcasts its cluster ID in $C_2$. Every vertex $v \in C$ for every cluster $C \in C_1$ picks one incident edge to each cluster $C' \in C_2$ (if such exists) and sends this edge to the corresponding center of the cluster of $C'$ in $C_2$. Since a vertex sends at most one message for each cluster center in $C_2$, this can be done in $O(1)$ rounds. Each cluster center $v$ of the cluster $C'$ in $C_2$ picks one representative edge among the edges it has received for each cluster $C \in C_1$ and sends a notification about the selected edge to the endpoint of the edge in $C$. Since the cluster center sends at most one edge for every vertex this take one round. Finally, the vertices in the clusters $C \in C_1$ add the notified edges (that they received from the centers of $C_2$) to the spanner $H_{\text{dense}}$. This completes the description of the algorithm. We now complete the proof of Lemma 11.

Proof. Recall that we assume $k \geq 6$ and thus $|\Gamma_{k/2-1}(v)| \geq n^{1/2 - 1/k}$, for every $v \in V_{\text{dense}}$. We first show that for every $(u, v) \in E_{\text{dense}}$, $\text{dist}(u, v, H_{\text{dense}}) \leq 2k - 1$. The clustering $C_1$ covers all the dense vertices. If $u$ and $v$ belong to the same cluster $C \in C_1$, the claim follows as $H_{\text{dense}}$ contains an $(k/2 - 1)$-depth tree that spans all the vertices in $C$, thus $\text{dist}(u, v, H_{\text{dense}}) \leq k - 2$. From now on assume that $c_1(u) \neq c_1(v)$. We first consider the case that for both of the endpoints it holds that $|N_{k/2}(v)|, |N_{k/2}(u)| \leq n^{1/k} \log n$. In such a case, since $v$ is adjacent to the cluster $C_1$ of $u$, the algorithm adds to $H_{\text{dense}}$ at least one edge in $E(v, C_1, G)$, let it be $(x, v)$. We have that $\text{dist}(v, u, H_{\text{dense}}) \leq \text{dist}(v, x, H_{\text{dense}}) + \text{dist}(x, u, H_{\text{dense}}) \leq k - 1$ where the last inequality holds as $x$ and $u$ belong to the same cluster $C_1$ in $C_1$. Finally, it remains to consider the case where for at least one endpoint, say $v$, it holds that $|N_{k/2}(v)| > n^{1/k} \log n$. In such a case, $v$ is clustered in $C_2$. Let $C_1$ be the cluster of $u$ in $C_1$ and let $C_2$ be the cluster of $v$ in $C_2$. Since $C_1$ and $C_2$ are adjacent, the algorithm adds an edge in $E(C_1, C_2, G)$, let it be $(x, y)$ where $x, u \in C_1$ and $y, v \in C_2$. We have that $\text{dist}(u, v, H_{\text{dense}}) \leq \text{dist}(u, x, H_{\text{dense}}) + \text{dist}(x, y, H_{\text{dense}}) + \text{dist}(y, v, H_{\text{dense}}) \leq 2k - 1$, where the last inequality holds as $u, x$ belong to the same $(k/2 - 1)$-depth cluster $C_1$, and $y, v$ belong to the same $(k/2)$-depth cluster $C_2$. Finally, we bound the size of $H_{\text{dense}}$. Since the clusters in $C_1, C_2$ are vertex-disjoint, the trees spanning these clusters contain $O(n)$ edges. For each unclustered vertex in $C_2$, we add $O(n^{1/k} \log n)$ edges. By the properties of the hitting-set algorithm $A$ it holds that $|Z_1| = O(n^{1/2 - 1/k} \cdot \log n)$ and $|Z_2| = O(n^{1/2} \cdot \log n)$. Thus adding one edge between each pair of clusters adds $|Z_1| \cdot |Z_2| = O(n^{1 + 1/k} \cdot \log^2 n)$ edges. □
Putting All Together: Randomized spanners in $O(\log k)$ rounds. We now complete the proof of Theorem 1. For an edge $(u, v) \in E_{\text{sparse}}$, the correctness follows by the correctness of Alg. LocalSpanner. We next consider the dense case. Let $A$ be the algorithm where each $v \in V'$ is added into $Z$ with probability of $\log / \Delta$. By Chernoff bound, we get that w.h.p. $|Z| = O(|V'| \log n / \Delta)$ and $Z \cap S_i \neq \emptyset$ for every $S_i \in S$. The correctness follows by applying Lemma 11.

5 Derandomization of Hitting Sets

5.1 Hitting Sets with Short Seeds

The main technical part of the deterministic construction is to completely derandomize the randomized hitting-set algorithm using short seeds. We show two hitting-set constructions with different tradeoffs. The first construction is based on pseudorandom generators (PRG) for DNF formulas. The PRG will have a seed of length $O(\log n (\log \log n)^3)$. This would serve the basis for the construction of Theorem 2. The second hitting-set construction is based on $O(1)$-wise independence, it uses a small seed of length $O(\log n)$ but yields a larger hitting-set. This would be the basis for the construction of Theorem 3.

We begin by setting up some notation. For a set $S$ we denote by $x \sim S$ a uniform sampling from $S$. For a function $PRG$ and an index $i$, let $PRG(s)_i$ the $i$th bit of $PRG(s)$.

▶ Definition 12 (Pseudorandom Generators). A generator $PRG: \{0,1\}^r \rightarrow \{0,1\}^n$ is an $\epsilon$-pseudorandom generator (PRG) for a class $C$ of Boolean functions if for every $f \in C$:

$$\left| \mathbb{E}_{x \sim \{0,1\}^n} [f(x)] - \mathbb{E}_{s \sim \{0,1\}^r} [f(\text{PRG}(s))] \right| \leq \epsilon.$$  

We refer to $r$ as the seed-length of the generator and say $PRG$ is explicit if there is an efficient algorithm to compute $PRG$ that runs in time $\text{poly}(n, 1/\epsilon)$.

▶ Theorem 13. For every $\epsilon = \epsilon(n) > 0$, there exists an explicit pseudorandom generator, $PRG: \{0,1\}^r \rightarrow \{0,1\}^n$ that fools all read-once DNFs on $n$-variables with error at most $\epsilon$ and seed-length $r = O((\log (n/\epsilon)) \cdot (\log \log (n/\epsilon))^3)$. 

Using the notation above, and Theorem 13 we formulate and prove the following Lemma:

▶ Lemma 14. Let $S$ be subset of $[n]$ where $|S| \geq \Delta$ for some parameter $\Delta \leq n$ and let $c$ be any constant. Then, there exists a family of hash functions $H = \{h: [n] \rightarrow \{0,1\}\}$ such that choosing a random function from $H$ takes $r = O(\log n \cdot (\log \log n)^3)$ random bits and for $Z_h = \{u \in [n]: h(u) = 0\}$ it holds that:

1) $\Pr_h [Z_h \leq \hat{O}(n/\Delta)] \geq 2/3$, and 2) $\Pr_h [S \cap Z_h \neq \emptyset] \geq 1 - 1/n^c$.

Proof. We first describe the construction of $H$. Let $p = c' \log n / \Delta$ for some large constant $c'$ (will be set later), and let $\ell = \lfloor \log 1/p \rfloor$. Let $PRG: \{0,1\}^r \rightarrow \{0,1\}^{\ell \ell}$ be the PRG constructed in Theorem 13 for $r = O(\log n \cdot (\log \log n)^3) = O(\log n \cdot (\log \log n)^3)$ and...
for $\epsilon = 1/n^{10c}$. For a string $s$ of length $r$ we define the hash function $h_s(i)$ as follows. First, it computes $y = \text{PRG}(s)$. Then, it interprets $y$ as $n$ blocks where each block is of length $\ell$ bits, and outputs $1$ if and only if all the bits of the $i$th block are $1$. Formally, we define $h_s(i) = \bigwedge_{j=(i-1)\ell+1}^{i\ell} \text{PRG}(s_j)$. We show that properties 1 and 2 hold for the set $Z_h$, where $h_s \in H$. We begin with property 1. For $i \in [n]$ let $X_i = h_s(i)$ be a random variable where $s \sim \{0,1\}^r$. Moreover, let $X = \sum_{i=1}^{n} X_i$. Using this notation we have that $|Z_h| = X$. Thus, to show property 1, we need to show that $\Pr_{s \sim \{0,1\}^r}[X \leq \tilde{O}(n/\Delta)] \geq 2/3$. Let $f_i: \{0,1\}^{n\ell} \rightarrow \{0,1\}$ be a function that outputs $1$ if the $i$th block is all $1$'s. That is, $f_i(y) = \bigwedge_{j=(i-1)\ell+1}^{i\ell} y_j$. Since $f_i$ is a read-once DNF formula we have that

$$\left| \mathbb{E}_{y \sim \{0,1\}^r}[f_i(y)] - \mathbb{E}_{S \sim \{0,1\}^r}[f_i(\text{PRG}(s))] \right| \leq \epsilon.$$ 

Therefore, it follows that

$$\mathbb{E}[X] = \sum_{i=1}^{n} \mathbb{E}[X_i] = \sum_{i=1}^{n} \mathbb{E}_{s \sim \{0,1\}^r}[f_i(\text{PRG}(s))] \leq \sum_{i=1}^{n} \mathbb{E}_{y \sim \{0,1\}^r}[f_i(y)] + c = n(2^{-\ell} + c) = \tilde{O}(n) \Delta .$$

Then, by Markov’s inequality we get that $\Pr_{s \sim \{0,1\}^r}[X > 3 \mathbb{E}[X]] \leq 1/3$ and thus

$$\Pr_{s \sim \{0,1\}^r}[X \leq \tilde{O}(n/\Delta)] \geq 1 - \Pr_{s \sim \{0,1\}^r}[X > 3 \mathbb{E}[X]] \geq 2/3.$$

We turn to show property 2. Let $S$ be any set of size at least $\Delta$ and let $g: \{0,1\}^{n\ell} \rightarrow \{0,1\}$ be an indicator function for the event that the set $S$ is covered. That is,

$$g(y) = \bigvee_{i \in S}(\bigwedge_{j=(i-1)\ell+1}^{i\ell} y_j).$$

Since $g$ is a read-once DNF formula, and thus we have that

$$\left| \mathbb{E}_{y \sim \{0,1\}^r}[g(y)] - \mathbb{E}_{S \sim \{0,1\}^r}[g(\text{PRG}(s))] \right| \leq \epsilon.$$ 

Let $Y_i = \bigwedge_{j=(i-1)\ell+1}^{i\ell} y_j$, and let $Y = \sum_{i \in S} Y_i$. Then $\mathbb{E}[Y] = \sum_{i \in S} \mathbb{E}[Y_i] \geq \Delta 2^{-\ell} \geq \Delta p = c' \log n$. Thus, by a Chernoff bound we have that $\Pr[Y = 0] \leq \Pr[E[Y] - Y \geq c' \log n] \leq 1/n^{2c}$, for a large enough constant $c'$ (that depends on $c$). Together, we get that

$$\Pr_s[S \cap Z_h \neq \emptyset] = \mathbb{E}_{s \sim \{0,1\}^r}[g(\text{PRG}(s))] \geq \mathbb{E}_{y \sim \{0,1\}^r}[g(y)] - c = \Pr_{y \sim \{0,1\}^r}[Y \geq 1] - c \geq 1 - 1/n^{2c}.$$ 

We turn to show the second construction of dominating sets with short seed. In this construction the seed length of shorter, but the set is larger. By a direct application of Lemma 2.2 in [6], we get the following lemma which becomes useful for showing Theorem 3.

\begin{lemma}
Let $S$ be a subset of $[n]$ where $|S| \geq \Delta$ for some parameter $\Delta \leq n$ and let $c$ be any constant. Then, there exists a family of hash functions $H = \{h: [n] \rightarrow \{0,1\}\}$ such that choosing a random function from $H$ takes $r = \mathcal{O}(\log n)$ random bits and for $Z_h = \{u \in [n]: h(u) = 0\}$ it holds that: (1) $\Pr_h[|Z_h| \leq \mathcal{O}(n^{17/16}/\sqrt{\Delta})] \geq 2/3$, and (2) $\Pr_h[S \cap Z_h \neq \emptyset] \geq 1 - 1/n^{c}$. 
\end{lemma}
5.2 Deterministic Hitting Sets in the Congested Clique

We next present a deterministic construction of hitting sets by means of derandomization. The round complexity of the algorithm depends on the number of random bits used by the randomized algorithms.

Theorem 16. Let $G = (V, E)$ be an $n$-vertex graph, let $V' \subset V$, let $S = \{S_u \subset V : u \in V'\}$ be a set of subsets such that each node $u \in V'$ knows the set $S_u$ and $|S_u| \geq \Delta$, and let $c$ be a constant. Let $H = \{h : [n] \rightarrow \{0, 1\}\}$ be a family of hash functions such that choosing a random function from $H$ takes $g_A(n, \Delta)$ random bits and for $Z_h = \{u \in [n] : h(u) = 0\}$ it holds that: (1) $\Pr[|Z_h| \leq f_A(n, \Delta)] \geq 2/3$ and (2) for any $u \in V'$: $\Pr[S_u \cap Z_h \neq \emptyset] \geq 1 - 1/n^c$.

Then, there exists a deterministic algorithm $A_{det}$ that constructs a hitting set of size $O(f_A(n, \Delta))$ in $O(g_A(n, \Delta)/\log n)$ rounds.

Proof. Our goal is to completely derandomize the process of finding $Z_h$ by using the method of conditional expectation. We follow the scheme of [7] to achieve this, and define two bad events that can occur when using a random seed of size $g = g_A(n, \Delta)$. Let $A$ be the event where the hitting set $Z_h$ consists of more than $f_A(n, \Delta)$ vertices. Let $B$ be the event that there exists an $u \in V'$ such that $S_u \cap Z_h = \emptyset$. Let $X_A, X_B$ be the corresponding indicator random variables for the events, and let $X = X_A + X_B$.

Since a random seed with $g_A(n, \Delta)$ bits avoids both of these events with high probability, we have that $E[X] < 1$ where the expectation is taken over a seed of length $g$ bits. Thus, we can use the method of conditional expectations in order to get an assignment to our random coins such that no bad event occurs, i.e., $X = 0$. In each step of the method, we run a distributed protocol to compute the conditional expectation. Actually, we will compute a pessimistic estimator for the conditional expectation.

Letting $X_u$ be indicator random variable for the event that $S_u$ is not hit by $Z_h$, we can write our expectation as follows: $E[X] = E[X_A] + E[X_B] = \Pr[X_A = 1] + \Pr[X_B = 1] = \Pr[X_A = 1] + \Pr[\forall u, X_u = 1]$ Suppose we have a partial assignment to the seed, denoted by $Y$.

Our goal is to compute the conditional expectation $E[X|Y]$, which translates to computing $\Pr[X_A = 1|Y]$ and $\Pr[\forall u, X_u = 1|Y]$. Notice that computing $\Pr[X_A = 1|Y]$ is simple since it depends only on $Y$ (and not on the graph or the subsets $S$). The difficult part is computing $\Pr[\forall u, X_u = 1|Y]$. Instead, we use a pessimistic estimator of $E[X|Y]$ which avoids this difficult computation. Specifically, we define the estimator: $\Psi = X_A + \sum_{u \in V'} X_u$. Recall that for any $u \in V'$ for a random $g$-bit length seed, it holds that $\Pr[X_u = 1] \leq 1/n^c$ and thus by applying a union bound over all $n$ sets, it also holds that $E[\Psi] = \Pr[X_A = 1] + \sum_u \Pr[X_u = 1] < 1$.

We describe how to compute the desired seed using the method of conditional expectation. We will reveal the assignment of the seed in chunks of $\ell = \lfloor \log n \rfloor$ bits. In particular, we show how to compute the assignment of $\ell$ bits in the seed in $O(1)$ rounds. Since the seed has $g$ many bits, this will yield an $O(g/\log n)$ round algorithm.

Consider the $i$th chunk of the seed $Y_i = (y_1, \ldots, y_\ell)$ and assume that the assignment for the first $i-1$ chunks $Y_1, \ldots, Y_{i-1}$ have been computed. For each of the $n$ possible assignments to $Y_i$, we assign a node $v$ that receives the conditional probability values $\Pr[X_u = 1|Y_1, \ldots, Y_i]$ from all nodes $u \in V'$. Notice that a node $u$ can compute the conditional probability values $\Pr[X_u = 1|Y_1, \ldots, Y_i]$ since $u$ knows the IDs of the vertices in $S_u$ and thus has all the information for this computation. The node $v$ then sums up all these values and sends them to a global leader $w$. The leader $w$ can easily compute the conditional probability $\Pr[X_A = 1|Y_1]$, and thus using the values it received from all the nodes it can compute $E[X|Y]$ for of the possible $n$ assignments to $Y_i$. Finally, $w$ selects the assignment $(y_1^*, \ldots, y_\ell^*)$ that minimizes the pessimistic estimator $\Psi$ and broadcasts it to all nodes in the graph. After $O(g/\log n)$ rounds $Y$ has been completely fixed such that $X < 1$. Since $X_A$ and $X_B$ get binary values, it must be the case that $X_A = X_B = 0$, and a hitting set has been found. ▶
Combining Lemma 14 and Lemma 15 with Theorem 16, yields:

**Corollary 17.** Let \( G = (V, E) \) be an \( n \)-vertex graph, let \( V', V'' \subset V \), let \( S = \{ S_u \subset V : u \in V' \} \) be a set of subsets such that each node \( u \in V' \) knows the set \( S_u \), such that \( |S_u| \geq \Delta \) and \( \bigcup S_u \subset V'' \). Then, there exists deterministic algorithms \( A_{det}, A'_{det} \) in the congested clique model that construct a hitting set \( S \) for \( S \) such that: (1) \(|S| = \tilde{O}(|V''|/\Delta) \) and \( A_{det} \) runs in \( O((\log \log n)^3) \) rounds. (2) \(|S| = O(|V''|^{37/16}/\sqrt{\Delta}) \) and \( A'_{det} \) runs in \( O(1) \) rounds.

**Deterministic construction in** \( O(\log k + O((\log \log n)^3)) \) **Rounds.** Theorem 2 follows by plugging Corollary 17(1) into Lemma 11.

### 5.3 Deterministic \( O(k) \)-Spanners in \( O(\log k) \) Rounds

In this subsection, we provide a proof sketch of Theorem 3. The complete proof appears in the full version. Let \( k \geq 10 \). According to Section 3, it remains to consider the construction of \( H_{dense} \) for the dense edge set \( E_{dense} \). Recall that for every dense vertex \( v \), it holds that \( |\Gamma_{k/2}(v, G)| \geq n^{1/2−1/k} \). Similarly to the proof of Lemma 11, we construct a \((k/2−1)\)-dominating set \( Z \) for the dense vertices. However, to achieve the desired round complexity, we use the \( O(1) \)-round hitting set construction of Corollary 17(2) with parameters of \( \Delta = n^{1/2−1/k} \) and \( V' = V \). The output is then a hitting set \( Z \) of cardinality \( O(n^{13/16+1/(2k)}) \) that hits all the \((k/2−1)\)-neighborhoods of the dense vertices. Then, as in Alg. \( SpannerDenseRegion \), we compute a \((k/2−1)\)-depth clustering \( C_1 \) centered at \( Z \). The key difference to Alg. \( SpannerDenseRegion \) is that \(|Z| \) is too large for allowing us to add an edge between each pair of adjacent clusters, as this would result in a spanner of size \( O(|Z|^2) \). Instead, we essentially contract the clusters of \( C_1 \) (i.e., contracting the intra-cluster edges) and construct the spanner recursively in the resulting contracted graph \( G'' \). Every contracted node in \( G'' \) corresponds to a cluster with a small strong diameter in the spanner. Specifically, \( G'' \) is decomposed into sparse and dense regions. Handling the sparse part is done deterministically by applying Alg. \( SpannerSparseRegion \). To handle the dense case, we apply the hitting-set algorithm of Corollary 17(2) to cluster the dense nodes (which are in fact, contracted nodes) into \(|V(G'')|/\sqrt{\Delta} \) clusters for \( \Delta = n^{1/2−1/k} \). After \( O(1) \) repetitions of the above, we will be left with a contracted graph with \( o(\sqrt{n}) \) vertices. At this point, we connect each pair of clusters (corresponding to these contracted nodes) in the spanner.

A naïve implementation of such an approach would yield a spanner with stretch \( k^{O(1)} \), as the diameter of the clusters induced by the contracted nodes is increased by a \( k \)-factor in each of the phases. To avoid this blow-up in the stretch, we enjoy the fact that already after the first phase, the contracted graph \( G' \) has \( O(n^{13/16+o(1)}) \) nodes and hence we can allow to compute a \((2k'−1)\) spanner for \( G' \) with \( k' = 8 \) as this would add \( O(n) \) edges to the final spanner. Since in each of the phases (except for the first one) the stretch parameter is constant, the stretch will be bounded by \( O(k) \), and the number of edges by \( O(k \cdot n^{1+1/k}) \).
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1 Introduction

Lattice agreement, introduced in [2] to solve the atomic snapshot problem [1] in shared memory, is an important decision problem in distributed systems. In this problem, processes start with input values from a lattice and need to decide values which are comparable to each other. Lattice agreement problem is a weaker decision problem than consensus. In synchronous systems, consensus cannot be solved in fewer than \( f + 1 \) rounds [6], but lattice agreement can be solved in \( \log f \) rounds (shown by an algorithm we propose). In asynchronous systems, the consensus problem cannot be solved even with one failure [8], whereas the lattice agreement problem can be solved in asynchronous systems when a majority of processes is correct [7].

In synchronous message passing systems, a \( \log n \) rounds recursive algorithm based on “branch-and-bound” approach is proposed in [2] to solve the lattice agreement problem with message complexity of \( O(n^2) \). It can tolerate at most \( n - 1 \) process failures. Later, [12] gave an algorithm with round complexity of \( \min\{1 + h(L), \lceil (3 + \sqrt{8f + 1}/2) \rceil \} \), for any execution where at most \( f < n \) processes may crash. Their algorithm has the early-stopping property and is the first algorithm with round complexity that depends on the actual height of the input lattice. Our first algorithm, for synchronous lattice agreement, \( LA_\alpha \), requires \( \log h(L) \) rounds. It assumes that the height of the input lattice is known to all processes. By applying this algorithm as a building block, we give an algorithm, \( LA_\beta \), which requires only \( \log f \) rounds without the height assumption in \( LA_\alpha \). Instead of directly trying to decide on the comparable output values which are from a lattice with an unknown height, this algorithm first performs lattice agreement on the failure set known by each process by using \( LA_\alpha \). Then each process removes values from faulty processes they know and outputs the join of all the remaining values. Our third algorithm, \( LA_\gamma \), has round complexity of \( \min\{O(\log^2 h(L)), O(f)\} \), which depends on the height of the input lattice but does not assume that the height is known. This algorithm iteratively guesses the actual height of the input lattice and applies \( LA_\alpha \) with the guessed height as input, until all processes terminate.

Lattice agreement in asynchronous message passing systems is useful due to its applications in atomic snapshot objects and fault-tolerant replicated state machines. Efficient implementation of atomic snapshot objects in crash-prone asynchronous message passing systems is important because they can make design of algorithms in such systems easier (examples of algorithms in message passing systems based on snapshot objects can be found in [18], [13] and [4]). As shown in [2], any algorithm for lattice agreement can be applied to solve the atomic snapshot problem in a shared memory system. We note that [3] does not directly use lattice agreement to solve the atomic snapshot problem, but their idea of producing comparable views for processes is essentially lattice agreement. Thus, by using the same transformation techniques in [2] and [3], algorithms for lattice agreement problem can be directly applied to implement atomic snapshot objects in crash-prone message passing systems. We give an algorithm for asynchronous lattice agreement problem which requires \( \min\{O(h(L)), O(f)\} \) message delays. Then, by applying the technique in [3], our algorithm can be used to implement atomic snapshot objects on top of crash-prone asynchronous message passing systems and achieve time complexity of \( O(f) \) message delays in the worst case. Our result significantly improves the message delays in the previous work by Delporte-Gallet, Fauconnier et al [5]. The algorithm in [5] directly implements an atomic snapshot object on top of crash-prone message passing systems and requires \( O(n) \) message delays in the worst case.
Another related work for lattice agreement in asynchronous systems is by Faleiro et al. [7]. They solve the lattice agreement problem in asynchronous systems by giving a Paxos style protocol [10, 11], in which each proposer keeps proposing a value until it gets accept messages from a majority of acceptors. The acceptor only accepts a proposal when the proposal has a bigger value than its accepted value. Their algorithm requires $O(n)$ message delays. Our asynchronous lattice agreement algorithm does not have Paxos style. Instead, it runs in round-trips. Each round-trip is composed of sending a message to all and getting $n - f$ acknowledgements back. Our algorithm guarantees termination in $\min\{O(h(L)), O(f)\}$ message delays which is a significant improvement over $O(n)$ message delays.

Generalized lattice agreement problem defined in [7] is a generalization of the lattice agreement problem in asynchronous systems. It is applied to implement a specific class of replicated state machines. In conventional replicated state machine approach [14], consensus based mechanism is used to implement strong consistency. Due to performance reasons, many systems relax the strong consistency requirement and support eventual consistency [17], i.e., all copies are eventually consistent. However, there is no guarantee on when this eventual consistency happens. Also, different copies could be in an inconsistent state before this eventual situation happens. Conflict-free replicated data types (CRDT) [15,16] is a data structure which supports such eventual consistency. In CRDT, all operations are designed to be commutative such that they can be concurrently executed without coordination. As shown in [7] by applying generalized lattice agreement on top of CRDT, the states of any two copies can be made comparable and thus provide linearizability guarantee [9] for CRDT.

The following example from [7] motivates generalized lattice agreement. Consider a replicated set data structure which supports adds and reads. Suppose there are two concurrent updates, $\text{add}(a)$ and $\text{add}(b)$, and two concurrent reads on copy one and two respectively. By using CRDT, it could happen that the two reads return $\{a\}$ and $\{b\}$ respectively. This execution is not linearizable [9], because if $\text{add}(a)$ appears before $\text{add}(b)$ in the linear order, then no read can return $\{b\}$. On the other hand, if we use conventional consensus replicated state machine technique, then all operations would be coordinated including the two reads. This greatly impacts the throughput of the system. By applying generalized lattice agreement on top of CRDT, all operations can be concurrently executed and any two reads always return comparable views of the system. In the above example, the two reads return either (i) $\{a\}$ and $\{a, b\}$ or (ii) $\{b\}$ and $\{a, b\}$ which is linearizable. Therefore, generalized lattice agreement can be applied on top of CRDT to provide better consistency guarantee than CRDT and better availability than conventional replicated state machine technique.

Since the generalized lattice agreement problem has applications in building replicated state machines, it is important to reduce the message delays for a value to be learned. Faleiro et al. [7] propose an algorithm for the generalized lattice agreement by using their algorithm for the lattice agreement problem as a building block. Their generalized lattice agreement algorithm satisfies safety and liveness assuming $f < \lceil \frac{n}{2} \rceil$. A value is eventually learned in their algorithm after $O(n)$ message delays in the worst case. Our algorithm guarantees that a value is learned in $\min\{O(h(L)), O(f)\}$ message delays.

In summary, this paper makes the following contributions:

- We present an algorithm, $LA_\alpha$, to solve the lattice agreement in synchronous system in $\log h(L)$ rounds assuming $h(L)$ is known. Using $LA_\alpha$, we propose an algorithm, $LA_\beta$ to solve the standard lattice agreement problem in $\log f$ rounds. This bound is significantly better than the previously known upper bounds of $\log n$ by [3] and $\min\{1 + h(L), \lceil (3 + \sqrt{f + 1}/2) \rceil\}$ by [12] (and solves the open problem posed there). We also give an algorithm, $LA_\gamma$, which runs in $\min\{O(\log^2 h(L)), O(\log^2 f)\}$ rounds.
2 System Model and Problem Definitions

2.1 System Model

We assume a distributed message passing system with \( n \) processes in a completely connected topology, denoted as \( p_1, \ldots, p_n \). We consider both synchronous or asynchronous systems. Synchronous means that message delays and the duration of the operations performed by the process have an upper bound on the time. Asynchronous means that there is no upper bound on the time for a message to reach its destination. The model assumes that processes may have crash failures but no Byzantine failures. The model parameter \( f \) denotes the maximum number of processes that may crash in a run. We assume that the underlying communication system is reliable but the message channel may not be FIFO. We say a process is faulty if it crashes and correct or non-faulty otherwise. In our following algorithms, when a process sends a message to all, it also sends this message to itself.

2.2 Lattice Agreement

Let \((X, \leq, \sqcup)\) be a finite join semi-lattice with a partial order \( \leq \) and join \( \sqcup \). Two values \( u \) and \( v \) in \( X \) are comparable if \( u \leq v \) or \( v \leq u \). The join of \( u \) and \( v \) is denoted as \( \sqcup\{u, v\} \). \( X \) is a join semi-lattice if a join exists for every nonempty finite subset of \( X \). As customary in this area, we use the term lattice instead of join semi-lattice in this paper for simplicity.
In the lattice agreement problem [2], each process $p_i$ can propose a value $x_i$ in $X$ and must decide on some output $y_i$ also in $X$. An algorithm is said to solve the lattice agreement problem if the following properties are satisfied:

**Downward-Validity:** For all $i \in [1..n]$, $x_i \leq y_i$.

**Upward-Validity:** For all $i \in [1..n]$, $y_i \leq \sqcup\{x_1, ..., x_n\}$.

**Comparability:** For all $i \in [1..n]$ and $j \in [1..n]$, either $y_i \leq y_j$ or $y_j \leq y_i$.

In this paper, all the algorithms that we propose apply join operation to some subset of input values. Therefore, it is sufficient to focus on the join-closed subset of $X$ that includes all input values. Let $L$ be the join-closed subset of $X$ that includes all input values. $L$ is also a join semi-lattice. We call $L$ the *input sublattice* of $X$. All algorithms proposed in this paper are based on $L$. Since the complexity of our algorithms depend on the height of lattice $L$, we give the formal definitions as below:

**Definition 1.** The height of a value $v$ in a lattice $X$ is the length of longest path from any minimal value to $v$, denoted as $h_X(v)$ or $h(v)$ when it is clear.

**Definition 2.** The height of a lattice $X$ is the height of its largest value, denoted as $h(X)$.

Each process proposes a value from a boolean lattice. Thus, the largest value in this lattice is the set consists of all the $n$ values. From the definition 2, we have $h(L) \leq n$.

### 2.3 Generalized Lattice Agreement

In generalized lattice agreement problem, each process may receive a possibly infinite sequence of values as inputs that belong to a lattice at any point of time. Let $x_{pi}^j$ denote the $i$th value received by process $p$. The aim is for each process $p$ to learn a sequence of output values $y_{pj}^j$ which satisfies the following conditions:

**Validity:** Any learned value $y_{pj}^j$ is a join of some set of received input values.

**Stability:** The value learned by any process $p$ is non-decreasing: $j < k \implies y_{pj}^j \leq y_{pj}^k$.

**Comparability:** Any two values $y_{pj}^j$ and $y_{pq}^k$ learned by any two process $p$ and $q$ are comparable.

**Liveness:** Every value $x_{pi}^j$ received by a correct process $p$ is eventually included in some learned value $y_{pj}^k$ of every correct process $q$: i.e, $x_{pi}^j \leq y_{pj}^k$.

### 3 Lattice Agreement in Synchronous Systems

#### 3.1 Lattice Agreement with Known Height

In this section, we first consider a simpler version of the standard lattice agreement problem by assuming that the height of the input sublattice $L$ is known in advance, i.e, $h(L)$ is given. We propose an algorithm, $LA_\alpha$, to solve this problem in $\log h(L)$ synchronous rounds. In section 3.2, we give an algorithm to solve the lattice agreement problem when the height is not given using this algorithm.

Algorithm $LA_\alpha$ runs in synchronous rounds. At each round, by calling a *Classifier* procedure (described below), processes within a same group (to be defined later) are classified into different groups. The algorithm guarantees that any two processes within the same group have equal values and any two processes in different groups have comparable values at the end. Thus, values of all processes are comparable to each other at the end. We present the algorithm by first introducing the fundamental *Classifier* procedure.
3.1.1 The Classifier Procedure

The Classifier procedure is inspired by the Classifier procedure given by Attiya and Rachman in [3], called AR-Classifier, where it is applied to solve the atomic snapshot problem in the shared memory system. The intuition behind the Classifier procedure is to classify processes to master or slave and ensure all master processes have values greater than all slave processes.

The pseudo-code for Classifier is given in Figure 1. It takes two parameters: the input value $v$ and the threshold value $k$. The output is composed of three items: the output value, the classification result and the decision status. The process which calls the Classifier procedure should update their value to be the output value. The classification result is either master or slave. The decision status is a Boolean value which is used to inform whether the invoking process can decide on the output value or not. The main functionality of the Classifier procedure is either to tell the invoking process to decide, or to classify the invoking process as a master or a slave. Details of the Classifier procedure are shown below:

Line 1-3: The invoking process sends a message with its input value $v$ and the threshold value $k$ to all. It then collects all the received values associated with the threshold value $k$ in a set $U$.

Line 5-6: It checks whether all values in $U$ are comparable to the input value. If they are comparable, it terminates the Classifier procedure and returns the input value as the output value and true as the decision status.

Line 8-12: It performs classification based on received values. Let $w$ be the join of all received values associated with the threshold value $k$. If the height of $w$ in lattice $L$ is greater than the threshold value $k$, then the Classifier returns $w$ as the output value, master as the classification result and false as the decision status. Otherwise, it returns the input value as the output value, slave as the classification result and false as the decision status. From the classification steps, it is easy to see that the processes classified as master have values greater than those classified as slave because $w$ is the join of all values in $U$.

There are four main differences between the AR-Classifier and our Classifier:
1) The AR-Classifier is based on the shared memory model whereas our algorithm is based on synchronous message passing.
2) The AR-Classifier does not allow early termination.
3) Each process in the AR-Classifier needs values from all processes whereas our Classifier uses values only from processes within its group.
4) The AR-Classifier procedure requires the invoking process to read values of all processes again if the invoking process is classified as master whereas our algorithm needs to receive values from all processes only once.

3.1.2 Algorithm $LA_\alpha$

Algorithm $LA_\alpha$ (shown in Figure 2) runs in at most $\log h(L)$ rounds. It assumes knowledge of $H = h(L)$, the height of the input lattice. Let $x_i$ denote the initial input value of process $i$, $v'_r$ denote the value held by process $i$ at the beginning of round $r$, and class denote the classification result of the Classifier procedure. The class indicates whether the process is classified as a master or a slave. The decided variable shows whether the process has decided or not. Each process $i$ has a label denoted as $l_i$. This label is updated at each round. Processes which have the same label $l$ are said to be in the same group with label $l$. The definitions of label and group are formally given as:

- **Definition 3 (label).** Each process has a label, which serves as a knowledge threshold and is passed as the threshold value $k$ whenever the process calls the Classifier procedure.
- **Definition 4 (group).** A group is a set of processes which have the same label. The label of a group is the label of the processes in this group.
We can view the execution as processes traversing through a binary tree. Initially, all of them are at the root of the tree. As the program executes, if they are classified as master or slave, they will be classified into different groups. Since each process passes its label as the threshold value $k$ when invoking the Classifier procedure, line 2 of the Classifier is equivalent to receiving messages from processes within the same group; that is, at each round, a process performs the Classifier procedure within its group. Processes which are in different groups do not affect each other. At round $r$, by invoking the Classifier procedure, each process $i$ sets $v_i^{r+1}$, class and decided to the returned output value, the classification result and the decision status. Each process first checks the value of decided. If it is true, process $i$ decides on $v_i^{r+1}$ and terminates the algorithm. Otherwise, if it is classified as a master, it increases its label by $H$. If it is classified as a slave, it decreases its label by $H$. Now we show how the Classifier procedure combined with this label update mechanism makes any two processes have comparable values at the end.

Let $G$ be a group of processes at round $r$. Let $M(G)$ and $S(G)$ be the group of processes which are classified as master and slave, respectively, when they run the Classifier procedure in group $G$. We say that $G$ is the parent of $M(G)$ and $S(G)$. Thus, $M(G)$ and $S(G)$ are both groups at round $r + 1$. Process $i \in M(G)$ or $i \in S(G)$ indicates that $i$ does not decide in group $G$ at round $r$. Initially, all process have the same label $H$ and are in the same group with label $H$. When they execute the Classifier, they will be classified into different groups. We can view the execution as processes traversing through a binary tree. Initially, all of them are at the root of the tree. As the program executes, if they are classified as master, then they go to the right child. Otherwise, they go to the left child.

Before we prove the correctness of the given algorithm, we first give some useful properties satisfied by the Classifier procedure. Although Lemma 5 is similar to a lemma given in [5], it is discussed here in message passing systems and the proofs are different.

**Lemma 5.** Let $G$ be a group at round $r$ with label $k$. Let $L$ and $R$ be two nonnegative integers such that $L \leq k \leq R$. If $L < h(v_i^r) \leq R$ for every process $i \in G$, and $h(\cup\{v_i^r : i \in G\}) \leq R$, then
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for each process \(i \in M(G), k < h(v_i^{r+1}) \leq R\)

for each process \(i \in S(G), L < h(v_i^{r+1}) \leq k\)

\(h(\bigcup\{v_i^{r+1} : i \in M(G)\}) \leq R\)

\(h(\bigcup\{v_i^{r+1} : i \in S(G)\}) \leq k, \text{ and}\)

for each process \(i \in M(G), v_i^{r+1} \geq \bigcup\{v_i^{r+1} : i \in S(G)\}\)

Proof.

(p1)–(p3): Immediate from the Classifier procedure.

(p4): Since \(S(G)\) is a group of processes which are at round \(r + 1\), all processes in \(S(G)\) are correct (non-faulty) at round \(r\). So, all processes in \(S(G)\) must have received values of each other in the Classifier procedure at round \(r\) in group \(G\). Thus, \(h(\bigcup\{v_i^{r+1} : i \in S(G)\}) \leq k\), otherwise all of them should be in group \(M(G)\) instead of \(S(G)\), according to the condition at line 9 of the Classifier procedure.

(p5): Since all processes in \(S(G)\) are correct at round \(r\), all processes in \(M(G)\) must have received values of all processes in \(S(G)\) in the Classifier procedure at round \(r\). Any process which proceeds to group \(M(G)\) takes the join of all received values at round \(r\), according to line 10. Thus, for every process \(i \in M(G), v_i^{r+1} \geq \bigcup\{v_i^{r+1} : i \in S(G)\}\).

Lemma 6. Let \(x\) be a value from a lattice \(L\), and \(V\) be a set of values from \(L\). Let \(U\) be any subset of \(V\). If \(x\) is comparable with \(\forall v \in V\), then \(x\) is comparable with \(\bigcup\{u \mid u \in U\}\).

Proof. If \(\forall u \in U : u \leq x\), then \(\bigcup\{u \mid u \in U\} \leq x\). Otherwise, \(\exists y \in U : x \leq y\). Since \(y \leq \bigcup\{u \mid u \in U\}\), so \(x \leq \bigcup\{u \mid u \in U\}\).

Lemma 7. If process \(i\) decides at round \(r\) on value \(y_i\), then \(y_i\) is comparable with \(v_j^r\) for any correct process \(j\).

Proof. Let process \(i\) decide in group \(G\) at round \(r\). Consider the two cases below:

Case 1: \(j \notin G\). Let \(G'\) be a group at the maximum round \(r'\) such that both \(i\) and \(j\) belong to \(G'\). Then, either \(i \in M(G') \land j \in S(G')\) or \(j \in M(G') \land i \in S(G')\). We only consider the case \(i \in M(G') \land j \in S(G')\). The other case is similar. From (p5) of Lemma 5, we have \(\bigcup\{v_i^{r'} : p \in S(G')\} \leq y_i\). Since \(j \in S(G')\), then \(v_j^r \leq \bigcup\{v_i^{r'} : p \in S(G')\}\). Thus, \(v_j^r \leq y_i\). For the other case, we have \(y_i \leq v_j^r\). Therefore, \(y_i\) is comparable with \(v_j^r\).

Case 2: \(j \in G\), since process \(j\) is correct, then \(i\) must have received \(v_j^r\) at round \(r\). Thus, by line 5 of the Classifier procedure, we have that \(y_i\) is comparable with \(y_j^r\).

Now we show that any two processes decide on comparable values.

Lemma 8. (Comparability) Let process \(i\) and \(j\) decide on \(y_i\) and \(y_j\), respectively. Then \(y_i\) and \(y_j\) are comparable.

Proof. Let process \(i\) and \(j\) decide at round \(r_i\) and \(r_j\), respectively. Without loss of generality, assume \(r_i \leq r_j\). At round \(r_i\), from Lemma 7 we have \(y_i\) is comparable with \(v_j^r\) for any correct undecided process \(k\). Let \(V = \{v_k^{r_i} \mid \text{process } k \text{ undecided and correct}\}\). Since \(r_j \geq r_i\), \(y_j\) is at most the join of a subset of \(V\). Thus, from Lemma 6 we have \(y_i\) and \(y_j\) are comparable.

Now we prove that all processes decide within \(\log H + 1\) rounds by showing all processes in the same group at the beginning of round \(\log H + 1\) have equal values, given by Lemma 9 and Lemma 10. Since Lemma 9 and Lemma 10 and the corresponding proofs are similar to the ones given in [3], the proofs are omitted here and can be found in the full paper. Proof of Lemma 9 is based on (p1-p4) of Lemma 5 by induction. Proof of Lemma 10 is based on Lemma 9.
Lemma 9. Let $G$ be a group of processes at round $r$ with label $k$. Then
1. For each process $i \in G$, $k - \frac{H}{2} < h(v^r_i) \leq k + \frac{H}{2}$
2. $h(\sqcup\{v^r_i : i \in G\}) \leq k + \frac{H}{2}$

Lemma 10. Let $i$ and $j$ be two processes that are within the same group $G$ at the beginning of round $r = \log H + 1$. Then $v^r_i$ and $v^r_j$ are equal.

Lemma 11. All processes decide within $\log H + 1$ rounds.

Proof. From Lemma 10, we know any two processes which are in the same group at the beginning of round $\log H + 1$ have equal values. Then, the condition in line 5 of Classifier procedure is satisfied. Thus, all undecided processes decide at round $\log H + 1$.

Remark 12. Since at the beginning of round $\log H + 1$ all undecided processes have comparable values, $LA_\alpha$ only needs $\log H$ rounds. For simplicity, one more round is executed to make all processes decide at line 5 of the Classifier procedure.

Theorem 13. Algorithm $LA_\alpha$ solves lattice agreement problem in $\log H$ rounds and can tolerate $f < n$ failures.

Proof. Downward-Validity follows from the fact that the value of each process is non-decreasing at each round. For Upward-Validity, according to the Classifier procedure, each process either keeps its value unchanged or takes the join of the values proposed by other processes which could never be greater than $\sqcup\{x_1, ..., x_n\}$. For Comparability, from Lemma 8, we know for any two process $i$ and $j$, if they decide, then their decision values must be comparable. From Lemma 11, we know all processes decide. Thus, comparability holds.

Complexity. Time complexity is $\log H$ rounds. For message complexity, since each process sends $n$ messages per round, $\log H$ rounds results in $n^2 \log H$ messages in total. Notice that the number of messages can be further reduced by keeping a set of processes which are not in its group. If a process $p$ receives a message from process $q$ with a threshold value different from its own threshold value, it knows that $q$ is not in its group. Each process does not send messages to the processes in this set.

Algorithm $LA_\beta$ runs in $\log \text{height}(L)$ rounds by assuming that $\text{height}(L)$ is given. However, in order to know that actual height of input lattice, we need to know how many distinct values all process propose which needs extra effort. For this reason, in following sections, we introduce algorithms to solve the lattice agreement problem without this assumption.

3.2 Lattice Agreement with Unknown Height

In this section, we consider the standard lattice agreement in which the height of the lattice is not known to any process. We propose algorithm, $LA_\beta$, (shown in Figure 3) based on algorithm $LA_\alpha$.

3.2.1 Algorithm $LA_\beta$

Algorithm $LA_\beta$ runs in $\log f + 1$ synchronous rounds. It makes use of algorithm $LA_\alpha$ as a building block. Instead of directly agreeing on input values which are taken from a lattice with unknown height, we first do lattice agreement on the failure set that each process knows after one round of broadcast. The set of all failure sets forms a boolean lattice with union as the join operation and with height equal to $f$ (since there are at most $f$ failures). The algorithm consists of two phases. At Phase A, all processes exchange their values. Process $i$
includes $j$ into its failure set if it does not receive value from process $j$ at the first phase. After the first phase, each process has a failure set which contains failed processes it knows. Then in phase $B$, they invoke algorithm $LA_\alpha$ with $f$ as the height and its failure set as input. After that, each process decides on a failure set which satisfies lattice agreement properties. The new failure set of any two process $i$ and $j$ are comparable to each other, i.e, $F'_i$ is comparable to $F'_j$. Equipped with this comparable failure set, each process removes values it received from processes which are in its failure set and decides on the join of the remaining values.

The following lemma shows that any two processes decide on comparable values. We only give the sketch of proof, and the detailed proof is available in the full paper.

▶ **Lemma 14.** (Comparability) Let process $i$ and $j$ decide on $y_i$ and $y_j$, respectively. Then $y_i$ and $y_j$ are comparable.

**Proof sketch.** According to comparability of $LA_\alpha$, all processes have comparable failure sets. Then, the set of values they received at Phase $A$ from correct processes must be comparable, i.e, $C_i$ is comparable with $C_j$. Therefore, $y_i$ and $y_j$ are comparable. ◀

▶ **Theorem 15.** $LA_\beta$ solves lattice agreement problem in $\log f + 1$ rounds, where $f < n$ is the maximum number of failures the system can tolerate.

**Proof.** **Downward-Validity.** Initially, for correct process $i$, $v_i = x_i$. After Phase $A$, since $i$ is correct, so $i$ is not in any failure set of any process. At Phase $B$, process $i$ invokes algorithm $LA_\alpha$ with failure set as the input value. Thus, according to the **Upward-Validity** of $LA_\alpha$, $i$
is not included in $F_i$. So, $x_i \in C_i$. Therefore, $x_i \leq y_i$. *Upward-Validity* is immediate from the fact that each process receives at most all values by all processes. *Comparability* follows from Lemma 14.

### 3.2.2 Algorithm LA$_\gamma$

Algorithm LA$_\beta$ solves lattice agreement in $\log f + 1$ rounds whereas Algorithm LA$_\alpha$ solves lattice agreement in $\log h(L)$ rounds assuming $h(L)$ is given. We now propose an algorithm to solve lattice agreement which has round complexity related to $h(L)$ even when $h(L)$ is not known. This algorithm called LA$_\gamma$ (shown in Figure 4), solves the standard lattice agreement in $O(\min\{\log^2 h(L), \log^2 f\})$ rounds. The basic idea is to "guess" the height of $L$ and apply algorithm LA$_\alpha$ using the guessed height as input. The algorithm is composed of two phases. At *Phase A*, each process simply broadcasts its value and takes the join of all received values. *Phase B* is the guessing phase which invokes algorithm LA$_\alpha$ repeatedly. Notice that decided variable is updated at line 6 of LA$_\alpha$.

Let $w_i$ denote the value of $v_i$ after *Phase A*. Let $\Psi$ denote the sublattice formed by values of all correct processes after *Phase A*, i.e., $\Psi = \{u \mid (u \in L) \land (\exists i : w_i \leq u)\}$. Since there are at most $f$ failures, we have $h(\Psi) \leq f$. Now we show that *Phase B* terminates in at most $[\log h(\Psi)]$ executions of LA$_\alpha$. We call the $i$-th execution of LA$_\alpha$ as iteration $i$. Notice that the guessed height of iteration $i$ is $2^i$.

► **Lemma 16.** After iteration $[\log h(\Psi)]$ of LA$_\alpha$ at *Phase B*, all processes decide.

**Proof.** Since $2^{[\log h(\Psi)]} \geq h(\Psi)$, Lemma 9 still holds which implies Lemma 10. Thus, all undecided processes have equal values at the last round of iteration $[\log h(\Psi)]$. Therefore, all undecided processes decide after iteration $[\log h(\Psi)]$. 

We now show that two processes decide on comparable values irrespective of whether they both decide on the same iteration of LA$_\alpha$.

► **Lemma 17.** (Comparability) Let $i$ and $j$ be any two processes that decide on value $y_i$ and $y_j$, respectively. Then $y_i$ and $y_j$ are comparable.

**Proof.** Assume process $i$ decides on $G_i$ at round $r_i$ of execution $e_i$ of LA$_\alpha$ and process $j$ decides on $G_j$ at round $r_j$ of execution $e_j$ of LA$_\alpha$. If $e_i = e_j$, then $y_i$ and $y_j$ are comparable by Lemma 8. Otherwise, $e_i \neq e_j$. Without loss of generality, suppose $e_i < e_j$. Consider round $r_i$ of execution $e_i$ of LA$_\alpha$. Since $i$ decides on value $y_i$ at this round, then from Lemma 7, we have that $y_i$ is comparable with $v_k^*$ for any correct process $k$. Let $V = \{v_k^* \mid k \text{ is correct}\}$. Then, $y_j$ is at most the join of a subset of $V$. From Lemma 6, it follows that $y_i$ is comparable with $y_j$. 

► **Theorem 18.** LA$_\gamma$ solves the lattice agreement problem and can tolerate $f < n$ failures.

**Proof.** *Downward-Validity* follows from that fact that the value of each process is non-decreasing along the execution. *Upward-Validity* follows since each process can receive at most all values from all processes. *Comparability* holds by Lemma 17.

**Complexity.** From Lemma 16, we know *Phase B* terminates in at most $[\log h(\Psi)]$ executions of LA$_\alpha$. Thus, *Phase B* takes $\log 2 + \log 4 + \ldots + [\log h(\Psi)] = \frac{1}{2}([\log h(\Psi)]+1)\cdot([\log h(\Psi)])$ rounds in worst case. Since $h(\Psi) \leq f$ and $h(\Psi) \leq h(L)$, LA$_\alpha$ has round complexity of $\min\{O(\log^2 h(L)), O(\log^2 f)\}$. Each process sends $n$ messages at each round, thus message complexity is $n^2 \cdot \min\{O(\log^2 h(L)), O(\log^2 f)\}$. 
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Lattice Agreement in Asynchronous Systems

In this section, we discuss the lattice agreement problem in asynchronous systems. The algorithm proposed in [7] requires $O(n)$ units of time, whereas our algorithm ($LA_δ$ shown in Figure 5) requires only $O(f)$ units of time. We first note that

\begin{theorem}
The lattice agreement problem cannot be solved in asynchronous message systems if $f \geq \frac{n}{2}$.
\end{theorem}

\begin{proof}
The proof follows from the standard partition argument. If two partitions have incomparable values then they can never decide on comparable values.
\end{proof}

\subsection{Algorithm $LA_δ$}

On account of Theorem 19, we assume that $f < \frac{n}{2}$. The algorithm proceeds in round-trips. A single round-trip is composed of sending messages to all and getting $n-f$ acknowledgement messages back. At each round-trip, a process sends a $prop$ message to all, with its current accepted value as the proposal value, and waits for $n-f$ ACK messages. If majority of these ACK messages are accept, then it decides on its current proposed value. Otherwise, it updates its current accept value to be the join of all values received and starts next round-trip. Whenever a process receives a proposal, i.e., a $prop$ message, if the proposal has a value at least as big as its current value, then it sends back an ACK message with accept and updates its current accept value to be the received proposal value. Otherwise, it sends back an ACK message with reject.

Let $acceptVal^r_i$ denote the accept value (variable $acceptVal$) held by $p_i$ at the beginning of round-trip $r$. Let $L^{(r)} = \{u \mid (u \in L) \land (\exists i : acceptVal^r_i \leq u)\}$, i.e., $L^{(r)}$ denotes the join-closed subset of $L$ that includes the accept values held by all undecided processes at the beginning of the round-trip $r$. Notice that $L^{(1)} = L$.

\begin{lemma}
For any round-trip $r$, $h(L^{(r+1)}) < h(L^{(r)})$.
\end{lemma}

\begin{proof}
If a process decides at round-trip $r$, its value is not in $L^{(r+1)}$. So, we only need to prove that $h(acceptVal^r_i) < h(acceptVal^{r+1}_i)$ for any process $i$ which does not decide at round-trip $r$. The fact that process $i$ does not decide at round-trip $r$ implies that $i$ must have received at least one reject ACK with a greater value. Since $acceptVal^{r+1}_i$ is the join of all values received at round-trip $r$, $acceptVal^r_i < acceptVal^{r+1}_i$. Hence, $h(acceptVal^r_i) < h(acceptVal^{r+1}_i)$ for any undecided process $i$. Therefore, $h(L^{(r+1)}) < h(L^{(r)})$.
\end{proof}
Lemma 21. All process decide within \( \min\{h(L), f + 1\} \) asynchronous round-trips.

Proof. We first show that \( h(L^{(2)}) \leq f \). At the first round-trip, each process receives \( n - f \) ACKs, which is equivalent to receiving \( n - f \) values. Therefore, \( h(L^{(2)}) \leq f \). Let \( r_{\min} = \min\{h(L), f + 1\} \). Combining the fact that \( h(L^{(2)}) \leq f \) with Lemma 20, we have \( h(L^{(r_{\min})}) \leq 1 \). This means that undecided correct processes have the same value. Thus, all of them receive \( n - f \) ACK messages with accept and decide. Therefore, all processes decide within \( \min\{h(L), f + 1\} \) round-trips.

We note here that the algorithm in [7] takes \( O(n) \) message delays for a value to be learned in the worst case. A crucial difference between \( LA_\delta \) and the algorithm in [7] is that \( LA_\delta \) starts with the accepted value as the input value. Hence, after the first round-trip, there is a significant reduction in the height of the sublattice, from \( n \) initially (in the worst case) to \( f \). In [7], acceptors start with the accepted value as null. Hence, after the first round-trip, there is a significant reduction in the height of the sublattice, from \( n \) to \( f \) in the worst case. Since in their algorithm, acceptors are different from proposers (in the style of Paxos), acceptors do not have access to the proposed values.

Theorem 22. Algorithm \( LA_\delta \) solves the lattice agreement problem in \( \min\{h(L), f + 1\} \) round-trips.

Proof. Down-Validity holds since the accept value is non-decreasing for any process \( i \). Upward-Validity follows because each learned value must be the join of a subset of all initial values which is at most \( \cup \{x_1, ..., x_n\} \). For Comparability, suppose process \( i \) and \( j \) decide on values \( y_i \) and \( y_j \). There must be at least one process that has accepted both \( y_i \) and \( y_j \). Since each process can only accept comparable values. Thus, we have either \( y_i \leq y_j \) or \( y_j \leq y_i \).

Complexity. From Lemma 21, we know that \( LA_\delta \) takes at most \( \min\{h(L), f + 1\} \) round-trips, which results in \( 2 \cdot \min\{h(L), f + 1\} \) message delays, since each round-trip takes two messages delays. Thus, the number of messages for all processes is at most \( 2 \cdot n^2 \cdot \min\{h(L), f + 1\} \).

Generalized Lattice Agreement

In this section, we discuss the generalized lattice agreement problem as defined in Section 2.3. Since it is easy to adapt algorithms for lattice agreement in synchronous systems to solve generalized lattice agreement problem, we only consider asynchronous systems. We show how to adapt \( LA_\delta \) to solve the generalized lattice agreement problem (algorithm \( GLA_\alpha \), shown in Figure 6) in \( \min\{O(h(L)), O(f)\} \) units of time.

5.1 Algorithm \( GLA_\alpha \)

\( GLA_\alpha \) invokes the Agree() procedure to learn a new value multiple times. The Agree() procedure is an execution of \( LA_\delta \) with some modifications (to be given later). A sequence number is associated with each execution of the Agree() procedure, thus each correct process has a learned value for each sequence number. The basic idea of \( GLA_\alpha \) is to let all processes sequentially execute \( LA_\delta \) to learn values, and make sure: 1) any two learned values for the same sequence number are comparable, 2) any learned value for a bigger sequence number is at least as big as any learned value for a smaller sequence number. The first goal can be simply achieved by invoking \( LA_\delta \) with the sequence number. In order to achieve the second goal, the key idea is to make any proposal for sequence number \( s + 1 \) to be at least as big
as the largest learned value for sequence number \( s \). Notice that at each round-trip of \( LA_δ \) execution, a process waits for \( n - f \) ACKs, and any two set of \( n - f \) processes have at least one process in common. Thus, the second goal can be achieved by making sure at least \( n - f \) processes know the largest learned value after execution of \( LA_δ \) for a sequence number.

Upon receiving a value \( v \) from client in a message tagged with \( ClientValue \), a process adds \( v \) into its buffer and sends a \( ServerValue \) message with \( v \) to all other processes. The process can start to learn new values only when it succeeds at its current proposal. Otherwise, \( LA_α \) may not terminate, as shown by an example in [7]. Upon receiving a \( ServerValue \) message with value \( v \), a process simply adds \( v \) to its buffer.

The Agree() procedure is automatically executed when the guard condition is satisfied; that is, it is not currently proposing a value and it has some value in its buffer or it has seen a sequence number bigger than its current sequence number. Inside the Agree() procedure, a process first updates its \( acceptVal \) to be the join of current \( acceptVal \) and \( buffVal \). Then, it starts an adapted \( LA_δ \) execution. The original \( LA_δ \) and adapted \( LA_δ \) differ in the following ways: 1) Each message in the adapted \( LA_δ \) is associated with a sequence number. 2) A process can also decide on a value for a sequence number if it receives any \( decide \) \( ACK \) message for that sequence number. 3) On receiving a \( prop \) message associated with a sequence number \( s' \), if \( s' \) is smaller than its current sequence number which means it has learned a value for \( s' \), then it simply sends \( ACK \) message with its learned value for \( s' \) back. If \( s' \) is greater than its current sequence number, it updates its \( maxSeq \) and waits until its current sequence number matches \( s' \). After that it sends back \( ACK \) message with \( accept \) or \( reject \) based on whether the proposal value is bigger than its current accept value or not. The reason a process keeps track of the maximal sequence number it has ever seen, is to make sure each process has a learned value for each sequence number. When the maximum sequence number is bigger than its current sequence number, it has to invoke Agree() procedure even if it does not have any new value to propose. After execution of adapted \( LA_δ \), a process increases its current sequence number.

We next show the correctness of \( GLA_α \). Let \( acceptVal^p \) denote the \( acceptVal \) of process \( p \) at the end of Agree() procedure for sequence number \( s \). Let \( LV^p \) denote the map of sequence number to learned value (variable \( LV \)) for process \( p \) and \( m_s = \cup \{ LV^p[s] : p \in [1..n] \} \), i.e, \( m_s \) denotes the join of all learned values for sequence number \( s \). Let \( LP_α = \{ p \mid (p \in [1..n]) \land (m_s \leq acceptVal^p) \} \), i.e, \( LP_α \) is the set of processes which have \( acceptVal \) greater than the join of all learned values for the sequence number \( s \). Notice that a process has two ways to learn a value for its current sequence number in the Agree() procedure: 1) by receiving a majority of \( accept \) ACKs. 2) by receiving some \( decide \) ACKs.

The following lemma proves that the adapted \( LA_α \) satisfies the first goal.

\begin{itemize}
\item \textbf{Lemma 23.} For any sequence number \( s \), \( LV^p[s] \) is comparable with \( LV^q[s] \) for any two processes \( p \) and \( q \).
\end{itemize}

\textbf{Proof.} We only need to show that any two processes which learn by the first way must learn comparable values, since processes which learn by the second way simply learn values from processes which learn by the first way. By the same reasoning as \textit{Comparability} of Theorem 22, we know this is true.

From Lemma 23, we know that \( m_s \) is the largest learned value for sequence number \( s \).

\begin{itemize}
\item \textbf{Lemma 24.} For any sequence number \( s \), \( |LP_α| > \frac{n}{2} \).
\end{itemize}
GLA_\alpha for \( p_i \)

\[
\begin{align*}
\text{s} & := 0 \quad \text{// sequence number} \\
\text{maxSeq} & := -1 \quad \text{// max seq number seen} \\
\text{buffVal} & := \bot \quad \text{// received values} \\
/* \text{ map from seq to learned value */} \\
\text{LV} & := \bot \\
\text{acceptVal} & := \bot \\
\text{active} & := \text{false} \\
\end{align*}
\]

\text{on receiving} \ ClientValue(v): \\
\quad \text{buffVal} := \text{buffVal} \sqcup v \\
\text{Send ServerValue(v) to all} \\

\text{on receiving} \ ServerValue(v): \\
\quad \text{buffVal} := \text{buffVal} \sqcup v \\

\text{on receiving} \ prop(v_j, r, s') \text{ from } p_j: \\
\quad \text{if } s' < s \\
\quad \quad \text{Send } \text{ACK(“decide”, } \text{LV}[s'], r, s') \\
\quad \quad \text{break} \\
\quad \text{if } s' > s \\
\quad \quad \text{maxSeq} := \max\{s', \text{maxSeq}\} \\
\quad \text{wait until } s = s' \\
\quad \text{if } v_j \geq \text{acceptVal} \\
\quad \quad \text{Send } \text{ACK(“accept”, } -, r, s') \\
\quad \quad \text{acceptVal} := v_j \\
\quad \text{else} \\
\quad \quad \text{Send } \text{ACK(“reject”, } \text{acceptVal}, r, s') \\

\begin{procedure}
\text{Procedure Agree()}: \\
\hspace{1em} \text{guard: } (\text{active} = \text{false}) \\
\hspace{2em} \land (\text{buffVal} \neq \bot \lor \text{maxSeq} \geq s) \\
\hspace{1em} \text{effect: } \\
\hspace{2em} \text{active} := \text{true} \\
\hspace{2em} \text{acceptVal} := \text{buffVal} \sqcup \text{acceptVal} \\
\hspace{2em} \text{buffVal} := \bot \\
\hspace{1em} /* \text{LA}_8 \text{ with sequence number */} \\
\hspace{2em} \text{for } r := 1 \text{ to } f + 1 \\
\hspace{3em} \text{val} := \text{acceptVal} \\
\hspace{3em} \text{Send } \text{prop(val, r, s)} \text{ to all} \\
\hspace{3em} \text{wait for } n - f \text{ ACK(}-, -, r, s) \\
\hspace{3em} \text{let } V \text{ be values in reject ACKs} \\
\hspace{3em} \text{let } D \text{ be values in decide ACKs} \\
\hspace{3em} \text{let } \text{tally} \text{ be number of accept ACKs} \\
\hspace{3em} \text{if } |D| > 0 \\
\hspace{4em} \text{val} := \sqcup \{d | d \in D\} \\
\hspace{4em} \text{break} \\
\hspace{3em} \text{else if } \text{tally} > \frac{n}{2} \\
\hspace{4em} \text{break} \\
\hspace{3em} \text{else} \\
\hspace{4em} \text{acceptVal} := \text{acceptVal} \\
\hspace{4em} \sqcup \{v | v \in V\} \\
\hspace{1em} \text{end for} \\
\hspace{2em} \text{LV}[s] := \text{val} \\
\hspace{2em} s := s + 1 \\
\hspace{2em} \text{active} := \text{false} \\
\end{procedure}

\begin{figure}[h]
\centering
\begin{tabular}{|l|l|}
\hline
\textbf{GLA}_\alpha \text{ for } p_i & \textbf{Procedure Agree()}: \\
\hline
s := 0 \quad \text{// sequence number} & \text{guard: } (\text{active} = \text{false}) \\
\text{maxSeq} := -1 \quad \text{// max seq number seen} & \land (\text{buffVal} \neq \bot \lor \text{maxSeq} \geq s) \\
\text{buffVal} := \bot \quad \text{// received values} & \text{effect: } \\
/* \text{ map from seq to learned value */} & \text{active} := \text{true} \\
\text{LV} := \bot & \text{acceptVal} := \text{buffVal} \sqcup \text{acceptVal} \\
\text{acceptVal} := \bot & \text{buffVal} := \bot \\
\text{active} := \text{false} & /* \text{LA}_8 \text{ with sequence number */} \\
\text{on receiving} \ ClientValue(v): & \text{for } r := 1 \text{ to } f + 1 \\
\quad \text{buffVal} := \text{buffVal} \sqcup v & \text{val} := \text{acceptVal} \\
\text{Send ServerValue(v) to all} & \text{Send } \text{prop(val, r, s)} \text{ to all} \\
\text{on receiving} \ ServerValue(v): & \text{wait for } n - f \text{ ACK(}-, -, r, s) \\
\quad \text{buffVal} := \text{buffVal} \sqcup v & \text{let } V \text{ be values in reject ACKs} \\
\text{on receiving} \ prop(v_j, r, s') \text{ from } p_j: & \text{let } D \text{ be values in decide ACKs} \\
\quad \text{if } s' < s & \text{let } \text{tally} \text{ be number of accept ACKs} \\
\quad \quad \text{Send } \text{ACK(“decide”, } \text{LV}[s'], r, s') & \text{if } |D| > 0 \\
\quad \quad \text{break} & \text{val} := \sqcup \{d | d \in D\} \\
\quad \text{if } s' > s & \text{break} \\
\quad \quad \text{maxSeq} := \max\{s', \text{maxSeq}\} & \text{else if } \text{tally} > \frac{n}{2} \\
\quad \text{wait until } s = s' & \text{break} \\
\quad \text{if } v_j \geq \text{acceptVal} & \text{else} \\
\quad \quad \text{Send } \text{ACK(“accept”, } -, r, s') & \text{acceptVal} := \text{acceptVal} \\
\quad \quad \text{acceptVal} := v_j & \sqcup \{v | v \in V\} \\
\quad \text{else} & \text{end for} \\
\quad \text{Send } \text{ACK(“reject”, } \text{acceptVal}, r, s') & \text{LV}[s] := \text{val} \\
\end{tabular}
\caption{Algorithm \text{GLA}_\alpha.}
\end{figure}

\textbf{Figure 6} Algorithm \text{GLA}_\alpha.

\textbf{Proof.} Consider Agree() procedure for \( s \). Since \( m_s \) is the largest learned value for sequence number \( s \), there must exist a process \( p \) which learns \( m_s \) by the first way. Thus, \( p \) must have received a majority of accept ACKs, which means at least a majority of processes have \( \text{acceptVal} \) greater than \( m_s \) after Agree() procedure for \( s \). Therefore, \( |L_P[s]| > \frac{n}{2} \). ◀

The lemma below shows that \( \text{GLA}_\alpha \) achieves the second goal.

\textbf{Lemma 25.} \( m_s \leq \text{LV}_p[s + 1] \) for any process \( p \) and any sequence number \( s \).

\textbf{Proof.} From Lemma 24, we know for sequence number \( s \) at least a majority of processes have \( \text{acceptVal} \) greater than \( m_s \). To decide on \( \text{LV}_p[s + 1] \), process \( p \) must get majority accept. Since any two majority has at least one process in common, \( m_s \leq \text{LV}_p[s + 1] \). ◀

\textbf{Theorem 26.} Algorithm \( \text{GLA}_\alpha \) solves generalized lattice agreement when a majority of processes is correct.
Proof. Validity holds since any learned value is the join of a subset of values received.

Stability. From Lemma 25 and the fact that \( LV_p[s] \leq m_s \), we have that \( LV_p[s] \leq LV_p[s+1] \) for any process \( p \) and any sequence number \( s \), which implies Stability.

Comparability. We need to show that \( LV_p[s] \) and \( LV_q[s'] \) are comparable for any two processes \( p \) and \( q \), and for any two sequence number \( s \) and \( s' \). If \( s = s' \), this is immediate from Lemma 23. Now consider the case when \( s \neq s' \). Without loss of generality, assume \( s < s' \). From Lemma 25, we can conclude that \( LV_p[s] \leq LV_q[s'] \). Thus, comparability holds.

Liveness. Any received value \( v \) is eventually included in some proposal, i.e, prop message. From Theorem 22, we know that in at most \( 2 \cdot \min\{h(L), f+1\} \) message delays that proposal value will be included in some learned value. Thus, \( v \) will be learned eventually. ◀

Complexity. For time complexity, from the analysis for liveness in Theorem 26, we know that a received value is learned in at most \( 2 \cdot \min\{h(L), f+1\} \) message delays. For message complexity, since each process sends out \( n \) messages per round-trip, the total number of messages needed to learn a value is \( 2 \cdot n^2 \cdot \min\{h(L), f+1\} \).

6 Conclusions

We have presented algorithms for the lattice agreement problem and the generalized lattice agreement problem. These algorithms achieve significantly better time complexity than previous algorithms. For future work, we would like to know the answers to the following two questions: 1) Is \( \log f \) rounds a lower bound for lattice agreement in synchronous message passing systems? 2) Is \( O(f) \) message delays optimal for the lattice agreement and generalized lattice agreement problem in asynchronous message passing systems?
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Abstract
We define a generalization of local distributed graph problems to (synchronous round-based) dynamic networks and present a framework for developing algorithms for these problems. We require two properties from our algorithms: (1) They should satisfy non-trivial guarantees in every round. The guarantees should be stronger the more stable the graph has been during the last few rounds and they coincide with the definition of the static graph problem if no topological change appeared recently. (2) If a constant neighborhood around some part of the graph is stable during an interval, the algorithms quickly converge to a solution for this part of the graph that remains unchanged throughout the interval.

We demonstrate our generic framework with two classic distributed graph problems, namely (degree+1)-vertex coloring and maximal independent set (MIS).
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1 Introduction
Many modern computer systems are built on top of large-scale networks such as the Internet, the world wide web, wireless ad hoc and sensor networks, or peer-to-peer networks. Often, the network topology of such systems is inherently dynamic: nodes can join or leave at any time and (e.g., in the context of overlay networks or mobile wireless networks) communication links might appear and disappear constantly. As a consequence, we aim to develop distributed algorithms that can cope with a potentially highly dynamic network topology and to understand what can and what cannot be computed in a dynamic network. In particular, we investigate techniques to develop distributed dynamic network solutions for distributed graph problems and more specifically for solving local distributed graph problems such as computing a graph coloring or a maximal independent set (MIS) of the network graph (see, e.g., [1, 5, 6]).

Most previous work on solving distributed graph problems in the dynamic setting is of the following flavor [3, 2]: After one or more topology changes, the algorithm has a recovery period to fix its output and the network does not undergo any changes during this recovery period. If further dynamic changes occur while recovering from a previous change such an
algorithm loses its guarantees and it might even fail to provide any guarantees at all. We therefore follow a different approach. Our randomized algorithms constantly adapt to a changing environment. They always satisfy non-trivial guarantees, no matter how dynamic the network is. The guarantees become stronger if the network is less dynamic. In particular, if the network becomes static in a constant neighborhood around some part of the network, the solution of that part also converges to a static solution after a short time.

In the present paper, we develop a framework to build distributed dynamic network algorithms with the aforementioned properties and apply the framework to two of the classic distributed graph problems, namely, the problem of computing a maximal independent set (MIS) and the problem of computing a vertex coloring of the network graph. We however note that the general framework also applies to various additional graph problems. For example, it seems particularly suitable to convert classic covering or packing optimization problems to the dynamic setting. Examples for such problems are minimum dominating set, minimum vertex cover, or maximum matching. For the coloring problem, our algorithm guarantees that after two nodes are joined by an edge, they can only have the same color for a short time. Further, the total number of colors used is still essentially upper bounded by the maximum degree of the network as in the static version of the problem. In the context of dynamic networks, the degree of some node \( v \) at a time \( t \) is defined to be the number of distinct neighbors \( v \) has had during the last few rounds.

2 Model, Contribution & Techniques

We model a dynamic network as a synchronous system over a set \( V \) of \( n \) potential nodes. Time is divided into rounds and in each round \( r = 0, 1, 2, \ldots \), there is a communication graph \( G_r = (V_r, E_r) \). We generally assume that nodes can wake up gradually, however for the purpose of this summary, we assume that all nodes wake up initially and we thus have \( V_r = V \) for all \( r \geq 1 \). We consider graph problems that can be decomposed into two parts that are given by a packing and a covering graph property. Essentially, a packing property is a graph property that remains true when removing edges and a covering property is a graph property that remains true when adding edges. In addition, we assume that the validity of a solution can be checked locally, i.e., by evaluating it in the constant neighborhood of every node [4]. For example, the problem of finding an MIS on a graph \( G \) can be decomposed into the problem of finding a subset \( S \) of the nodes such that no two neighbors are in \( S \) (packing property) and \( S \) is a dominating set of \( G \) (covering property). For the \((\text{degree}+1)\)-coloring problem, the requirement that the vertex coloring is proper is a packing property and the requirement that the color of a node \( v \) is from \( \{1, \ldots, \text{deg}(v) + 1\} \) is a covering property.

For a given graph problem and an integer parameter \( T \geq 1 \), we say that a given solution is a \( T \)-dynamic solution at time \( r \) if a) the solution satisfies the packing property for the intersection graph \( G_r^{\cap} = G_{r-T+1} \cap G_{r-T+1} \cap \ldots \cap G_r \) (i.e., the graph that contains all edges that have been present throughout the last \( T \) rounds), and b) the solution satisfies the covering property for the union graph \( G_r^{\cup} = G_{r-T+1} \cup G_{r-T+1} \cup \ldots \cup G_r \) (i.e., the graph that contains all edges that have been present at least once in the last \( T \) rounds). We believe that this provides a natural generalization of a static graph problem to the dynamic context. Note that the dynamic guarantees are stronger the less dynamic the graph is and if the graph has been static during rounds \( r-T+1, \ldots, r \), a \( T \)-dynamic solution at time \( r \) is the same as a static solution for the given graph problem for the graph \( G_r \) in round \( r \).

When designing a distributed algorithm for a given dynamic graph problem, we require that for some \( T \geq 1 \), the algorithm outputs a \( T \)-dynamic solution after each round \( r \). Assume
that we can construct an algorithm $\mathcal{A}$ such that if all nodes start $\mathcal{A}$ in round 1, after round $T$, $\mathcal{A}$ outputs a $T$-dynamic solution w.r.t. to the first $T$ graphs (i.e., a solution that satisfies the packing property for $G_r^T$ and the covering property for $G_r^{T-1}$). Given such an algorithm $\mathcal{A}$, we can in principle design an algorithm that always outputs a $T$-dynamic solution by just starting a new instance of $\mathcal{A}$ in every round and outputting the solution of an instance started in round $r+1$ after round $r+T$. However, such a solution would not be satisfactory because especially if $\mathcal{A}$ is randomized, the output might change completely from round to round even if the graph is only mildly dynamic or even static. Thus we refine this approach and define two abstract types of algorithms to deal with dynamic graph problems.

For two positive integers $T$ and $\alpha$, we say that an algorithm $\mathcal{A}_1$ is a $(T,\alpha)$-network-static algorithm for a given dynamic graph problem if it satisfies the following properties. At the end of each round $r \geq 1$, the algorithm outputs a valid partial solution for the graph $G_r$. (In a partial solution, nodes are allowed to output $\perp$ and for each node $v$ that outputs a value $\neq \perp$, there is an extension of the partial solution such that the packing property for $v$ is satisfied and the covering property for $v$ is satisfied for all extensions of the partial solution). In addition, if the $\alpha$-neighborhood of some node $v$ remains static in some interval $[r,r_2]$, $v$ must output a fixed value $\neq \perp$ throughout the interval $[r,T+1]$. Further, for a positive integer $T$, we say that an algorithm $\mathcal{A}_2$ is a $T$-dynamic algorithm for a given dynamic graph problem if it satisfies the following property. Let $r \geq 1$ be some round and assume that we are given a valid partial solution for $G_r$. If $\mathcal{A}_2$ is started in round $r+1$, at the end of round $r+T-1$, it outputs a $T$-dynamic solution that extends the given partial solution for $G_r$. The following theorem shows that a $T_1$-dynamic algorithm and a $(T_2,\alpha)$-network-static algorithm can be combined to obtain a distributed algorithm that always outputs a $T_1$-dynamic solution while behaving well if the graph is locally static for sufficiently long. Our framework thus allows to separate the two tasks of (1) always outputting a $T$-dynamic solution and (2) providing a locally stable output if the network is locally static.

**Theorem 1.** Let $T_1$ and $T_2$ be positive integers, $P$ a packing, and $C$ a covering problem. Given a $T_1$-dynamic algorithm and a $(T_2,\alpha)$-network-static algorithm for $(P,C)$, one can combine both algorithms to an algorithm such that:

1. (dynamic solution) Its output in round $r$ is a $T_1$-dynamic solution for $(P,C)$.
2. (locally static) If the graph is static in the $\alpha$-neighborhood of a node $v \in V_r$ in all rounds in an interval $[r,r_2]$, then the output of $v$ does not change for all rounds in $[r+T_1+T_2,r_2]$.

### 3 Two Sample Problems: MIS & Vertex-Coloring

We show how to apply the above framework to two of the classic local symmetry breaking problems: computing a vertex coloring and computing an MIS of the network graph. In both cases, we only slightly adapt existing randomized algorithms (e.g., [5, 1, 6]) to obtain the results. We see the relatively simple adaptation – compared to a huge and heavy machinery – of existing static algorithms to the dynamic case as a strength of the framework in terms of practicability. Of course, some of the existing proofs need additional care and some algorithms, e.g., the MIS algorithm by Ghaffari [5], need some (crucial) modifications to assure termination in the dynamic setting.

**Corollary 2.** There is a $T = O(\log n)$ and an algorithm that, w.h.p., outputs a $T$-dynamic solution for $(\text{degree}+1)$-coloring (for MIS) in every round and the output of any node $v$ is static in all rounds in the interval $[r,2T,r_2]$ if the 2-neighborhood of $v$ is static in all rounds in the interval $[r,r_2]$. 
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Abstract

Radio networks are a long-studied model for distributed system of devices which communicate wirelessly. When these devices are mobile or have limited capabilities, the system is best modeled by the ad-hoc variant, in which the devices do not know the structure of the network. Much work has been devoted to designing algorithms for the ad-hoc model, particularly for fundamental communications tasks such as broadcasting. Most of these algorithms, however, assume that devices have some network knowledge (usually bounds on the number of nodes in the network \( n \), and the diameter \( D \)), which may not be realistic in systems with weak devices or gradual deployment. Little is known about what can be done without this information.

This is the issue we address in this work, by presenting the first randomized broadcasting algorithms for blind networks in which nodes have no prior knowledge whatsoever. We demonstrate that lack of parameter knowledge can be overcome at only a small increase in running time. Specifically, we show that in networks without collision detection, broadcast can be achieved in \( O(D \log \frac{n}{D} + \log^2 n) \) time, almost reaching the \( \Omega(D \log \frac{n}{D} + \log^2 n) \) lower bound. We also give an even faster algorithm for directed networks with collision detection.
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1 Model and problem

In the ad-hoc multi-hop radio network model, a communications network is represented as a graph, with nodes corresponding to devices with wireless capability. A directed edge \((u, v)\) in the graph means that device \( u \) can reach device \( v \) via direct transmission. Efficiency of algorithms is measured in terms of number of nodes \( n \) in the network, and eccentricity \( D \) (maximum distance between any pair of nodes). The defining feature of radio networks is the rule for how nodes can communicate: time is divided into discrete synchronous steps, in which each node can choose whether to transmit a message or listen for messages. A listening node in a given time-step then hears a message iff exactly one of its in-neighbors transmits. In the model with collision detection, a listening node can distinguish between the cases of having 0 in-neighbors transmit and having more than one, but in the model without collision detection these scenarios are indistinguishable.
Randomized Blind Radio Networks

While, in the ad-hoc model, the underlying graph is unknown to the nodes, it is usual to assume that nodes do know the values of \( n \) and \( D \). We do not make this assumption, and thus are dealing with a more restrictive model, which we call blind radio networks, in which nodes have no prior network knowledge whatsoever.

We design randomized algorithms for the task of broadcasting, in which a single designated source node starts with a message, and must inform all nodes in the network via transmissions. We assume that all nodes except the source begin in an inactive state, and become active when they receive a transmission. Our algorithms are Monte-Carlo algorithms succeeding with high probability (i.e., their failure probability is at most \( n^{-c} \) for some \( c > 0 \)).

1.1 Related work

Broadcasting is possibly the most studied problem in radio networks, and has a wealth of literature in various settings. In networks without collision detection, optimal broadcasting was achieved by Czumaj and Rytter [3], and Kowalski and Pelc [5], who gave randomized algorithms that complete the task in \( O(D \log \frac{n}{D} + \log^2 n) \) time with high probability. This matched a known \( \Omega(D \log \frac{n}{D} + \log^2 n) \) lower bound for the task [1, 6]. However, their algorithms intrinsically require parameter knowledge, and algorithms that do not require such knowledge have been little studied. The closest analogue in the literature is the work of Jurzicki and Stachowiak [4], who give algorithms for wake-up in single-hop radio networks under a wide range of node knowledge assumptions. Their Use-Factorial-Representation algorithm is the most relevant; the running time is given as \( O((\log \log n)^3) \) for single-hop networks, but a similar analysis as we present would demonstrate that the algorithm also performs broadcasting in multi-hop networks in \( O((D + \log n) \log^2 \frac{n}{D} \log^3 \log \frac{1}{D}) \) time.

1.2 New results

We present a randomized algorithm for broadcasting in blind (directed or undirected) networks without collision detection which succeeds with high probability within time \( O(D \log \frac{n}{D} \log^2 \log \frac{1}{D} + \log^2 n) \). This improves over the running time of [4] and comes within a poly-log-log factor of the \( \Omega(D \log \frac{n}{D} + \log^2 n) \) lower bound [1, 6]. We also present an \( O(D \log \frac{n}{D} \log \log \log \frac{1}{D} + \log^2 n) \)-time algorithm for directed networks with collision detection.

2 Algorithms

The main idea of our randomized algorithms in blind radio networks is as follows: when considering a particular node \( v \) we wish to inform, all of its active in-neighbors will be transmitting with some probability. We wish to make the sum of these probabilities approximately constant (say \( \frac{1}{2} \)), since then we can show that \( v \) will be informed with good probability. However, we do not know the size of \( v \)'s active in-neighborhood, so choosing appropriate probabilities is difficult. To do so, we have the source node generate a global random variable from some distribution \( Y \) for each time-step, which will function as a ‘guess’ of in-neighborhood size. By appending these variables to the source message, we can ensure that all active nodes are aware of them. Then, based on these global variables and upon local randomness, the active nodes decide whether to transmit.

By choosing and analyzing the distribution \( Y \) we can obtain some bound on the probability that a node with active neighbors is informed, in each time-step. We then show a recipe for converting these probabilities to a running time for broadcasting.
Algorithm 1 Broadcast Framework.

\begin{algorithm}
\begin{algorithmic}
\FOR{$t = 1$ to $\infty$ \DO
\STATE let $T = 2^t$.
\FOR{each $j \in [T]$}, $s$ generates a random variable $x_j$ from distribution $Y$.
\STATE $s$ appends variables $x_j$ to the source message.
\FOR{$j$ from 1 to $T$, in time-step $j$}, \DO active nodes $v$ transmit with probability $2^{-x_j}$. \ENDFOR
\ENDFOR
\end{algorithmic}
\end{algorithm}

2.1 Blind radio networks without collision detection

In networks without collision detection, we take $Y$ to be the sum of two components, which account for different network conditions. Under most circumstances, we use General-Broadcast; where the source “guesses” a neighborhood size from 1 to $\infty$ in each time-step, with a probability that decreases in neighborhood size in order to converge. In low diameter networks, we improve upon this with Shallow-Broadcast component, which quickly informs networks of low diameter using $T$ to approximate in-neighborhood size.

\begin{theorem}
Broadcasting can be performed in networks without collision detection in $O(D \log \frac{n}{D} \log^2 \log \frac{n}{D} + \log^2 n)$ time, succeeding with high probability.
\end{theorem}

2.2 Directed blind radio networks with collision detection

When collision detection (and a global clock) is available, nodes can learn their exact distance $d_v$ from the source node within $O(D)$ time, via a process known as beep waves [2]. The local transmission probabilities that nodes use during our broadcasting algorithm can then depend on $d_v$, as well as $T$ and the global randomness provided by the source. We add two new components to the two already defined which exploit this: Deep-Broadcast, which quickly informs nodes far from the source, and Semi-Shallow-Broadcast, which removes a running-time bottleneck when $D$ is small.

\begin{theorem}
Broadcasting can be performed in networks with collision detection in $O(D \log \frac{n}{D} \log \log \log \frac{n}{D} + \log^2 n)$ time, succeeding with high probability.
\end{theorem}
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Abstract
A shared channel, also called multiple-access channel, is one of the fundamental communication models. Autonomous entities communicate over a shared medium, and one of the main challenges is how to efficiently resolve collisions occurring when more than one entity attempts to access the channel at the same time. In this work we explore the impact of asynchrony, knowledge (or linear estimate) of the number of contenders, and acknowledgments, on both latency and channel utilization for the Contention resolution problem with non-adaptive deterministic algorithms.
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1 Introduction
The formal model that is taken as the basis for theoretical studies is defined as follows, cf. the surveys by Gallager [9] and Chlebus [4] and the recent works [5, 7, 8]. A set of \( k \) stations, also called nodes, are connected to the same transmission medium (called a shared channel) and can communicate by transmitting and receiving messages on the shared channel in synchronous rounds. The stations have distinct ids in the range \( [N] = \{0, 1, \ldots, N - 1\} \). A contention resolution algorithm is a distributed algorithm that schedules the transmissions for each of the \( k \) stations possessing a packet, guaranteeing that every station eventually transmits individually (i.e., without interfering with other stations) on the channel.

All the literature on this problem (with the exception of recent papers [3, 7, 8]) either assumed the (simplified) static situation in which the \( k \) stations are all activated at the very beginning (and therefore start simultaneously their transmitting schedules) [1, 11, 12, 13] or that the activation times are restricted to statistical or adversarial-queuing models [2, 6, 10]. In the dynamic scenario, considered in this paper, Bender et al. [3] gave a very efficient randomized adaptive algorithm with collision detection. In contrast, our work deals with deterministic non-adaptive algorithms, i.e., protocols that are not using any channel feedback.

Inspired by the inherently decentralized nature of the multiple access model, and adopting the model from [8] developed in the context of randomized solutions, in this paper we focus on a more general dynamic scenario, in which the stations with packets could get awake (i.e., start their local executions) in arbitrary times, i.e., the sequence of activation times, also called a wake-up schedule, is totally determined by a worst-case adversary. This scenario,
Deterministic Contention Resolution on a Shared Channel

also called asynchronous, reflects the more realistic situation in which the stations are geographically far apart or totally independent (from themselves and/or from the scheduler which injects packets to the underlying communication protocol), and consequently each activation time is locally determined and cannot be known or predicted.

Although the communication is in synchronous rounds, we assume no global clock and no system-based synchronization: each station starts its local clock in the round when it wakes up, without knowing anything about the round numbers of other stations’ clock. In the static model there is no distinction between the model with a global clock and that without it. Indeed, one can assume that a global clock is always available in the latter: all stations start simultaneously and therefore their clocks, will always tick the same rounds. In this sense, the dynamic model considered in this work is more general and challenging than the static one.

We measure the efficiency of a station in terms of its latency, i.e., the number of rounds necessary for the station to transmit its packet successfully, measured since its activation time. The complexity of an algorithm, called an algorithm latency (or simply a latency if it is understood from the context) is defined as the maximum latency over all awaken stations. A channel utilization, sometimes called a throughput, is defined as the worst-case ratio between the contention size $k$ (which corresponds to the absolute minimum number of rounds needed for all the awaken stations to transmit successfully to the channel) and the algorithm latency.

2 Our contribution

Our first result shows that if the number of contenders $k$ (or a linear upper bound of it) is known and the stations switch-off after the acknowledgment of their successful transmissions, the channel admits efficient solutions: there exists a deterministic non-adaptive distributed algorithm working in $O(k \log k \log N)$ time. This is close to the known lower bound $\Omega(k \log (N/k))$. In terms of channel utilization, the algorithm achieves throughput $\Omega(1/\log(k \log N))$, which is close to the upper bound $O(1/ \log (N/k))$.

In a nutshell, we first generate a randomized schedule that succeeds with very high probability and then we use the probabilistic method to show that a schedule allowing every station to transmit must exist. Since we know $k$, the schedule for any station can be organized in such a way that we start with a probability of transmission $O(1/k)$ and double it every $O(k \log N)$ rounds until the station transmits with constant probability. For any fixed station $v$, the rounds $t$ at which $v$ has a good (constant) probability of successfully transmission are those with the sum of all transmission probabilities at $t$ being a constant. The main challenge is to show that there are sufficiently many rounds with such a favorable property, in order to get a sufficiently high probability of short latency allowing derandomization.

In the same settings but when $k$ is unknown, we show an $\Omega(k^2 \log k)$ lower bound, which points out that the ignorance of contention $k$ makes the channel nearly quadratically less efficient, even if the stations could switch-off after acknowledgments. In very broad terms, the proof is organized as follows. We start by defining a randomly generated wake-up pattern for the $k$ stations. Then we prove that in such a (worst-case) random pattern no station is able to successfully transmit after $\Omega(k^2 \log k)$ rounds with a high probability. The probabilistic method is finally used to show that such a wake-up pattern exists.

In our final result we nearly match the above mentioned complexity (for unknown $k$) by presenting an upper bound of $O(k^2 \log N)$, which is achieved even if acknowledgments are not provided. In terms of channel utilization, the algorithm achieves throughput $\Omega(1/(k \log N))$, which is close to the upper bound $O((\log k)/k)$. The high level approach follows the lines of the first result. Here the additional challenge is the ignorance of parameter $k$, which
complicates the design of the random schedule. In particular, in this case the transmission probabilities cannot depend on the unknown $k$. Thus, we let them start from a constant value and decrease (contrary to what we did when $k$ was known). One of the main issues is the right choice of the decrease factor. On one hand it should be relatively fast in order to guarantee the sought latency. On the other hand, it cannot be too fast since avoiding collisions becomes harder in absence of switch-off’s (due to no acknowledgements). We found out that starting from a constant probability and decreasing it every $O(\ln N)$ rounds from $1/\sqrt{j}$ to $1/\sqrt{j}+1$ for $j = 4, 5, 6, \ldots$, allows us to balance both challenges.

Surprisingly, our results imply that the knowledge of the contention size has an exponential impact on the deterministic utilization of an asynchronous channel, while it is known that for synchronized channels this feature does not influence asymptotically the channel utilization. The second implication concerns the impact of acknowledgments – our results exponentially improve deterministic channel utilization if (some estimate of) $k$ is known, unlike the case of randomized algorithms where the corresponding improvement is only polynomial.
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Abstract
Correctness conditions like linearizability and opacity describe some form of atomicity imposed on concurrent objects. In this paper, we propose a correctness condition (called causal atomicity) for concurrent objects executing in a weak memory model, where the histories of the objects in question are partially ordered. We establish compositionality and abstraction results for causal atomicity and develop an associated refinement-based proof technique.
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1 Foundations

Correctness conditions like linearizability for data structures and opacity for software transactional memory (STM) specify atomicity for concurrent objects. They are developed under the assumption that the underlying memory model is sequentially consistent. Our objective here is to generalise such notions to weak memory models. We develop a new notion of correctness: causal atomicity, which we show is compositional and ensures client abstraction. Causal atomicity applies to both concurrent objects and transactional memory, thus it encompasses both linearizability and opacity. Causal linearizability is covered earlier [1]; here we specialise causal atomicity to causal opacity and develop a proof technique for it.

Our framework is based on object executions given as execution structures [4]. They describe the usual precedence order between events as well as a communication relation. Informally, a communication relation between two events arises when some low-level operation of the first event synchronises with some operation belonging to the second event. Events describe e.g. transactions in an STM or operations on a data structure, and their
implementations give rise to the execution of low-level operations. In prior work [1], we have used this technique to define a causal version of linearizability. Here, we generalise the methods and define a notion of atomicity that is also applicable to transactional memory.

**Definition 1.** An execution structure is a tuple \((E, \rightarrow, \rightsquigarrow)\) consisting of a finite set of events \(E\), a strict order \(\rightarrow \subseteq E \times E\) and a relation \(\rightsquigarrow \subseteq E \times E\) satisfying:

1. If \(t_1 \rightarrow t_2\), then both \(t_1 \rightsquigarrow t_2\) and \(\neg(t_2 \rightsquigarrow t_1)\).
2. If \(t_1 \rightarrow t_2 \rightarrow t_3\) or \(t_1 \rightarrow t_2 \rightarrow t_3\), then \(t_1 \rightsquigarrow t_3\).
3. If \(t_1 \rightarrow t_2 \rightarrow t_3 \rightarrow t_4\), then \(t_1 \rightarrow t_4\).

Like other concurrent correctness conditions, we employ some sequential object on a fixed alphabet to compare the executions of the concurrent object against. A sequential object \(S\) specifies a set of legal sequential executions denoted \(\text{legal}_S\). Syntactically, each element of \(\text{legal}_S\) is a sequence of events that are labelled with operations that the object provides.

### 2 Contributions

**Causal atomicity.** When comparing concurrent executions against sequential ones, some key orders of the concurrent execution need to be preserved. In our case, these are the relations \(\rightarrow\) and \(\rightsquigarrow\) of the execution structure. We say \(<\) is a logical order of an execution structure \(E = (E, \rightarrow, \rightsquigarrow)\) iff \(\subseteq E \times E\) is a strict order such that \(\rightarrow \subseteq \subseteq \rightarrow\). For a partial order \(\subseteq E \times E\), we let \(LE(<) = \{ w \in E^* \mid \subseteq \rightarrow w\}\) be the set of linear extensions of \(<\), where \(\rightarrow w\) is the total order corresponding to the (total) order on the elements of \(w\).

**Definition 2.** Let \(S\) be a sequential object. An execution structure \(E\) is causally atomic w.r.t. \(S\) iff there exists a logical order \(<\) of \(E\) such that \(LE(<) \subseteq \text{legal}_S\).

The logical order at least needs to contain the precedence order \(\rightarrow\) and at most the communication relation \(\rightsquigarrow\). Note that the logical order (induced by a specification) can introduce additional communication in an implementation (see example below).

**Compositionality.** A key requirement on every correctness condition is compositionality: when a program employs operations from two different concurrent objects, these objects individually satisfy the correctness condition if, and only if, their combined usage also satisfies the correctness condition. Technically, we use a composition operator \(\otimes\) on sequential objects to compute the interleavings of sequential executions, and an operator \(|\) to restrict execution structures to events from a given alphabet.

**Theorem 3.** Let \(S_1\) and \(S_2\) be sequential objects with disjoint alphabets \(\Sigma_1\) and \(\Sigma_2\) and let \(E = (E, \rightarrow, \rightsquigarrow)\) be an execution structure. Then \(E|_{\Sigma_1}\) and \(E|_{\Sigma_2}\) are causally atomic w.r.t. \(S_1\) and \(S_2\), respectively, iff \(E\) is causally atomic w.r.t. \(S_1 \otimes S_2\).

For example, consider the execution structure below, which comprises a stack object \(S\) and an STM, where we assume memory values are initialised to 0. The event \(W(x, 1); W(y, 1)\) corresponds to a transaction consisting of a write to \(x\) followed by a write to \(y\). Similarly, \(R(x, 1); R(y, 1)\) corresponds to a transaction comprising a read of \(x\) followed by a read of \(y\).

\[
\begin{array}{c}
\text{S.Push(1)} \\

\text{W(x, 1); W(y, 1)} \\

\text{R(x, 1); R(y, 1)} \\

\text{(S.Pop, empty)}
\end{array}
\]

The execution should not be allowed since there is no total ordering of events that respects the existing precedence order \(\rightarrow\). Causal atomicity necessitates a communication relation \(W(x, 1); W(y, 1) \rightarrow R(x, 1); R(y, 1)\) which, together with axiom \(A3\) induces order
S.Push(1) → (S.Pop, empty). Thus, when considering the full execution structure the composition execution restricted to the stack object is not causally atomic. A more detailed example composition of concurrent objects is given in [1].

**Abstraction.** Another property of causal atomicity is *abstraction*, which formalises a notion of substitutability: when a client uses the operations that an object provides in its interface, then it should not be able to distinguish the implementation from its sequential specification. To formalise this, we represent a client \( C \) as a set of *client executions*, each of which is simply a partial order over events labelled with operations from the alphabet of the object and other client-local events such as reads and writes to client variables. Suppose \( \mathcal{O} \) is a set of execution structures over \( \Sigma \). The *client-object composition* of \( C \) and \( \mathcal{O} \) is the set

\[
\mathcal{C}[\mathcal{O}] = \{ \prec \in \mathcal{C} \mid \exists \left( (\text{dom}(\prec) \cup \text{ran}(\prec)) \cap \Sigma, \rightarrow, \cdots \right) \in \mathcal{O}. \prec \subseteq \rightarrow \}
\]

Given a sequential object \( S \), we let \( CA[S] \) be the set of execution structures that are causally atomic w.r.t. \( S \). Furthermore, we lift sequential objects to sets of execution structures by letting \( E[S] \) be the set of execution structures such that there is some \( w \in \text{legal}_S \) where both the precedence order and communication relation is the total order \( \rightarrow_w \). Our goal is to compare, for any client \( C \), the client-object composition \( \mathcal{C}[CA[S]] \) with the corresponding composition with the sequential object, \( \mathcal{C}[E[S]] \). To do so, we define a notion of *observational refinement*, denoted \( \sqsubseteq \), such that \( \mathcal{C}[CA[S]] \sqsubseteq \mathcal{C}[E[S]] \) holds if for every execution in \( \mathcal{C}[CA[S]] \), there is an *observationally equivalent* execution in \( \mathcal{C}[E[S]] \). Our notion of observational equivalence requires that any pair of equivalent executions must have compatible orders when restricted to client-local events. We then prove the following.

**Theorem 4.** If \( C \) is a client and \( S \) a sequential object, then \( \mathcal{C}[CA[S]] \sqsubseteq \mathcal{C}[E[S]] \).

**Transactional Memory.** We use causal atomicity to obtain a correctness condition for transactional memory, which we call *causal opacity*. To do so, we first define a *transactional sequential object*, denoted \( \mathbb{T} \), whose alphabet is made up of entire blocks of reads and writes, and whose semantics requires that each block executes atomically. Causal opacity itself is a condition on transactional operations rather than atomic blocks, thus allowing concurrent transactions. It is defined in terms a transformation called \( \mu \)-abstraction [4], that combines these operations into a block from the alphabet of \( \mathbb{T} \). An execution structure is said to be causally opaque whenever its \( \mu \)-abstraction is causally atomic w.r.t. \( \mathbb{T} \).

We show how to verify causal opacity using a sequential object, \( \mathcal{C} \), such that the \( \mu \)-abstraction of every execution structure in \( CA[C] \) is causally atomic w.r.t. \( \mathbb{T} \). The object \( \mathcal{C} \) is adapted from TMS2 [2], and like its predecessor, is given in an operational fashion which enables simulation-based refinement proofs.

---
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Abstract

We study population protocols: networks of anonymous agents whose pairwise interactions are chosen uniformly at random. The size counting problem is that of calculating the exact number $n$ of agents in the population, assuming no leader (each agent starts in the same state). We give the first protocol that solves this problem in sublinear time.

The protocol converges in $O(\log n \log \log n)$ time and uses $O(n^{60})$ states ($O(1) + 60 \log n$ bits of memory per agent) with probability $1 - O(\frac{\log \log n}{n})$. The time to converge is also $O(\log n \log \log n)$ in expectation. Crucially, unlike most published protocols with $\omega(1)$ states, our protocol is uniform: it uses the same transition algorithm for any population size, so does not need an estimate of the population size to be embedded into the algorithm.

2012 ACM Subject Classification  Theory of computation → Distributed algorithms

Keywords and phrases  population protocol, counting, leader election, polylogarithmic time

Digital Object Identifier  10.4230/LIPIcs.DISC.2018.46

Funding  DD, ME: NSF grant CCF-1619343. OM, PS, MT: EEE/CS initiative NeST. MT: Leverhulme Research Centre for Functional Materials Design.

1 Introduction

Population protocols [4] are networks that consist of computational entities called agents with no control over the schedule of interactions with other agents. In a population of $n$ agents, repeatedly a random pair of agents is chosen to interact, each observing the state of the other agent before updating its own state.
The (parallel) time for some event to happen in a protocol is a random variable, defined as the number of interactions, divided by \( n \), until the event happens. A recent blitz of impressive results in population protocol has shown that leader election [1, 9, 7, 8] and exact majority [3, 2] can be solved in \( \text{polylog}(n) \) time using \( \text{polylog}(n) \) states. Most of the protocols with \( \omega(1) \) states use a nonuniform model: given \( n \), the state set \( Q_n \) and transition function \( \delta_n : Q_n \times Q_n \rightarrow Q_n \times Q_n \) are allowed to depend arbitrarily on \( n \), other than the constraint that \( |Q_n| \) grows as \( \text{polylog}(n) \). This nonuniformity is used in most of the cited protocols to encode a value such as \( \lceil \log n \rceil \) into each agent.

We define a uniform variant of the model: the same transition algorithm is used for all populations, though the number of states may vary with the population size. A uniform protocol can be deployed into any population without knowing in advance the size, or even a rough estimate of the size. The original, \( O(1) \)-state model [4, 5, 6], is uniform since there is a single transition function. Because we allow memory to grow with \( n \), our model’s power exceeds that of the original, but is strictly less than that of the nonuniform model of most papers using \( \omega(1) \) states.

2 Algorithm

The problem of counting the number of agents and storing this number in each agent is clearly solvable by an \( O(n) \) time protocol using a straightforward leader election: Agents initially assume they are leaders and the count is 1. When two leaders meet, one agent sums their counts while the other becomes a follower, and followers propagate by epidemic the maximum count. No faster protocol was previously known. Our main result improves this.

▶ Theorem 2.1. There is a leaderless, uniform population protocol solving the exact size counting problem with probability 1. With probability at least \( 1 - \frac{10 + 5 \log \log n}{n} \), the convergence time is at most \( 7 \ln n \log \log n \), and each agent uses \( 17 + 60 \log n \) bits of memory. The expected time to convergence is at most \( 7 \ln n \log \log n \).

Key to our technique is a protocol, due to Mocquard et al. [10] (and similar to that of Alistarh and Gelashvili [3]), that counts the exact difference between the number \( b \) of “blue” and \( r \) of “red” agents in the initial population. The protocol assumes that each agent initially stores \( n \) exactly (so is nonuniform). Blue agents start with an integer value \( -M \), while red agents start with \( M \). When two agents meet, they average their values, one rounding up and the other down if the sum is odd. This eventually converges to all agents sharing the population-wide average \( (b - r) \frac{M}{n} \), and the estimates of this average get close enough for the output to be correct within \( O(\log n) \) time [10]. Our protocol essentially inverts this, starting with one blue agent (a leader) and \( n - 1 \) red agents, we compute the population size as a function of the average. (See below for details.) However, for this to work, our protocol requires a leader and for each agent to share a value \( M \geq 3n^3 \), which are not present initially. Four sub-protocols are used in total (although all agents run in parallel, each subprotocol runs sequentially within each agent whenever it interacts): \text{UniqueID}, \text{ElectLeader}, \text{Averaging}, and \text{Timer}.

\text{UniqueID} eventually assigns to every agent a unique ID, represented as a binary string. Agents start with ID \( \epsilon \) (empty string), and whenever two agents with the same ID meet, all agents double the length of their IDs with uniformly random bits (appending a single bit when two \( \epsilon \)'s meet). This protocol requires \( \Omega(n) \) time to converge, but within only \( O(\log n \log \log n) \) time can be used by the next subprotocol to elect a leader.

\text{ElectLeader} propagates the lexicographically largest ID (considered the ID of the leader) by epidemic (via transition of the form \( x, y \rightarrow y, y \) if \( y > x \) lexicographically). The length of the leader’s ID is used as a polynomial-factor upper bound on \( 3n^3 \).
Averaging uses a fast averaging protocol \cite{10,3}. We assume the initial configuration of this protocol is one leader and \( n-1 \) followers. (This protocol and the next (Timer) are restarted each time the UniqueID protocol discovers two agents shared an ID; so eventually Averaging will be restarted with a unique leader.) Each agent stores the value \( M \), and the leader initializes an integer field \( \text{ave} \) to be \( M \), with followers initializing \( \text{ave} \) to be 0. When two agents meet, they average their \( \text{ave} \) fields, with one rounding up and the other rounding down if the sum is odd. Thus the population-wide sum is always \( M \). Eventually all agents have \( \text{ave} = \left\lceil \frac{M}{n} \right\rceil \) or \( \left\lfloor \frac{M}{n} \right\rfloor \) (i.e., \( \frac{M}{n} + \frac{1}{2} \) rounded to the nearest integer). It could take linear time for \( \text{ave} \) to converge this closely to \( \frac{M}{n} \), but as long as \( M \geq 3n^3 \) and \( \text{ave} \) is within \( n \) of \( \frac{M}{n} \), \( \left\lfloor \frac{M}{n} + \frac{1}{2} \right\rfloor \) is the correct population size \( n \); we show that in \( O(\log n) \) time all \( \text{ave} \) fields are within \( n \) of \( \frac{M}{n} \).

Since UniqueID continues restarting beyond the \( O(\log n \log \log n) \) time required for initialize convergence to a correct output, Timer is used to detect when Averaging has likely converged, waiting to write output into the output field of the agent. Timer is a phase clock \cite{6} that ensures after the correct value is written, on subsequent restarts of Averaging, the incorrect values that exist before Averaging re-converges will not overwrite the correct value recorded into output during the earlier restart.

3 Conclusion

\( \Omega(n) \) is a clear lower bound on the number of states required for any protocol computing the exact population size, since \( \log n \) bits are required merely to write the number \( n \). (Note that our protocol uses \( 60 \log n \) bits.) It is an open question if there exists a uniform polylog-time, \( O(n) \)-state population protocol for exact size computation.
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Abstract
In this paper we show a tight closed-form expression for the optimal clock synchronization in $k$-ary $m$-cubes with wraparound, where $k$ is odd. This is done by proving a lower bound of $\frac{1}{4}um(k - \frac{1}{k})$, where $k$ is the (odd) number of processes in each of the $m$ dimensions, and $u$ is the uncertainty in delay on every link. Our lower bound matches the previously known upper bound.
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1 Introduction
Synchronizing clocks in a distributed system in which processes communicate through messages with uncertain delays is subject to inherent errors. A body of work has sought bounds on how closely the clocks can be synchronized when there is no drift in the hardware clocks and there are no failures. Lundelius and Lynch [5] showed that, in an $n$-process clique with the same uncertainty $u$ on every link, the best synchronization possible is $u(1 - \frac{1}{n})$.

Subsequently, Halpern et al. [4] considered arbitrary topologies in which each link may have a different uncertainty and showed that the optimal clock synchronization is the solution of an optimization problem. This work was generalized by [1, 6] in which algorithms were given for finding the optimal clock synchronization in any given execution. In contrast to the more general lower bounds of [4, 1, 6], Biaz and Welch [3] gave a collection of closed-form upper and lower bounds on the optimal clock synchronization in the worst case for $k$-ary $m$-cubes ($m$-dimensional hypercubes with $k$ processes in every dimension), both with and without wraparound, in which every link has the same uncertainty, $u$. When there is no wraparound, the tight bound is $\frac{1}{2}um(k - 1)$. When there is wraparound and $k$ is even, the tight bound is $\frac{1}{4}umk$. However, when there is wraparound and $k$ is odd, there is a gap between the upper bound of $\frac{1}{4}um(k - \frac{1}{k})$ and the lower bound of $\frac{1}{4}um(k - 1)$.
In this paper, we consider $k$-ary $m$-cubes with wraparound (“$m$-toroids”) and odd $k$. We show a lower bound of $\frac{1}{4}um (k - \frac{1}{2})$, which matches the previously known upper bound. We use the same shifting technique from previous lower bounds for clock synchronization (e.g., [5, 4, 3]). The key insight in our improved lower bound is to exploit the fact that the graph is a collection of rings in each dimension and to use multiple shifted executions instead of one.

## 2 Preliminaries

We first present our model and problem statement (following [5, 2, 3]). We consider a graph of $k^m$ processes, where $k \geq 3$ is odd and $m \geq 1$, in which each process id is a tuple $\langle p_0, p_1, ..., p_{m-1} \rangle$ where each $p_i \in \{0, 1, ..., k - 1\}$. There are links in both directions between any two processes $\vec{p}$ and $\vec{q}$ if and only if their ids differ in exactly one component, say the $i$-th, such that $p_i = q_i + 1$ (addition on process id components is modulo $k$ throughout). Each process $\vec{p}$ has a hardware clock modeled as a function $H_{\vec{p}}$ from reals (real time) to reals (clock time). We assume there is no drift, so we consider $H_{\vec{p}}(t)$ as part of its state and we define its adjusted clock $A_{\vec{p}}(t)$ to be equal to $H_{\vec{p}}(t) + \text{adj}_{\vec{p}}(t)$. An execution has terminated once all processes have stopped changing their $\text{adj}$ variables. We say the algorithm achieves $\epsilon$-synchronized clocks if every admissible execution eventually terminates with $|A_{\vec{p}}(t) - A_{\vec{q}}(t)| \leq \epsilon$ for all processes $\vec{p}$ and $\vec{q}$ and all times $t$ after termination.

“Shifting” an execution changes the real times at which events occur [5]. Let $x$ be an $m$-dimensional matrix of real numbers with $k$ elements in each dimension, which we call a shift matrix; elements of $x$ are indexed by process ids. Define $\text{shift}(\alpha, x)$ to be the result of adding $x_{\vec{p}}$ to the real time associated with each event in $\vec{p}$’s timed history in $\alpha$. Shifting changes the hardware clocks and message delays as follows [5, 2]:

\begin{itemize}
  \item Let $\alpha$ be an execution with hardware clocks $H_{\vec{p}}$ and let $x$ be a shift matrix. Then $\text{shift}(\alpha, x)$ is a (not necessarily admissible) execution in which 
    \begin{enumerate}
      \item the hardware clock of each $\vec{p}$, denoted $H'_{\vec{p}}(t)$, equals $H_{\vec{p}}(t) - x_{\vec{p}}$ and
      \item every message from $\vec{p}$ to $\vec{q}$ has delay $\delta - x_{\vec{p}} + x_{\vec{q}}$, where $\delta$ is the message’s delay in $\alpha$.
    \end{enumerate}
\end{itemize}

## 3 Lower Bound

\begin{itemize}
  \item For any algorithm that achieves $\epsilon$-synchronized clocks in a $k$-ary $m$-toroid with uniform uncertainty $u$, where $k$ is odd, it must be that $\epsilon \geq \frac{1}{4}um (k - \frac{1}{k})$.
\end{itemize}

The complete proof and an example for the $k = 5$ case are in the full paper.
Proof sketch. Let $\mathcal{A}$ be any algorithm that achieves $\epsilon$-synchronized clocks in a $k$-ary m- toroid with uniform uncertainty $u$, where $k = 2r + 1$ for some integer $r \geq 1$. Let $\alpha$ be the admissible execution of $\mathcal{A}$ in which $H_{\beta}(t) = t$ for each process $\beta$, every message from $\beta$ to $\gamma$, where $\gamma$ is $\beta$’s neighbor in the $h$-th dimension such that $q_h = p_h + 1$, has the same fixed delay $\delta_{\beta,\gamma}$, which is 0 if $0 \leq p_h < r$ and is $u$ if $r \leq p_h < k$, and every message from $\gamma$ to $\beta$ has the same fixed delay $\delta_{\gamma,\beta} = u - \delta_{\beta,\gamma}$.

For $0 \leq i < k$, define $\alpha^i = \text{shift}(\alpha, x^i)$, where the $p$-th element of the shift matrix $x^i$, denoted $x^i_p$, is defined as $\sum_{j=0}^{m-1} W^i_{p_j}$, where $W$ is defined as follows:

<table>
<thead>
<tr>
<th>range of $i \in {0, \ldots, m-1}$</th>
<th>$0 \leq i &lt; r$</th>
<th>$r \leq i &lt; k$</th>
</tr>
</thead>
<tbody>
<tr>
<td>range of $p_j$</td>
<td>$W^i_{p_j}$</td>
<td>$W^i_{p_j}$</td>
</tr>
<tr>
<td>$0 \leq p_j \leq i$</td>
<td>$0$</td>
<td>$0 \leq p_j \leq i - r$</td>
</tr>
<tr>
<td>$i &lt; p_j \leq r$</td>
<td>$(p_j - i)u$</td>
<td>$i - r &lt; p_j \leq r$</td>
</tr>
<tr>
<td>$r &lt; p_j \leq r + i + 1$</td>
<td>$(r - i)u$</td>
<td>$r &lt; p_j \leq i$</td>
</tr>
<tr>
<td>$r + i + 1 &lt; p_j \leq 2r$</td>
<td>$(2r - p_j + 1)u$</td>
<td>$i &lt; p_j \leq 2r$</td>
</tr>
</tbody>
</table>

The idea behind the shift amounts in $W$ is to cause two processes that are farthest apart in the graph to be shifted as far apart in real time as possible – thus achieving a large skew between their adjusted clocks – while maintaining valid message delays between all neighbors. By considering multiple shifted executions, we can cancel out terms involving adjusted clocks, leaving behind only terms that involve the system parameters $\epsilon$ and $u$, and the graph parameters $k$ and $m$.

In the full paper we show that all shifted executions are admissible, i.e., that all message delays are in $[0, u]$:

**Lemma 3.** For all $i$, $0 \leq i < k$, $\alpha^i$ is admissible.

Fix any $i$ with $0 \leq i < r$. We focus on two processes that are maximally far away from each other. Since $\alpha^i$ is admissible by Lemma 3, $\mathcal{A}$ must ensure that $A^i_{(i, \ldots, i)} - A^i_{(i+r+1, \ldots, i+r+1)} \leq \epsilon$, where $A^i_\beta$ denotes the adjusted clock of process $\beta$ after termination in $\alpha^i$. By definition of $\alpha^i$ and Lemma 1(a), $A^i_{(i, \ldots, i)} = A_{(i, \ldots, i)}$ and $A^i_{(i+r+1, \ldots, i+r+1)} = A_{(i+r+1, \ldots, i+r+1)} - m(r - i)u$. Thus by substituting we get $A_{(i, \ldots, i)} - A_{(i+r+1, \ldots, i+r+1)} \leq -m(r - i)u + \epsilon$, for $0 \leq i < r$. Similarly, we can show $A_{(i, \ldots, i)} - A_{(i-r, \ldots, i-r)} \leq -m(i - r)u + \epsilon$, for $r \leq i < k$.

Adding together these $k$ inequalities and simplifying gives $\epsilon \geq \frac{1}{k}um \left( k - \frac{1}{k} \right)$.

**References**

Brief Announcement: On Simple Back-Off in Unreliable Radio Networks

Seth Gilbert  
National University of Singapore  
seth.gilbert@comp.nus.edu.sg

Nancy Lynch  
Massachusetts Institute of Technology, Cambridge, MA 02139, USA  
lynch@csail.mit.edu

Calvin Newport  
Georgetown University, Washington, D.C., USA  
cnewport@cs.georgetown.edu

Dominik Pajak  
Massachusetts Institute of Technology, Cambridge, MA 02139, USA  
pajak@csail.mit.edu

Abstract

In this paper, we study local broadcast in the dual graph model, which describes communication in a radio network with both reliable and unreliable links. Existing work proved that efficient solutions to these problems are impossible in the dual graph model under standard assumptions. In real networks, however, simple back-off strategies tend to perform well for solving these basic communication tasks. We address this apparent paradox by introducing a new set of constraints to the dual graph model that better generalize the slow/fast fading behavior common in real networks. We prove that in the context of these new constraints, simple back-off strategies now provide efficient solutions to local broadcast in the dual graph model. These results provide theoretical foundations for the practical observation that simple back-off algorithms tend to work well even amid the complicated link dynamics of real radio networks.
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1 Introduction

Existing papers proved that it is impossible to solve standard broadcast problems efficiently in the dual graph model without the addition of strong extra assumptions [3]. In real radio networks, however, which suffer from the type of link dynamics abstracted by the dual graph model, simple back-off strategies tend to perform quite well.

These dueling realities seem to imply a dispiriting gap between theory and practice: basic communication tasks that are easily solved in real networks are impossible when studied in abstract models of these networks.

What explains this paradox? This paper tackles this fundamental question.
As detailed below, we focus our attention on the adversary entity that decides which unreliable links to include in the network topology in each round of an execution in the dual graph model. We introduce a new type of adversary with constraints that better generalize the dynamic behavior of real radio links. We then reexamine simple back-off strategies originally introduced in the standard radio network model (which has only reliable links) [1], and prove that for reasonable parameters, these simple strategies now do guarantee efficient communication in the dual graph model combined with our new, more realistic adversary.

**Dual Graph Model.** This model describes the network topology with two graphs $G = (V, E)$ and $G' = (V, E')$, where $E \subseteq E'$. The $n = |V|$ vertices in $V$ correspond to the wireless devices in the network, which we call nodes in the following. The edge in $E$ describe reliable links (which maintain a consistently high quality), while the edges in $E' \setminus E$ describe unreliable links (which have quality that can vary over time). For a given dual graph, we use $\Delta$ to describe the maximum degree in $G'$, and $D$ to describe the diameter of $G$.

Time proceeds in synchronous rounds that we label $1, 2, 3,...$ For each round $r \geq 1$, the network topology is described by $G_r = (V, E_r)$, where $E_r$ contains all edges in $E$ plus a subset of the edges in $E' \setminus E$. The subset of edges from $E' \setminus E$ are selected by an adversary. The graph $G_r$ can be interpreted as describing the high quality links during round $r$. That is, if $\{u, v\} \in E_r$, this mean the link between $u$ and $v$ is strong enough that $u$ could deliver a message to $v$, or garble another message being sent to $v$ at the same time.

With the topology $G_r$ established for the round, behavior proceeds as in the standard radio network model. That is, each node $u \in V$ can decide to transmit or receive. If $u$ receives and exactly one neighbor $v$ of $u$ in $E_r$ transmit, then $u$ receives $v$’s message. If $u$ receives and two or more neighbors in $E_r$ transmit, $u$ receives nothing as the messages are lost due to collision. If $u$ receives and no neighbor transmits, $u$ also receives nothing. We assume $u$ does not have collision detection, meaning it cannot distinguish between these last two cases.

**The Fading Adversary.** We parameterize the adversary with a stability factor that we represent with an integer $\tau \geq 1$. In each round, the adversary must draw the subset of edges (if any) from $E' \setminus E$ to include in the topology from a distribution defined over these edges. The adversary selects which distributions it uses and it can change this distribution at most once every $\tau$ rounds.

**Problem.** In this paper, we study the local broadcast problem. The problem assumes a set $B \subseteq V$ of nodes are provided with a message. Let $R \subseteq V$ be the set of nodes in $V$ that neighbor at least one node in $B$ in $E$. The problem is solved once every node in $R$ has received at least one message from a node in $B$.

**Uniform Algorithms.** In this paper focus on uniform algorithms, which require nodes to make their probabilistic transmission decisions according to a predetermined sequence of broadcast probabilities that we express as a repeating cycle, $(p_1, p_2, ..., p_k)$ of $k$ probabilities in synchrony.

**Our results.** In standard Dual Graph Model, where the adversary can arbitrarily change the state of all the unreliable edges in every step, the time of local broadcast can be lower bounded by $\Omega(n/\log n)$ [3]. On the other hand, in reliable networks, decay algorithm solves local broadcast in time $O(\log \Delta \log(n/\varepsilon))$ [1] with probability at least $1 - \varepsilon$ and this time is optimal [2]. Thus there is an exponential gap between the reliable model and worst-case...
unreliable model. Our fading adversary can be (for large $\tau$) seen as an average-case unreliable model. For smaller $\tau$ the model becomes similar to the standard dual graph model (in particular, for $\tau = 1$ model with fading adversary is stronger than the dual graph model).

We show that for $\tau \geq \log \Delta$, the optimal time of local broadcast for reliable networks can be achieved in the model with fading adversary. Secondly we prove a tradeoff between the optimal time of local broadcast in the model with fading adversary and the value of $\tau$. We show that factor $\Delta^{1/\tau}$ is necessary in the time complexity of any uniform local broadcast algorithm. This shows how quickly the optimal time increases between both extremes depending on $\tau$.

2 Results

Our algorithm is a simple back-off style strategy inspired by the decay routine from [1]. We use notation $\bar{\tau} = \min\{[\log_2 \Delta]/2, \tau\}$.

```
1 Procedure: Uniform($k, p_1, p_2, \ldots, p_k$) 1 Algorithm: FRLB($\bar{\tau}$)
2 for $i = 1, 2, \ldots, k$ 2 for $i \leftarrow 1$ to $\bar{\tau}$ do $p_i \leftarrow \log \Delta / \Delta^{1/\bar{\tau}}$
3 if has message then 3 repeat $r$ times
4 with prob. $p_i$, Transmit else Listen 4 [Uniform ($\bar{\tau}, p_1, p_2, \ldots, p_{\bar{\tau}}$)
5 else Listen // without a message listen
```

**Theorem 1.** For any error bound $\epsilon > 0$, algorithm $\text{FRLB}(2[\log (n/e)] \cdot \lfloor 4\Delta^{1/\bar{\tau}}\bar{\tau}/\log \Delta \rfloor)$ solves local broadcast in $O \left(\frac{\Delta^{1/\bar{\tau}}}{\log_2 \Delta} \cdot \log (n/e)\right)$ rounds, with probability at least $1 - \epsilon$.

Notice, for $\tau \geq \log \Delta$ this bound simplifies to $O(\log \Delta \log (n/e))$, matching the performance of decay algorithm [1] and the lower bound in the standard reliable radio network model [2]. This performance, however, degrades toward the polynomial lower bounds from the existing dual graph literature [3] as $\tau$ reduces from $\log \Delta$ toward a minimum value of 1. We show this degradation to be near optimal by proving that any local broadcast algorithm that uses a fixed sequence of broadcast probabilities requires $\Omega(\Delta^{1/\tau}/\log \Delta)$ rounds to solve the problem with probability 1/2 for a given $\tau$. For $\tau \in O(\log \Delta / \log \log \Delta)$, we refine this bound further to $\Omega(\Delta^{1/\tau} \log^2 / \log \Delta)$, matching our upper bound within constant factors.

**Theorem 2.** Fix a maximum degree $\Delta \geq 10$, stability factor $\tau$ and uniform local broadcast algorithm $A$. Assume that $A$ solves local broadcast in expected (time $f(\Delta, \tau)$ in all graphs with maximum degree $\Delta$ and fading adversary with stability $\tau$). It follows that:
1. if $\tau < \ln(\Delta - 1)/(12 \log \log(\Delta - 1))$ then $f(\Delta, \tau) \in \Omega(\Delta^{1/\tau} \log^2 / \log \Delta)$,
2. if $\tau < \ln(\Delta - 1)/16$ then $f(\Delta, \tau) \in \Omega(\Delta^{1/\tau} / \log \Delta)$.
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Abstract

The group mutual exclusion (GME) problem is a generalization of the classical mutual exclusion problem in which every critical section is associated with a type or session. Critical sections belonging to the same session can execute concurrently, whereas critical sections belonging to different sessions must be executed serially. The well-known read-write mutual exclusion problem is a special case of the group mutual exclusion problem.

In a shared memory system, locks based on traditional mutual exclusion or its variants are commonly used to manage contention among processes. In concurrent algorithms based on fine-grained synchronization, a single lock is used to protect access to a small number of shared objects (e.g., a lock for every tree node) so as to minimize contention window. Evidently, a large number of shared objects in the system would translate into a large number of locks. Also, when fine-grained synchronization is used, most lock accesses are expected to be uncontended in practice.

Most existing algorithms for the solving the GME problem have high space-complexity per lock. Further, all algorithms except for one have high step-complexity in the uncontented case. This makes them unsuitable for use in concurrent algorithms based on fine-grained synchronization. In this work, we present a novel GME algorithm for an asynchronous shared-memory system that has $O(1)$ space-complexity per GME lock when the system contains a large number of GME locks as well as $O(1)$ step-complexity when the system contains no conflicting requests.
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1 Introduction

The group mutual exclusion (GME) problem is a generalization of the classical mutual exclusion (ME) problem in which every critical section is associated with a type or session [7]. Critical sections belonging to the same session can execute concurrently, whereas critical sections belonging to different sessions must be executed serially. The GME problem models
situations in which a resource may be accessed at the same time by processes of the same group, but not by processes of different groups. As an example, suppose data is stored on multiple discs in a shared CD-jukebox. When a disc is loaded into the player, users that need data on that disc can access the disc concurrently, whereas users that need data on a different disc have to wait until the current disc is unloaded [7]. The well-known readers/writers problem is a special case of the group mutual exclusion problem.

In a shared memory system, locks based on traditional mutual exclusion or its variants are commonly used to manage contention among processes. A lock grants a process exclusive access to a shared object, preventing any other process from modifying the object. This makes it easier to design, analyze, implement and debug lock-based concurrent algorithms.

With the wide availability and use of multicore systems, developing concurrent data structures that scale well with the number of cores has gained increasing importance. Many of the best performing concurrent algorithms for data structures use fine-grained synchronization in which a single lock is used to protect access to a small number of shared objects so as to minimize contention window [5]. In order to perform an operation, a process typically needs to lock only a small number of objects, thereby allowing multiple processes whose operations do not conflict with each other to manipulate parts of the data structure at the same time. Typically, in such a system, most lock accesses are expected to be uncontented in practice [5]. Recently, GME-based locks have been used to improve the performance of a concurrent skip list using the notion of unrolling in which multiple key-value pairs are stored in a single node [8].

All existing algorithms for solving the GME problem have either high space-complexity of $\Omega(n)$ per lock or high step-complexity of $\Omega(n)$ in the uncontented case or both, where $n$ denotes the number of processes in the system [7, 6, 2, 1, 4]. This makes them unsuitable for use in lock-based concurrent data structures that employ fine-grained synchronization to manage contention. In this work, we present a novel GME algorithm for an asynchronous shared-memory system that has $O(1)$ space-complexity per GME lock when the system contains a large number of GME locks as well as $O(1)$ step-complexity when the system contains no conflicting requests.

### 2 The Group Mutual Exclusion Algorithm

Our GME algorithm is inspired by Herlihy’s universal construction for deriving a wait-free linearizable implementation of a concurrent object from its sequential specification using consensus objects [5]. Roughly speaking, the universal construction works as follows. The state of the concurrent object is represented using (i) its initial state and (ii) the sequence of operations that have applied to the object so far. The two are maintained using a singly linked list in which the first node represents the initial state and the remaining nodes represent the operations. To perform an operation, a process first creates a new node and initializes it with all the relevant details of the operation (type, input arguments, etc.). It then tries to append the node at the end of the list. To manage conflicts in case multiple processes are trying to append their own node to the list, a consensus object is used to determine which of the several nodes is chosen to be appended to the list. Specifically, every node stores a consensus object and the consensus object of the current last node is used to decide its successor (i.e., the next operation to be applied to the object). A process whose node is not selected simply tries again. A helping mechanism is used to guarantee that every process trying to perform an operation eventually succeeds in appending its node to the list.
We modify the aforementioned universal construction to derive a GME algorithm that satisfies several desirable properties. Intuitively, an operation in the universal construction corresponds to a critical section request in our GME algorithm. Appending a new node to the list thus corresponds to establishing a new session. However, unlike in the universal construction, a single session in our GME algorithm can be used to satisfy multiple critical section requests. This basically means that every critical section request does not cause a new node to be appended to the list. This requires some careful bookkeeping so that no “empty” sessions are established. Further, a simple consensus algorithm, implemented using LL/SC instructions, is used to determine the next session to be established. Helping is used to ensure that every request is eventually satisfied.

If the node for a critical section request is appended to the list, then the process that owns the node is said to enter the session as a leader; otherwise it is said to enter the session as a follower. A leader process, on leaving its critical section, relinquishes the ownership of its current node and claims the ownership of the node for the previous session instead. This enables us to bound the length of the linked list and make our algorithm space-efficient.

More details of our GME algorithm are available in [3], where we also describe a way to bound the values of all the variables used in our GME algorithm.

\[ \textbf{Theorem 1} \ (\text{multi-lock space complexity}) \] . The space complexity of our GME algorithm is \( O(m + n^2 + nf) \) space, where \( n \) denotes the number of processes, \( m \) denotes the number of GME objects and \( f \) denotes the maximum number of locks a process needs to hold at the same time.

\[ \textbf{Theorem 2} \ (\text{concurrent entering step complexity}) \] . The maximum number of steps a process has to execute in its entry and exit sections provided no other process in the system has an outstanding conflicting request during that period is \( O(1) \).

Note that the above theorem also implies \( O(1) \) step complexity in contention-free case.
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Abstract
We identify a general principle of distributed computing: one cannot force two processes running in parallel to see each other. This principle is formally stated in the context of asynchronous processes communicating through shared objects, using trace-based semantics. We prove that it holds in a reasonable computational model, and then study the class of concurrent specifications which satisfy this property. This allows us to derive a Galois connection theorem for different variants of linearizability.
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1 Introduction

A common setting to study distributed computing is the one of asynchronous processes communicating through shared objects. In this context, the question of how to formally specify the behavior of the shared objects arises: what we want is an abstract, high-level specification, that does not refer to a particular implementation of the object. This is easy to achieve when the objects that we consider are concurrent versions of sequential data structures, such as lists or queues. Namely, we can simply take the usual sequential specification of the object, and extend it to a concurrent setting using one of the many correctness criteria found in the literature: atomicity [8], sequential consistency [5], serializability [10], causal consistency [11], or linearizability [4]. However, we also want to be able to specify objects with an intrinsically concurrent nature, such as those found in the area of distributed computability [3]: consensus and set-agreement objects, immediate snapshot. Another example is Java’s Exchanger object: two processes that call the Exchanger object concurrently can swap values. A process calling the Exchanger alone fails and receives an error value.

A very general way of specifying such objects was proposed by Lamport [6]. The specification of a concurrent object is simply the set of all the execution traces that we consider correct for this object. For example, a correct execution trace of the Exchanger object is depicted below:
On the Impossibility of Detecting Concurrency

The trace $T$ consists of invocation events $i^x_i$ meaning that the object was called by process $i$ with input $x$, and response events $r^y_i$ meaning that process $i$ returned with output value $y$. This trace can be seen as an abstraction of the real-time execution pictured above, where the horizontal axis represents global time. Formally, for a fixed set $V$ of values and $n$ processes, the set of actions is:

$$
A = \{i^x_i \mid 0 \leq i < n \text{ and } x \in V\} \cup \{r^y_i \mid 0 \leq i < n \text{ and } y \in V\}
$$

A trace is a word $T \in A^*$ such that for every process $i$, the projection of $T$ on $i$ starts with an invocation and alternates between invocations and responses. We write $\mathcal{T}$ for the set of all traces. Then, a concurrent specification in the sense of [6] is simply a subset of $\mathcal{T}$.

This notion of concurrent specification is not convenient to use when reasoning about distributed systems. In fact, the correctness criteria such as linearizability can be regarded as more convenient ways of defining such concurrent specifications: starting from a sequential specification $\sigma$, we obtain $\text{Lin}(\sigma) \subseteq \mathcal{T}$ which is the set of all the traces that are linearizable w.r.t. $\sigma$. The advantage of this is that sequential specifications are much easier to describe than general concurrent specifications. To specify objects with a more concurrent flavor, variants of linearizability have been described: set-linearizability [9] (a.k.a. concurrency-aware linearizability [2]) and interval-linearizability [1]. The last one is the most expressive: it captures all the distributed tasks, in the sense of [3].

**Contribution.** In the following, we restrict to a class of concurrent specifications: those satisfying the undetectability of concurrency property. As it turns out, they correspond exactly to the concurrent specifications definable using interval-linearizability. We show that these are the only relevant concurrent specifications, and prove a theorem showing how the different notions of linearizability relate to this property.

## 2 Results

A concurrent specification $\sigma \subseteq \mathcal{T}$ satisfies the undetectability of concurrency property if the following two conditions hold, where $a$ is an action of some process $j \neq i$.

1. **Invocations commute to the left:** if $T \cdot a \cdot i^x_i \cdot T' \in \sigma$, then $T \cdot i^x_j \cdot a \cdot T' \in \sigma$.
2. **Responses commute to the right:** if $T \cdot r^y_i \cdot a \cdot T' \in \sigma$, then $T \cdot a \cdot r^y_j \cdot T' \in \sigma$.

Such properties come up in Lipton’s reduction proof technique [7]: (1) and (2) assert that invocations and responses are left/right movers, respectively. Pictorially, these two properties mean that if we take a correct execution trace $(a)$ and “expand” the intervals, then the resulting trace $(b)$ must also be considered correct. Intuitively, in $(b)$, the two processes failed to see each other and acted as in the sequential trace $(a)$. 

---

(a)\[\begin{align*}
P_0 &\xrightarrow{\text{Exchange}(4)} P_1 \\
P_1 &\xrightarrow{\text{Fail}}
\end{align*}\]  

(b)\[\begin{align*}
P_0 &\xrightarrow{\text{Exchange}(4)} P_1 \\
P_1 &\xrightarrow{\text{Fail}}
\end{align*}\]
As a naive attempt at specifying the Exchanger object, we might have wanted to allow (a) and forbid (b). But implementing such a specification would have been hopeless, as we show in a reasonable trace-based computational model:

**Theorem 1.** The semantics $\langle P \rangle$ of any program $P$ satisfies properties (1) and (2).

Intuitively, the reason why Theorem 1 holds is that calling an object or returning a value does not communicate any information to the other processes. If a process idles right after invoking, or just before returning, it is invisible to the other processes.

The undetectability of concurrency property is naturally enforced by the usual specification techniques such as linearizability, so by using these tools we do not have to worry about this property: we get it for free.

**Proposition 2.** Let $\sigma$ be a sequential specification. Then $\text{Lin}(\sigma)$, the set of all linearizable traces, satisfies properties (1) and (2).

We now write $\text{SSpec}$ for the set of sequential specifications, and $\text{CSpec}$ for the set of concurrent specifications which satisfy the undetectability of concurrency. Proposition 2 says that we can view $\text{Lin}$ as a map from $\text{SSpec}$ to $\text{CSpec}$. Conversely, there is also a map in the other direction $\text{U} : \text{CSpec} \rightarrow \text{SSpec}$ which, given a concurrent specification, forgets about all the concurrent behaviors and keeps only the sequential ones.

**Theorem 3.** The functions $\text{Lin}$ and $\text{U}$ are monotone w.r.t. inclusions, and form a Galois connection, i.e., for every $\sigma \in \text{SSpec}$ and $\tau \in \text{CSpec}$, $\text{Lin}(\sigma) \subseteq \tau \iff \sigma \subseteq \text{U}(\tau)$.

The fact that we imposed the undetectability of concurrency property on $\text{CSpec}$ is crucial in order to establish Theorem 3. This theorem can be understood as follows: given a sequential specification $\sigma$, we want to extend it to a concurrent one. Then any $\tau \in \text{CSpec}$ that contains $\sigma$ must also contain $\text{Lin}(\sigma)$, i.e., $\text{Lin}(\sigma)$ is the smallest extension of $\sigma$ which is in $\text{CSpec}$. Thus, $\text{Lin}(\sigma)$ can be described as follows: we start with the set of all sequential traces of $\sigma$, then close it under the two properties (1) and (2).

Finally, note that analogues of Proposition 2 and Theorem 3 still hold when we replace linearizability by set- or interval-linearizability. In particular, Theorem 3 for interval-linearizability gives us the following characterization of interval-linearizable objects:

**Corollary 4.** The concurrent specifications which are definable using interval-linearizability are exactly the ones satisfying the undetectability of concurrency.
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1 Introduction

The fault-tolerant consensus problem introduced by Lamport et al. [4] and its variations have been studied extensively. The need to overcome the FLP impossibility result for consensus in asynchronous systems has led to the study of the approximate consensus problem [3], where nodes are required to output roughly the same value. We consider a directed network of n nodes, wherein at most f nodes are subject to crash failure. We explore the feasibility and efficiency of achieving approximate consensus in asynchronous incomplete networks under different restrictions on topology knowledge and relay depth (defined as the maximum number of hops that information can be propagated). These constraints are useful in large-scale networks to avoid memory overload and network congestion.

Our prior work [7] showed that exact crash-tolerant consensus is solvable in synchronous networks with only one-hop knowledge and relay depth 1, i.e., each node only needs to know its immediate neighbors, and no message needs to be relayed. Such a local algorithm is of practical interest due to low deployment cost and message complexity in each round. In asynchronous undirected networks, there exists a simple flooding-based algorithm adapted from [2] that achieves approximate consensus with up to f crash faults if the network satisfies (f + 1)
node-connectivity and \( n > 2f \), where \( n \) is the number of nodes. However, the sufficiency of the conditions is not guaranteed if we restrict topology knowledge and relay depth. Motivated by this observation, this work addresses the following question in asynchronous systems:

What is a tight condition on the underlying communication graph to achieve approximate consensus if each node has only a \( k \)-hop topology knowledge and relay depth \( k' \)?

To the best of our knowledge, two prior papers \([1, 6]\) examined a similar problem – synchronous Byzantine consensus. In \([6]\), Su and Vaidya identified the condition under different relay depths. Alchieri et al. \([1]\) studied the problem under unknown participants. The technique developed for asynchronous consensus in this work is significantly different. Please refer to our technical report \([5]\) for more discussion on other related work.

**Model and Terminology.** The point-to-point message-passing network is represented by directed graph \( G(V, E) \), where \( V \) is the set of \( n \) nodes, and \( E \) is the set of directed edges. The communication links are assumed to be reliable. Node \( i \) can transmit messages to its outgoing neighbors and itself. Up to \( f \) nodes may suffer crash failures in an execution, in which case they stop taking steps. We consider asynchronous communication, i.e., a message may be delayed arbitrarily but will eventually be delivered. Let \( N_i^- \), \( N_i^+ \) denote the sets of incoming neighbors and outgoing neighbors of node \( i \) respectively. Also, for a node \( i \), its \( k \)-hop incoming neighbors \( N_i^- (k) \), are defined as the nodes \( j \) which can reach \( i \) using a directed path in \( G \) that has \( \leq k \) hops. The notion of \( k \)-hop outgoing neighbors \( N_i^+ (k) \), is defined similarly. For set \( B \subseteq V \), node \( i \) is said to be an incoming neighbor of set \( B \) if \( i \notin B \), and there exists \( j \in B \) such that \((i, j) \in E\). With \( N_B \) we will denote the incoming neighbors of \( B \).

**Approximate Consensus.** In the approximate consensus problem \([3]\), each node \( i \) maintains a state \( v_i \) with \( v_i[p] \) denoting the state of node \( i \) at the end of phase (or iteration) \( p \). The initial state of node \( i \), \( v_i[0] \), is equal to the initial input provided to node \( i \). At the start of asynchronous phase \( p \) \((p > 0)\), the state of node \( i \) is \( v_i[p-1] \). Let \( U[p] \) and \( \mu[p] \) be the maximum and the minimum state at nodes that have not crashed by the end of phase \( p \). Then, a correct approximate consensus algorithm needs to satisfy the following two conditions for any \( \epsilon > 0 \):

- **Validity:** \( \forall p > 0, U[p] \leq U[0] \) and \( \mu[p] \geq \mu[0] \); and
- **\( \epsilon \)-Convergence:** \( \exists p, \forall r \geq p, \ U[r] - \mu[r] < \epsilon \).

## 2 Limited Topology Knowledge and Relay Depth

Prior works (e.g., \([7]\)) assumed that each node has \( n \)-hop topology knowledge and relay depth \( n \), which is not realistic in large-scale networks. Hence, we are interested in the family of algorithms (iterative \( k \)-hop algorithms) in which nodes only know their \( k \)-hop neighborhoods, and propagate state values to nodes that are at most \( k \)-hops away for \( 1 \leq k \leq n \). Note that no exchange of topology information takes place.

**Iterative \( k \)-hop algorithms.** Each node \( i \) performs the following three steps in phase \( p \):

1. **Transmit:** Transmit messages of the form \((v_i[p-1], \cdot)\) to nodes that are reachable from node \( i \) via at most \( k \) hops away, through intermediate relays.
2. **Receive:** Receive messages from all \( k \)-hop incoming neighbors. Denote by \( R_i[p] \) the set of messages that node \( i \) received at phase \( p \).
3. **Update:** Update state using a transition function \( Z_i \), where \( Z_i \) is a part of the specification of the algorithm, and takes as input the set \( R_i[t] \), i.e., \( v_i[t] := Z_i(R_i[t], v_i[t-1]) \) at node \( i \).
Main Results. Below, we present two definitions to facilitate the discussion.

Definition 1 ($A \rightarrow_k B$). Given disjoint non-empty subsets of nodes $A$ and $B$, we will say that $A \rightarrow_k B$ holds if there exists a node $i$ in $B$ for which there exist at least $f+1$ node-disjoint paths of length at most $k$ from distinct nodes in $A$ to $i$. More formally, if $\mathcal{P}_i^k(k)$ is the family of all sets of $k$-length node-disjoint paths (with $i$ being their only common node) initiating in $A$ and ending in node $i, A \rightarrow_k B$ means that $\exists i \in B, \max_{P \in \mathcal{P}_i^k(k)} |P| \geq f + 1$.

Definition 2 (Condition $k$-CCA). For any partition $L,C,R$ of $V$, where $L$ and $R$ are both non-empty, either $L \cup C \rightarrow_k R$ or $R \cup C \rightarrow_k L$.

Theorem 3. Approximate crash-tolerant consensus in an asynchronous system using iterative $k$-hop algorithms is feasible iff $G$ satisfies Condition $k$-CCA.

The complete proof is presented in [5]. We only sketch the proof here. The necessity is proved using an indistinguishable argument inspired by [3, 7]. For sufficiency, we present Algorithm $k$-LocWA. Our key contribution is to identify what are the set of messages that each node needs to receive before updating its state value in Step 3 of the iterative $k$-hop algorithms. Algorithm $k$-LocWA relies on Condition $k$-WAIT: For $F_i \subseteq N^{-}_i(k)$, we denote with $\text{reach}_F^k(F_i)$ the set of nodes that have paths of length $l \leq k$ to node $i$ in $G_{V-F_i}$. That is, the set of $k$-hop incoming neighbors of $i$ that remain connected with $i$ even when all nodes in set $F_i$ crash. The condition is satisfied at node $i$, in phase $p$ if there exists $F_i \subseteq N^{-}_i(k)$ with $|F_i[p]| \leq f$ such that $\text{reach}_F^k(F_i[p]) \subseteq \text{heard}_i[p]$. Finally, we show that if $G$ satisfies Condition $k$-CCA, then Algorithm $k$-LocWA correctly solves approximate consensus.

We derive an upper bound on the number of asynchronous phases needed for $\epsilon$-convergence of Algorithm $k$-LocWA in [5]. This upper bound is naturally a function of values $\epsilon, k, f, n$ and $\delta = U[0]-\mu[0]$. As a function of $k$, the bound implies that for $k' \geq k$, Algorithm $k'$-LocWA $\epsilon$-converges faster than $k$-LocWA. We also prove that for values $k, k' \in \mathbb{N}$ with $k \leq k'$, Condition $k$-CCA implies Condition $k'$-CCA and that $n$-CCA is equivalent to CCA from [7].

Topology Discovery and Unlimited Relay Depth. Even if the topology knowledge of the nodes is restricted to their 1-hop neighborhood, we show that allowing topology information exchange and relay depth $n$, one can achieve approximate consensus whenever condition CCA [7] holds. This can be achieved through Algorithm LWA, presented in the full version [5], which introduces a topology discovery mechanism to learn the crucial topology information that is necessary to achieve consensus. This result implies that knowledge of topology does not affect the feasibility of the problem if topology knowledge can be relayed.
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1 Introduction
We consider the population protocol (PP) model [1] in this paper. A network called population consists of a large number of finite-state automata, called agents. Agents often make interactions, each between a pair of agents to communicate with, by which agents update their states. As with the majority of studies on population protocols, we consider only the population of complete graphs and the uniformly-random scheduler, which selects an interacting pair of agents at each step uniformly at random.

We focus on Self-Stabilizing Leader Election (SS-LE) problem, which is one of the most important and well-studied problems in the PP model. This problem requires that starting from any configuration, a population reaches a safe configuration in which exactly one leader exists; and after that, the population keeps that leader forever. Unfortunately, it is well known that no protocol solves SS-LE unless every agent knows the exact size \( n \) of the population (i.e., the number of agents). To circumvent this impossibility, our previous work [3] introduced the concept of loose-stabilization, a relaxed variant of self-stabilization: Starting from any initial configuration, the population must reach a safe configuration within a short time; after that, the specification of the problem must be sustained for a sufficiently long time, though not necessarily forever. This previous work gave a loosely-stabilizing leader
Loosely-stabilizing Leader Election with Polylogarithmic Convergence Time

Table 1 LS-LE protocols in the PP model. Time complexities are presented in parallel time.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Convergence Time</th>
<th>Holding Time</th>
<th>Agent Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sudo et al. [3]</td>
<td>$O(N \log N)$</td>
<td>$\Omega(e^N)$</td>
<td>$O(\log N)$</td>
</tr>
<tr>
<td>Izumi [2]</td>
<td>$O(N)$</td>
<td>$\Omega(e^N)$</td>
<td></td>
</tr>
<tr>
<td>Proposed Protocol ($PL$)</td>
<td>$O(c \log^3 N)$</td>
<td>$\Omega(cn^{10c})$</td>
<td>$O(\log \log N)$</td>
</tr>
</tbody>
</table>

Algorithm 1 $PL$: specifying a state-transition at interaction between agents $a_0$ and $a_1$.

1: $a_0.t_{\text{timer}} \leftarrow a_1.t_{\text{timer}} \leftarrow \max(a_0.t_{\text{timer}} - 1, a_1.t_{\text{timer}} - 1, 0)$
2: for $i \in \{0, 1\}$ such that $a_i.t_{\text{timer}} = 0$ do $a_i.\text{leader} \leftarrow \top$ endfor
3: if $\exists i \in \{0, 1\}: a_i.\text{leader} = \top$ then $a_0.t_{\text{timer}} \leftarrow a_1.t_{\text{timer}} \leftarrow t_{\text{max}}$ endif
4: $a_0.\text{virus} \leftarrow a_1.\text{virus} \leftarrow \max(a_0.\text{virus} - 1, a_1.\text{virus} - 1, 0)$
5: for $i \in \{0, 1\}$ such that $\neg a_i.\text{shield} \land (a_i.\text{virus} > 0)$ do $a_i.\text{leader} \leftarrow \bot$ endfor
6: for $i \in \{0, 1\}$ do $a_i.t_{\text{timer}} \leftarrow \max(a_i.t_{\text{timer}} - 1, 0)$ endfor
7: if $a_0.t_{\text{timer}} = 0 \land a_0.\text{leader} = \top$ then
8: $a_0.\text{virus} \leftarrow t_{\text{virus}}$
9: $a_0.\text{shield} \leftarrow \top$
10: end if
11: if $a_1.t_{\text{timer}} = 0 \land a_1.\text{leader} = \top$ then $a_1.\text{shield} \leftarrow \bot$ endif
12: for $i \in \{0, 1\}$ such that $a_i.t_{\text{timer}} = 0$ do $a_i.t_{\text{timer}} \leftarrow t_{\text{emit}}$ endfor

Loosely-stabilizing leader election (LS-LE) protocol assuming that every agent knows only a common upper bound $N$ of $n$. This protocol is practically equivalent to an SS-LE protocol since it maintains the unique leader for exponential time in $n$ after reaching a safe configuration within $O(N \log N)$ parallel time, i.e., the number of steps (interactions) per the population size $n$. Recently, Izumi [2] presented a method to improve the convergence time of this protocol to $O(N)$ parallel time. He also proved the optimality of its convergence time by showing that any LS-LE protocol whose holding time is exponential requires $\Omega(N)$ parallel time for convergence.

In this paper, we break through the barrier of this linear lower bound of convergence time and achieve poly-logarithmic parallel convergence time. Given a parameter $c \geq 1$ and an upper bound $N$ of $n$, our protocol converges to a safe configuration in $O(c \log^3 N)$ time, and preserves the unique leader for $\Omega(cn^{10c})$ time thereafter (Table 1). Owing to the above impossibility result by [2], the holding time of our protocol is no longer exponential but polynomial in $n$. However, we can arbitrarily increase the degree of the polynomial using parameter $c$. For example, the holding time is $\Omega(n^{100})$ if we assign $c = 10$, which is expected to be large enough in all practical situations.

1 Proposed Protocol

The pseudo code of $PL$ is shown in Algorithm 1. Each agent has five variables $\text{leader} \in \{\top, \bot\}, \text{shield} \in \{\top, \bot\}, \text{virus} \in [0, t_{\text{virus}}], t_{\text{timer}} \in [0, t_{\text{max}}], \text{and timer}_L \in [0, t_{\text{emit}}]$. The first two variables $\text{leader}$ and $\text{shield}$ are Boolean variables: $\text{v.leader} = \top$ means that agent $v$ is a leader, and $\text{v.shield}$ will be explained later. The variables $\text{virus}, t_{\text{timer}}, \text{and timer}_L$ are count-down timers where their maximum values are $t_{\text{virus}} = 60[\log N]$, $t_{\text{max}} = 12c \cdot t_{\text{virus}}[\log N]$, and $t_{\text{emit}} = 12c \cdot t_{\text{virus}}[\log N]$, respectively ($t_{\text{max}} = t_{\text{emit}}$).

Protocol $PL$ consists of a timeout mechanism (Lines 1-3) and a virus-war mechanism (Lines 4-12). The timeout mechanism creates a leader when no leader exists in the population while the virus-war mechanism reduces the number of leaders when two or more leaders exist.
The timeout mechanism of \( P_{\text{TL}} \) (Lines 1-3) is almost the same as that of the protocol given in [3]. This mechanism uses a propagating timer \( \text{timer}_P \), which indicates the possibility of existence of a leader. A leader agent always keeps the maximum value of the timer, i.e., \( \text{timer}_P = t_{\text{max}} \), and resets the timer of the other agent to \( t_{\text{max}} \) every time it interacts with a non-leader agent (Line 3). When two non-leaders interact, the higher value of the two timers is propagated, but is decremented by one (Line 1). When the timer of a non-leader decreases to zero, it suspects that no leader exists in the population, and it becomes a new leader (Line 2). The loosely-stabilizing property of this mechanism holds because (i) when no leader exists, some agent detects the timeout of its timer within a short time \( O(t_{\text{max}} \log n) \) parallel time and it becomes a leader, and (ii) when at least one leader exists, timeout rarely happens thanks to the timer reset by the leader(s) and the larger-value propagation.

We use the virus war mechanism presented in [4], but implements it in a considerably different way to achieve a poly-logarithmic convergence time. Every leader tries to kill other leaders by using viruses and become the unique leader. We say that agent \( v \) has a virus if \( v.\text{virus} > 0 \), and that \( v \) is wearing a shield if \( v.\text{shield} = \top \). Every agent has a local timer \( \text{timer}_L \) to create a new virus periodically. This timer is decreased by one every time the agent interacts (Line 6). When the local timer of a leader reaches zero at an interaction, the leader meets a different fate according to its role, initiator or responder, in the interaction. If the leader is an initiator, it succeeds in creating a new virus and wears a shield, that is, it substitutes \( \text{virus} \leftarrow t_{\text{virus}} \) and \( \text{shield} \leftarrow \top \) (Lines 8-9). If it is a responder, it fails to create a new virus and its shield gets broken if it wears (Line 11). Note that the uniformly-random scheduler gives each side of the coin-toss (initiator or responder) the same probability, i.e., 1/2. Thereafter, the local timer is reset to the maximum value \( t_{\text{emit}} \) (Line 12). A virus spreads by interactions (Line 4). A leader is killed and becomes a non-leader if it catches a virus when it does not wear a shield (Line 5). The value of \( \text{virus} \) corresponds to the TTL (time to live) of a virus and decreases in the large-value propagation fashion. The loosely-stabilizing property of this mechanism holds because (i) as long as multiple leaders exist, the number of leaders decreases by half in every \( O(t_{\text{emit}}) \) parallel time thanks to the fair coin-toss of the uniformly random scheduler and (ii) viruses rarely remove all leaders from the population thanks to \( t_{\text{virus}} \ll t_{\text{emit}} \). \( (t_{\text{virus}} \ll t_{\text{emit}} \text{ guarantees that at least one leader wears a shield with high probability when viruses exist in the population.)} \)

The above intuitive explanation holds if \( t_{\text{virus}} \) is sufficiently large. However, we assign logarithmic value to \( t_{\text{virus}} \) to get poly-logarithmic convergence time. A critical question arises here: Are created viruses propagated to the whole population with high probability? A similar question arises for the propagating timers. Careful and non-trivial analysis, omitted from this paper, affirms these questions and proves the performance of \( P_{\text{TL}} \) in Table 1.

---
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