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Preface

The Annual Symposium on Combinatorial Pattern Matching (CPM) is the international research forum in the areas of combinatorial pattern matching, string algorithms and related applications. The studied objects include strings as well as trees, regular expressions, graphs, and point sets, and the goal is to design efficient algorithms and data structures based on their properties, in order to design efficient algorithmic solutions for the addressed computational problems. The problems this conference deals with include those in bioinformatics and computational biology, coding and data compression, combinatorics on words, data mining, information retrieval, natural language processing, pattern matching and discovery, string algorithms, string processing in databases, symbolic computation, and text searching and indexing. This volume contains the papers presented at the 30th Annual Symposium on Combinatorial Pattern Matching (CPM 2019) held on June 18-20, 2019 in Pisa, Italy. The conference programme includes 29 contributed papers and three invited talks by Paweł Gawrychowski (University of Wrocław, Poland), Antonio Restivo (University of Palermo, Italy), and Michal Ziv-Ukelson (Ben Gurion University of the Negev, Israel). Contributions of the invited lectures are also included in this volume. For the first time, this edition of CPM will also include the "Highlights of CPM" special session, for presenting the highlights of recent developments in combinatorial pattern matching. In this first edition we have invited Diptarka Chakraborty (Weizmann Institute of Science, Israel) to present his FOCS 2018 (best) paper "Approximating edit distance within constant factor in truly sub-quadratic time", and Nicola Prezza (University of Pisa, Italy) to present his STOC 2018 paper "At the roots of dictionary compression: string attractors". The contributed papers were selected out of 50 submissions, corresponding to an acceptance ratio of about 58%. Each submission received at least three reviews. We thank the members of the Programme Committee and all the additional external reviewers that are listed below for their hard and invaluable and collaborative work that resulted in an excellent scientific programme.

The Annual Symposium on Combinatorial Pattern Matching started in 1990, and has since then taken place every year. Previous CPM meetings were held in Paris, London (UK), Tucson, Padova, Asilomar, Helsinki, Laguna Beach, Aarhus, Piscataway, Warwick, Montreal, Jerusalem, Fukuoka, Morelia, Istanbul, Jeju Island, Barcelona, London (Ontario, Canada), Pisa, Lille, New York, Palermo, Helsinki, Bad Herrenalb, Moscow, Ischia, Tel Aviv, Warsaw, and Qingdao. From 1992 to the 2015 meeting, all proceedings were published in the LNCS (Lecture Notes in Computer Science) series. Since 2016, the CPM proceedings appear in the LIPIcs (Leibniz International Proceedings in Informatics) series, as volume 54 (CPM 2016), 78 (CPM 2017), and 105 (CPM 2018). The whole submission and review process was carried out with the help of the EasyChair conference system. We thank the CPM Steering Committee for supporting Pisa as the site for CPM 2019 and for their advice. The conference is generously hosted by the Computer Science Department of the University of Pisa. We thank Alessio Conte, Roberto Grossi, Veronica Guerrini, Giulio Pibiri, Nicola Prezza, Giovanna Rosone, Rossano Venturini (University of Pisa), and Andrea Marino (University of Florence) for their involvement and help in local arrangements. Finally, we would like to thank the MSCA RISE 2015 BIRDS Project “Bioinformatics and Information Retrieval Data Structures Analysis & Design” (GA 690941) and the UniPi PRA2017-44 Project for providing generous financial support to the conference.
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How to Exploit Periodicity

Paweł Gawrychowski
Institute of Computer Science, University of Wrocław, Poland
gawry@cs.uni.wroc.pl

Abstract

Periodicity is a fundamental combinatorial property of strings. We say that \( p \) is a period of a string \( s[1..n] \) when \( s[i] = s[i + p] \) for every \( i \) such that both \( s[i] \) and \( s[i + p] \) are defined. While this notion is interesting on its own, it can be often used as a tool for designing efficient algorithms. At a high level, such algorithms often operate differently depending on whether a given string does or does not have a small period, where small usually means smaller than half of its length (or, say, quarter). In other words, we design an algorithm that is efficient if the given string is repetitive, and another algorithm that is efficient if the given string is non-repetitive, in every case carefully exploiting either the periodicity or the fact that input looks sufficiently “random”, and then choose the appropriate algorithm depending on the input. Of course, in some cases, one needs to proceed in a more complex manner, for example by classifying the whole string look at its substrings and process each of them differently depending on its structure.

I will survey results, mostly connected to different version of pattern matching, that are based on this paradigm. This will include the recent generalization of periodicity that can be applied in approximate pattern matching, and some examples of how the notion of periodicity can be applied to design a better data structure.

2012 ACM Subject Classification Theory of computation → Pattern matching

Keywords and phrases periodicity, pattern matching, Hamming distance
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Some Variations on Lyndon Words

Francesco Dolce
IRIF, Université Paris Diderot, France
dolce@irif.fr

Antonio Restivo
Dipartimento di Matematica e Informatica, Università degli Studi di Palermo, Italy
antonio.restivo@unipa.it

Christophe Reutenauer
LaCIM, Université du Québec à Montréal, Canada
reutenauer.christophe@uqam.ca

Abstract
In this paper we compare two finite words $u$ and $v$ by the lexicographical order of the infinite words $u^\omega$ and $v^\omega$. Informally, we say that we compare $u$ and $v$ by the infinite order. We show several properties of Lyndon words expressed using this infinite order. The innovative aspect of this approach is that it allows to take into account also non trivial conditions on the prefixes of a word, instead that only on the suffixes. In particular, we derive a result of Ufnarovskij [V. Ufnarovskij, *Combinatorial and asymptotic methods in algebra*, 1995] that characterizes a Lyndon word as a word which is greater, with respect to the infinite order, than all its prefixes. Motivated by this result, we introduce the prefix standard permutation of a Lyndon word and the corresponding (left) Cartesian tree. We prove that the left Cartesian tree is equal to the left Lyndon tree, defined by the left standard factorization of Viennot [G. Viennot, *Algèbres de Lie libres et monoïdes libres*, 1978]. This result is dual with respect to a theorem of Hohlweg and Reutenauer [C. Hohlweg and C. Reutenauer, *Lyndon words, permutations and trees*, 2003].

2012 ACM Subject Classification
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1 Introduction

Let $A$ be a totally ordered alphabet. A word $w$ is called a *Lyndon word* if for each nontrivial factorization $w = uv$, one has $w < v$ (here $<$ is the lexicographical order). Lyndon words were introduced in [19].

A well-known theorem of Lyndon states that every finite word $w$ can be decomposed in a unique way as a nonincreasing product $w = \ell_1 \ell_2 \cdots \ell_n$ of Lyndon words. This theorem, which is a combinatorial counterpart of the famous theorem of Poincaré-Birkhoff-Witt, provides an example of a factorization of the free monoid (see [18]). It has also many algorithmic applications and it may be computed in an efficient way. Indeed, Duval proposed in [11] a $O(\lg n)$-time parallel algorithm.

The (right) Lyndon tree of a Lyndon word $w$ corresponds recursively to the following *right standard factorization* of $w$, when no reduced to a single letter: $w$ can be written as $w = uv$ where $v$ is the longest proper nonempty suffix of $w$ which is a Lyndon word. The word $u$ is then also a Lyndon word. Remark that one can also define a *left standard factorization* of a Lyndon word, and then a left Lyndon tree (cf. [24] and [5]).
Some Variations on Lyndon Words

On the other hand, one can associate to a Lyndon word \( w \) the Cartesian tree corresponding to its suffix standard permutation (also commonly known as the inverse suffix array of \( w \)). Hohlweg and Reutenauer have proved that the (right) Lyndon tree of a Lyndon word is equal to its Cartesian tree (see [15]). This connection is useful for the computation of runs in a word (see, e.g. [9, 8, 2, 3]).

In this paper we consider a new approach that uses infinite words: the relation between two finite words \( u \) and \( v \) is determined by the lexicographical order of the infinite words \( u^\omega \) and \( v^\omega \) (where \( u^\omega = uuu \cdots \)). Informally, we say that we compare \( u \) and \( v \) using the infinite order.

Note that one can have \( u < v \) but \( u^\omega > v^\omega \). For instance, if \( a < b \), one has \( ab < aba \) but \( (aba)^\omega < (ab)^\omega \).

This new relation between words has been used in some important results in combinatorics on words, as, for instance in the bijection of Gessel and Reutenauer (cf. [13]), which is at the basis of some extentions of the Burrows-Wheeler transform (see [20] and [16]).

We show that several properties of Lyndon words can be expressed by using the infinite order. We prove (Corollary 16) that a word \( w \) is a Lyndon word if and only if \( w^\omega < v^\omega \) for each proper suffix \( v \) of \( w \), i.e., \( w \) is smaller, with respect to the infinite order, than all its proper suffixes. Moreover, we show that in the classical factorization theorem by Lyndon (every word can be factorized in a unique way as a non-increasing product of Lyndon words) the product is non-increasing also with respect to the infinite order. We also deduce (Theorems 21 and 23) new characterizations of the first and of the last factor of the factorization in Lyndon words.

The innovative aspect of this new approach in the study of Lyndon words is that it takes into account also conditions on the prefixes of a word, instead that only on the suffixes. In particular, we derive (Corollary 17) a result of Ufnarovskij (cf. [23]) that characterizes a Lyndon word as a word which is greater, with respect to the infinite order, than all its proper prefixes.

In the last section, motivated by the Ufnarovskij’s Theorem, we show that the ordering of the prefixes of a word according to the infinite order is non-trivial, and this leads to the notion prefix array of a word. We then introduce the prefix standard permutation of a word (the inverse of the prefix array) and the corresponding left Cartesian tree. We prove, as a result which is dual with respect to that of Hohlweg and Reutenauer, that the left Cartesian tree of a Lyndon words is equal to its left Lyndon tree (Theorem 36).

Some of the results of Sections 3 and 4 can be extended by considering a generalized order relation, i.e., an order in which the comparison between two words depends on the length of their common prefix. A word \( w \) is called a generalized Lyndon word if \( w^\omega < v^\omega \) (with respect the generalized order) for each proper suffix \( v \) of \( w \). Generalized Lyndon words have been introduced in [22] and their theory has been further developed in [10]. A very special case of generalized order is given by the alternating order, in which the comparison between two words depends on the parity of the length of their common prefix. The generalized Lyndon words with respect to the alternating order are called Galois words. A bijection, similar to that of Gessel and Reutenauer, for the alternating order, has been proved in [12]: it leads to the definition of the Alternate Burrows-Wheeler Transform (ABWT), that has been also studied in [14].

2 Definitions and notations

For undefined notation we refer to [17] and [18]. We denote by \( A \) a finite alphabet, by \( A^* \) the free monoid and by \( A^+ \) the free semigroup. Elements of \( A^* \) are called words and the identity element, denoted by \( 1 \), is called the empty word. We say that a word \( u \) is a factor of
the word $w$ if $w = xuy$ for some words $x, y$; $u$ is a prefix (resp. suffix) if $x = 1$ (resp. $y = 1$); it is nontrivial if $u \neq 1$ and proper if $u \neq w$. We say that $w = ps$ is a nontrivial factorization of $w$ whenever $p, s$ are both nonempty. The length of a word $w = a_1a_2 \cdots a_n$, where $a_i \in A$ for all $i$, is equal to $n$ and it is denoted by $|w|$.

A period of a word $a_1a_2 \cdots a_n$ is a natural integer $p$ such that $a_i = a_{i+p}$ for any $i$ such that $i, i + p \in \{1, \ldots, n\}$; it is called a nontrivial period if $0 < p < n$. A word having a nontrivial period is called periodic.

We say that $v$ is a fractional power of $u$ if $u = u_1u_2$ and $v = u^k u_1$ for some nonnegative integer $k$. In this case, one writes $v = u^r$, where $r = k + |u_1|/|u|$ is a positive rational. Note that for $k = 0$ (or $r < 1$) this means that $v$ is a prefix of $u$. Fractional powers are also known as sesquipowers (see, e.g., [21]).

We say that the $v$ is a strict fractional power of $u$ if $v$ is a fractional power of $u$ and, with the notations above, $k \geq 1$ or, equivalently, that $r \geq 1$. In this case $u$ is a prefix of $v$.

\textbf{Example 1.} Let $u = abed$. Then $u^{2/3} = abed$ and $u^{5/3} = abed fabed$. The last one is, in particular, a strict fractional power of $u$.

We denote by $A^\omega$ the set of sequences over $A$, also called infinite words; such a sequence $(a_n)_{n \geq 1}$ is also written $a_1a_2a_3 \cdots$. If $w$ is a (finite) word of length $n \geq 1$, $w^\omega$ denotes the infinite word having $w$ as a prefix and of period $n$.

We denote by $A^\infty = A^* \cup A^\omega$ the set of finite and infinite words.

A border of a word $w$ of length $n$ is a word which is simultaneously a nontrivial proper prefix and suffix of $w$. A word is called unbordered if it has no border. It is well-known that a word has a border if and only if it is periodic.

\section{Infinite order on finite words}

Given an order $<$ on the alphabet $A$, we can define the lexicographical order $<_\text{lex}$ (or simply $<$ when it is clear from the context) on $A^\omega$ in the following way: $u <_\text{lex} v$ if either $u$ is a proper prefix of $v$ (in which case $u$ must be in $A^*$) or we may write $u = pau'$, $v = pbv'$ for some words $p \in A^*$, $u', v' \in A^\omega$ and some letters $a, b \in A$ such that $a < b$.

\textbf{Definition 2.} Let $s, t$ be two distinct elements of $A^\omega$ such that we have a factorization $s = u_1 \cdots u_k s_0$ with $u_1, \ldots, u_k$ finite nonempty words and $s_0$ is an infinite word. We say that the comparison between $s$ and $t$ takes place within $u_k$ if $u_1 \cdots u_k-1$ is a prefix of $t$, but $u_1 \cdots u_k$ is not. If moreover $u_1, u_2, \ldots, u_k$ are letters we say that the comparison takes place at position $k$.

Note that, when the comparison takes place within $u_k$, one may write $t = u_1 \cdots u_k-1 u'_k t'$, for some $t' \in A^\omega$ and $u'_k \neq u_k$ such that $|u'_k| = |u_k|$.

Suppose that $u, v$ are finite nonempty words. The following fact is well-known: one has $u^\omega = v^\omega$ if and only if $u, v$ are power of a common word, and this is true if and only if $u$ and $v$ commute (see, for instance, [18, Corollary 6.2.5]).

In the sequel we compare two finite words $u$ and $v$ by comparing the infinite words $u^\omega$ and $v^\omega$, with respect to the lexicographical order. Informally, we say that we compare $u$ and $v$ with respect to the infinite order.

Note that, given two nonempty finite words $u, v$, it is not true that $u^\omega < v^\omega$ $\iff$ $u < v$, as shown in the following example.

\textbf{Example 3.} Let us consider the two words $u = b$, $v = ba$. Since $u$ is a prefix of $v$ we have $u < v$. Nevertheless $u^\omega = bbb \cdots > bababa \cdots = v^\omega$. 


In the next section we will show that this equivalence holds for Lyndon words (Theorem 20).

Even though we use the term "infinite order", when $u^\omega \neq v^\omega$ the comparison between $u^\omega$ and $v^\omega$ takes place at a position bounded by a function of the lengths of $u$ and $v$, as stated by the following lemma, which is a reformulation of the well known Fine and Wilf theorem (see, for instance, [17]).

**Lemma 4.** Let $u, v$ be nonempty words such that $u^\omega \neq v^\omega$. Then the comparison between $u^\omega$ and $v^\omega$ takes place at a position $k \leq |u| + |v| - \gcd(|u|, |v|)$.

The following example shows that the bound given in the previous lemma is tight.

**Example 5.** Let $u = abaab$ and $v = abaababa$. Then,

$$u^\omega = abaababaabab\ldots \quad \text{and} \quad v^\omega = abaababaabab\ldots$$

One has that $u^\omega < v^\omega$ and that the comparison takes place at position 12 = $|u| + |v| - 1$.

**Lemma 6.** Let $u, v$ be nonempty words such that $u^\omega \neq v^\omega$. Then the comparison between $u^\omega$ and $v^\omega$ takes place within the first factor $v$ of $v^\omega$ if and only if $v$ is not a fractional power of $u$.

**Proof.** The comparison between the two infinite words takes place within the first $v$ if and only if the two prefixes of length $|v|$ of $u^\omega$ and $v^\omega$ are different. The conclusion follows from the fact that $v$ is a fractional power of $u$ if and only if $v$ is a prefix of $u^\omega$. ◀

**Lemma 7.** Let $s, t \in A^\omega$ be as in Definition 2 (and the sentence following it). Then $s < t$ (resp. $s \geq t$) implies $u_1 \cdots u_k s' < u_1 \cdots u_k t'$ (resp. $u_1 \cdots u_k s' > u_1 \cdots u_k t'$) for any infinite words $s', t'$.

**Lemma 8.** Let $u, v$ be nonempty finite words such that $u^\omega < v^\omega$ and let $x, y$ be two finite words. Then

(i) if neither $u$ or $v$ is a prefix of the other, then $(ux)^\omega < (vy)^\omega$;

(ii) if $v$ is not a fractional power of $u$, then $(u^{k+1}x)^\omega < (vy)^\omega$, where $k$ is the largest integer such that $u^k$ is a prefix of $v$. In particular $u^\omega < (vy)^\omega$.

**Proof.** In case (i), the comparison between the two infinite words takes place within the prefix of length $\min(|u|, |v|)$. Hence we conclude using Lemma 7.

Suppose now that the hypothesis of (ii) holds. Then we can write $u = u'a_1v_1$ and $v = u'bu_1v_1$, with $u' \in A^*$, $a, b \in A$ such that $a \neq b$, and $u_1, v_1 \in A^*$. Let $m = |u^{k+1}u|$. Since $u^\omega = u^k u'a_1u^\omega$ and since $u^\omega < v^\omega$, we have that $a < m+1$. The two infinite words $u^\omega$ and $(u^{k+1}x)^\omega$ share the same prefix of length $m + 1$, and the same do $v^\omega$ and $(vy)^\omega$. Thus the comparison between $(u^{k+1}x)^\omega$ and $(vy)^\omega$ takes place at position $m + 1$. Since $a < m+1$, we can conclude. ◀

We use several times the following observation: the opposite order $\prec$ of an order $<$ is also a lexicographical order.

**Example 9.** Let $<$ be the usual lexicographical order on $\{a, b\}$, that is such that $a < b$. Then $\prec$ is defined by $b \prec a$.

**Theorem 10.** Let $u, v$ be finite nonempty words such that $u^\omega \neq v^\omega$, and $s, t$ be infinite words in $\{u, v\}^\omega$. Then

$$u^\omega < v^\omega \iff us < vt.$$
Proof. Without loss of generality, we may assume that \( u, v \) are primitive.

Suppose that \( u^\omega < v^\omega \). Let us first consider the case when \( v \) is not a fractional power of \( u \). Then we can write \( u = u_1au_2, \ v = u^k b v_2 \) with letters \( a \neq b \) and \( k \geq 0 \). Then \( u^\omega = u^k u_1 a \cdots \) and \( v^\omega = u^k u_1 b \cdots \). Since \( u^\omega < v^\omega \), we must have \( a < b \). Note that by hypothesis, one has either \( us = u^s \) or \( us = u^l v \cdots \), with \( l \geq 1 \). In both cases \( us \) begins by \( u^{k+1} \). Thus \( u^k u_1 a \cdots \). Moreover \( vt \) begins by \( v \) and hence \( vt = u^k v_1 b \cdots \). Therefore \( us < vt \).

Suppose now that \( v \) is a strict fractional power of \( u \). We can write \( v = u^k u_1, \ u = u_1 u_2, \) for some \( k \geq 1 \), and \( u_1, u_2 \) nonempty finite words (since \( u^\omega \neq v^\omega \)). In particular, we have \( u_1 u_2 \neq u_2 u_1 \) since \( u \) is primitive. Then \( u^\omega = u^k u_1 u^k u_2 u_1 \cdots \) and \( v^\omega = u^k u_1 u^k u_2 u_1 \cdots \) (since \( k \geq 1 \)). From the inequality \( u^\omega < v^\omega \), we deduce that \( u_2 u_1 < u_1 u_2 \). We claim that \( us = u^k u_1 u^k u_2 u_1 \cdots \): indeed, either \( s = u^l v \cdots, 1 \leq l \leq \infty \), so that \( u^{k+2} \) is a prefix of \( us \), implying the claim; or \( s = v \cdots \), so that \( us \) begins by \( us = uu^k u_1 = u^k u_1 u^k u_2 u_1 \) and the claim is true, too. Moreover \( vt = u^k u_1 u^k u_2 \cdots \). Therefore \( us < vt \).

It remains the case where \( v \) is a proper prefix of \( u \). Then \( u \) is either not a fractional power of \( v \), or \( u \) is a strict fractional power of \( v \). In this case, we have \( u^\omega < u^\omega \). Hence the previous arguments imply that \( vt < us \) and therefore \( us < vt \).

Suppose now that \( u^\omega < v^\omega \) does not hold. Since \( u^\omega \neq v^\omega \), we have \( u^\omega < v^\omega \). From the previous arguments it follows that \( us < vt \), hence \( vt < us \) and therefore \( us < vt \) does not hold.

Using the previous theorem we can prove the following result (part of the it is stated, in a more general context, in \([22]\), see also \([10]\)).

> **Corollary 11.** The following conditions are equivalent for nonempty words \( u, v \in A^* \):

1. \( u^\omega < v^\omega \);
2. \( (uv)^\omega < v^\omega \);
3. \( u^\omega < (vu)^\omega \);
4. \( (uv)^\omega < (vu)^\omega \);
5. \( u^\omega < (uv)^\omega \);
6. \( (vu)^\omega < v^\omega \).

Proof. It follows from Theorem 10 that Condition (1) is equivalent to each of the Conditions (2), (3) and (4).

Condition (5) is equivalent to condition (3): indeed \( u^\omega < (vu)^\omega \Leftrightarrow uu^\omega < u(vu)^\omega \Leftrightarrow u^\omega < (uv)^\omega \). Similarly, condition (6) is equivalent to condition (2): indeed, \( (uv)^\omega < v^\omega \Leftrightarrow v(vu)^\omega < vv^\omega \Leftrightarrow (vu)^\omega < v^\omega \).

Note that previous corollary implies a result proved by Bergman in \([4, \text{ Lemma 5.1}] \) (see also \([23, \text{ p.34 and pp.101–102}] \)).

> **Corollary 12.** Let \( u, v \) be two finite words such that \( u^\omega < v^\omega \). Then

\[
\begin{align*}
  u^\omega &< (uv)^\omega < (vu)^\omega < v^\omega .
\end{align*}
\]

Another immediate consequence of Corollary 11 is that one can define the “infinite order” without any explicit use of infinite words, as stated by the following corollary.

> **Corollary 13.** Let \( u, v \) be two finite words. Then \( u^\omega < v^\omega \) if and only if \( uv < vu \).
4 Lyndon words

In this section we show some fundamental properties of Lyndon words by using the infinite order, instead of the classical lexicographical order. Moreover, the infinite order allows to introduce an innovative point of view about Lyndon words, by taking into account conditions on the prefixes of a word (instead that only on the suffixes). In particular, we derive a result by Ufnarovskij (Corollary 17) that characterizes a Lyndon word as a word which is greater (with respect to the infinite order) than its proper prefixes.

Let us start with the classical definition of Lyndon words in terms of the usual lexicographical order (see, for instance, [11]).

Definition 14. A word $w$ is a Lyndon word if any one of the following three equivalent conditions holds:

(i) for any nontrivial factorization $w = uv$, $u < v$,
(ii) for any nontrivial factorization $w = uv$, $uv < v$,
(iii) for any nontrivial factorization $w = uv$, $uv < vu$.

The following theorem provides a characterization of Lyndon words by using the infinite order.

Theorem 15. A word $w$ is a Lyndon word if and only if, for any nontrivial factorization $w = uv$, any one of the six equivalent conditions of Corollary 11 holds.

Proof. From Corollary 13 it follows that condition (iii) of Definition 14 is equivalent to condition (1) of Corollary 11. ▷

In next corollary (part of whose has already been proved, in a more general context, in [22, Proposition 2.1], see also [10]) we highlight conditions (1) and (2) of Corollary 11. Even though such conditions show some formal similarity with the conditions (i) and (ii) of Definition 14, they are essentially different.

Corollary 16. A word $w$ is a Lyndon word if and only if one of the following condition is satisfied for any nontrivial factorization $w = uv$:

1. $w^\omega < v^\omega$.
2. $w^\omega < v^\omega$.

The following result, due to Ufnarovskij (see also [23, Theorem 2, p.35]) follows from Theorem 15 and condition (5) of Corollary 11. It provides a characterization of a Lyndon word that takes into account its prefixes, instead than its suffixes.

Corollary 17 (Ufnarovskij). A word $w$ is a Lyndon word if and only if for any nontrivial factorization $w = ps$, one has $p^\omega < w^\omega$.

Example 18. The word $w = aabab$ is a Lyndon word. We have $a^\omega = (aa)^\omega < (aaba)^\omega < (aab)^\omega < w^\omega$.

The following result is classical (see, for instance [17]).

Theorem 19. Each word in $A^*$ can be factorized in a unique way as a nonincreasing product of Lyndon words.

The term ”nonincreasing” in the previous theorem is referred to the classical lexicographical order. The following theorem (cf. [6, Theorem 8]) shows that the factorization in Lyndon words is non-increasing also with respect to the infinite order.
Then $\ell(v)$ (since then we have $\ell$ words by using the infinite order).

Let $u,v$ be two Lyndon words. Then $u < v$ if and only if $u^\omega < v^\omega$.

**Proof.** Suppose that $u < v$. If $u$ is not a prefix of $v$, then obviously $u^\omega < v^\omega$.

If $u$ is a prefix of $v$, then $v = uy$, for some nonempty word $y$. From $u < v$ and $v < y$ (since $v$ is a Lyndon word) we get $u^\omega < uy = v$, and thus $u^\omega < v^\omega$.

To prove the converse implication, let us suppose that $u^\omega < v^\omega$. By contradiction, suppose $v < u$. By the first part of the proof we would have $v^\omega < u^\omega$, which gives us a contradiction.

In the following theorem we characterize the last element of the factorization in Lyndon words by using the infinite order.

**Theorem 21.** Let $w = \ell_1\ell_2\cdots\ell_n$, with $\ell_i$ Lyndon words such that $\ell_1^\omega \geq \ell_2^\omega \geq \cdots \geq \ell_n^\omega$. Then $\ell_n$ is the shortest among all nontrivial suffixes of $w$ such that $s^\omega$ is minimum.

**Proof.** Let $z$ be the shortest among all nontrivial suffixes of $w$ such that $s^\omega$ is minimum. If $w = z$ then $w$ is a Lyndon word and $\ell_1 = \ell_0 = z$.

Otherwise, we can write $w = uz$. Consider the factorization of $u$ in Lyndon words:

$u = \ell_1'\ell_2'\cdots\ell_k'$, with $\ell_1'^\omega \geq \ell_2'^\omega \geq \cdots \geq \ell_k'^\omega$. By hypothesis, $(\ell_k'z)^\omega > z^\omega$. Then, using Corollary 11, one has $\ell_k'^\omega > z^\omega$. It follows that $\ell_1'\ell_2'\cdots\ell_k'z$ is a non-increasing factorization of $w$ in Lyndon words. Since the factorization is unique, we have that $z = \ell_n$.

**Example 22.** Let $w = ababaab$. Its non-increasing factorization into Lyndon words is $w = (ab)(ab)(aab)$. One can check that $(aab)^\omega < (abab)^\omega < w^\omega < (ab)^\omega < (baab)^\omega < (babaab)^\omega < b^\omega$.

In the previous results we gave a characterization of the last element of the factorization of a word in Lyndon words. Now, we focus on the first factor. This result is motivated by point 1 of Corollary 16: the fact that a word $w$ is not a Lyndon word implies the existence of a prefix $u$ such that $w^\omega \geq v^\omega$, where $v$ is the corresponding suffix. If one chooses the shortest prefix satisfying this property, this turns out to be the first factor in the Lyndon factorization. In the same vein, it is motivated by Ufnarovskij’s Theorem (Corollary 17 above).

**Theorem 23.** Let $w = \ell_1\ell_2\cdots\ell_n$ be the nonincreasing factorization into Lyndon words of a finite nonempty word $w$.

1. The word $\ell_1$ is the shortest nontrivial prefix of $w$ such that, when writing $w = ps$, one has either $s = 1$ or $p^\omega \geq s^\omega$.

2. The word $\ell_1$ is the shortest nontrivial prefix of $w$ such that $p^\omega \geq w^\omega$.

In order to prove Theorem 23 we need a preliminary result which refines Corollary 11 in the case of the usual lexicographical order.

Note that, for any infinite words $s,t$ such that $s < t$, with $< \omega$ the classical order, and for any finite word $w$, one has $ws < wt$.

**Corollary 24.** If $\ell_1,\ell_2,\ldots,\ell_n$, with $n \geq 2$, are Lyndon words such that $\ell_1^\omega \geq \ell_2^\omega \geq \cdots \geq \ell_n^\omega$, then $\ell_1^\omega \geq (\ell_2 \cdots \ell_n)^\omega$.

**Proof.** The case $n = 2$, it is trivial. Let consider the case $n \geq 3$. By induction hypothesis we have $\ell_2^\omega \geq (\ell_3 \cdots \ell_n)^\omega$. From Corollary 11 it follows that $\ell_2^\omega \geq (\ell_2 \cdots \ell_n)^\omega$.

It order to prove Theorem 23 let us recall the well-known fact that all Lyndon words are unbordered (see, for instance, [7]).
Proof of Theorem 23. Let us prove the first assertion. When \( n = 1 \), then \( w = \ell_1 \) is a Lyndon word and the result is true by point 1 of Corollary 16.

Suppose now that \( n \geq 2 \). Then, by Corollary 24, we have \( \ell_1^2 \geq (\ell_2 \cdots \ell_n)^2 \). Let \( p \) be a nontrivial prefix of \( w \) shorter then \( \ell_1 \). Thus, we have a nontrivial factorization \( \ell_1 = pq \) for some \( q \neq 1 \). By Corollary 16, we know that \( p^2 < q^2 \). Since \( \ell_1 \) is unbordered, \( q \) cannot be a fractional power of \( p \). Thus, by point (ii) of Lemma 8, one has \( p^2 < (q\ell_2 \cdots \ell_n)^2 \), which prove the first part of the theorem.

The second assertion just follows from the first one. Indeed, using Corollary 11, we have that if \( s \neq 1 \), then \( p^\omega \geq s^\omega \) is equivalent to \( p^2 \geq (ps)^2 \).

Example 25. Let \( w = ababaab \). As seen in Example 22, its nonincreasing factorization into Lyndon words is \( w = (ab)(ab)(aab) \). One can check that \( (ab)^\omega > w^\omega > (abaab)^\omega \) while \( a^\omega < w^\omega < (babaab)^\omega \).

5 Left Lyndon tree and prefix standardization

In [15], the authors associate with each Lyndon word \( w \) an increasing tree, based on the suffixes of \( w \); they show that the completion of this tree, with leaves appropriately labeled by the letters of \( w \), is equal to the tree obtained by iterating the right standard factorization of \( w \) (equivalently the Lie bracketing associated with \( w \)).

In this section we give a similar construction and result, based on the prefixes of \( w \) instead that on the suffixes. This construction is motivated by Ufnarovskij’s Theorem (Corollary 17).

5.1 Left Lyndon tree

In [24] (cf. also [5]) Viennot introduced the notion of left standard factorization of a Lyndon word. Let us consider a Lyndon word \( w \) having length at least 2. The left standard factorization of \( w \) is the factorization \( w = uv \), where \( u \) is the longest nonempty proper prefix of \( w \) which is a Lyndon word.

The following is a well-known result (see [24, p. 14]).

Proof of Theorem 23. Let us prove the first assertion. When \( n = 1 \), then \( w = \ell_1 \) is a Lyndon word and the result is true by point 1 of Corollary 16.

Suppose now that \( n \geq 2 \). Then, by Corollary 24, we have \( \ell_1^2 \geq (\ell_2 \cdots \ell_n)^2 \). Let \( p \) be a nontrivial prefix of \( w \) shorter then \( \ell_1 \). Thus, we have a nontrivial factorization \( \ell_1 = pq \) for some \( q \neq 1 \). By Corollary 16, we know that \( p^2 < q^2 \). Since \( \ell_1 \) is unbordered, \( q \) cannot be a fractional power of \( p \). Thus, by point (ii) of Lemma 8, one has \( p^2 < (q\ell_2 \cdots \ell_n)^2 \), which prove the first part of the theorem.

The second assertion just follows from the first one. Indeed, using Corollary 11, we have that if \( s \neq 1 \), then \( p^\omega \geq s^\omega \) is equivalent to \( p^2 \geq (ps)^2 \).

Example 25. Let \( w = ababaab \). As seen in Example 22, its nonincreasing factorization into Lyndon words is \( w = (ab)(ab)(aab) \). One can check that \( (ab)^\omega > w^\omega > (abaab)^\omega \) while \( a^\omega < w^\omega < (babaab)^\omega \).

5 Left Lyndon tree and prefix standardization

In [15], the authors associate with each Lyndon word \( w \) an increasing tree, based on the suffixes of \( w \); they show that the completion of this tree, with leaves appropriately labeled by the letters of \( w \), is equal to the tree obtained by iterating the right standard factorization of \( w \) (equivalently the Lie bracketing associated with \( w \)).

In this section we give a similar construction and result, based on the prefixes of \( w \) instead that on the suffixes. This construction is motivated by Ufnarovskij’s Theorem (Corollary 17).

5.1 Left Lyndon tree

In [24] (cf. also [5]) Viennot introduced the notion of left standard factorization of a Lyndon word. Let us consider a Lyndon word \( w \) having length at least 2. The left standard factorization of \( w \) is the factorization \( w = uv \), where \( u \) is the longest nonempty proper prefix of \( w \) which is a Lyndon word.

The following is a well-known result (see [24, p. 14]).

Proof of Theorem 23. Let us prove the first assertion. When \( n = 1 \), then \( w = \ell_1 \) is a Lyndon word and the result is true by point 1 of Corollary 16.

Suppose now that \( n \geq 2 \). Then, by Corollary 24, we have \( \ell_1^2 \geq (\ell_2 \cdots \ell_n)^2 \). Let \( p \) be a nontrivial prefix of \( w \) shorter then \( \ell_1 \). Thus, we have a nontrivial factorization \( \ell_1 = pq \) for some \( q \neq 1 \). By Corollary 16, we know that \( p^2 < q^2 \). Since \( \ell_1 \) is unbordered, \( q \) cannot be a fractional power of \( p \). Thus, by point (ii) of Lemma 8, one has \( p^2 < (q\ell_2 \cdots \ell_n)^2 \), which prove the first part of the theorem.

The second assertion just follows from the first one. Indeed, using Corollary 11, we have that if \( s \neq 1 \), then \( p^\omega \geq s^\omega \) is equivalent to \( p^2 \geq (ps)^2 \).

Example 25. Let \( w = ababaab \). As seen in Example 22, its nonincreasing factorization into Lyndon words is \( w = (ab)(ab)(aab) \). One can check that \( (ab)^\omega > w^\omega > (abaab)^\omega \) while \( a^\omega < w^\omega < (babaab)^\omega \).
Figure 1 The left Lyndon tree of \( w = aabaacab \).

- \( \varphi(a) = a \) for any \( a \) in \( A \);
- \( \varphi((t_1,t_2)) = \varphi(t_1)\varphi(t_2) \) for any two trees \( t_1, t_2 \).

In other words, \( \varphi(t) \) is obtained by vertically projecting the leaves of \( t \) onto a horizontal line.

Example 29. The foliage of the tree in Figure 1 is the word \( aabaacab \).

To each Lyndon word in \( A^+ \) we can associate a complete tree \( L(w) \) in \( M(A) \), called the left Lyndon tree of \( w \), defined recursively as follows:
- \( L(a) = a \) for each letter \( a \in A \);
- \( L(w) = (L(u), L(v)) \) for each Lyndon word \( w \) of length at least 2 with left standard factorization \( w = uv \).

It is clear by the definition that \( \varphi(L(w)) = w \).

Example 30. The left Lyndon tree associated to the Lyndon word \( w = aabaacab \) is shown in Figure 1 (disregarding the labels of the internal nodes).

5.2 Prefix standardization

Consider an alphabet \( A \) and a total order \( < \) on \( A \). We define an order \( \prec \) on the free monoid as follows: \( u \prec v \) if either
- \( u^\omega < v^\omega \), or
- \( u^\omega = v^\omega \) (which means that \( u, v \) are power of the same word) and if \( u \) is longer than \( v \).

Example 31. Let us consider the above order on \( \{a,b\}^\ast \) induced by \( a < b \). One has \( aa \prec a \prec ab \prec ba \prec b \).

Let \( w \) be a word of length \( n + 1 \) on a totally ordered alphabet. Let us consider the sequence \( p_1, p_2, \ldots, p_n, p_{n+1} = w \) of its nonempty prefixes, in increasing length.

Motivated by Ufnarovskij’s Theorem (Corollary 17), we call prefix standard permutation of \( w \) the unique permutation \( \sigma \in S_{n+1} \) such that

\[ p_{\sigma^{-1}(1)} \prec p_{\sigma^{-1}(2)} \prec \cdots \prec p_{\sigma^{-1}(n)} \prec p_{\sigma^{-1}(n+1)}. \]

In other words, we number each letter in \( w \) by \( 1, 2, \ldots, n, n + 1 \) as follows: 1 for the letter where the \( \prec \)-smallest prefix ends, 2 for the second smallest one in the order \( \prec \), and so on. Then \( \sigma \) is the represented by the word \( w \) translated in this new alphabet. We denote such a permutation by \( \text{pstd}(w) \).
Some Variations on Lyndon Words

Example 32. The prefix standard permutation of the word \( w = aabaacab \) is the permutation \( \text{pstd}(w) = 21543768 \). Indeed on can check that \( aa < a < aaba < aaba < aab < aabaaca < aabaac < w \).

Remark 33. In [15] the authors define the “suffix standard permutation” of a word. In literature, this is also commonly known as “inverse suffix array”. Therefore, our prefix standard permutation could also be called “inverse prefix array”.

An injective word is a word without repetition of letters. Each permutation in \( S_n \) can be seen as a complete injective word, that is an injective word in the ordered alphabet \( \{1 < 2 < \ldots < n\} \), having all \( n \) letters as factors.

With each injective word \( \alpha \) on a totally ordered alphabet, and in particular with each permutation \( \alpha \in S_n \), we can associate bijectively a binary noncomplete labeled decreasing tree (i.e., such that each node is smaller than its father) defined recursively as follows:

- the root is \( n \), the maximum letter in \( \alpha \);
- its left and right subtrees (which may be empty) are the trees associated to \( u \) and \( v \) respectively, where \( u, v \) are injective words in \( \{1,2,\ldots,n\} \) such that \( \alpha = unv \).

The inverse bijection is obtained by vertically projecting the labels on the horizontal line.

Example 34. The decreasing tree associated to \( \alpha = 2154376 \) is the tree shown in Figure 2 restricted to its internal nodes.

Let us now associate a tree with a Lyndon word, called the left Cartesian tree of \( w \), and denoted \( C(w) \), as follows (see also [9] and the references there). To each letter \( a \in A \) we define \( C(a) = a \). Otherwise, let \( \sigma = \text{pstd}(w) \in S_{n+1} \), with \( |w| = n + 1 \), and let \( \alpha \in S_n \) be the permutation obtained by removing the last digit in \( \sigma \) (which is \( n + 1 \), because of Corollary 17). Using the construction before we obtain a noncomplete binary decreasing tree \( t^* \) having \( n \) nodes. We define \( C(w) \) as the complete binary tree having \( t^* \) as tree of internal nodes and the letters of \( w \) as leaves in order from left to right, i.e., such that \( \varphi(t^*) = w \).

Example 35. The tree \( C(w) \) for \( w = aabaacab \) is shown in Figure 2.

For our purpose, we give an alternative construction of \( C(w) \). Consider the sequence of proper prefixes \( (p_1, p_2, \ldots, p_n) \) of \( w \), viewed as a word of length \( n \) on the alphabet \( A^* \), totally ordered by \( \prec \). Since it is an injective word, we can associate with it a decreasing tree as before; call it \( t^*(w) \). Also as before, we can complete \( t^*(w) \) to a tree \( t(w) \), having the letters of \( w \) as leaves in order from left to right, i.e., such that \( \varphi(t(w)) = w \). The completed tree \( t(w) \), disregarding the labels of the internal nodes, coincides with \( C(w) \). Indeed, the word \( \alpha \) coincides with the previous injective word, up to the unique increasing order isomorphism from \( \{1,\ldots,n\} \) into the set of proper prefixes of \( w \), sending \( i \) to the \( i \)-th prefix for the order \( \prec \).
5.3 Equivalence of the trees

From the constructions seen before it is clear that $\varphi(L(w)) = \varphi(C(w))$ for every Lyndon word $w$. We actually have a stronger result.

**Theorem 36.** Let $w$ be a Lyndon word. The trees $L(w)$ and $C(w)$ are equal.

To prove the theorem we need some intermediate result. Let $x$ be an internal node of some planar binary complete tree $t = (t_1, t_2)$. We call left subtrees sequence with respect to the tree $t$ and the node $x$, denoted $lss(t, x)$, the sequence of subtrees of $t$ hanging at the left of the path from the root to $x$, that is the sequence of subtrees of $t$ recursively defined as follows:

- If $x$ is the root, then $lss(t, x) = (t_1)$;
- If $x$ is in $t_1$, then $lss(t, x) = lss(t_1, x)$;
- If $x$ is in $t_2$, then $lss(t, x) = (t_1, lss(t_2, x))$.

**Lemma 37.** Let $w$ be a Lyndon word and let $x$ be an internal node of $L(w)$. Let $lss(t, x) = (t_1, \ldots, t_n)$ and let $\ell_i$ be the foliage of the tree $t_i$ for each $i$. Then all $\ell_i$ are Lyndon words. Moreover, $\ell_{i+1}$ is a prefix of $\ell_i$ for each $1 \leq i \leq n - 1$.

**Proof.** The fact that each $\ell_i$ is a Lyndon word follows from the more general fact that the foliage of each subtree of $L(w)$ is a Lyndon word, as follows recursively from the construction of $L(w)$.

We prove the other assertion by induction on the size of the tree. If $x$ is the root, then $n = 1$ and there is nothing to prove.

Let us suppose that $x$ is not the root of the tree and let us write $L(w) = (t', t'')$.

If $x$ is an internal node of $t'$, then $lss(t, x) = lss(t', x)$, and we can conclude by induction.

Suppose now that $x$ is an internal node of $t''$, and let $t'' = (s_1, s_2)$. Thus $lss(t, x) = (t_1, t_2, \ldots, t_n)$, with $t_1 = t'$ and $(t_2, \ldots, t_n) = lss(t'', x)$ (note that $n \geq 2$). By induction it is enough to show that $\ell_2$ is a prefix of $\ell_1$. Let $v_1, v_2$ be respectively the foliages of $s_1, s_2$. Then by the property of the left standard factorization and by the construction of the tree $L(w)$, we have that $v_1$ is a prefix of $\ell_1$. Now either $x$ is in $s_2$ and $t_2 = s_1$ and $\ell_2 = v_1$ or $x$ is in $s_1$ and $\ell_2$ is a proper prefix of $v_1$. In both cases $\ell_2$ is a prefix of $\ell_1$.

**Example 38.** Let us consider the tree $t$ in Figure 1 and its internal node $x_3$. The left subtrees sequence $lss(t, x_3)$ is equal to $(t_1, t_2, t_3)$, where $t_i$ is the subtree of $t$ having root $x_i$. The foliages of the three subtrees are respectively the words $\ell_1 = aab$, $\ell_2 = a$ and $\ell_3 = a$. Each of them is a prefix of the previous one.

**Lemma 39.** Let $\ell_1, \ldots, \ell_n$, be Lyndon words such that $\ell_{i+1}$ is a prefix of $\ell_i$ for each $i = 1, \ldots, n - 1$. Let $\ell_n = \ell'_n \ell''_n$ be the left standard factorization of $\ell_n$. Then

(i) $(\ell_1 \cdots \ell_{n-1} \ell'_n) \omega < (\ell_1 \cdots \ell_n) \omega$;

(ii) moreover, if $n \geq 2$, one has $(\ell_1 \cdots \ell_n) \omega \leq (\ell_1 \cdots \ell_{n-1}) \omega$.

**Proof.** If $n = 1$, we have $\ell'_1 \omega < \ell''_1 \omega$ by Corollary 16 and $\ell'_1 \omega < (\ell'_1 \ell''_1) \omega$ by Corollary 11. Hence $\ell'_1 \omega < \ell''_1 \omega$.

Suppose now that $n \geq 2$. Since both $(\ell_1 \cdots \ell_{n-1} \ell'_n) \omega$ and $(\ell_1 \cdots \ell_n) \omega$ start with the word $\ell_1 \cdots \ell_{n-1} \ell'_n$, we have

$$(\ell_1 \cdots \ell_{n-1} \ell'_n) \omega < (\ell_1 \cdots \ell_n) \omega \iff (\ell_1 \cdots \ell_{n-1} \ell''_n) \omega < (\ell'_n \ell_1 \cdots \ell_n) \omega.$$

Since $\ell'_n$ is a prefix of $\ell_1$, the last inequality is of the form $\ell_n s_0 < \ell''_n t_0$, with $s_0, t_0 \in \mathcal{A}^\omega$, and this is true since $\ell_n < \ell''_n$ by Corollary 16 and because $\ell_n$ is not a prefix of $\ell''_n$.  

Let us now prove point (ii). If $\ell_1 = \ell_2 = \cdots = \ell_n$, we trivially have $(\ell_1 \cdots \ell_n)^\omega = (\ell_1 \cdots \ell_{n-1})^\omega$. Thus, let us suppose that $\ell_1 \neq \ell_n$. Since both terms of the inequality start with $\ell_1 \cdots \ell_{n-1}$, we have

$$(\ell_1 \cdots \ell_n)^\omega \leq (\ell_1 \cdots \ell_{n-1})^\omega \iff \ell_n(\ell_1 \cdots \ell_n)^\omega \leq (\ell_1 \cdots \ell_{n-1})^\omega.$$ 

Since $\ell_n$ is a prefix of $\ell_1$, and $\ell_n \neq \ell_1$ we can write $\ell_1 = \ell_n v$ for a nonempty finite word $v$. Thus, the last inequality is of the form $\ell_n \ell_1 s_0 \leq \ell_n vt_0$ with $s_0, t_0 \in A^\omega$, and this is equivalent to $\ell_1 s_0 \leq vt_0$, which is true because of Corollary 16.

Before proving the main result let us introduce the following notation. Let $t = (t_1, t_2)$ be a complete binary labeled tree. To each internal node $x$ of $t$ we associate the word $g_t(x)$, called the left foliage of $x$ in $t$, as follows:

- if $x$ is the root of $t$, then $g_t(x) = \varphi(t_1)$;
- if $x$ is in $t_1$, then $g_t(x) = g_{t_1}(x)$;
- if $x$ is in $t_2$, then $g_t(x) = \varphi(t_1)g_{t_2}(x)$.

For further use, we note that the length of $g_t(x)$ is equal to the number of leaves located at the left of $x$ in $t$.

Also, we use the following result.

**Lemma 40.** Let $t$ be a complete binary labeled tree and $x$ an internal note of $t$. Then $g_t(x) = \ell_1 \cdots \ell_n$, where $\ell_1, \ldots, \ell_n$ are the foliages of the trees hanging at the left on the path from the root to $x$.

**Proof.** Let $\text{lls}(t, x) = (t_1, \ldots, t_n)$. We have to show that $g_t(x) = \varphi(t_1) \cdots \varphi(t_n)$. This follows easily from the recursive definition of both $\text{lls}$ and $g$.

**Example 41.** The label shown in Figure 3 is obtained by relabeling the internal nodes of the tree $L(w)$ in Figure 1, using the left foliage function.

**Proof of Theorem 36.** Let us consider the two trees $L(w)$ and $C(w)$. Note first that they have the same foliage. So, in order to prove the equality, it is enough to show that the two trees obtained from $L(w)$ and $C(w)$ by removing the leaves (that is, considering only the internal nodes) are equal.

We actually show that by labeling the internal nodes of $L(w)$ using the function $g_t$, we obtain the same tree as $C(w)$. For this it is enough to show that the labeling $g_t$ is decreasing, and that its projection is exactly the sequence $(p_1, \ldots, p_n)$ of nonempty prefixes of $w$. Indeed, the decreasing tree associated with an injective word on a totally alphabet is unique.
Let us consider two internal nodes $x$ and $y$ of $t$, such that $y$ is a child of $x$. We show that $g_1(y) < g_1(x)$, i.e., that either
\[ g_1(y)^\omega < g_1(x)^\omega, \]
\[ g_1(y)^\omega = g_1(x)^\omega \text{ and } |g_1(y)| > |g_1(x)|. \]
Suppose first that $y$ is a right child of $x$ and denote by $h_1, \ldots, h_n$ the foliages of the subtrees in the sequence $\text{lss}(t, y)$. We have $n \ge 2$, and by Lemma 40 $g_1(x) = h_1 \cdots h_{n-1}$, and $g_1(y) = h_1 \cdots h_n$. Thus $g_1(y) < g_1(x)$ follows from Lemmata 37 and 39 and from the fact that $|g_1(y)| > |g_1(x)|$.

Suppose now that $y$ is a left child of $x$. Let $\text{lss}(t, x) = (t_1, \ldots, t_n)$, with $t_n = (t'_n, t''_n)$. Then $\text{lss}(t, y) = (t_1, \ldots, t_{n-1}, t'_n)$. Let $h_i$ be the foliage of $t_i$ for each $1 \le i \le n$, and $h'_i$ be the foliage of $t'_n$. Thus $g_1(x) = h_1 \cdots h_n$ and $g_1(y) = h_1 \cdots h_{n-1} h''_n$. Thus $g_1(x) < g_1(y)$ by the Lemmata 37 and 39.

It remains to show that the projection is exactly $(p_1, \ldots, p_n)$. This follows from the fact that the length of $g_1(x)$ is equal to the number of leaves located at the left of a given node $x$; hence $g_1(x)$ is the prefix of $w$ of length this number. We conclude because the lengths of the successive projections of the internal nodes increase by 1 from left to right.

\[\blacktriangleright\] Example 42. Let $w = aabaacab$. The tree $L(w)$ with each internal node $x$ labeled by $g_{L(w)}(x)$ (as described in the proof of Theorem 36) is shown in Figure 3.
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1 Related Work

Access, rank, and select queries stand at the core of many tasks on compact and compressed data structures, including compressed indexes, graphs, trees, sets of points, etc. Given a string $S[1..n]$ over an integer alphabet $\Sigma = [0, \sigma - 1]$, these queries are defined as:

- $S.access(i)$, $i = 1, \ldots, n$: return the $i$-th symbol of $S$.
- $S.rank_c(i)$, $i = 1, \ldots, n$: return the number of occurrences of symbol $c$ in $S[1..i]$.
- $S.select_c(i)$, $i = 1, \ldots, S.rank_c(n)$: return the position of the $i$-th occurrence of $c$ in $S$.

While the problem is essentially solved within entropy-compressed space bounds [2], the increasingly growing production of repetitive datasets in fields such as biology, physics, and storage of software web repositories is raising the problem of extending such functionalities (as well as more complex queries such as indexing) to dictionary-compressed representations. This problem has lately received some attention in the literature, and solutions are known for some (but not all) compression schemes. Belazzougui et al. in [5] provided near-optimal bounds on LZ77-compressed text: letting $z$ be the number of LZ77 phrases, they show how to perform access in $O(z \log^\epsilon n \log(n/z)/\log \log n)$ space and $O(\log(n/z)/\log \log n)$ time. rank and select require a $\sigma$-factor more space and are supported in $O(\log(n/z)/\log \log n)$ and $O(\log(n/z))$ time, respectively. Ordóñez et al. [23] and Belazzougui at al. [4] solved the problem on grammar-compressed strings in $O(\sigma g)$ space and $O(\log n)$ time for rank and select queries. The latter paper also provides a trade-off using $O(\sigma g \log \log (n/g))$ words and supporting queries in $O(\log \log (n/g))$ time, for $2 \leq \tau \leq \log^\epsilon n$ and any constant $\epsilon > 0$. For $\tau = \log^\epsilon n$, this
solution yields \(O(\sigma g \log^2 n \log(n/g) / \log \log n)\) space and \(O(\log(n/g) / \log \log n)\) query time. No solutions are known for other dictionary compression schemes such as Macro Schemes [24], Collage Systems [17], or the run-length Burrows-Wheeler transform [9].

In this paper, we use the newborn theory of string attractors [15, 16] to provide a universal solution working simultaneously on all known dictionary compressors. We moreover provide the first lower bounds for these queries and describe matching upper bounds on polylogarithmic alphabets. Our solutions are the first for the run-length Burrows-Wheeler transform, Macro Schemes, Run-length SLPs, and Collage Systems. We obtain the full-spectrum trade-off for grammars, generalizing the result of Belazzougui et al. [4] for all \(2 \leq \tau \leq n\), and improve the existing bounds on LZ77-compressed text [5] by a \(\log \log n\) time-factor in \texttt{select} queries.

We note that the reason why Belazzougui et al. [5, 4] cannot reach the optimal time for \texttt{select} queries on LZ77 and cannot get the full spectrum \(2 \leq \tau \leq n\) on grammars is the same: they need to perform a predecessor query at each level of their structure. In the first case, they use z-fast tries [3], which introduce a \(O(\log \log n)\) multiplicative factor in query times. In the second case, they use fusion trees [12], which support predecessor queries in constant time only for \(\tau = O(\log^\epsilon n)\). We solve this problem, and obtain optimal query times also for \texttt{select} queries, by reducing both \texttt{rank} and \texttt{select} to partial sum queries:

\[
S.psum(i) = \sum_{j=1}^{i} S[j], \ i = 1, \ldots, n.
\]

We show how to support partial sums in optimal time within attractor-bounded space (optimality follows from a straightforward reduction from access queries) by generalizing the strategy used by Belazzougui et al. [5] to solve \texttt{rank} queries. Importantly, our reductions to partial sum preserve asymptotically the attractor size. This solution allows us to avoid performing expensive predecessor queries at each level of our structure, thus obtaining constant time per level on the whole range \(2 \leq \tau \leq n\).

On our way, we extend our lower bounds to operations on dictionary-compressed sequences of balanced parentheses, typically used to support navigation on (compressed) trees. Our lower bounds show that existing solutions [7, Lem. 8.2, 8.3] on trees represented using grammar-compressed sequences of balanced parentheses are far from the optimum by a \(O(\log \log n)\)-factor.

We also note that our lower- and upper-bounds easily extend to the well-studied \texttt{predecessor} problem, which asks to find the largest element \(x\) not larger than a given \(y\) in an opportune-ly-encoded set \(\{x_1, \ldots, x_m\} \subseteq [1, n]\). A classic result from Beame and Fich [1, Cor 3.10] states that, using words of size \(O(1)\) \(n\), no static data structure of size \(m^{O(1)}\) can answer predecessor queries in time \(O(\sqrt{\log m / \log \log m})\). First, note that a dictionary compressed representation of the sequence \(x_1, x_2 - x_1, \ldots, x_m - x_{m-1}\) always takes at most \(O(m)\) words of space, and could take much less if the sequence is repetitive. Indeed, we show that Beame and Fich’s lower bound can be improved to \(\Omega(\log n / \log \log n)\) when the sequence is dictionary-compressed, and provide a data structure matching this lower bound.

### 1.1 String Attractors

Let \(S\) be a string of length \(n\). Informally, a string attractor [16] for \(S\) is a set \(\Gamma \subseteq [1..n]\) with the following property: any substring of \(S\) has at least one occurrence in \(S\) crossing at least one position in \(\Gamma\). The following definition formalizes this concept.

\begin{definition} [String attractor [16]] A string attractor of a string \(S \in \Sigma^n\) is a set of positions \(\Gamma \subseteq [1..n]\) such that every substring \(S[i..j]\) has at least one occurrence \(S[i'..j'] = S[i..j]\) with \(j'' \in [i'..j']\) for some \(j'' \in \Gamma\).
\end{definition}
String attractors were originally introduced as a unifying framework for known dictionary compressors: Straight-Line programs [18] (context-free grammars generating the string), Collage Systems [17], Macro schemes [24] (a set of substring equations having the string as unique solution; this includes Lempel-Ziv 77 [19]), the run-length Burrows-Wheeler transform [9] (a string permutation whose number of equal-letter runs decreases as the string’s repetitiveness increases), and the compact directed acyclic word graph [8, 11] (the minimization of the suffix tree). As shown in [16], any of the above compressed representations induces a string attractor of the same asymptotic size, which for most compressors is also a polylogarithmic approximation to the smallest attractor (NP-hard to find [15, 16]). The other way round also holds for a subset of the above compressors: given a string attractor of size $\gamma$, one can build a compressed representation of size $O(\gamma \log(n/\gamma))$. These reductions imply that we can design universal compressed data structures (i.e. working on top of any of the above compressors). In particular, it can be shown that optimal-time random access can be supported within $O(\gamma \log \log n)$ space [16]. Similarly, optimal text indexing can be achieved within the same space [21, 22].

## 2 Lower Bounds on Dictionary-Compressed Strings

We start by providing lower bounds for rank, select and partial sum queries on dictionary-compressed text. We also consider predecessor queries on sets represented by dictionary-compressed binary strings. Our lower bounds are shown using grammar compression (Straight-Line Programs, SLPs [18]), and therefore automatically extend to any compression scheme more powerful than SLPs. In the following, we only consider grammars whose right-hand side has size two, and define the grammar’s size to be the number of nonterminals. Our lower bounds are proved in Yao’s cell-probe model [26] (inherited from the lower bounds [25, 16] that we use as building blocks).

We make an important clarification. Our lower bounds will state that certain operations cannot be done in less than $O(\log n / \log \log n)$ time within $O(g \log \log n)$ space. This, of course, does not mean that the lower bounds hold whenever $g$ is the size of any grammar representation of the sequence (otherwise, the lower bounds would hold for $g = \Theta(n)$ since we can always build a grammar of size $g = \Theta(n)$). What the lower bounds state is that there cannot exist a structure that, given any grammar $G$ for the sequence, can always answer queries faster than $O(\log n / \log \log n)$ time within $O(g \log \log n)$ space, where $g$ is the size of $G$. This means that any data structure of that size could answer queries faster than $O(\log n / \log \log n)$ time for some grammar $G$, but not for all of them.

Our starting point is the following theorem from Verbin and Yu [25], in the variant revisited by Kempa and Prezza [16, Thm 5.1]:

**Theorem 2** (Verbin and Yu [25]). Let $g$ be the size of any Straight-Line Program for a string $S$ of length $n$ over a binary alphabet. Any static data structure taking $O(g \log \log n)$ space cannot answer random access queries on $S$ in $o(\log n / \log \log n)$ time.

The idea is to show a reduction from access queries to partial sum, predecessor, and rank and from rank to select, while asymptotically preserving the grammar size. For rank and partial sum the reduction is straightforward. Let $S$ be a binary string. Then, $S.\text{access}(i) = S.\text{rank}_1(i) - S.\text{rank}_1(i-1) = S.\text{psum}(i) - S.\text{psum}(i-1)$, where $S.\text{rank}(0) = S.\text{psum}(0) = 0$ for convenience. It follows that also rank$_1$ and partial sum queries cannot break the lower bound of Theorem 2 (note that, since this is a lower bound, we can remove the restriction on the alphabet size).
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To extend the lower bound to select queries, we build a string \( \delta(S) \) such that (i) \( \delta(S) \) has a SLP of size at most \( g+1 \), and (ii) rank queries on \( S \) can be simulated with a constant number of select queries on \( \delta(S) \). Then, the result follows from the hardness of rank.

**Definition 3.** Let \( S \) be a binary string of length \( n \). With \( \delta : \{0,1\} \rightarrow \{0,1\}^* \) we denote the function defined as \( \delta(0) = 1 \) and \( \delta(1) = 01 \). With \( \delta(S) \) we denote the string \( \delta(S[1])\delta(S[2])\ldots\delta(S[n]) \).

**Lemma 4.** If \( S \) has a Straight Line Program of size \( g \), then \( \delta(S) \) has a Straight Line Program of size at most \( g+1 \).

**Proof.** It is sufficient to modify the Straight Line Program \( G \) for \( S \) as follows. First, we create a new nonterminal \( X \) expanding to \( 01 \) (this is not necessary if such a nonterminal already exists). Then, in the rules of \( G \), we replace each terminal 1 with \( X \) and each terminal 0 with 1. It is easy to see that the resulting SLP – of size at most \( g+1 \) – generates \( \delta(S) \). ▶

**Lemma 5.** \( S.rank_1(i) = \delta(S).select_1(i) - i \).

**Proof.** First, note that each character of \( S \) generates exactly one bit set in \( \delta(S) \). Then, \( \delta(S).select_1(i) \) is the position of the last bit of the encoding of \( S[i] \) in \( \delta(S) \).

Moreover, each bit equal to 1 in \( S \) generates exactly one 0-bit in \( \delta(S) \), while 0-bits in \( S \) do not generate 0-bits in \( \delta(S) \). Then, the number of 0’s before position \( t \) in \( \delta(S) \) – which is \( t - i = \delta(S).select_1(i) - i \) – corresponds to \( S.rank_1(i) \), i.e. our claim. ▶

The above lemmas imply that also select_1 queries cannot break the lower bound within grammar-compressed space. Note that our lower bounds can trivially be extended to rank_0 and select_0 by simply flipping all bits (this operation does not increase the grammar size as it is sufficient to flip the two grammar’s terminals).

**Theorem 6.** Let \( S \) be a string of length \( n \), and let \( g \) be the size of a Straight-Line Program for \( S \). Then, \( \Omega(\log n/\log \log n) \) time is needed to perform partial sum, rank, and select queries on \( S \) within \( O(g \text{ polylog } n) \) space.

We now move to the well-studied predecessor problem. Let \( U \subseteq [1,n] \) be a set of integers of cardinality \( m \). Beame and Fich [1, Cor 3.10] proved that, using words of size \( \log^{O(1)} n \), no static data structure of size \( m^{O(1)} \) can answer predecessor queries in time \( o(\sqrt{\log m/\log \log m}) \). Note that the size \( g \) of a straight-line program expanding to the distances between elements of \( U \) could be much smaller than \( m \); one of the consequences of this increased compression power is that we can improve Beame and Fich’s lower bound within space bounded by \( g \):

**Theorem 7.** Let \( U \subseteq [1,n] \) be a set of size \( m \), and let \( S \in \{0,1\}^n \) be the bit-string representing \( U \): \( S[i] = 1 \) iff \( i \in U \). Let moreover \( g \) be the size of a Straight-Line Program for \( S \). Then, \( \Omega(\log n/\log \log n) \) time is needed to perform predecessor queries on \( U \) within \( O(g \text{ polylog } n) \) space.

**Proof.** The proof is a straightforward reduction from access queries. Let \( S \) be a binary string, and \( U \) be the set defined as \( i \in U \) iff \( S[i] = 1 \). Then, for \( i < n \), \( S[i] = 1 \) if and only if the predecessor of \( i+1 \) in \( U \) is \( i \) (we take \( i+1 \) because, by definition, the predecessor of \( i \) is the largest \( j \) such that \( j < i \)). The lower bound follows from Theorem 2. ▶

As noted in [16], all the above lower bounds immediately extend to any compression scheme more powerful than grammars (including string attractors).
Corollary 8. Let $S$ be a string of length $n$, and let $\alpha$ be any of these measures of repetitivity of $S$: the size $\gamma$ of a string attractor, the size $g$ of an SLP, the size $g_{\alpha}$ of a RLSLP, the size $c$ of a collage system, the size $z$ of the LZ77 parse, the size $b$ of a macro scheme. Then, $\Omega(\log n/\log \log n)$ time is needed to perform partial sum, rank, and select queries on $S$ within $O(\alpha \text{polylog } n)$ space. The same lower bound holds for predecessor queries when $S$ is binary and represents a set of integers.

3 Lower bounds on Dictionary-Compressed Trees

A space-efficient way to represent trees, that also supports fast navigational operations, is to encode their topology with a (binary) string. There are three main ways to do this: LOUDS [14], DFUDS [6], and BP [14]. LOUDS requires just rank/select support on a binary string, for which we already provided lower bounds. We now extend our lower bounds to operations on balanced parentheses (DFUDS/BP), which will show the hardness of navigating a dictionary-compressed tree representation. DFUDS and BP require additional primitives to be supported on the underlying string of balanced parentheses:

1. $\text{excess}(i)$: the difference between open and closed parentheses before position $i$ (included).
2. $\text{findopen}(i)$: the position $j$ of the open parenthesis matching the close parenthesis in position $i$.
3. $\text{findclose}(i)$: the inverse of $\text{findopen}$.
4. $\text{fwd\_search}(i, \delta)$: the first position $j > i$ such that $\text{excess}(j) = \text{excess}(i) + \delta$.
5. $\text{bwd\_search}(i, \delta)$: as $\text{fwd\_search}$, but looking backwards.
6. $\text{rmq}(i, j) / \text{RMQ}(i, j)$: minimum/maximum in $\text{excess}(i..j)$.
7. $\text{rmqi}(i, j) / \text{RMQi}(i, j)$: leftmost position of a minimum/maximum in $\text{excess}(i..j)$.

For more details, Navarro [20] gives a complete description of the above operations and explains how tree navigation queries can be reduced to them. Alternative ways to compress trees include Tree Straight-Line Programs (TSLPs), which are not covered here.

We start by showing a reduction from rank$_1$ to excess. The reduction is actually not new, as it already appeared in Chan et al. [10, Sec. 5.3]. The new ingredient we introduce is the hardness of performing excess on grammar-compressed strings. Given any binary string $S$, we show how to build a string $\Delta(S)$ of balanced parentheses such that (i) the grammar-compressed representation of $\Delta(S)$ is not much larger than that of $S$ and (ii) $S.\text{rank}_1$ can be solved with a constant number of $\Delta(S).\text{excess}$ queries. Note that, in the definition below, we add an extra pair of enclosing parentheses in order to make the sequence a tree (otherwise, the transformed string could represent a forest).

Definition 9 ([10]). Let $\delta(0) = ()$ and $\delta(1) = (\). When $S$ is a binary string of length $n$, we define $\Delta(S) = () \cdot \delta(S[1]) \cdots \delta(S[n]) \cdot )^{k+1}$, where $k = 2 \cdot S.\text{rank}_1(n)$.

Example 10. If $S = 00101$, then $\Delta(S) = ( () \cdot (())())())$.

Note that $\Delta(S)$ is always balanced: first, we introduce an open parenthesis, then terms $\delta(0)$ are balanced and terms $\delta(1)$ introduce two unbalanced open parentheses each. Those $k = 2 \cdot S.\text{rank}_1(n)$ parentheses, plus the first open parenthesis are balanced in the final suffix $)^{k+1}$ of $\Delta(S)$.

It is worth to note, however, that the compression ratio of these representations is not as good as that of an SLP for the DFUDS string of small-degree trees [13, Thms 2, 4].
Lemma 11. If \( S \in \{0, 1\}^n \) has a SLP of size \( g \), then \( \Delta(S) \) has a SLP of size \( O(g + \log n) \).

**Proof.** Let \( G \) be a SLP for \( S \). We replace the terminal ‘0’ with a nonterminal expanding to \( \) and the terminal ‘1’ with a nonterminal expanding to \( ( \). We finally create at most \( O(\log k) = O(\log n) \) new nonterminals to generate the final suffix \( )^{k+1} \), and add two more rules to concatenate the resulting SLPs to the additional open parenthesis prefixing \( \Delta(S) \).

Lemma 12. \( S.rank_1(i) = (\Delta(S).excess(2i + 1) - i - t)/2 \).

**Proof.** Assume \( S.rank_1(i) = t \). Then, \( S.rank_0(i) = i - t \). Since each ‘0’ in \( S \) generates one open and one close parenthesis in \( \Delta(S) \), and each ‘1’ in \( S \) generates two open parentheses in \( \Delta(S) \) and taking into account the extra open parenthesis at the beginning of \( \Delta(S) \), the number of open parentheses before \( \Delta(S)[2i + 1] \) is \( 1 + 2 \cdot t + 1 \cdot (i - t) \). Similarly, the number of close parentheses before \( \Delta(S)[2i + 1] \) is \( i - t \). Then, by definition \( \text{excess} \) is precisely the difference between these two values: \( \Delta(S).\text{excess}(2i + 1) = 1 + 2 \cdot t + 1 \cdot (i - t) - (i - t) = 2 \cdot t + 1 = 2 \cdot S.rank_1(i) + 1 \). Our claim follows.

Suppose, by contradiction, that there is a structure supporting \( o(\log n'/\log \log n') \)-time \( \text{excess} \) queries on a length-\( n' \) sequence \( B \) within \( O(g'\polylog n') \) space, where \( g' \) is the size of any SLP compressing \( B \). Then, given any binary string \( S \in \{0, 1\}^n \) with SLP of size \( g \), we can build \( \Delta(S) \) of length \( n' = \Theta(n) \), which by Lemma 11 has a SLP of size \( g' = O(g + \log n') = O(g + \log n) \). By Lemma 12 we can use our hypothetical \( \text{excess} \) structure to answer \( \text{rank}_1 \) queries on \( S \) in \( O(\log n'/\log\log n') = o(\log n/\log\log n) \) time and \( O(g'\polylog n') = O(g\polylog n) \) space, which by Theorem 8 is a contradiction. This completes our hardness proof for \( \text{excess} \).

We now reduce \( \text{rank}_1 \) to \( \text{findclose} \). Given any binary string \( S \), we show how to build a string \( \Delta(S) \) of balanced parentheses such that (i) the grammar-compressed representation of \( \Delta(S) \) is not much larger than that of \( S \) and (ii) \( S.rank_1 \) can be solved with a constant number of \( \Delta(S).\text{findclose} \) queries. The solution for \( \text{findopen} \) is symmetric and is not considered here.

**Definition 13.** Let \( \delta(0) = \) and \( \delta(1) = \) \( \). When \( S \) is a binary string of length \( n \), we define \( \Delta(S) = (\delta(n) \cdot \delta(S[1]) \cdots \delta(S[n])) \).

Note that \( \Delta(S) \) is always balanced: we first open \( n \) parentheses, and then each term \( \delta(S[i]) \) adds an unmatched closed parenthesis.

**Example 14.** If \( S = 00101 \), then \( \Delta(S) = (((((())())))()) \).

The proof of the following lemma is analogous to that of Lemma 11.

**Lemma 15.** If \( S \in \{0, 1\}^n \) has a SLP of size \( g \), then \( \Delta(S) \) has a SLP of size \( O(g + \log n) \).

We obtain the following reduction:

**Lemma 16.** \( S.rank_1(i) = (\Delta(S).\text{findclose}(n - i + 1) - n - i)/2 \).

**Proof.** The idea behind the proof is the following. To solve rank, we first “jump” on the \( i \)-th last open parentheses \( \Delta(S)[n - i + 1] \) in the prefix of length \( n \) of \( \Delta(S) \). Then, the corresponding closed parentheses \( \Delta(S).\text{findclose}(n - i + 1) \) is the last parenthesis of \( \delta(S[i]) \) (note that each character of \( S \) generates exactly one locally-unmatched closed parenthesis in \( \Delta(S) \), which is matched in the prefix \( \langle \rangle \)). Let \( S.rank_1(i) = t \). It follows that before (and including) position \( \Delta(S).\text{findclose}(n - i + 1) \) there are: \( n \) parentheses (the prefix \( \langle \rangle \) of \( \Delta(S) \)), plus \( 3t \) parentheses (three for each ‘1’ in \( S[1..i] \)), plus \( i - t \) parentheses (one for each ‘0’ in \( S[1..i] \)). We conclude that \( \Delta(S).\text{findclose}(n - i + 1) = n + 3t + (i - t) = n + 2t + i \). Our claim follows.
Note that operation `findopen` is symmetric to `findclose`, so its hardness is immediate. Finally, the lower bounds automatically transfer to `fwd_search` and `bwd_search` since they can be used to implement `findopen` and `findclose` (see also [20]): `findclose(i) = fwd_search(i, −1)` and `findopen(i) = bwd_search(i, 0) + 1`.

To prove the hardness of range queries, consider the string $\Delta(S)$ of Definition 9. Clearly, the maximum excess in the length-2 string $\delta(0) = (\ )$ is reached in the first parenthesis. On the other hand, the maximum excess in $\delta(1) = (\ )$ is reached in the second parenthesis. This shows that `RMQ1` and `rmqi` can be used to answer `access` queries: the maximum (resp. minimum) excess in the length-2 substring $\Delta(S)[k, k + 1]$ corresponding to $\delta(S[i])$ is in position $k$ (resp. $k + 1$) if and only if $S[i] = 0$ (resp. 1). Similarly, we can solve `RMQ1` (resp. `rmqi`) by issuing two `RMQ` (resp. `rmq`) in the unary ranges $\Delta(S)[k]$ and $\Delta(S)[k + 1]$, and taking the position with the maximum (resp. the minimum) excess. We finally obtain our result, stated in the most general form:

**Theorem 17.** Let $S$ be a balanced parentheses sequence of length $n$, and let $\alpha$ be any of these measures of repetitivity of $S$: the size $\gamma$ of a string attractor, the size $\delta$ of a SLP, the size $g_{\ell, 1}$ of a RLSP, the size $c$ of a collage system, the size $z$ of the LZ77 parse, the size $b$ of a macro scheme. Then, $\Omega(\log n / \log \log n)$ time is needed to perform operations (1-7) on $S$ within $O(\alpha \text{ polylog } n)$ space.

## 4 Upper Bounds

In this section we provide upper bounds matching our lower bounds on known dictionary-compressed string representations.

### 4.1 Partial Sums

We support partial sum queries by generalizing the `rank` solution presented by Belazzougui et al. [5] (designed on block trees) as follows. We divide the text in $\gamma$ blocks of length $n/\gamma$. We call this the level 0 of our structure. We keep $\log_\gamma(n/\gamma)$ further levels: for each attractor position $i$, at level $j \geq 1$ we store some information about $2\tau$ non-overlapping and equally-spaced substrings of $S$ (we call them blocks) centered on $i$ and whose length exponentially decreases with the level $j$ (i.e. at level $j = 0$ the block length is $n/\gamma$, at level 1 it is $n/(\gamma \cdot \tau)$, at level 2 it is $n/(\gamma^2 \cdot \tau)$, and so on). For each block, we store some partial sum information and a pointer to one of its occurrences crossing an attractor position (which exist by definition of attractor). Then, a partial sum query is answered by navigating the structure from the first to last level. All details are reported in the following Theorem.

**Theorem 18.** Let $\gamma$ be the size of an attractor for a string $S$ of length $n$ over an integer alphabet. Then, for all $2 \leq \tau \leq n/\gamma$, we can store a data structure of size $O(\tau \gamma \log_\gamma(n/\gamma))$ supporting partial sum queries on $S$ in $O(\log_\gamma(n/\gamma))$ time.

**Proof.** For simplicity, we assume that $\gamma$ divides $n$ and that $\log_\gamma(n/\gamma)$ is an integer. Our structure is composed of $\log_\gamma(n/\gamma) + 1$ levels. Level $j \geq 0$ contains a set of blocks (i.e. text substrings), each of length $\ell_j = n/(\gamma \cdot \tau^j)$ and defined as follows. In the first level, number 0, our blocks are the $\gamma$ contiguous and non-overlapping $S$-substrings of length $n/\gamma$: $B_{0,k} = S[(k - 1) \cdot (n/\gamma) + 1..k \cdot (n/\gamma)]$, for $k = 1, \ldots, \gamma$. At level $j \geq 1$, blocks are instead centered around attractor elements. Let $i$ be an attractor position. Then, at level $j \geq 1$ we store the $2\tau$ blocks $B_{i,j,k} = S[i - \ell_j \cdot k..i - \ell_j \cdot (k - 1) - 1]$, for $k = 1, \ldots, \tau$, and...
At level 0, each block \( B \) stores a pointer to one of its occurrences (as a string) at level \( j+1 \) crossing an attractor position (at least one occurrence of this kind exists by definition of 1-adjacent attractor). This pointer is simply a pair \((i,v)\), where \( i \) is the attractor position and \( v \) is such that \( S[i−v..i−v+|B|−1] = B \). Crucially, note that the substring \( S[i−v..i−v+|B|−1] \) is completely covered by contiguous and non-overlapping blocks of length \(|B|/\tau \) at level \( j+1 \), except possibly position \( S[i] \) that is not included in any of those blocks (this will be used to devise a recursive strategy).

In the last level \( j = \log_\tau(n/\gamma) \) (where the block size is \( \ell = \log_\tau(n/\gamma) = 1 \)) we explicitly store in \( 2\gamma \tau \) words the strings representing the blocks. We also store the character \( S[i] \) under each attractor position \( i \). Note that \( S[i] \) can be retrieved in constant time from \( i \) using, e.g., perfect hashing.

We associate to each block some partial sum information. To simplify notation, let \( \sum(B) \) denote the sum of all integers in the string \( B \).

(a) For each block \( B \) at any level, let \((i,v)\) be the pointer associated with it. Then, we associate to \( B \) the value \( \sum(B[1..v]) \).

(b) At level 0, each block \( B_{0,k} \) with \( k = 1,\ldots,\gamma \), stores \( \sum(B_{0,1} \cdots B_{0,k−1}) \), i.e., the sum of all integers preceding the block in the input string (this value is 0 for \( B_{0,1} \)).

(c) At levels \( j \geq 1 \), each block \( B \) stores \( \sum(B) \).

(d) Blocks \( B_{i,j,k} \), moreover store the partial sum \( \sum(B_{i,j,k} \cdots B_{i,j,1}) \), for \( k = 1,\ldots,\tau \), while blocks \( B_{i,j,k} \) store the partial sum \( \sum(B_{i,j,1} \cdots B_{i,j,k}) \), for \( k = 1,\ldots,\tau \).

Overall, we store \( O(1) \) words per block. It follows that our structure fits in \( O(\tau \gamma \log_\tau(n/\gamma)) \) words. We now show how to efficiently answer partial sum queries using this information.

To answer \( S\text{sum}(v) \) we proceed as follows. Let \( k = [(v−1)/(n/\gamma)] + 1 \) and \( v' = ((v−1) \mod (n/\gamma)) + 1 \). Then, \( S\text{sum}(v) = \sum(B_{0,1} \cdots B_{0,k−1}) + B_{0,k}.\text{sum}(v') \).

The first term \( \sum(B_{0,1} \cdots B_{0,k−1}) \) is explicitly stored (read point (b) above). To compute \( B_{0,k}.\text{sum}(v') \), note that this is a block prefix; we now show how to compute the sum of the integers in the prefix of any block at level \( j \geq 0 \) by reducing the problem to that of computing the sum of the integers in a prefix of a block at level \( j+1 \). The answer in the last level \( j = \log_\tau(n/\gamma) \) (where the block size is \( \ell = \log_\tau(n/\gamma) = 1 \)) can be obtained in constant time since we explicitly store the integers contained in the blocks.

Let us show how to compute \( \sum(B[1..t]) \) at level \( j \geq 0 \), for some \( t \leq \ell_j \) and some level-\( j \) block \( B \). First, we map \( B[1..t] \) to level \( j+1 \) using its pointer \((i,v)\). We distinguish two cases.

(1) If \( t > v \), then \( \sum(B[1..t]) = \sum(B[1..v]) + \sum(B[v+1..t]) \). The first term, \( \sum(B[1..v]) \) is explicitly stored (read point (a) above). Note that the string appearing in the second term, \( B[v+1..t] \), prefixes \( S[i] \cdot B_{i,j+1,1} \cdots B_{i,j+1,\tau} \). We can therefore decompose \( B[v+1..t] \) into \( S[i] \), followed by a (possibly empty) prefix of \( d = [(t−v−1)/\ell_{j+1}] \) blocks of length \( \ell_{j+1} \) − i.e. the prefix \( B_{i,j+1,1} \cdots B_{i,j+1,d} \), followed by a (possibly empty) suffix of length \( l = (t−v−1) \mod \ell_{j+1} \). We can retrieve in constant time the
sum (explicitly stored, see point (d) above) of the integers contained in the prefix of full blocks, as well as the value \( S[i] \). As far as the remaining suffix of \( B[v+1..n] \) is concerned, note that it coincides with the block prefix \( B_{i,j+1,d+1}[1..l] \) and we can thus compute the corresponding partial sum by recursing our strategy.

(2) If \( t \leq v \), then \( \text{sum}(B[1..d]) = \text{sum}(B[1..v]) - \text{sum}(B[t+1..v]) \). The first term, \( \text{sum}(B[1..v]) \) is explicitly stored (read point (a) above). The second term can be computed with a strategy completely symmetric to that described in point (1). Let \( d = [(v-t)/\ell_{j+1}] \) and \( l = (v-t) \mod \ell_{j+1} \). We decompose \( B[t+1..v] \) into the prefix \( B_{i,j+1,d+1}[\ell_{j+1}-l+1..\ell_{j+1}] \) (note: this is a block suffix) followed by the suffix \( B_{i,j+1,d+1} \cdots B_{i,j+1,1} \). The sum of integers in the suffix of full blocks is explicitly stored (point (d) above), so we are left with the problem of computing the sum in \( B_{i,j+1,d+1}[\ell_{j+1}-l+1..\ell_{j+1}] \), which is a block suffix. Since we explicitly store \( \text{sum}(B_{i,j+1,d+1}) \) (point (c) above), we can, also in this case, reduce the problem to that of computing the sum in a prefix of a block at level \( j+1 \) (i.e. the block prefix \( B_{i,j+1,d+1}[1..\ell_{j+1}-l] \)) with a simple subtraction.

The strategy above described allows us to compute \( S.psum(v) \) with a single descent from the first to last level. At each level we spend constant time. It follows that the overall procedure terminates in \( O(\log(c(n/\gamma))) \) time.

For \( \tau = \log^\epsilon n \) and any constant \( \epsilon > 0 \) our structure takes \( O(\gamma \log^\epsilon n \log(n/\gamma) / \log \log n) \) words of space and answers queries in \( O(\log(n/\gamma) / \log \log n) \) time. This matches the lower bound stated in Theorem 8.

### 4.2 Rank

Clearly, on binary strings it holds that \( S.rank_1(i) = S.psum(i) \) so our problem is already solved in this case by Theorem 18. Given a string \( S \) over a generic alphabet of size \( \sigma \), we can solve \( S.rank_\sigma() \) as follows. We build \( \sigma \) bit-strings \( S_c \), one for each alphabet character \( c \), defined as \( S_c[i] = 1 \) if and only if \( S[i] = c \). It is easy to verify that, if \( S \) has an attractor \( \Gamma \), then \( \Gamma \) is an attractor also for \( S_c \) (repetitions are preserved). Then, we build our structure of Theorem 18 on each \( S_c \) using \( \Gamma \) as attractor and compute \( S.rank_\sigma(c) = S_c.rank_1(i) \) (we can associate each \( c \) to its structure on \( S_c \) in constant time by using perfect hashing). We obtain:

\[ \textbf{Theorem 19.} \text{Let } \gamma \text{ be the size of a string attractor for a string } S \text{ of length } n \text{ over an alphabet of size } \sigma. \text{ Then, for all } 2 \leq \tau \leq n/\gamma, \text{ we can store a data structure of size } O(\tau \sigma \gamma \log(\tau(n/\gamma))) \text{ supporting rank queries on } S \text{ in } O(\log(\tau(n/\gamma))) \text{ time.} \]

For \( \tau = \log^\epsilon n \) and any constant \( \epsilon > 0 \), our structure takes \( O(\sigma \gamma \log^\epsilon n \log(n/\gamma) / \log \log n) \) words of space and answers queries in \( O(\log(n/\gamma) / \log \log n) \) time. This running time matches the lower bound stated in Theorem 8 when \( \sigma \in O(\text{polylog } n) \).

### 4.3 Select

We first consider the binary case and \( \text{select}_1 \) queries. We use a straightforward reduction from \( \text{select}_1 \) to \( \text{partial sum} \) queries that blows up the attractor size only by a constant factor.

We assume for simplicity that our input bit-vector \( S \) ends with bit 1. If this is not the case, removing the trailing zeros from \( S \) does not change the answer of any \( \text{select}_1 \) query and does not increase the attractor’s size. Let \( S = 0^{x_1-1}1 \cdots 0^{x_m-1}1 \), with \( x_i \geq 1 \) for \( i = 1, \ldots, m \), and define \( S' = x_1 \ldots x_m \).
Lemma 20. If $S$ has an attractor of size $\gamma$, then $S'$ has an attractor of size at most $2\gamma + 1$.

Proof. Let $\Gamma$ be an attractor for $S$. We build an attractor $\Gamma'$ for $S'$ as follows. Note that, to build $S'$, we partition $S$ in blocks: each block is formed by a sequence of zeros terminated by a bit set. Given a position $i \in [1, |S|]$, we say that $i'$ is the corresponding position of $i$ in $S'$ iff $i$ belongs to the $i'$-th block. Starting with $\Gamma' = \{1\}$, for every $i \in \Gamma$ we insert in $\Gamma'$ the positions $i'$ and $i' + 1$ (unless they fall outside the range $[1, |S'|]$), where $i'$ is the corresponding position of $i$ in $S'$. More formally, if $S[i] = 0$ then we insert $S.rank_1(i) + 1$ and $S.rank_1(i) + 2$ in $\Gamma'$. Otherwise, if $S[i] = 1$ then we insert $S.rank_1(i)$ and $S.rank_1(i) + 1$ in $\Gamma'$. Clearly, $|\Gamma'| \leq 2|\Gamma| + 1 = 2\gamma + 1$.

Consider any substring $S'[i..j]$. We prove that $S'[i..j]$ has an occurrence $S'[i'..j']$ (possibly, $i' = i$ and $j' = j$) such that $S'[i'..j']$ crosses an element of $\Gamma'$. This will prove our claim.

If $i = 1$, then $S'[i..j]$ crosses position 1 $\in \Gamma'$ and we are done. Otherwise, we focus on sequence $S'[i - 1..j] = y_1y_2...y_{i-1}2$. Note that this is the sequence of exponents of zeros in a subsequence of $S$ entirely covered by blocks: $S[S.select_1(i - 2) + 1..S.select_1(j)] = 0^{y_1}1...0^{y_{i-1}+1}1$, where we take $S.select_1(0) = 0$. By definition of $\Gamma$, this substring of $S$ has an occurrence $S[i'',j'']$ crossing an element of $\Gamma$. However, note that this occurrence is not necessarily preceded by a bit set. As a consequence, we can only state that the corresponding subsequence of $S'$, i.e. $S'[t..S.rank_1(j'')]$ with $t = S.rank_1(i'') + 1$ if $S[i''] = 0$ and $t = S.rank_1(i'')$ otherwise, is such that $S'[t..S.rank_1(j'')] = wy_2...y_{i-1+2}$, with $w \geq y_1$. Since $S[i'',j'']$ crosses an element of $\Gamma$ then, by the way we defined $\Gamma'$, either $S'[S.rank_1(j'')]$ or two adjacent characters $S'[k,k + 1]$, with $t \leq k < S.rank_1(j'')$, cross an element of $\Gamma'$. Then, this means that $S'[t + 1..S.rank_1(j'')] = y_2...y_{i-1+2} = S[i..j]$ crosses an element of $\Gamma'$. This concludes our proof. \hfill $\Box$

At this point, the solution for select is immediate: we build the structure of Theorem 18 on the sequence $S' = x_1...x_m$ using the attractor of Lemma 20, and simply note that $S.select_1(i) = S'.psum(i)$.

Given a string $S$ over a generic alphabet of size $\sigma$, we can solve $S.select_c()$ as follows. We build $\sigma$ bit-strings $S_c$, one for each alphabet character $c$, defined as $S_c[i] = 1$ if and only if $S[i] = c$. As seen in the previous section, an attractor for $S$ is also an attractor for $S_c$. We build our structure solving $S.select_1$ on each $S_c$ and compute $S.select_c(i) = S_c.select_1(i)$.

Theorem 21. Let $\gamma$ be the size of a string attractor for a string $S$ of length $n$ over an alphabet of size $\sigma$. Then, for all $2 \leq \tau \leq n/\gamma$, we can store a data structure of size $O(\tau \log \log(n/\gamma))$ supporting select queries on $S$ in $O(\log(n/\gamma))$ time.

For $\tau = \log^\epsilon n$ and any constant $\epsilon > 0$, our structure takes $O(\sigma \log^\epsilon n \log(n/\gamma)/\log \log n)$ words of space and answers queries in $O(\log(n/\gamma)/\log \log n)$ time. This running time matches the lower bound stated in Theorem 8 when $\sigma \in O(\text{polylog n})$.

4.4 Predecessor and Tree Navigation

Let $U \subseteq [1, n]$ be a set of size $m$, and let $S$ be a binary string of length $n$ such that $S[i] = 1$ iff $i \in U$ with attractor of size $\gamma$. Using the solutions for rank and select seen in the previous sections, we can easily support predecessor on $U$ in $O(\gamma \log \log n)$ space and $O(\log(n/\gamma)/\log \log n)$ time (optimal by Corollary 8). In an extended version of this paper we will show that we can improve this upper bound (both in space and time) on sparse sets, achieving $O(\gamma \log^{1+\epsilon} m/\log \log m) = O(\gamma \log \log m)$ space and $O(\log m/\log \log m)$ query time. This solution is analogous to that used in Theorem 18 but, in addition, uses fusion trees to accelerate local predecessor queries.
To conclude, one can obtain fast navigational queries on attractor-compressed trees by combining the SLP-based implementation of balanced-parentheses operations (1-7) (see Section 3) described by Bille et al. [7, Lem. 8.2, 8.3] with the SLP of [16, Thm. 3.14], built on the balanced-parentheses representation of the tree. This immediately yields $O(\log n)$-time navigation within $O(\gamma \log^2(n/\gamma))$ words of space. To reduce this running time to the optimal $O(\log n / \log \log n)$, we note that one could increase the arity of the SLP to $\log^e n$ as described in [4, Thm. 2]. Space could be further reduced by employing the RLSLP – of size $O(\gamma \log(n/\gamma))$ – described in [21] and adapting the algorithms to work on run-length SLPs. We will cover these improvements in an extended version of this paper.
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Abstract

The Maximal Strip Recovery problem (MSR) and its complementary (CMSR) are well-studied NP-hard problems in computational genomics. The input of these dual problems are two signed permutations. The goal is to delete some gene markers from both permutations, such that, in the remaining permutations, each gene marker has at least one common neighbor. Equivalently, the resulting permutations could be partitioned into common strips of length at least two. Then MSR is to maximize the number of remaining genes, while the objective of CMSR is to delete the minimum number of gene markers. In this paper, we present a new approximation algorithm for the Complementary Maximal Strip Recovery (CMSR) problem. Our approximation factor is 2, improving the currently best 7/3-approximation algorithm. Although the improvement on the factor is not huge, the analysis is greatly simplified by a compensating method, commonly referred to as the non-oblivious local search technique. In such a method a substitution may not always increase the value of the current solution (it sometimes may even decrease the solution value), though it always improves the value of another function seemingly unrelated to the objective function.
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1 Introduction

Maximal Strip Recovery (MSR) is a problem originally proposed to eliminate noise and ambiguities in genomic maps [4, 15]. In comparative genomics, a genetic map (interchangeably, a signed permutation) is represented by a sequence of \( n \) distinct gene markers (interchangeably, letters). A gene marker can appear in two different genomic maps, either positively or negatively. A strip (or, syntenic block) is a sequence of distinct markers that appears as subsequences in two maps, either directly or in a reversed and negated form.

Given two genetic maps \( G_1 \) and \( G_2 \) of length \( n \), the problem Maximal Strip Recovery (MSR) [4, 15] is to find two subsequences of \( d \) strips (each of length at least two), denoted as \( G_i^* \), for \( i = 1, 2 \), and find two signed permutations \( \pi_i \) of \( (1, \ldots, d) \), such that each sequence
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$G_1^* = S_{\pi_1(1)} \ldots S_{\pi_1(d)}$ (here $S_{-j}$ denotes the reversed and negated sequence of $S_j$) is a subsequence of $G_1$, and the total length of these $S_j$'s is maximized. Intuitively, those gene markers not included in $G_1^*$ and $G_2^*$ are noisy and ambiguous markers. The complementary problem of deleting the minimum number of noisy and ambiguous markers to have a feasible solution (i.e., every remaining marker must be in some strip) is called the Complementary Maximal Strip Recovery, which will be abbreviated as CMSR. We illustrate an example in Fig. 1. In this example, each integer in $G_1$ and $G_2$ represents a gene marker.

\begin{align*}
G_1 &= (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13) \\
G_2 &= (-9, -4, -8, -7, -6, 1, 2, 3, -13, -10, -5, -11) \\
S_1 &= (1, 2, 3) \\
S_2 &= (6, 7, 8, 9) \\
S_3 &= (11, 12, 13) \\
\pi_1 &= (1, 2, 3) \\
\pi_2 &= (-2, 1, -3) \\
G_1^* &= (1, 2, 3, 6, 7, 8, 9, 11, 12, 13) \\
G_2^* &= (-9, -8, -7, -6, 1, 2, 3, -13, -12, -11)
\end{align*}

\textbf{Figure 1} An example for the problem MSR and CMSR. MSR has a solution size of ten (with $d = 3$ strips in $G_1^*$ and $G_2^*$; i.e., (1,2,3),(6,7,8,9) and (11,12,13)). CMSR has a solution size of three: the deleted markers are 4,5 and 10.

It was shown in [14] that both (the decision versions of) MSR and CMSR are NP-complete. (Readers are referred to [5] for the basic concepts in algorithms and NP-completeness.) A bit later, MSR was shown to be APX-hard [2, 9] and CMSR was also shown to be APX-hard [10]. For the positive results, in [4, 15], some heuristic approaches based on Max Independent Set and Max Clique were proposed and shown to be effective. In [3], a factor-4 polynomial-time approximation algorithm was proposed for MSR. In [7], a factor-3 polynomial-time approximation algorithm was proposed for CMSR and an $O^*(3^k)$ FPT algorithm, where $k$ is the parameter representing the minimum number of deleted genes, was also presented for CMSR. Currently, the best approximation factor for CMSR is 2.33 [13] and the best FPT algorithmic bound is $O(2.36^k n^2)$ [1]. In 2014, Jiang and Zhu showed that CMSR admits a kernel of size 78k [8]. This kernel was improved to 58k more recently by Hu et al. [6] and then to 42k by Li et al. [12]. Combined with these kernel bounds, CMSR can be solved in $O(n^2 + 2.36^k k^2)$ time.

In this paper, we devise a new 2-approximation algorithm for the CMSR problem by a non-oblivious local search technique, initially proposed by Khanna et al. [11]. During the non-oblivious local search process, a substitution (or local update) may not always increase the value of the current solution, it sometimes makes the value unchanged or even decreased. (But it always improves the value of a function which is seemingly unrelated to the objective function – that is probably how the algorithm is named “non-oblivious”.) In other words, some strips with larger priority are preferred even though they cannot lead to a local minimum solution. While the idea is simple, the analysis is very involved. We hope to see more applications of this technique for problems in computational biology.
2 Preliminaries

We first present some formal definitions. Let $G = \pi_1\pi_2 \cdots \pi_n$ be a (signed) permutation and let $\overline{G}$ be the reversed version of $G$, with all elements negated. A substring of $G$ is a consecutive segment in $G$, $\pi_i\pi_{i+1} \cdots \pi_j$, such that $1 \leq i < j \leq n$ and its length is denoted as $|\pi_i\pi_{i+1} \cdots \pi_j| = j - i + 1$. A subsequence of $G$ is a sequence of letters $\pi_{l_1}\pi_{l_2} \cdots \pi_{l_k}$ such that $1 \leq l_1 < l_2 < \cdots < l_k \leq n$.

Let $G_1$ and $G_2$ be two input (signed) permutations over the same set of alphabet (letters). (We assume that $G_1$ is the identity permutation $I_n$ over $[1..n]$ throughout this paper.) A (common) strip, $\pi_{l_1}\pi_{l_2} \cdots \pi_j$ ($2 \leq j \leq n$), is a common subsequence between $G_1$ and $G_2$ (or $\overline{G_2}$), with at least two letters, and its length is $j$. An existing common strip is a common substring between $G_1$ and $G_2$ (or $\overline{G_2}$), again with length at least two. Sometimes we also use $S = [a, b]$ to denote a common strip, with $a$ and $b$ being its ending letters, and $|S| = |[a, b]|$ to denote its length. An adjacency is a strip of length two. Hence, a pair of common strips of length $l$ has $l - 1$ adjacencies. In Figure 1, the strip $[1, 2, 3]$ appears positively in $G_2$ and the strip $[6, 7, 8, 9]$ appears in reversed and negated form in $G_2$ (or, appears positively in $\overline{G_2}$); moreover, $(1, 2, 3) = [1, 3]$ is an existing common strip with two adjacencies.

The Complementary Maximal Strip Recovery (CMSR) problem is formally defined as follows: Given two signed permutations $G_1$ and $G_2$ over the same set of alphabet of size $n$, delete the minimum number of letters from $G_1$ and $G_2$ to obtain $G_1^*$ and $G_2^*$ such that the remaining letters are all in some common strips; moreover, each common strip is a substring in $G_1^* \cup G_2^*$.

Two letters, $a$ and $b$, form a candidate adjacency $(a, b)$, if $ab$ or $-b-a$ is a subsequence of $G_1$ and $G_2$. Let $IN_1(a, b)$ and $IN_2(a, b)$ be the set of (interior) letters that appears in between $a$ and $b$ in $G_1$ and $G_2$ respectively. If $|IN_1(a, b)| + |IN_2(a, b)| = i$, then $(a, b)$ is called an $i$-candidate adjacency. Obviously, a 0-candidate adjacency is an adjacency from a pair of existing common strips of $G_1$ and $G_2$. An $i$-candidate adjacency, say $(a, b)$, becomes an adjacency whenever the letters in $IN_1(a, b)$ and $IN_2(a, b)$ are deleted. In Figure 1, $(11, 12)$ is initially a 2-candidate adjacency and after the two markers 5 and 10 are deleted it becomes a strip (or a valid adjacency). The main idea of our algorithm is to identify some candidate adjacencies and delete the letters in between them.

3 Algorithm Description

In this section, we show the details of our algorithms. Since candidate adjacencies eventually form the final common strips after deleting the interior letters, the main idea of our algorithm is to identify some candidate adjacencies.

3.1 Preprocessing

Firstly, the algorithm preprocesses the two input permutations to identify some special subsequences, which could be put into the common strip components directly.

Definition 1 ($r$-candidate subsequence). A subsequence $a_1a_2 \cdots a_{r-1}a_r$ of $G_1$ and $G_2$ (or $\overline{G_2}$), $r \geq 3$, is an $r$-candidate subsequence, if $(a_i, a_{i+1})$ is a 1-candidate adjacency, $1 \leq i \leq r - 1$.

A letter $c$ can left-attach (resp. right-attach) to a common strip $[a, b]$, if $(c, a)$ (resp. $(b, c)$) is a candidate adjacency, then a new common strip $[c, b]$ (resp. $[a, c]$) is generated, while deleting the letters in $IN_1(c, a) \cup IN_2(c, a)$ (resp. $IN_1(b, c) \cup IN_2(b, c)$). Throughout Algorithm 1, let $CS_0$ be the current set of common strips. Initially, $CS_0$ is empty.
Algorithm 1 Preprocessing.
1: Put all the existing common strips into $CS_0$.
2: Compute a maximal set of non-overlapping $r$-candidate subsequences for $r \geq 3$ and put them in $CS_0$.
3: for each common strip $[a, b] \in CS_0$ do
4:  while there exists a letter $c$, such that $(c, a)$ or $(b, c)$ is a 1-candidate adjacency do
5:    Delete the letter in $IN_1(c, a) \cup IN_2(c, a)$ (or $IN_1(b, c) \cup IN_2(b, c)$) from $G_1$ and $G_2$, delete $[a, b]$ from $CS_0$, and add $[c, b]$ (or $[a, c]$) to $CS_0$.
6:  end while
7: end for

Note that keeping existing common strips immediately implies that the factor 2 is the best we could have. For example, $G_1 = uabv \cdot xy$ and $G_2 = -v \cdot -yab - x$, keeping $ab$ can only have an approximation factor 2 (as the optimal solution for CMSR is to delete $a$ and $b$). The reason why we cannot keep 2-candidate subsequences is that they could force the approximation factor to be beyond 2. For instance, $G_1 = uv \cdot xa_1ya_2z$ and $G_2 = -va_1a_2 - u \cdot -z - y - x$, keeping $a_1a_2$ would give us an approximation factor of 2.5 (as we need to delete 5 letters, while the optimal solution is to delete $a_1$ and $a_2$). We now use $CS_0$ to denote the set of common strips in $CS_0$ found by the preprocessing Algorithm 1 and will not alter $CS_0$ henceforth. We then assign $CS \leftarrow CS_0$ and try to improve $CS$. Next, we show how to obtain more common strips.

3.2 How to generate a common strip

A letter is matched if it belongs to a common strip in $CS$, otherwise it is unmatched. A matched letter could have either one or two adjacent letters in a common strip. For a matched letter $b$, which has exactly one adjacent letter, say $a$, such that $(a, b)$ is a $p$-candidate adjacency, then $b$ is of type-$p$. For a matched letter $b$, which has exactly two adjacent letters, say $a$ and $c$, such that $(a, b)$ is a $p$-candidate adjacency and $(b, c)$ is a $q$-candidate adjacency, then $b$ is of type-$\min\{p, q\}$.

The letters in $IN_1(a, b) \cup IN_2(a, b)$ of a candidate adjacency $(a, b)$ are caught in both $G_1$ and $G_2$, if $a$ and $b$ do form an adjacency; otherwise they are released. There are three ways to generate a common strip in our algorithm.

(I) Join: generate a common strip $[a, b]$ from a $p$-candidate adjacency $(a, b)$, where $p \leq 3$.

(II) Attach: generate a common strip $[a, c]$ of length 3 by right-attaching a letter $c$ to a common strip $[a, b]$ of length 2, such that $(b, c)$ is a $p$-candidate adjacency, where $p \leq 2$. Moreover, if $(a, b)$ is a 3-candidate adjacency, then delete $a$ from $[a, c]$ to obtain the strip $[b, c]$, to release the 3 letters in $IN_1(a, b) \cup IN_2(a, b)$. The case that $(c, a)$ is a $p$-candidate adjacency, where $p \leq 3$, is similar.

(III) Split: generate two common strips $[a, b]$ and $[c, d]$, both of length 2, by right-attaching a letter $d$ to a common strip $[a, b, c]$ of length 3, such that $(c, d)$ is a $p$-candidate adjacency, where $p \leq 3$. The case that $(d, a)$ is a $p$-candidate adjacency, where $p \leq 3$, is similar.

Property 1. Each common strip generated by Join, Attach, and Split operations is of length 2 or 3. Moreover, if $[a, b]$ is a common strip of length 2, then $(a, b)$ is a $p$-candidate adjacency with $p \leq 3$; if $[a, b, c]$ is a common strip of length 3, then $(a, b)$ is a $p$-candidate adjacency and $(b, c)$ is $q$-candidate adjacency with $p, q \leq 2$. 
3.3 The Non-oblivious Local Search Algorithm

The main idea of our algorithm is a non-oblivious local search, which is outlined as Algorithm 2. The algorithm improves $CS$ iteratively according to the objective function $F$. Let $b_p$ be the number of type-$p$ letters in the current solution, where $p \in \{1, 2, 3\}$, Define

$$F = 15b_1 + 5b_2 + b_3.$$ 

Generally, the algorithm adopts local substitutions, which means substituting exactly one current strip, say $S$, in $CS$ with some other strips, provided that the value of $F$ could be increased.

Let $CS = \{S_1, S_2, \ldots, S_m\}$ be the current set of common strips, and $G'_1$ and $G'_2$ be the current common strip components. For a common strip, say $S_j$, let $S_i$ and $S_k$ be its proceeding and following common strips in $G'_1$, and $S'_i$ and $S'_k$ be its proceeding and following common strips in $G'_2$ respectively. Define four letters to be $L_{S_j}^1, L_{S_j}^2, R_{S_j}^1, R_{S_j}^2$ as follows. If the number of letters appear in between $S_i$ and $S_j$ is less than $4$ in $G_1$, then $L_{S_j}^2$ is the letter to the immediate right of $S'_j$; otherwise, $L_{S_j}^1$ is the fourth letter to the left of $S_j$. The other three letters can be defined similarly.

$CS$ could be improved by performing the following three operations iteratively.

1. 0-substitution: Generate new common strips according to (I), (II) and (III), provided that the value of $F$ can be increased.
2. 1-substitution: Substitute a common strip $S$ by some other strip, which can be searched from $L_{S_i}^2$ to $R_{S_j}^1$ in $G_1$ and from $L_{S_k}^2$ to $R_{S_j}^1$ in $G_2$ and according to (I), (II) and (III), provided that the value of $F$ can be increased.
3. 2-substitution: Substitute two consecutive common strips $S_u$ and $S_v$ in $G'_1$ (resp. $G'_2$) by two other strips, which can be searched from $L_{S_u}^2$ to $R_{S_v}^1$ in $G_1$ and from $L_{S_v}^2$ to $R_{S_u}^1$ as well as $L_{S_u}^2$ to $R_{S_v}^2$ in $G_2$ according to (I), (II) and (III), provided that the value of $F$ can be increased.

The pseudo-code of our algorithm is shown in Algorithm 2.

**Algorithm 2 CMSR by Non-oblivious-Local-Search.**

1: Call Algorithm 1: Preprocessing.
2: while (0-substitution, 1-substitution, or 2-substitution can be applied) do
3: Apply a 0-substitution, 1-substitution, or 2-substitution to improve $CS$.
4: end while

**Theorem 2.** The algorithm CMSR by Non-oblivious-Local-Search runs in $O(n^2)$ time.

**Proof.** First of all, it is easy to see that Algorithm 1 runs in $O(n^2)$ time. It takes at most $O(n)$ time to perform a 0-substitution. A 1-substitution on a common strip $S$ tries to identify all possible 1, 2, 3-candidate adjacencies formed by letters from $L_{S_i}^2$ to $R_{S_j}^1$ in $G_1$ and from $L_{S_k}^2$ to $R_{S_j}^1$ in $G_2$. There are at most 21 distinct letters in this range if $S$ is of length 2, and at most 23 distinct letters if $S$ is of length 3. Hence the number of possible 1, 2, 3-candidate adjacencies is bounded by a constant, and the number of its combination is also bounded by a constant. In this case, a candidate adjacency can be found in constant time. Similar argument holds for a 2-substitution.

The number of common strips in $CS$ is obviously bounded by $n$. It remains to count the time spent on the While-Loop. Note that the While-Loop runs while $CS$ is updated/refreshed, in other words, each round of the While-Loop implies a feasible substitution, and $F$ must be
increased. Since the value of $F$ increases by at least one each time, and the maximum value of $F$ is bounded by $15n$, the While-Loop runs at most $15n$ times.

Consequently, it takes $O(n)$ time to find/perform a feasible substitution. And this procedure loops $O(n)$ times. Therefore the time complexity of Algorithm 2 is $O(n^2)$. ◀

4 Performance Analysis

In this section, we show that Algorithm 2 returns a 2-approximation for the complementary maximum strip recovery problem. To analyze the performance of Algorithm 2, we should compare it with the optimal solution. Here, we adopt the amortized analysis method.

Let $G_1 = [\pi_1, \pi_2, \ldots, \pi_n] = I_n$ and $G_2 = [\tilde{\pi}_1, \tilde{\pi}_2, \ldots, \tilde{\pi}_n]$ be two (signed) permutations over $[1..n]$. Let $G_1^*$ and $G_2^*$ be the optimal common strip components, each of which is composed of the set $CS^*$ of common strips. Let $OPT$ be the set of letters which are deleted from both $G_1$ and $G_2$ to obtain $G_1^*$ and $G_2^*$ respectively. As aforementioned, $CS$ is the set of common strips computed by Algorithm 2, which constitute two feasible common strip components $G_1'$ and $G_2'$. Let $ALG$ be the set of letters which are deleted to obtain $G_1'$ and $G_2'$. Without causing confusion, $CS$ and $CS^*$ can also be viewed as the sets of adjacencies, as well as the sets of preserved letters. Then we have, $|OPT| + |CS^*| = |ALG| + |CS| = n$.

Next, we review a property of the optimal solution presented in [7].

► Lemma 3. There exists an optimal solution $OPT$, such that, for every existing common strip $S$ of length 2 or greater, (1) $S$ is either totally contained in $OPT$, or totally disjoint with $OPT$; (2) if $S$ is of length 4 or greater, then it is totally disjoint with $OPT$.

This lemma and its proof also appear in [7], so we omit the proof here. The idea, following the example right after Algorithm 1, is that while existing length-2 or length-3 common strips could be deleted in any optimal solution, when the existing common strips are of length at least 4 then there is some optimal solution which keeps them. For example, $G_1 = x_{abcdy}uv$ and $G_2 = -y_{x_{abcd}u} - v$, then the optimal solution for MSR could either be $abed$ (by keeping the existing length-4 common strip $abeled$, the corresponding CMSR solution is to delete $u, v, x$ and $y$), or with two strips $xy$ and $uv$ (the corresponding CMSR solution is to delete $a, b, c$ and $d$).

Now, consider the imaginary permutations whenever we reinsert the letters of $OPT \cap CS$ back into $G_1^*$ and $G_2^*$. Some common strips could be broken into either shorter blocks or isolates (e.g., a single letter in either $G_1$ or $G_2$ which does not form adjacencies with its neighbors). For instance, the letters 9 and 11 in Fig. 1 are both isolates.

Without of loss of generality, we only focus on the case when the adjacency $(a, b)$ (and $(x, y)$) appears positively in $G_1$ and $G_2$. The other case when it appears in reversed and negated form in $G_2$ is similar. But we omit the details.

► Definition 4. Let $(a, b)$ be an adjacency of a common strip in $CS$, where $a = \pi_{i_1} = \pi_{j_1}$ and $b = \pi_{i_2} = \pi_{j_2}$. Let $(x, y)$ be an adjacency of a common strip in $CS^*$, where $x = \pi_{i_2} = \pi_{j_2}$ and $y = \pi_{j_1} = \pi_{j_2}$.

When $(a, b) = (x, y)$, we say that $(a, b)$ fully occupies $(x, y)$.

Let $\cap$ be the operation for computing the intersection of two intervals, which could be closed (i.e., in the form $[i, j]$) or open (i.e., in the form $(i, j)$). If $[i_1, j_1] \cap [i_2, j_2] = [i_1', i_2'] = [j_1, j_2]$ or $[i_2, j_2] \cap [i_2, j_2] = [i_2, i_2'] = [j_2, j_2]$, we say that $(a, b)$ half-occupies $(x, y)$ via the letter $b$, then $y$ belongs to the occupying set of $(a, b)$, denoted as $O((a, b))$. (The case $(a, b)$ half-occupies $(x, y)$ via $a$ can be defined symmetrically, in which $x$ belongs to $O((a, b))$.)
Otherwise, if \((i_1, j_1) \cap (i_1^*, j_1^*) = \emptyset\) or \((i_2, j_2) \cap (i_2^*, j_2^*) = \emptyset\), we say that \((a, b)\) breaks \((x, y)\), then both \(x\) and \(y\) belong to the breaking set of \((a, b)\), denoted as \(B(a, b)\).

Lemma 5. Let \((x, y)\) be an adjacency in \(CS^*\), but not in \(CS\). Then \((x, y)\) is either broken or half-occupied by some adjacencies in \(CS\), or \((x, y)\) is a \(p\)-candidate adjacency with \(p \geq 4\).

Proof. Since otherwise, Algorithm 2 would keep running as the current solution can be improved. \(\triangleright\)

The occupying set of a common strip \(S = [a, \ldots, b]\) in \(CS\), denoted as \(O[S]\), is the set of all letters from the adjacencies in \(CS^*\) which are half-occupied by \((a, \bullet)\) via \(a\) or by \((\bullet, b)\) via \(b\), i.e., \(O[S] = O[(a, \bullet)] \cup O[(\bullet, b)]\).

The breaking set of a common strip \(S\) in \(CS\), denoted by \(B[S]\), is the set of all letters from adjacencies in \(CS^*\), which are broken by adjacencies of \(S\), i.e., \(B[S] = \cup_{(a, b) \subseteq S} B[(a, b)]\).

It follows from the definition that, for each common strip \(S\) in \(CS\), \(O[S] \cap B[S] = \emptyset\).

The auxiliary set of a common strip \(S\) in \(CS\), denoted by \(U[S]\), is the set of all letters such that \((1)\) not in \(CS\), \((2)\) appearing in between adjacencies of \(CS^*\), which are broken or half-occupied by adjacencies of \(S\).

Let \(CS_{24}^*\) be the set of letters from \(p\)-adjacencies of \(CS^*\) with \(p \geq 4\), which are not broken or half-occupied by any common strip of \(CS\). Let \(U_{24}^*\) be the set of letters which appear in between adjacencies formed by letters in \(CS_{24}^*\). Viewing \(CS\) and \(CS^*\) as set of letters, we have \(ALG \cup CS = OPT \cup CS^*\). Consequently

\[
ALG - OPT = CS^* - CS = \cup_{S \subseteq CS} (B[S] \cup O[S]) \cup CS_{24}^*.
\]

From the definition, we know that the union of the auxiliary sets are letters in \(OPT \cap ALG\) which appear in between adjacencies of \(CS^* - CS_{24}^*\), i.e.,

\[
OPT \cap ALG \supseteq \cup_{S \subseteq CS} (U[S]) \cup U_{24}^*.
\]

We also have,

\[
OPT - ALG = CS - CS^* = \cup_{S \subseteq CS} (S - CS^*).
\]

The approximation factor can be described as

\[
\frac{|ALG|}{|OPT|} = \frac{|ALG - OPT| + |OPT \cap ALG|}{|OPT - ALG| + |OPT \cap ALG|} \leq 2
\]

which is equivalent to,

\[
\frac{|ALG|}{|OPT|} \leq \frac{|ALG - OPT| - |OPT \cap ALG|}{|OPT - ALG|}
\]

\[
\leq \frac{|\cup_{S \subseteq CS} (B[S] \cup O[S]) \cup CS_{24}^*| - |(\cup_{S \subseteq CS} U[S]) \cup U_{24}^*|}{|\cup_{S \subseteq CS} (S - CS^*)|}
\]

\[
= \frac{|\cup_{S \subseteq CS} (B[S] \cup O[S])| + |CS_{24}^*| - |(\cup_{S \subseteq CS} U[S]) \cup U_{24}^*|}{|\cup_{S \subseteq CS} (S - CS^*)|} \leq 2 \tag{1}
\]

Since each letter in \(OPT \cap ALG\) appears in \(G_1\) and \(G_2\) exactly once respectively, we have,

\[
|(\cup_{S \subseteq CS} U[S]) \cup U_{24}^*| = \sum_{S \subseteq CS} |U[S]| + |U_{24}^*|.
\]

Then, it is sufficient to show that

\[
(1) = \frac{|\cup_{S \subseteq CS} (B[S] \cup O[S])| - \sum_{S \subseteq CS} |U[S]|}{|\cup_{S \subseteq CS} (S - CS^*)|} + |CS_{24}^*| - \frac{|U_{24}^*|}{2} \leq 2 \tag{2}
\]
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Note that a letter may belong to more than one breaking and half-occupying sets. If we assign a weight \( \omega(\cdot) \) to each letter of each set, then (2) can be rewritten as

\[
(2) = \frac{\sum_{S \in CS}(\omega(B[S]) + \omega(O[S]) - \frac{|U[S]|}{2}) + |\bigcup CS_{\geq 4} - \frac{|U[S]|}{2}|}{\sum_{S \in CS}|S - CS^*|} \leq 2
\]

\[\text{Theorem 6. The approximation factor will not be greater than two, if the following two conditions hold:}\]

1. \(|\bigcup CS_{\geq 4} - \frac{|U[S]|}{2}| \leq 0\), and
2. for each \( S \in CS \), \( (\omega(B[S]) + \omega(O[S]) - |U[S]|/2)/|S - CS^*| \leq 2\).

The former condition holds from the following lemma straightforwardly.

\[\text{Lemma 7. Let } (x, y) \text{ be a } p\text{-adjacency of } CS^* \text{ with } p \geq 4, \text{ which is not broken or half-occupied by any adjacency of } CS, \text{ being not able to return } (x, y) \text{ as an adjacency will not result in an approximation factor greater than 2.}\]

\[\text{Proof. Since the optimal solution includes the } p \text{ letters appearing in between } x \text{ and } y, \text{ besides these } p \text{ letters, the approximated solution also includes } x \text{ and } y. \text{ Then we have } 2 - p/2 \leq 0, \text{ in light of } p \geq 4.\]

It remains to assign weights to the letter of the breaking and half-occupying sets. Note that a letter cannot appear in two half-occupying sets.

**Weight Assignment.**

(I) For each \( S \in CS_0 \), each letter of \( B[S] \) bears a weight of 1; each letter of \( O[S] \) bears a weight of 1 if it does not appear in any other set, and bears a weight of 0 if it also appears in some other breaking sets.

(II) If a letter appears in exactly one breaking set, then this appearance bears a weight of 1; if it appears in two or more breaking sets, each of its appearance bears a weight of \( \frac{1}{2} \).

(III) If a letter appears in exactly one half-occupying set, then this appearance bears a weight of 1.

(IV) If a letter appears in the half-occupying set \( O[S](S \notin CS_0) \), as well as in the breaking set \( B[S'] \), then \( O[S] \) bears a weight of \( -\frac{1}{2} \), and \( B[S'] \) bears a weight of \( 3/2 \).

(V) If a letter appears in the half-occupying set \( O[S](S \notin CS_0) \), as well as two breaking sets \( B[S'] \) and \( B[S''] \), then \( O[S] \) bears a weight of \( -\frac{1}{2} \), and \( B[S'] \) bears a weight of 1 and \( B[S''] \) bears a weight of \( \frac{1}{2} \).

\[\text{Lemma 8. } \sum_{S \in CS}(\omega(B[S]) + \omega(O[S])) \geq |\bigcup_{S \in CS}(B[S] \cup O[S])|.
\]

\[\text{Proof. It can be verified that, under the above weight assignment, each letter of } \bigcup_{S \in CS}(B[S] \cup O[S]) \text{ has a total weight of at least 1.}\]

Next, we show that condition (2) is satisfied. We say that a common strip \( S \in CS \) is safe, if \( \frac{\omega(B[S])}{S - CS^*} \leq 2 \). An algorithm is safe if all the common strips generated at the end of the algorithm are safe.
4.1 Algorithm 1 is Safe

We first try to show that all the common strips founded by Algorithm 1 are safe.

Lemma 9. The existing common strips are safe.

Proof. Assume that S is an existing common strip of G1 and G2. If S ⊆ CS*, we are done. If not, according to Lemma 3, it satisfies that |S − CS*| = |S| ≥ 2. In this case, reinserting S back into G1 and G2 would break at most 2 adjacencies in CS*, thus |BS| ≤ 4. then we have |BS|/|S − CS*| ≤ 4/2 = 2.

The following example shows that (keeping) the existing common strips would be safe even for the worst case. Let G1 = 1ab2 · 34 and G2 = −2 − 1 · −4ab − 3. Keeping S = ab would imply deleting the four letters {1, 2, 3, 4}, while the optimal solution is to delete {a, b}. Note that in this example, BS = |S − CS*| = 2, and BS = |S| = 4, and |S − CS*| = 2; moreover,

Lemma 10. Every 3-candidate subsequence is safe.

Proof. Let T = abc be a 3-candidate subsequence. From Definition 1, both (a, b) and (b, c) are 1-candidate adjacencies. Assume that the letter x appears in between a and b in G1 or G2, and the letter y appears in between b and c in G1 or G2. There are 8 cases according to whether or not a, b, c belong to OPT.

1. a, b, c ∈ OPT. [a, b, c] becomes a common strip after deleting x and y from both G1 and G2, according to Lemma 9, [a, b, c] is safe.
2. {a, b, c} ⊆ OPT. Reinserting {a, b, c} back into G1 and G2 would break at most 4 adjacencies, thus |BS(a, b, c)| ≤ 6, and |BS(a, b, c)|/|S − CS*| ≤ 6/3 = 2.
3. {a, b} ⊆ OPT. Reinserting a back into G1 and G2 would break at most 2 adjacencies, thus |BS(a, b, c)| ≤ 4, and |BS(a, b, c)|/|S − CS*| ≤ 4/2 = 2.
4. The case when {b, c} ⊆ OPT is symmetric to the case {a, b} ⊆ OPT.
5. a ∈ OPT, then y ∈ OPT. Reinserting a back into G1 and G2 would break at most one adjacency, thus |BS(a, b, c)| ≤ 2, and |BS(a, b, c)|/|S − CS*| ≤ 2/1 = 2.
6. The case when c ∈ OPT is symmetric to the case a ∈ OPT.
7. b ∈ OPT. Reinserting b back into G1 and G2 would break at most one adjacency (x, y), thus |BS(a, b, c)| ≤ 2, and |BS(a, b, c)|/|S − CS*| ≤ 2/1 = 2.
8. {a, c} ⊆ OPT but not b, then there exists a p-adjacency (b, d) ∈ CS*. Since In1(b, d) ∪ In2(b, d) ≥ In1(b, c) ∪ In2(b, c) = {y}, we could obtain another optimal solution by replacing c by d in CS*.

Lemma 11. Generate a common strip S′ = [a, . . . , b, c] by attaching a letter c to a safe common strip S = [a, . . . , b] via a 1-candidate adjacency (b, c), then S′ is safe.

Proof. Since S = [a, . . . , b] is safe, we have |BS|/|S − CS*| ≤ 2. Assume that the letter x appears in between b and c in G1 or G2. There are 2 cases according to whether or not c ∈ OPT:

1. c ∈ OPT. Reinserting c back into G1 and G2 would break at most one adjacency (x, y), which is not broken by a, b. Thus, |BS′ − BS| ≤ 2. Note that |S′ − CS*| = |S − CS*| + 1, then |BS|/|S − CS*| ≤ 2.
2. c /∈ OPT. In this case, either x ∈ OPT or x ∈ BS. In either case, BS = BS and S − CS* = S − CS*.

From Lemma 9,10,11, we know that all the common strips of CS0 are safe.
Lemma 12. For each $S \in CS_0$, $\frac{\omega(B[S]) + \omega(O[S]) - \nu(U[S])}{|S - CS'|} \leq 2$.

Proof. It suffices to show that $\omega(O[S]) - \nu(U[S])|2 \leq 0$. Assume that $S = [a, \cdots, b]$, $(b, c)$ is an adjacency in $CS^*$, which means $c \in O[S]$. By the Weight Assignment scheme, if $(b, c)$ is broken by some other adjacencies in $CS$, then $c$ bears a weight of 0 in $O[S]$. If $(b, c)$ is not broken by any other adjacency of $CS$, then $c$ bears a weight of 1 in $O[S]$. According Algorithm 1, $(b, c)$ is a $p$-candidate adjacency with $p \geq 2$, and these $p$ letters are all in $U[S]$. Thus, $1 - p/2 \leq 0$.

4.2 Algorithm 2 is Safe

Aside from the common strips in $CS_0$, we now focus on the other common strips in $CS$ which are of length either 2 or 3. If it is of length 2 and it is also an $i$-adjacency, we say that it is an $i$-common strip; if its length is 3 and it has two consecutive adjacencies: an $i$-adjacency and a $j$-adjacency, we say that it is an $i \rightarrow j$-common strip. From Property 1, there are five types of common strips: 1-common strip, 2-common strip, 3-common strip, 1 $\rightarrow$ 2-common strip, 2 $\rightarrow$ 2-common strip.

Before showing that the common strips found by Algorithm 2 fulfills condition 2, we first show some properties. The key idea is that, when Algorithm 2 terminates, the value of $F$ will not be increased by applying more 0,1,2-substitutions.

Lemma 13. At the termination of Algorithm 2, a 1-candidate adjacency will either become an adjacency in $CS$ or be broken by some 1-adjacency in $CS$.

Proof. Firstly, a 1-adjacency cannot be half-occupied by a 1-adjacency in $CS$. The reason is that, in this case, the two 1-adjacencies form a 3-candidate subsequence, which would have been handled by Algorithm 1.

Then we show that a 1-adjacency cannot only be half-occupied by adjacencies in $CS$. Assume that $S = [a, \cdots, b] \in CS$ and $(b, c)$ is a 1-adjacency. Obviously, $S \notin CS_0$, thus $|S| = 2$ or $|S| = 3$, and $(\bullet, b)$ is a $p$-adjacency with $p \geq 2$. If $|S| = 2$, then left-attaching $c$ to $S$ will increase the value of $F$ definitely, if $|S| = 3$, then substituting $S$ with $[a, \cdots]$ and $[b, c]$ will also increase the value of $F$. In case that $S' = [a, \cdots, d] \in CS$, then $|S'| = 2$ or $|S'| = 3$, and $(c, \bullet)$ is a $q$-adjacency with $q \geq 2$. Keeping the common strip $[b, c]$ will increase the value of $F$.

If a 1-adjacency $(b, c)$ is half-occupied by some adjacency $A$ in $CS$ and is also broken by another $t$-adjacencies $A'$ of $CS$, then for $t \geq 2$, keeping the common strips $[b, c]$ will increase the value of $F$ by at least $15 - 2 \times 5 = 5$.

From Lemma 13 and the Weight Assignment scheme, if an adjacency is multiply broken, then each common strip breaking it bears a weight of 1 from it. If an adjacency is singly broken by $S \in CS$ and is also half-occupied by $S' \in CS$, then the common strip breaking it bears a weight of 3/2 from it, and the common strip half-occupying it bears a weight of $-1/2$ from it; moreover, this adjacency must be a $p$-adjacency with $p \geq 2$, which means that there could be a letter in $U[S]$.

Lemma 14. At the termination of Algorithm 2, a 2-adjacency will (1) either become an adjacency of $CS$, (2) or be broken by some adjacencies of $CS$, (3) or be half-occupied by two adjacencies of $CS$, (4) or be half-occupied by only one 1-adjacency of $CS$, which is in a common strip of $CS_0$ or a $1 \rightarrow 2$-common strip.

Proof. From Lemma 5, a 2-adjacency will either become an adjacency of $CS$ or be broken or be half-occupied. Note that an adjacency can be half-occupied at most twice, then it is
sufficient to show that (4) holds. The reason is that if a 2-adjacency is only half-occupied by a 1-common strip, 2-common strip, 3-common strip, or a 2-adjacency in either a 1 \ll 2-common strip or a 2 \ll 2-common strip, then value of $F$ will be increased by keeping it.

\[\text{Lemma 15. At the termination of Algorithm 2, if a p-adjacency in CS}^* \text{ is broken by a q-adjacency in CS, where } q \leq 3, \text{ then either } p \geq q \text{ or it is also broken or half-occupied by some other adjacencies in CS.}\]

\[\text{Proof. Since otherwise, Algorithm 2 will keep running as the current solution can be improved.}\]

\[\text{Lemma 16. A } p \text{-common strip } S = [a, b], \text{ where } p = 1, 2, 3, \text{ guarantees that } \frac{\omega(B[S]) + \omega(O[S]) - |U[S]/2|}{|S - CS^*|} \leq 2.\]

\[\text{Proof. There are three cases: } |S - CS^*| = 2, \text{ or } |S - CS^*| = 1, \text{ or } |S - CS^*| = 0.\]

   
   (1.1) $p = 1$, there are $p + 2 = 3$ adjacencies broken by $S$. Since $S$ is a common strip at the termination of Algorithm 2 (i.e., no more local improvement is possible), at most one of these three adjacencies is a 1-candidate adjacency, which is singly broken by $S$. The other adjacencies must either be broken or half-occupied by some other adjacency in $CS$, or be $p$-candidate adjacencies with $p \geq 4$. For each of them, if it is half-occupied, $|B[S]| + |O[S]| \leq 4$. According to the Weight Assignment scheme, $B[S]$ bears a weight of $3/2$, which means some other adjacency in $CS$ bears a weight of $-1/2$. Moreover, if it is broken, $B[S]$ bears a weight of $1$; if it is a $p$-candidate adjacency with $p \geq 4$, then three letters are added to $U[S]$. In the worst case, we have $\frac{\omega(B[S]) + \omega(O[S]) - |U[S]/2|}{|S - CS^*|} \leq \frac{p + 4 - p}{2} = 2$.

(1.2) $p = 2$, there are at least $p + 1 = 3$ candidate adjacencies broken by $S$. As no local improvement is available, at most one of them could be a 2-candidate adjacency, which is singly broken by $S$. The others must either be broken or half-occupied by other adjacencies in $CS$, or be $p$-candidate adjacencies with $p \geq 4$. By an argument similar to (1.1), in the worst case, we have $\frac{\omega(B[S]) + \omega(O[S]) - |U[S]/2|}{|S - CS^*|} \leq \frac{p + 4 - p}{2} = 2$.

(1.3) $p = 3$, there are at least $p + 2 = 5$ candidate adjacencies broken by $S$. Similar to the above argument, as no local improvement is available, at least $p + 1$ candidate adjacencies must either be broken or half-occupied by other adjacencies in $CS$, or be $p$-candidate adjacencies with $p \geq 4$. Similar to the previous arguments, we have $\frac{\omega(B[S]) + \omega(O[S]) - |U[S]/2|}{|S - CS^*|} \leq \frac{p + 4 - (p + 1)}{2} \leq 2$.


(2.1) $p = 1$, then we are done, since $|B[S]| \leq 2$.

(2.2) $p = 2$, there are two candidate adjacencies broken by $S$. As local improvement is not possible, at most one of them could be a 2-candidate adjacency. The 2-candidate adjacency bears a weight 2, while the other one bears a weight 1; moreover, the 2-candidate adjacency also implies that a letter is in $U[S]$. So we have, $\frac{\omega(B[S]) + \omega(O[S]) - |U[S]/2|}{|S - CS^*|} \leq \frac{p + 2 - 1/2 - 1/2}{2} = 2$.

(2.3) $p = 3$, there are three candidate adjacencies broken by $S$. As local improvement cannot be performed further, at most one of them could be a 3-candidate adjacency. The 3-candidate adjacency bears a weight 2, while the other one bears a weight 1; moreover, the 3-candidate adjacency also implies that two letters are in $U[S]$. So we have, $\frac{\omega(B[S]) + \omega(O[S]) - |U[S]/2|}{|S - CS^*|} \leq \frac{p + 2 - 1/2 - 1/2 - 1/2}{2} = 2$. 
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(3) $|S - CS^*| = 0$. $|B[S]| \leq p$ and $|O[S]| = 2$. In this case, according to the Weight Assignment procedure, $O[S]$ bears a weight of $-1$.

(3.1) $p = 1$, then we are done, since $\omega(B[S]) + \omega(O[S]) \leq 0$.

(3.2) $p = 2$, there is one candidate adjacency broken by $S$, which could be multiply broken or be a $p$-candidate adjacency with $p \geq 2$. The former means that $B[S]$ bears a weight of 1, the latter means that there are two letters in $U[S]$. So we have, $\omega(B[S]) + \omega(O[S]) - |U[S]|/2 \leq 0$.

(3.3) $p = 3$, if there is one candidate adjacency broken by $S$, then it becomes the case (3.2). If there are two candidate adjacencies composed of three letters broken by $S$, then they could be multiply broken or be a $p$-candidate adjacency with $p \geq 3$. For each of them, if it is also broken by some common strips of $CS_0$, then $B[S]$ bears a weight of 0, and we are done; if it is a $p$-candidate adjacency with $p \geq 3$, then there are three letters in $U[S]$. If both of them are also broken by common strips not in $CS_0$, both adjacencies are not 1-candidate adjacencies (since otherwise, they become a 3-candidate subsequence). Thus, a new letter appears in $U[S]$. So we have, $\omega(B[S]) + \omega(O[S]) - |U[S]|/2 \leq 0$.

Lemma 17. A $p \Rightarrow q$-common strip $S = [a, b, c]$, where $p = 1, 2$ and $q = 2$, guarantees that $\omega(B[S]) + \omega(O[S]) - |U[S]|/2 \leq 2$.

Proof. Similar to Lemma 16, hence the details are omitted.

We summarize the main result of this paper as follows.

Theorem 18. The algorithm CMSR by Nonoblivious-Local-Search approximates CMSR with a factor of 2, and it runs in $O(n^2)$ time.

5 Concluding Remarks

We show a non-trivial application of non-oblivious local search for the CMSR problem. The local update step does not always increase the objective function. The difficulty has been assigning different weights for some potential common strips. We hope that this technique might be useful to other optimization problems in computational biology.
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1 Introduction

Having grown accustomed to the presence of all the web data at our fingertips, it is easy to forget that a mere 25 years ago, an encyclopedia on a CD was the height of information technology. At the root of efficient access of this staggering amount of data is indexing. The concept of indexing is that one spends time and effort preprocessing the entire data and constructing auxiliary data structures that will make it possible to efficiently answer future queries of the form: “does input instance I appear in our data?”.

The term “appear” is application dependent. It may be an exact matching of a word in a text, it may be searching for a picture of a face in photographs, it may be seeking a gene in the DNA sequence, looking for a tune in a music database, or many other needs in various areas.

The simplest and earliest form of the problem is indexing texts for exact matching. Two strings are said to be matched if and only if they are exactly the same string. This problem has been heavily researched over the last decades and led to the development of two important data structures – the suffix tree and the suffix array.

The suffix tree is a compacted trie of all the suffixes of T. Its size is O(n) and, starting with Weiner’s algorithm [28], various efficient construction algorithms with numerous properties have been proposed (e.g. [23, 26, 11, 4, 18]).

The suffix array [22, 14] is the lexicographically sorted array of suffixes.
The next step was considering more complex matching relations. Two such relations are parameterized matching [5, 6, 3] and order-preserving matching [17, 19, 16].

Parameterized matching was introduced by Baker [5, 6]. Her main motivation lay in software maintenance, where program fragments are to be considered “identical” even if variable names are different. Baker developed an algorithm to build parameterized suffix trees. Her algorithm essentially takes \( O(n(|\Pi| + \log(|\Sigma| + |\Pi|))) \) preprocessing time and \( O(m + occ) \) subsequent query time, where \( \Sigma \) and \( \Pi \) are alphabets of fixed symbols and parameter symbols respectively, \( m \) is the query’s length and \( occ \) is the number of pattern occurrences in the text.

Order Preserving matching has been introduced independently by Kubica et al. [19] and by Kim et al. [17]. Crochemore et al. [10] developed a direct suffix tree construction for the order preserving matching, that works in \( O(n\sqrt{\log n}) \) preprocessing time and \( O(m) \) query time if the pattern alphabet is of size \( \text{poly}(m) \), where \( m \) is the pattern length. Otherwise, it can be made by sorting, i.e. in \( O(m\sqrt{\log \log m}) \) randomized time or in \( O(m\log \log m) \) deterministic time. Reporting the pattern occurrences requires adding an extra \( O(occ) \) time.

Another matching relation whose indexing problem has been rigorously researched lately is the histogram matching (also called jumbled matching, Parikh matching, or permuted matching). In that problem a text \( T \) is to be preprocessed. In subsequent queries, a pattern \( P \) is given. All locations of \( T \) where a permutation of \( P \) occurs are sought. Amir et al. [2] showed that this problem is unlikely to have an efficient indexing algorithm. By efficient indexing, we mean that preprocessing the text is done in \( O(n^{2-\epsilon}) \) time for some \( \epsilon > 0 \), which then allowing for subsequent queries in time \( \tilde{O}(m + occ) \), where \( m \) is the length of \( P \) and \( occ \) is the number of locations in \( T \) that match \( P \). Recently, the block mass [24, 1] problem was considered. It turns out to have an efficient indexing algorithm for constant-size alphabets, but unlikely to have one for unbounded alphabets.

The history of indexing suggests a major difficulty: every matching relation required a new, ad-hoc consideration for its indexing version. The desired situation is one where: (1) There are necessary and sufficient conditions on the matching relation for having an efficient indexing algorithm, and (2) when the conditions are sufficient, to have a generic indexing algorithm, so that there will be no need to propose a data structure for every new relation. Finding necessary conditions for efficient indexing is, perhaps, one of the biggest challenges in the area, when the quest is for a generic indexing algorithm.

Cole and Hariharan [9] presented the first such algorithm. They showed that if the suffixes satisfy some conditions, then an index can be built efficiently. In Sect. 3, we present these conditions in more details.

Both parameterized matching [9] and order preserving matching [10] satisfy these conditions, thus Cole and Hariharan made an important step on the way to generalizing indexing algorithms. They showed a randomized algorithm that can construct the suffix tree in linear time, for alphabets of polynomial size. In addition to being randomized, their algorithm is based on McCreight’s suffix tree construction algorithm [23] and thus, is not online. The online situation was solved by Lee et al. [21]. In this paper, we go a step further. Our contributions are:

1. There is a more natural way of characterizing whether indexing is possible, is by considering the matching relation. Thus we present a set of sufficient conditions on the matching relation that, if satisfied, allow efficient indexing. Consequently, when presented with a relation, all that is necessary is to check whether that relation satisfies these conditions. We suggest sufficient conditions that are more natural and less strict than the Cole and Hariharan conditions. We then show a reduction from Cole and Hariharan conditions to our conditions. Moreover, we show a matching relation that satisfies our conditions but not the Cole and Hariharan conditions.
2. We present a very simple generic online, deterministic indexing algorithm whose worst case times are $\tilde{O}(n)$ time for preprocessing, and $\tilde{O}(m + occ)$ time for query, where $occ$ is the number of pattern occurrences in the text, and $\tilde{O}$ stands for the complexity up to polynomial logarithmic factor, i.e. $\log^c n$ for some constant $c$.

3. Our generic scheme allows for an easy algorithm for indexing a new matching which we call jump forward for string matching. This will be seen in detail in Sect. 4.3. This matching does not satisfy the Cole and Hariharan conditions.

The novelty of our algorithm is using the matching relation properties rather than using the specific matching to enable us to construct the indexing. These properties allow us to sort suffixes efficiently. Our algorithm is slower by a polylog factor than the specialized indexing suffixes efficiently. By recent demonstrated. Some colleagues were discussing indexing a new matching relation – Cartesian Tree Matching [25]. A quick check of the matching relation properties convinced us that an efficient indexing exists. What remained was only shaving some powers off the polylogarithmic factor.

## 2 Preliminaries

Let $\Sigma$ be an alphabet. A string $T$ over $\Sigma$ is a finite sequence of letters from $\Sigma$. By $T[i]$, for $1 \leq i \leq |T|$, we denote the $i^{th}$ letter of $T$. The empty string is denoted by $\epsilon$. By $T[i..j]$ we denote the string $T[i] \ldots T[j]$ called a substring of $T$ (if $i > j$, then the substring is an empty string). A substring is called a prefix if $i = 1$ and a suffix if $j = |T|$. The prefix of length $j$ is denoted by $T[..j]$. While by $S_i = T[i..]$ we denote the suffix which starts from index $i$ in $T$. By $lcp(S, S')$ we denote the longest common prefix (lcp) of $S$ and $S'$. In case $S$ and $S'$ are suffixes $S_i$ and $S_j$, respectively, we denote $lcp(i, j) = lcp(S_i, S_j)$ for short. By $T^R$ we denote the reversal (the mirror image) of $T$.

A suffix tree of a string $T$, denoted $ST(T)$, is a compacted trie containing all the suffixes of $T$ over $\Sigma$, where $\Sigma$ is a unique character not occurring in $\Sigma$. In a compacted trie we define the depth of a node to be its number of explicit ancestors, and the string depth to be the length of the string it represents. The string of a node $x$, denoted by $str(x)$, represents the result of reading the letters in path between trie’s root and $x$. In a suffix tree we define the suffix link of a node representing the string $aS$ to be a pointer to the node representing $S$, where $S$ is a string and $a$ is a character. Every explicit node $v$ stores such a link $sl(v)$.

A matching $M \subseteq \Sigma^* \times \Sigma^*$ is a binary relation between strings, where $\Sigma^l$ is the set of all $l$-length strings and $\Sigma^* = \bigcup_{i=0}^{\infty} \Sigma^l$. Two strings $A$ and $B$ are said to be matched if and only if $(A, B) \in M$. We consider matchings in which two matched strings are of the same length.

- **Example 1** (Exact Matching). Two strings are matched, if they are exactly the same string. Formally, $M_E = \{(A, A) \mid \forall A \in \Sigma^*\}$.

An order relation $R \subseteq \Sigma^* \times \Sigma^*$ is a binary relation between strings. String $A$ is said to be less or equal to string $B$ if and only if $(A, B) \in R$, $ARB$ in short.

- **Definition 2** (Total Order for $M$). Let $R$ be an order relation, and $M$ a matching. $R \subseteq \Sigma^* \times \Sigma^*$ is total order for $M$ if the following properties hold.
An order relation $R$ is said to be consistent with prefixes (consistent with suffixes) if for all $A, B$ such that $ARB$ then $\forall l = 1, \ldots, \min\{|A|, |B|\}$ \(A[l..] R B[l..] (A[l..] R B[l..])\).

**Definition 3** (Lexicographic Order). Given two different strings $A = a_1, a_2, \ldots, a_n$ and $B = b_1, b_2, \ldots, b_m$, the first one is smaller than the second if $a_i < b_i$ for the first $i$ where $a_i$ and $b_i$ differ, otherwise if no such $i$ exists (happens when one of the strings is a prefix of the other) the shorter string is the smaller. The lexicographic order is a total order for $M_E$ and consistent with prefixes.

**Definition 4** (Quasi-Suffix Collections (QSC) [9]). An ordered collection of strings $s_1, s_2, \ldots, s_n$ is called a quasi-suffix collection if and only if the following conditions hold.
1. $|s_1| = n, |s_2| = n - 1, \ldots, |s_n| = 1$.
2. No $s_i$ is prefix of another $s_j$.
3. If $lcp(s_i, s_j) = l > 0$ then $lcp(s_{i+1}, s_{j+1}) \geq l - 1$.

**Definition 5** (Character Oracles [9]). A data structure which supplies the $j^{th}$ character of the $i^{th}$ string of the quasi-suffix collection, in $O(1)$ time, is called character oracle. Note that the total length of the explicit strings for a quasi-suffix collection of $n$ strings is $O(n^2)$. While character oracle allows holding the collection in smaller space and reading it on demand, Cole and Hariharan reduce the amount of character oracle calls to be linear during the suffix tree construction.

Our main contributions are the following.

**Theorem 6** (Order Relation based Sufficient Conditions). Let $M$ be a matching. There is an efficient indexing construction for the matching if there exists an order relation $R$ and the following conditions hold.

- $R$ is a total order for $M$ and consistent with prefixes.
- Order derivation: given $lcp(i, j)$, compute the order between prefix $i$ and $j$ in $\tilde{O}(1)$ time.
- Lcp derivation: assuming oracle access to $lcp(i', j')$ for $i', j' > 1$ compute $lcp(1, i)$ where $i', j'$ and $i$ are indexes in the text in $\tilde{O}(1)$ time.
- Efficient extension by one character: maintaining lcp derivation and order derivation, to support text extension by one new letter at the beginning. This operation takes amortized $O(1)$ time per extension.
- Efficient extension by a pattern: extending the lcp derivation and order derivation, to support lcp derivation of $lcp(P, S_i)$ and order between the pattern and a suffix, takes overall $\tilde{O}(|P|)$ time and space.

$lcp(i, j)$ is well defined when $R$ is consistent with prefixes, because then $M$ is hereditary from right, i.e. dropping same length suffixes of matched strings leads to a matched pair of strings. That is, the prefixes of $S_i$ and $S_j$ from length 1 to length $lcp(i, j)$ are equal. And $lcp(i, j)$ is the length of the longest common prefix.

**Theorem 7.** (The Reduction) Let $M$ be a matching. Assume a character oracle $f$ such that for every string $S$, $\{s_i\}_{i=1}^n = \{f(S_i)\}_{i=1}^n$ is a quasi-suffix collection. Then the conditions of Theorem 6 hold for $M$. 

Cole and Hariharan paper [9] guarantees the following. When one wants to index a string $T$ under some matching $M$, a quasi-suffix collection is required. A compacted trie is then constructed for the supplied collection in $O(n)$ time and space with a failure probability close to inverse exponential. Later, this construction was generalized to be online using the same time and space complexities by Lee et al. [21], by adding letters to the end.

Character oracles are a general abstraction for accessing the quasi-suffix collection’s elements. Previously studied character oracles are for parameterized matching [5, 6, 9, 21], 2D matching [13, 9] and order preserving matching [19, 7, 10]. In practice, they are built directly from some transformation $f$. Each suffix of $T$ might be transformed to a string which is not related to the other suffixes’ transformations, these are the \{s_i\}$_{i=1}^n$. Based on these transformations the quasi-suffix collection is defined as $s_i = f(S_i)$. It is necessary that the prefixes of any string $S$ be consistent after the transformation, i.e. $f(S[..i]) = f(S[..i])$, to ensure that the search is well defined, locating the pattern as a prefix of some $s_i$.

**Example 8 (Parameterized Matching).** Let $\Sigma$ and $\Pi$ be the alphabets of fixed symbols and parameters symbols respectively. Two strings are said to parameterized match, if one string can be transformed into the other by renaming the characters via a one to one function on their parameter alphabet.

A predecessor string of a string $T$ has at each location $i$ the distance between $i$ and the location containing the previous appearance of the symbol $T[i]$. The first appearance of each symbol is replaced with a 0. The transformation is defined by the predecessor string and denoted by $f(T)$. The predecessor string is consistent with prefixes because dropping letters from the end of the string does not affect the distances to previous occurrences of the remaining letters.

Let $S = ababb$, where $\Pi = \{a, b\}$, then the quasi-suffix collection is \{00221$, 0021$, 001$, 01$, 08$, 8\}. A special $\$ is appended to each transformed suffix to fit Condition 2 of QSC.

The character oracle is based on an observation about the predecessor string. Each time a character is removed from the beginning of $S_j$ it might affect at most one character in the transformation of $S_{i+1}$. This happens because at most one position distance is replaced by 0. Therefore, by maintaining for each index the distance to the previous occurrence of the same character it is possible to answer $f(S_i)[j]$ in constant time. If $j - pv[j] \geq i$ then $f(S_i)[j] = pv[j]$, otherwise $f(S_i)[j] = 0$, where $pv$ is the distance of each character to its previous occurrence in $T$.

The power behind the previous results is the optimization of character oracle calls. The amount of oracle calls turns out to be linear even though the quasi-suffix collection size might be quadratic. The revolutionary idea is to create additional nodes during the construction. These nodes are used for every new suffix insertion to locate where to insert the new suffix which is not related to the other suffixes’ transformations, these are the 2D matching [13, 9] and order preserving matching [19, 7, 10]. In practice, they are built directly from some transformation $f$. Each suffix of $T$ might be transformed to a string which is not related to the other suffixes’ transformations, these are the \{s_i\}$_{i=1}^n$. Based on these transformations the quasi-suffix collection is defined as $s_i = f(S_i)$. It is necessary that the prefixes of any string $S$ be consistent after the transformation, i.e. $f(S[..i]) = f(S[..i])$, to ensure that the search is well defined, locating the pattern as a prefix of some $s_i$.

Two major problems that had been solved by the Cole and Hariharan algorithm are the branching problem and the missing suffix links problem. In the first, we might have a logarithmic factor due to linear number of children for a certain internal node in the suffix
tree. Thus, a perfect hash was introduced in Cole and Hariharan to overcome this logarithmic factor. Next, some internal node suffix links might point to a middle of an edge. This was solved by introducing new nodes called *imaginary nodes* which are added to allow explicit pointing by the suffix links.

### 4 Our Conditions

We wish to consider the problem of supplying an indexing construction for different matchings from a more general perspective. We would like to know whether, just by looking at the matching relation, it is possible to decide whether it can be indexed efficiently. We decided to go about this by first observing existent indexing constructions and then trying to identify a set of matching properties that are sufficient for constructing an indexing data structure. Afterwords, we introduce two additional conditions which are necessary for construction efficiency. Our conditions are proven to be more general than the ones previously studied. We discuss the connection between sufficient conditions used in previous papers for efficient indexing construction compared to our proposed conditions.

#### 4.1 The Intuition Behind The Choice of Sufficient Conditions

Known indexing data structures, including the Suffix Tree (ST), the Suffix Array (SA) and the Burrows Wheeler Transform (BWT), sort the suffixes lexicographically in their construction procedures, resulting in an index data structure that answers queries using efficient search algorithms. Examples of these algorithms are: a binary search in the SA, search by first letter in the edges of a suffix tree, and search by reducing ranges in BWT using the FM index [12]. We observe that all efficient indexes needed both a fast sorting technique and an efficient search algorithm.

For the sake of being able to sort the suffixes, we need to have some order defined on them. This order is required to be a *total order*. *Transitivity* allows sorting the suffixes in a well-defined order. *Antisymmetry* is the property that if a pair of elements are related to each other then they are matched. Hence, *antisymmetry* connects the *order relation* to its matching. Finally, *completeness* allows comparing the pattern with the prefixes of any suffix.

The ability to search efficiently for a pattern $P$ relies on comparison of the pattern with $|P|$-length prefixes of the suffixes. This is possible if the sorting is *consistent with prefixes*, otherwise a pre-sorting of the suffixes will not aid in finding prefixes of a certain length $|P|$. Formally, let $a$ and $b$ be two strings such that $\min\{|a|,|b|\} \geq |P|$. If w.l.o.g. $aRb$ then $a[1..|P|] R b[1..|P|]$.

It is not enough to have a total order consistent with prefixes for a fast indexing construction. The reason is that the algorithm needs a way to quickly check if $xRy$ is true in order to sort the suffixes. In addition, it is necessary to know during the searching if a pattern $P$ is located at the beginning of some suffix. We use two properties to fill this gap, *order derivation* and *lcp derivation*. *Order derivation* inputs two suffixes $i$ and $j$ and outputs the order between them. *Lcp derivation* receives as input two suffixes $i$ and $j$ and outputs their longest common prefix length. We also want these derivations to be implementable online, supporting extensions by letters added to the beginning of the text. Using the lcp derivation we extend the text from the left by $P$. Then we can use lcp derivation queries to check if $P$ occurs at any suffix. When finishing the search we undo all the changes that we made to the construction. Note that the extension by $P$ should be achieved in $O(|P|)$ time and space to ensure pattern search efficiency.
However, implementing lcp and order derivation in sublinear time is not a trivial task even for exact matching.

▶ **Example 9.** Let $i, j$ be two suffixes. The order derivation of those suffixes can be determined from comparing $T[i + lcp(i, j) + 1]$ with $T[j + lcp(i, j) + 1]$, while answering $lcp(i, j)$ might require a complex data structure such as Range-Minimum queries [15] on the LCP Array or LCA construction [20] on a suffix tree.

Indeed, computing the lcp without any previous knowledge is a hard task. But a modification of the properties can simplify the calculation to be neat and efficient.

▶ **Example 10.** Lcp derivation for exact matching can be calculated in constant time based on previous knowledge of $lcp(i + 1, j + 1)$.

\[
lcp(i, j) = \begin{cases} 
  lcp(i + 1, j + 1) + 1, & \text{if } T[i] = T[j] \\
  0, & \text{otherwise.}
\end{cases}
\]

Moreover, order derivation can be answered in constant time when $lcp(i, j)$ is supplied.

The above intuition results in Theorem 6 - our sufficient conditions for efficient indexing.

We prove Theorem 6 in Sect. 5, by providing an indexing construction.

▶ **Theorem 11.** Let $M$ be a matching relation and $R$ a total order that is consistent with prefixes. Based on $R$’s properties, the following properties hold for $M$.

- Reflexivity: $\forall a \ (a, a) \in M$
- Symmetry: $\forall a, b \ (a, b) \in M \iff (b, a) \in M$
- Transitivity: $\forall a, b, c \ (a, b) \in M \land (b, c) \in M \Rightarrow (a, c) \in M$
- Heredity from right (prefix consistency): $\forall x, y \ n$-length strings $(x, y) \in M \Rightarrow (x[1..n-1], y[1..n-1]) \in M$

Proof. Reflexivity is hold, from completeness, $aRa$ and from antisymmetry, $(a, a) \in M$.

Symmetry is hold, from antisymmetry, $aRb \land bRa$, thus from antisymmetry, $(b, a) \in M$.

Transitivity is hold, from antisymmetry, $aRb \land bRa \land bRc \land cRb$, thus from transitivity, $aRc \land cRa$, and from antisymmetry, $(a, c) \in M$.

Heredity from right is hold, from antisymmetry, $xRy \land yRx$, from consistent with prefixes, $x[n-1]Rx[1..n-1] \land y[1..n-1]Rx[1..n-1]$, and finally, from antisymmetry, $(x[1..n-1], y[1..n-1]) \in M$.

When presented with a new matching relation, we recommend checking these conditions first because they do not need to use the total order but are depended on the matching itself. If the matching $M$ is reflexive, symmetric, transitive and hereditary from the right, devise a total order for the matching. Finally, provide order and lcp derivation properties.

### 4.2 The Connection To Quasi-Suffix Collections

▶ **Lemma 12.** Let $M$ be a matching which is an equivalence relation, i.e. reflective, symmetric and transitive. Then the following conditions are equivalent.

1. There exists a transformation $f$, consistent with prefixes, such that $\forall S, T \ f(S) = f(T) \iff (S, T) \in M$.
2. The matching is hereditary from right.
Proof. 1 ⇒ 2. It is trivial because the transformation \( f \) is consistent with prefixes. Thus, the matching is also consistent with prefixes.

2 ⇒ 1. We will show a construction of \( f \). It is still an open problem if it is possible to calculate a character in \( f \) in \( O(1) \) time. As a consequence of the reflexive, symmetric, and transitive properties of \( M \), an equivalence relation provides a partition of \( \Sigma^* \) into disjoint equivalence classes. The empty string is transformed into an empty string. We observe the equivalence classes of single characters. Each of those class is transferred to an identical number. This identical number is chosen from \([1, n]\), because there are at most \( n \) identical characters. Then we observe substrings of length equals to 2. Each disjoint equivalence classes of those strings is marked with an identical number from \([1, n]\). And the transformation is defined to be the transformation of the string without the last character to which the identical number that corresponds to the full string equivalence class is appended at the end. It is easy to see that this transformation is consistent with prefixes. To support the QSC definition it is required to append \( \$ \) at the end to each transformed suffix.

Lemma 13. Let \( M \) be a matching which is an equivalence relation. Then the following two conditions are equivalent.

1. For every string \( S \), \( \forall i, j \ \text{lcp}(i, j) = l > 0 \Rightarrow \text{lcp}(i + 1, j + 1) \geq l - 1 \).

2. The matching is hereditary from left, i.e. dropping some amount of characters from the beginning of two matched strings results in a matched pair.

4.3 The Jump Forward Matching

In this section we show a matching that does not satisfy the Cole and Hariharan conditions, yet satisfies our properties.

From Lemma 12, heredity from right implies that a character oracle exists, although it does not necessarily follow that such an oracle answers the query in sublinear time. On the other hand, Condition 3 of QSC stipulates that

\[
\forall i, j \ \text{lcp}(i, j) = l > 0 \Rightarrow \text{lcp}(i + 1, j + 1) \geq l - 1
\]  

(1)

By Lemma 13, this condition is equivalent to heredity from left, i.e. dropping the characters from the beginnings of two matched strings results in matched pair of strings.

Thus, we wish to create a matching where heredity from the left is not satisfied but our conditions hold. This leads to the following matching definition.

Definition 14 (Jump Forward Matching). Let \( S \in \Sigma^n \), and let \( i \in \{1, ..., n\} \). A forward jump of index \( i \) is index \( j = i + S[i] \), if \( i + S[i] \leq n \), and is out if \( i + S[i] > n \).

The jumps sequence till out of index \( i \) is the sequence \( i_1, ..., i_k \), where \( i_1 = i \), \( i_j \) is the forward jump of \( i_{j-1} \), for \( j = 2, ..., k \), and the forward jump of \( i_k \) is out. We denote the main jumps sequence to be the jumps sequence till out of index 1 by \( f(S) \). Two strings are said to be matched if their main jumps sequences are equal.

The search of a pattern turns to be a search of the main jumps sequence of the pattern.

A normalization of string \( S \) is the replacement of bigger jumps than \( n \) by jumps of size \( n \). The normalized string is defined on \( \Sigma = \{1, ..., n\} \) and is equivalent to the original string.

Example 15. Let \( S = 2 2 2 2 \) and \( T = 2 3 2 2 \). These two strings are matched because their main jumps sequences are \( f(S) = 1 3 \) and similarly, \( f(T) = 1 3 \).

In this example, \( S[2..] \) and \( T[2..] \) are not matched because \( f(S[2..]) = 1 3 \) while \( f(T[2..]) = 1 \). Thus, heredity from left does not hold and the matching does not fit the Cole and Hariharan conditions.
Lemma 16. Theorem 6 conditions hold for the jump forward matching.

Proof. Let $R = \{(X, Y) | f(X) \leq f(Y)\}$ be the order relation, where the comparison between $f(X)$ and $f(Y)$ is using the lexicographic order. This order relation is a total order, it is transitive, reflexive and complete. Moreover, it is consistent with prefixes because the transformation is consistent with prefixes, i.e. $\forall S \ f(S[..i])$ is a prefix of $f(S)$, where $i$ is an index in the string $S$.

Note that the lcp is defined to be the longest prefix for which the main sequences are equal. A straightforward approach can be used to implement the lcp derivation property.

$$lcp(i, j) = \begin{cases} lcp(i + S[i], j + S[j]) + 1, & \text{if } S[i] = S[j] \\ 1, & \text{otherwise.} \end{cases}$$

The order derivation property is satisfied by returning $f(S[..i])[lcp + 1]$ compared to $f(S[..j])[lcp + 1]$, where $lcp = lcp(i, j)$. We construct a forest based on the forward jumps, each character is represented by a node in the forest. Its value, the jump, is represented by an edge to its parent node in a tree. In such a way, the maximal jumps sequences are beginning from the leafs, where maximal stands for a jumps sequence that cannot be extended to a longer jumps sequence. Each leaf stores the jumps sequence that begins from its index in the text. For a node, which corresponds to index $i$, we store a pointer to one the leafs in its subtree. Then $f(S_i)[j]$ is calculated by the leaf's jumps sequence. First, we search to find the position $pos$ in which $i$ is located. Afterwards, we return the content at position $pos + j$.

The search is implemented by van-Emde Boas data structure [27] in $O(\log \log n)$ time and $O(n)$ preprocessing. The indices are stored in the data structure related to the end position of the text, i.e. $n - i$ for an index $i$. That is, extending the text at the beginning does not affect on existent indices.

Extension of the order and lcp derivations by the pattern are done by constructing of the above data structure on the pattern in $O(n)$ time.

4.4 The Reduction

To complete the claim that our conditions are more general than Cole and Hariharan’s, we present a reduction from their conditions to our conditions.

Theorem 7. (The Reduction) Let $M$ be a matching. Assume a character oracle $f$ such that for every string $S$, $\{s_i\}_{i=1}^{n} = \{f(S_i)\}_{i=1}^{n}$ is a quasi-suffix collection. Then the conditions of Theorem 6 hold for $M$.

Proof.

Order definition. The order relation is the lexicographic order and is a total order; it is transitive, reflexive and complete. The quasi-suffix collection is a collection of strings between which the comparison is done using the lexicographic order.

Order consistency with prefixes. Immediate from the order definition.

Lcp derivation. Let $S$ be some string, we create an indexing construction based on Cole and Hariharan [9]. This construction results in a suffix tree of the quasi-suffix collection $\{s_i\}_{i=1}^{n}$. We then process the suffix tree to support LCA queries [8]. These queries allow the calculation of $lcp(s_i, s_j)$. Thus the lcp query is supported in constant time.

Order derivation. Order derivation is supported based on the character oracle. We compare $s_i[l + 1]$ with $s_j[l + 1]$ to determine the order, where $l = lcp(i, j)$.

Efficient extension by $P$. We add $P$ to the suffix tree construction. $lcp(P, S_i)$ is calculated using an LCA query between the pattern and the leaf represented by the suffix $S_i$. The order is computed by a comparison between $P[l + 1]$ and $s_i[l + 1]$, where $l = lcp(P, S_i)$.

Both lcp and order derivations are supplied in constant time.
5 The Construction

In this section, we prove Theorem 6 by providing an efficient indexing construction for a matching \( M \) which satisfies the theorem’s conditions. Without consistency of the suffixes, suffix links are not well defined during the suffix tree construction and a different structure is required. We use a balanced binary search tree (BST) to store the suffixes in sorted order defined by \( R \). At each phase, a new suffix is inserted from the shortest to the longest. We can also handle text symbols that arrive by prepending to the beginning of the text. The calculation of \( lcp \) derivation relies on previous knowledge about other lcp values between suffixes which have already been inserted to the BST. We maintain at each node both the lcp of its suffix with the next suffix in the sort, and its lcp with the previous suffix in the sort. The following lemma helps calculate the lcp between every two suffixes in logarithmic time and constant space.

\textbf{Lemma 17.} Let \( S_1, \ldots, S_k \) be a sorted group of suffixes by some total order \( R \) which is consistent with prefixes. Assume w.l.o.g. \( i < j \), and \( i = i_p, j = i_q \), then

\[
\text{\textit{lcp}}(i, j) = \min_{p \leq r < q} \{\text{\textit{lcp}}(S_r, S_{r+1})\}
\]

An identical lemma was proven for exact matching by Manber and Myers [22]. The order there is assumed to be the lexicographic order. Their proof is correct for our case without any modification because it is based on transitivity and consistency with prefixes.

Answering \( \text{\textit{lcp}}(i, j) \) for every two suffixes that exist in the BST is possible based on the above lemma.

At each node, we maintain the minimal value of the lcp values in its rooted subtree, by taking into account both lcp with previous and next suffixes. When observing the path between suffixes \( i \) and \( j \) in the BST, all the suffixes \( \{S_r\}_{r=0}^n \) could be iterated to calculate \( \min_{p \leq r < q} \{\text{\textit{lcp}}(i, r+1)\} \). The iteration over the whole subtree can be replaced by constant time accessing of the minimal lcp value stored at each node. This improvement implies a logarithmic time calculation because the BST height is \( O(\log n) \).

We are now ready to present how to search for a pattern \( P \). First, we extend the lcp and order derivation, using the efficient extension property, to support \( \text{\textit{lcp derivation}} \) of \( \text{\textit{lcp}}(P, S_i) \) and order between \( P \) and \( S_i \). Then, similarly to binary search, we wish to find the range bounds \( S_{i_p} \) and \( S_{i_q} \), where \( S_{i_p} < S_{i_q} \), inside the sorted group of suffixes \( \{S_i\}_{i=1}^n \) in which \( P \) is located at the beginning of all elements, and \( P \) matches neither a prefix of \( S_{i_{p-1}} \) nor a prefix of \( S_{i_{q+1}} \).

W.l.o.g. assume that we search for the left corner suffix \( S_{i_{p-1}} \). Let \( S_{i_j} \) be the root of the BST. If \( \text{\textit{lcp}}(P, S_{i_j}) < |P| \) then the next node in the search is the root child followed to the direction of the order between \( P \) and \( S_i \). Otherwise, if \( \text{\textit{lcp}}(P, S_{i_j}) = |P| \), \( P \) is a prefix of \( S_{i_j} \), and we should check if \( S_{i_j} \) is the left corner of the range. Similarly, we check also for \( \text{\textit{lcp}}(P, S_{i_{j-1}}) \). If this value is smaller than \( |P| \) then we finish, otherwise we continue to search to the left. We store a bi-linked list between all suffixes in the sort. It allows to access predecessor and successor suffixes in the sort in constant time.

Note that \( \text{\textit{lcp}}(P, S_{i_j}) \) is calculated in the following way. Its value is derived from a constant number of lcp values of the form \( \text{\textit{lcp}}(P[i'_1 \ldots, S_{i_{j-1}}], S_{i_{j+1}}) \) for some offsets \( i'_1, j'_1 \). If \( \text{\textit{lcp}}(P, S_{i_j}) \) value is derived from a single lcp value, its calculation is done in \( O(m) \) time and constant space by a recursion, where \( m = |P| \). Otherwise, because the dependency on \( i'_1, j'_1 \) might cause a quadratic amount of lcp calculations, another search algorithm is purposed. We insert each suffix of \( P \) to the sorted group of suffixes. In such a way \( \text{\textit{lcp}}(P, S_i) \) is calculated in logarithmic time based on Lemma 17.
Time.

Search for matchings with simple lcp derivation. The search time complexity is $O(\log n \cdot (T_{od} + m \cdot T_{ld})) + \tilde{O}(m)$.

Search for matchings with complex lcp derivation. The search time complexity is $O(m \log n \cdot (T_{od} + T_{ld} + \log n) + \log n \cdot (T_{od} + T_{ld} + \log n)) + \tilde{O}(m)$.

Construction time. $O(n \log n \cdot (T_{od} + T_{ld} + \log n))$ using $O(n)$ space.

In all above time formulae, $T_{od}$ and $T_{ld}$ are the time to perform a single order derivation and an lcp derivation query, respectively. Simple lcp derivation stands for lcp derivation calculation which requires at most a single lcp query, otherwise the lcp derivation property is called complex.

6 Conclusions and Open Problems

Assuming a matching relation on strings and an order relation of the form smaller or equal ($\leq$) which holds $A \leq B$ and $B \leq A \iff A = B$. We identified a small set of sufficient conditions on the order relation that allows indexing: (1) is total order (2) consistent with prefixes, i.e. the order between two strings is preserved for any pair of equal-length prefixes of them. We presented an efficient indexing algorithm for any matching that fulfills these conditions. Our algorithm relies on four properties: lcp derivation, the ability to calculate $lcp(i,j)$ based on other lcp values; order derivation, the ability to retrieve the order between suffixes $i$ and $j$ based on $lcp(i,j)$; efficient extension by one letter, the ability to extend both lcp and order derivation after text extension by one letter at the beginning, in amortized $O(1)$ time; and efficient extension by the pattern, the ability to extend both lcp and order derivation, to support $lcp(P,S_i)$ and order between the pattern and a suffix, in overall $\tilde{O}(m)$ time and space. An important open problem is to also provide the necessary conditions for indexing.

We show that our conditions for indexing are more general than previous known conditions. We prove that the consistency with prefixes is equivalent to a character oracle existence.

We also define a new matching where the previous conditions, in particular consistency with suffixes, do not hold but where our conditions hold. When consistency with suffixes means that dropping equal length prefixes from two matched strings result in a matched pair of strings. We show an efficient indexing construction which does not rely on suffix links, which cannot be used when there is no heredity from left. An interesting future direction is to define suffix trees that support these kinds of matchings.
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1 Introduction
The increasingly-growing production of huge datasets composed of short strings – especially in domains such as biology, where new generation sequencing technologies can nowadays generate Gigabytes of data in few hours – is lately generating much interest towards fast and space-efficient algorithms able to index this data. The Burrows-Wheeler Transform [7] and its extension to sets of strings [16, 1] is becoming the gold-standard in the field: even when not compressed, its size is one order of magnitude smaller than classic suffix arrays (while preserving many of their indexing capabilities). The functionalities of this transformation can be extended by computing additional structures such as the LCP array [9]; see, e.g. [19, 20] for a bioinformatics application where this component is needed. To date, several practical algorithms have been developed to solve the task of merging or building de novo such components [1, 9, 13, 14, 6, 10], but little work has been devoted to the task of computing the LCP array from the BWT of string collections in little space (internal and external working space). The only existing work we are aware of in this direction is from Beller et al. [5], who show how to build the LCP array from the BWT of a single text in \( O(n \log \sigma) \)
time and $O(n)$ bits of working space on top of the input and output. Other works \cite{17, 2} show how to build the LCP array directly from the text in $O(n)$ time and $O(n \log \sigma)$ bits of space (compact). In this paper, we combine Beller et al.’s algorithm with a recent suffix-tree enumeration procedure of Belazzougui \cite{2} and reduce this working space to $o(n \log \sigma)$ while also generalizing the algorithm to string collections. As a by-product, we show an algorithm able to merge the BWTs of two string collections using just $o(n \log \sigma)$ bits of working space. An efficient implementation of our algorithms on DNA alphabet uses (in RAM) as few as 2.92 megabases per second.

## 2 Basic Concepts

Let $\Sigma = \{c_1, c_2, \ldots, c_\sigma\}$ be a finite ordered alphabet of size $\sigma$ with $c_1 < c_2 < \ldots < c_\sigma$, where $<$ denotes the standard lexicographic order. Given a text $T = t_1 t_2 \cdots t_n \in \Sigma^*$ we denote by $|T|$ its length $n$. We use $e$ to denote the empty string. A factor (or substring) of $T$ is written as $T[i, j] = t_i \cdots t_j$ with $1 \leq i \leq j \leq n$. A right-maximal substring $W$ of $T$ is a string for which there exist at least two distinct characters $a, b$ such that $W_a$ and $W_b$ occur in $T$.

Let $C = \{T_1, \ldots, T_n\}$ a string collection of total length $n$, where each $T_i$ is terminated by a character $\#$ (the terminator) lexicographically smaller than all other alphabet’s characters. In particular, a collection is an ordered multiset, and we denote $C[i] = T_i$.

The generalized suffix array $GSA[1..n]$ (see \cite{21, 9, 15}) of $C$ is an array of pairs $GSA[i] = \langle j, k \rangle$ such that $C[j][k..]$ is the $i$-th lexicographically smallest suffix of strings in $C$, where we break ties by input position (i.e. $j$ in the notation above). We denote by $\text{range}(W) = \langle \text{left}(W), \text{right}(W) \rangle$ the maximal pair $(L, R)$ such that all suffixes in $GSA[L, R]$ are prefixed by $W$. Note that the number of suffixes lexicographically smaller than $W$ in the collection is $L - 1$. We extend this definition also to cases where $W$ is not present in the collection: in this case, the (empty) range is $\langle L, L - 1 \rangle$ and we still require that $L - 1$ is the number of suffixes lexicographically smaller than $W$ in the collection.

The extended Burrows-Wheeler Transform $\text{BWT}[1..n]$ \cite{16, 1} of $C$ is the character array defined as $\text{BWT}[i] = C[j][k - 1 \mod |C[j]|]$, where $\langle j, k \rangle = GSA[i]$.

The longest common prefix (LCP) array of a collection $C$ of strings (see \cite{9, 15, 10}) is an array storing the length of the longest common prefixes between two consecutive suffixes of $C$ in lexicographic order (with $\text{LCP}[1] = 0$).

Given two collections $C_1, C_2$ of total length $n$, the Document Array of their union is the binary array $\text{DA}[1..n]$ such that $\text{DA}[i] = 0$ if and only if the $i$-th smallest suffix comes from $C_1$. When merging suffixes of the two collections, ties are broken by collection number (i.e. suffixes of $C_1$ are smaller than suffixes of $C_2$ in case of ties).

The $C$-array of a string (or collection) $S$ is an array $C[1..|S|]$ such that $C[i]$ contains the number of characters lexicographically smaller than $i$ in $S$, plus one ($S$ will be clear from the context). Alternatively, $C[c]$ is the starting position of suffixes starting with $c$ in the suffix array of the string. When $S$ (or any of its permutations) is represented with a balanced wavelet tree, then we do not need to store explicitly $C$, and $C[c]$ can be computed in $O(\log \sigma)$ time with no space overhead on top of the wavelet tree \cite{18}. $\text{S.rank}_{c}(i)$ is the number of characters equal to $c$ in $S[1, i - 1]$.

Function $\text{getIntervals}(L, R, \text{BWT})$, where $\text{BWT}$ is the extended Burrows-Wheeler transform of a string collection and $(L, R)$ is the suffix array interval of some string $W$ appearing in the collection, returns all suffix array intervals of strings $cW$, with $c \neq \#$, that occur in the collection. When $\text{BWT}$ is represented with a balanced wavelet tree, we can implement
this function so that it terminates in $O(\log \sigma)$ time per returned interval [5]. The function can be made to return the output intervals on-the-fly, one by one (in an arbitrary order), without the need to store them all in an auxiliary vector, with just $O(\log n)$ bits of additional overhead in space [5] (this requires to DFS-visit the sub-tree of the wavelet tree induced by $BWT[L,R]$; the visit requires only $\log \sigma$ bits to store the current path in the tree).

We note that an extension of the above function that navigates in parallel two BWTs is immediate. Function $\text{getIntervals}(L_1, R_1, L_2, R_2, BWT_1, BWT_2)$ takes as input two ranges of a string $W$ on the BWTs of two collections, and returns the pairs of ranges on the two BWTs corresponding to all left-extensions $cW$ of $W$ ($c \neq \#$) such that $cW$ appears in at least one of the two collections. To implement this function, it is sufficient to navigate in parallel the two wavelet trees as long as at least one of the two intervals is not empty.

Theorem 1 represents the state of the art for computing the LCP array from the BWT. Enumerate the following information for each distinct right-maximal substring $W$ of $T$: (i) $|W|$, and (ii) range($W_{c_i}$) for all $c_1 < \cdots < c_k$ such that $W_{c_i}$ occurs in $T$.

Theorem 2 represents the state of the art for computing the LCP array from the BWT. Our first observation is that Theorem 1 can be directly used to induce the LCP array of $T$ using just $O(\sigma^2 \log^2 n)$ bits of working space on top of the input and output (proof in Section 6.1). In Section 6.1 we combine this result with Theorem 2 and obtain our first theorem:

Theorem 3. Given the Burrows-Wheeler Transform of a text $T \in [1, \sigma]^n$, we can compute the LCP array of $T$ in $O(n \log \sigma)$ time using $o(n \log \sigma)$ bits of working space on top of the BWT and the LCP.

Proof. First, we replace $T$ by its wavelet matrix [8] – of size $n \log \sigma + o(n \log \sigma)$ bits – in $O(n \log \sigma)$ time using just $n$ bits of additional working space as shown in [8]. Wavelet matrices support the same set of operations of wavelet trees in the same running times (indeed, they

---

1 While the original theorem [2, Sec. 5.1] is general and uses the underlying rank data structure as a black box, in our case we strive for succinct space (not compact as in [2]) and stick to wavelet trees. All details on how to achieve the claimed running time and space are described in Section 4.
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can be considered as a wavelet tree representation). We re-use a portion \((n \text{ bits})\) of the LCP array’s space (which always takes \(\geq n \text{ bits}\)) to accommodate the extra \(n \text{ bits}\) required for building the wavelet matrix, so the overall working space does not exceed \(o(n \log \sigma)\) bits on top of the BWT and LCP. In the rest of the paper we will simply assume that the input is represented by a wavelet tree.

At this point, if \(\sigma < \sqrt{n}/ \log^2 n\) then \(\sigma^2 \log^2 n = o(n)\) and our extension of Theorem 1 gives us \(o(n \log \sigma)\) additional working space. If \(\sigma \geq \sqrt{n}/ \log^2 n\) then \(\log \sigma = \Theta(\log n)\) and we can use Theorem 2, which yields extra working space \(O(n) = o(n \log n) = o(n \log \sigma)\). Note that, while we used the threshold \(\sigma < \sqrt{n}/ \log^2 n\), any threshold of the form \(\sigma < \sqrt{n}/ \log^{1+\epsilon} n\), with \(\epsilon > 0\) would work. The only constraint is that \(\epsilon > 0\), since otherwise for \(\epsilon = 0\) the working space would become \(O(n \log \sigma)\) for constant \(\sigma\) (not good since we aim at \(o(n \log \sigma)\)). ▶

We proceed by extending Theorem 1 to enumerate also the intervals corresponding to leaves of the generalized suffix tree of a collection (Theorem 1 enumerates internal nodes). In Section 6.1 we show that this simple modification, combined again with the strategy of Theorem 2 (generalized to collections), can be used to extend Theorem 3 to text collections:

\[\textbf{Theorem 4.} \text{ Given the Burrows-Wheeler Transform of a collection } C = \{T_1, \ldots, T_n\} \text{ of total length } n \text{ on alphabet } [1, \sigma], \text{ we can compute the LCP array of } C \text{ in } O(n \log \sigma) \text{ time using } o(n \log \sigma) \text{ bits of working space on top of the BWT and the LCP.} \]

In [2, 3], Belazzougui et al. show that Theorem 1 can be adapted to merge the BWTs of two texts \(T_1, T_2\) and obtain the BWT of the collection \(\{T_1, T_2\}\) in \(O(nk)\) time and \(n \log \sigma(1 + 1/k) + 11n + o(n)\) bits of working space for any \(k \geq 1\) [3, Thm. 7]. We show that our strategy enables a more space-efficient algorithm for the task of merging BWTs of collections. The following theorem, proved in Section 6.2, merges two BWTs by computing the binary DA of their union. After that, the merged BWT can be streamed to external memory (the DA tells how to interleave characters from the input BWTs) and does not take additional space in internal memory. Similarly to what we did in the proof of Theorem 3, this time we re-use the space of the Document Array to accommodate the extra \(n \text{ bits}\) needed to replace the BWTs of the two collections with their wavelet matrices.

\[\textbf{Theorem 5.} \text{ Given the Burrows-Wheeler Transforms of two collections } C_1 \text{ and } C_2 \text{ of total length } n \text{ on alphabet } [1, \sigma], \text{ we can compute the Document Array of } C_1 \cup C_2 \text{ in } O(n \log \sigma) \text{ time using } o(n \log \sigma) \text{ bits of working space on top of the input BWTs and the output DA.} \]

When \(k = \log \sigma\), the running time of [3, Thm. 7] is the same as our Theorem 5 but the working space is higher: \(n \log \sigma + O(n)\) bits. We also briefly discuss how to extend Theorem 5 to build the LCP array of the merged collection. In Section 7 we present an implementation of our algorithms and an experimental comparison with \texttt{eGap} [11], the state-of-the-art tool designed for the same task of merging BWTs while inducing the LCP of their union.

4 Belazzougui’s Enumeration Algorithm

In [2], Belazzougui showed that a BWT with \textit{rank} and \textit{range distinct} functionality (see Section 2) is sufficient to enumerate in small space a rich representation of the internal nodes of the suffix tree of a text \(T\). In this section we describe his algorithm.

Remember that explicit suffix tree nodes correspond to right-maximal text substrings. By definition, for any right-maximal substring \(W\) there exist at least two distinct characters \(c_1, \ldots, c_k\) such that \(Wc_i\) is a substring of \(T\), for \(i = 1, \ldots, k\). The first idea is to represent any text substring \(W\) (not necessarily right-maximal) as follows. Let \(\text{chars}_1[1] < \cdots < \text{chars}_{k}[k]\)
be the (lexicographically-sorted) character array such that $W \cdot \text{chars}_W[i]$ is a substring of $T$ for all $i = 1, \ldots, k_W$, where $k_W$ is the number of right-extensions of $W$. Let moreover $\text{first}_W[1..k_W + 1]$ be the array such that $\text{first}_W[1]$ is the starting position of (the range of) $W \cdot \text{chars}_W[i]$ in the suffix array of $T$ for $i = 1, \ldots, k_W$, and $\text{first}_W[k_W + 1]$ is the end position of $W$ in the suffix array of $T$. The representation for $W$ is (differently from [2], we omit $\text{chars}_W$ from the representation and we add $|W|$; these modifications will turn useful later): 

$$\text{repr}(W) = (\text{first}_W, |W|)$$ .

Note that, if $W$ is not right-maximal and is not a text suffix, then $W$ is followed by $k_W = 1$ distinct characters in $T$ and the above representation is still well-defined. When $W$ is right-maximal, we will also say that $\text{repr}(W)$ is the representation of a suffix tree explicit node (i.e. the node reached by following the path labeled $W$ from the root).

At this point, the enumeration algorithm works by visiting the Weiner Link tree of $T$ starting from the root’s representation $\text{repr}(\epsilon) = (\text{first}_\epsilon, 0)$, where $\text{first}_\epsilon = (C[c_1], \ldots, C[c_\sigma], n)$ (see Section 2 for a definition of the $C$-array) and $c_1, \ldots, c_\sigma$ are all (and only) the sorted alphabet’s characters. The visit uses a stack storing representations of suffix tree nodes, initialized with $\text{repr}(\epsilon)$. At each iteration, we pop the head $\text{repr}(\hat{W})$ from the stack and we push $\text{repr}(\hat{W}c)$ such that $cW$ is right-maximal in $T$. If nodes are pushed on the stack in decreasing order of interval length, then the stack’s size never exceeds $O(\sigma \log n)$. In Appendix A we describe in detail how Weiner links are computed, and show that with this strategy we visit all suffix tree nodes in $O(n \log \sigma)$ time using overall $O(\sigma^2 \log^2 n)$ bits of additional space (for the stack). In Section 6.1 we show that this enumeration algorithm can be used to compute the LCP array from the BWT of a collection.

5 Beller et al.’s Algorithm

Also Beller et al.’s algorithm [5] works by enumerating a (linear) subset of the BWT intervals. LCP values are induced from a particular visit of those intervals. Belazzougui’s and Beller et al.’s algorithms have, however, two key differences which make the former more space-efficient on small alphabets, while the latter more space-efficient on large alphabets: (i) Beller et al. use a queue (FIFO) instead of a stack (LIFO), and (ii) they represent $W$-intervals with just the pair of coordinates $\text{range}(\hat{W})$ and the value $|W|$. In short, while Beller et al.’s queue might grow up to size $\Theta(n)$, the use of intervals (instead of the more complex representation used by Belazzougui) makes it possible to represent it using $O(1)$ bitvectors of length $n$. On the other hand, the size of Belazzougui’s stack can be upper-bounded by $O(\sigma \log n)$, but its elements take more space to be represented.

Beller et al.’s algorithm starts by initializing all LCP entries to $\perp$ (an undefined value), and by inserting in the queue the triple $\langle 1, n, 0 \rangle$, where the first two components are the BWT interval of $\epsilon$ (the empty string) and the third component is its length. From this point, the algorithm keeps performing the following operations until the queue is empty. We remove the first (i.e. the oldest) element $(L, R, \ell)$ from the queue, which (by induction) is the interval and length of some string $W$: $\text{range}(W) = (L, R)$ and $|W| = \ell$. Using operation $\text{getIntervals}(L, R, \text{BWT})$ [5] (see Section 2) we left-extend the BWT interval $(L, R)$ with the characters $c_1, \ldots, c_k$ in $\text{rangeDistinct}(L, R)$, obtaining the triples $(L_1, R_1, \ell + 1), \ldots, (L_k, R_k, \ell + 1)$ corresponding to the strings $c_1 W, \ldots, c_k W$. For each such triple $(L_i, R_i, \ell + 1)$, if $R_i \neq n$ and $\text{LCP}[R_i + 1] = \perp$ then we set $\text{LCP}[R_i + 1] \leftarrow \ell$ and push $(L_i, R_i, \ell + 1)$ on the queue. Importantly, note that we can push the intervals returned by $\text{getIntervals}(L, R, \text{BWT})$ in the queue in any order; as discussed in Section 2, this step can

\footnote{We require $\text{chars}_W$ to be also complete: if $Wc$ is a substring of $T$, then $c \in \text{chars}_W$.}
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be implemented with just \( O(\log n) \) bits of space overhead with a DFS-visit of the wavelet
tree’s sub-tree induced by \( BWT[L, R] \) (i.e. the intervals are not stored temporarily anywhere: they are pushed as soon as they are generated). To limit space usage, Beller et al. use two
different queue representations. As long as there are \( O(n/\log n) \) elements in the queue, they
use a simple vector. When there are more intervals, they switch to a representation based on
four bitvectors of length \( n \) that still guarantees constant amortized operations. All details are
described in Appendix B. Beller et al. [5] show that the above algorithm correctly computes
the LCP array of a text. In the next section we generalize the algorithm to text collections.

Our Algorithms

We describe our algorithms directly on string collections. This will include, as a particular
case, inputs formed by a single text. Procedure \( BGOS(BWT, LCP) \) in Line 2 of Algorithm 1 is a
call to Beller et al.’s algorithm, modified as follows. First, we set \( LCP[C[c]] \leftarrow 0 \) for all \( c \in \Sigma \).
Then, we push in the queue \( (\text{range}(c), 1) \) for all \( c \in \Sigma \) and start the main algorithm. Note
moreover that (see Section 2) from now on we never left-extend ranges with \#.

6 Computing the LCP From the BWT

Let \( C \) be a text collection where each string is ended by a terminator \# (common to all
strings). Consider now the LCP and GSA (generalized Suffix Array) arrays of \( C \). We divide
LCP values in two types. Let \( GSA[i] = (j, k) \), with \( i > 1 \), indicate that the \( i \)-th suffix in
the lexicographic ordering of all suffixes of strings in \( C \) is \( C[j][k..] \). A LCP value \( LCP[i] \) is
of node type when the \( i \)-th and \( (i-1) \)-th suffixes are distinct: \( C[j][k..] \neq C[j'][k'..] \), where
\( GSA[i] = (j, k) \) and \( GSA[i-1] = (j', k') \). Those two suffixes differ before the terminator
is reached in both suffixes (it might be reached in one of the two suffixes, however); we use the
name node-type because \( i-1 \) and \( i \) are the last and first suffix array positions of the ranges
of two adjacent children of some suffix tree node, respectively (i.e. the node corresponding to
string \( C[j][k.., k + LCP[i-1]] \)). Note that it might be that one of the two suffixes, \( C[j][k..] \) or
\( C[j'][k'..] \), is the empty string (followed by the terminator) \#. Similarly, a leaf-type LCP value
\( LCP[i] \) is such that the \( i \)-th and \( (i-1) \)-th suffixes are equal: \( C[j][k..] = C[j'][k'..] \). We use
Our idea is to compute first node-type and then leaf-type LCP values. We argue that Beller et al.’s algorithm already computes the former kind of LCP values. When this algorithm uses too much space (i.e. on small alphabets), we show that Belazzougui’s enumeration strategy can be adapted to reach the same goal: by the very definition of node-type LCP values, they lie between children of some suffix tree node $x$, and their value corresponds to the string depth of $x$. This strategy is described in Algorithm 1. Function $\text{BWT}.$ $\text{Weiner}(x)$ in Line 11 takes as input the representation of a suffix tree node $x$ and returns all explicit nodes reached by following Weiner links from $x$ (an implementation of this function is described in Appendix A. Leaf-type LCP values, on the other hand, can easily be computed by enumerating intervals corresponding to suffix tree leaves. To reach this goal, it is sufficient to enumerate ranges of suffix tree leaves starting from $\text{range}(\#)$ and recursively left-extending with backward search with characters different from $\#$ whenever possible. For each range $\langle L, R \rangle$ obtained in this way, we set each entry $\text{LCP}[L+1, R]$ to the string depth (terminator excluded) of the corresponding leaf. This strategy is described in Algorithm 2. In order to limit space usage, we use again a stack or a queue to store leaves and their string depth (note that each leaf takes $O(\log n)$ bits to be represented): we use a queue when $\sigma > n/\log^3 n$, and a stack otherwise. The queue is the same used by Beller et al.[5] and described in Appendix B. This guarantees that the bit-size of the queue/stack never exceeds $o(n \log \sigma)$ bits: since leaves take just $O(\log n)$ bits to be represented and the stack’s size never contains more than $O(\sigma \cdot \log n)$ leaves, the stack’s bit-size never exceeds $O(n/\log n) = o(n)$ when $\sigma \leq n/\log^3 n$. Similarly, Beller et al’s queue always takes at most $O(n)$ bits of space, which is $o(n \log \sigma)$ for $\sigma > n/\log^3 n$. Note that in Lines 13-16 we can afford storing temporarily the $k$ resulting intervals since, in this case, the alphabet’s size is small enough. To sum up, our full procedure works as follows: (1) we initialize an empty array $\text{LCP}[1..n]$, (2), we fill node-type entries using procedure $\text{Node-Type(BWT, LCP)}$ described in Algorithm 1, and (3) we fill leaf-type entries using procedure $\text{Leaf-Type(BWT, LCP)}$ described in Algorithm 2.

<table>
<thead>
<tr>
<th>Algorithm 2: Leaf-Type(BWT, LCP).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>input</strong>: Wavelet tree of the Burrows-Wheeler transformed collection $\text{BWT} \in [1, \sigma]^n$ and array $\text{LCP}[1..n]$.</td>
</tr>
<tr>
<td><strong>behavior</strong>: Fills leaf-type LCP values.</td>
</tr>
<tr>
<td>if $\sigma &gt; n/\log^3 n$ then</td>
</tr>
<tr>
<td>$P \leftarrow \text{new_queue}();$ /* Initialize new queue */</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>$P \leftarrow \text{new_stack}();$ /* Initialize new stack */</td>
</tr>
<tr>
<td>$P.$ push($\text{BWT}.$ range$(#), 0);$ /* Push range of terminator and LCP value 0 */</td>
</tr>
<tr>
<td>while not $P.$ empty() do</td>
</tr>
<tr>
<td>$(L, R), \ell \leftarrow P.$ pop(); /* Pop highest-priority element */</td>
</tr>
<tr>
<td>for $i = L + 1 \ldots R$ do</td>
</tr>
<tr>
<td>$\text{LCP}[i] \leftarrow \ell;$ /* Set LCP inside range of ST leaf */</td>
</tr>
<tr>
<td>if $\sigma &gt; n/\log^3 n$ then</td>
</tr>
<tr>
<td>$P.$ push($\text{get_intervals}(L, R, \text{BWT}), \ell + 1);$ /* Pairs (interval, $\ell + 1$) */</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>$(L_i, R_i) = 1 \ldots k \leftarrow \text{get_intervals}(L, R, \text{BWT});$</td>
</tr>
<tr>
<td>$(L_i', R_i') = 1 \ldots k \leftarrow \text{sort}((L_i, R_i) = 1 \ldots k);$ /* Sort by interval length */</td>
</tr>
<tr>
<td>for $i = k \ldots 1$ do</td>
</tr>
<tr>
<td>$P.$ push($(L_i', R_i'), \ell + 1);$ /* Push in order of decreasing length */</td>
</tr>
</tbody>
</table>
Theorems 3 and 4 follow from the correctness of our procedure, which for space reasons is reported in Appendix C as Lemma 6. As a by-product, in Appendix D we note that Algorithm 1 can be used to enumerate suffix tree intervals in succinct space from the BWT, which could be of independent interest.

6.2 Merging BWTs in Small Space

The procedure of Algorithm 2 can be extended to merge BWTs of two collections $C_1$, $C_2$ using $o(n \log \sigma)$ bits of working space on top of the input BWTs and output Document Array (here, $n$ is the cumulative length of the two BWTs). The idea is to simulate a navigation of the leaves of the generalized suffix tree of $C_1 \cup C_2$ (note: for us, a collection is an ordered multi-set of strings). Our procedure differs from that described in [3, Thm. 7] in two ways. First, they navigate a subset of the suffix tree nodes (so-called impure nodes, i.e. the roots of subtrees containing suffixes from distinct strings), whereas we navigate leaves. Second, their visit is implemented by following Weiner links. This forces them to represent the nodes with the “heavy” representation $\text{repr}$ of Section 4, which is not efficient on large alphabets. On the contrary, leaves can be represented simply as ranges and allow for a more space-efficient queue/stack representation.

We represent each leaf by a pair of intervals, respectively on $\text{BWT}(C_1)$ and $\text{BWT}(C_2)$, of strings of the form $W\#$. Note that: (i) the suffix array of $C_1 \cup C_2$ is covered by the non-overlapping intervals of strings of the form $W\#$, and (ii) for each such string $W\#$, the interval $\text{range}(W\#) = (L, R)$ in $\text{GSA}(C_1 \cup C_2)$ can be partitioned as $(L, M) \cup (M + 1, R)$, where $(L, M)$ contains only suffixes from $C_1$ and $(M + 1, R)$ contains only suffixes from $C_2$ (one of these two intervals could be empty). It follows that we can navigate in parallel the leaves of the suffix trees of $C_1$ and $C_2$ (using again a stack or a queue containing pairs of intervals on the two BWTs), and fill the Document Array $\text{DA}[1..n]$, an array that will tell us whether the $i$-th entry of $\text{BWT}(C_1 \cup C_2)$ comes from $\text{BWT}(C_1)$ ($\text{DA}[i] = 0$) or $\text{BWT}(C_2)$ ($\text{DA}[i] = 1$). To do this, let $(L_1, R_1)$ and $(L_2, R_2)$ be the ranges on the suffix arrays of $C_1$ and $C_2$, respectively, of a suffix $W\#$ of some string in the collections. Note that one of the two intervals could be empty: $R_j < L_j$. In this case, we still require that $L_j - 1$ is the number of suffixes in $C_j$ that are smaller than $W\#$. Then, in the collection $C_1 \cup C_2$ there are $L_1 + L_2 - 2$ suffixes smaller than $W\#$, and $R_1 + R_2$ suffixes smaller than or equal to $W\#$. It follows that the range of $W\#$ in the suffix array of $C_1 \cup C_2$ is $(L_1 + L_2 - 1, R_1 + R_2)$, where the first $R_1 - L_1 + 1$ entries correspond to suffixes of strings from $C_1$. Then, we set $\text{DA}[L_1 + L_2 - 1, L_2 + R_1 - 1] \leftarrow 0$ and $\text{DA}[L_2 + R_1, R_1 + R_2] \leftarrow 1$. The procedure starts from the pair of intervals corresponding to the ranges of the string “#” in the two BWTs, and proceeds recursively by left-extending the current pair of ranges $(L_1, R_1)$, $(L_2, R_2)$ with the symbols in $\text{BWT}(C_1 \cup C_2)$: $\text{rangeDistinct}(L_1, R_1) \cup \text{BWT}(C_1 \cup C_2).rangeDistinct(L_2, R_2)$. The detailed procedure is reported in Algorithm 3. The leaf visit is implemented, again, using a stack or a queue; this time however, these containers are filled with pairs of intervals $(L_1, R_1)$, $(L_2, R_2)$. We implement the stack simply as a vector of quadruples $(L_1, R_1, L_2, R_2)$. As far as the queue is concerned, some care needs to be taken when representing the pairs of ranges using bitvectors as seen in Appendix B with Beller et al.’s representation. Recall that, at any time, the queue can be partitioned in two sub-sequences associated with LCP values $\ell$ and $\ell + 1$ (we pop from the former, and push in the latter). This time, we represent each of these two sub-sequences as a vector of quadruples (pairs of ranges on the two BWTs) as long as the number of quadruples in the sequence does not exceed $n/\log n$. When there are more quadruples than this threshold, we switch to a bitvector representation defined as follows. Let $|\text{BWT}(C_1)| = n_1$, $|\text{BWT}(C_2)| = n_2$, and $|\text{BWT}(C_1 \cup C_2)| = n = n_1 + n_2$. We keep two
bitvectors $\text{Open}[1..n]$ and $\text{Close}[1..n]$ storing opening and closing parentheses of intervals in $\text{BWT}(C_1 \cup C_2)$. We moreover keep two bitvectors $\text{NonEmpty}_1[1..n]$ and $\text{NonEmpty}_2[1..n]$ keeping track, for each $i$ such that $\text{Open}[i] = 1$, of whether the interval starting in $\text{BWT}(C_1 \cup C_2)[i]$ contains suffixes of reads coming from $C_1$ and $C_2$, respectively. Finally, we keep four bitvectors $\text{Open}_j[1..n_j]$ and $\text{Close}_j[1..n_j]$, for $j = 1, 2$, storing non-empty intervals on $\text{BWT}(C_1)$ and $\text{BWT}(C_2)$, respectively. To insert a pair of intervals $(L_1, R_1)$, $(L_2, R_2)$ in the queue, let $(L, R) = (L_1 + L_2 - 1, R_1 + R_2)$. We set $\text{Open}[L] \leftarrow 1$ and $\text{Close}[R] \leftarrow 1$. Then, for $j = 1, 2$, we set $\text{NonEmpty}_j[L] \leftarrow 1$, $\text{Open}_j[L_j] \leftarrow 1$ and $\text{Close}_j[R_j] \leftarrow 1$ if and only if $R_j \geq L_j$. This queue representation takes $O(n)$ bits. By construction, for each bit set in $\text{Open}$ at position $i$, there is a corresponding bit set in $\text{Open}_j$ if and only if $\text{NonEmpty}_j[i] = 1$ (moreover, corresponding bits set appear in the same order in $\text{Open}$ and $\text{Open}_j$). It follows that a left-to-right scan of these bitvectors is sufficient to identify corresponding intervals on $\text{BWT}(C_1 \cup C_2)$, $\text{BWT}(C_1)$, and $\text{BWT}(C_2)$. By packing the bits of the bitvectors in words of $\Theta(\log n)$ bits, the $t$ pairs of intervals contained in the queue can be extracted in $O(t + n/\log n)$ time (as described in [5]) by scanning in parallel the bitvectors forming the queue. Particular care needs to be taken only when we find the beginning of an interval $\text{Open}[L] = 1$ with $\text{NonEmpty}_j[L] = 0$ (the case $\text{NonEmpty}_2[L] = 0$ is symmetric). Let $L_2$ be the beginning of the corresponding non-empty interval on $\text{BWT}(C_2)$. Even though we are not storing $L_1$ (because we only store nonempty intervals), we can retrieve this value as $L_1 = L - L_2 + 1$. Then, the empty interval on $\text{BWT}(C_1)$ is $(L_1, L_1 - 1)$.

The same arguments used in the previous section show that the algorithm runs in $O(n \log \sigma)$ time and uses $o(n \log \sigma)$ bits of space on top of the input BWTs and output Document Array. This proves Theorem 5. To conclude, we note that the algorithm can be extended to compute the LCP array of the merged collection while merging the BWTs. This requires adapting Algorithm 1 to work on pairs of suffix tree nodes (as we did in Algorithm 3 with pairs of leaves), but for space reasons we do not describe all details here. Results on an implementation of the extended algorithm are discussed in the next section. From the practical point of view, note that it is more advantageous to induce the LCP of the merged collection while merging the BWTs (rather than first merging and then inducing the LCP using the algorithm of the previous section), since leaf-type LCP values can be induced directly while computing the document array.

Note that Algorithm 3 is similar to Algorithm 2, except that now we manipulate pairs of intervals. In Line 22, we sort quadruples according to the length $R_1^i + R_2^i - (L_1^i + L_2^i) + 2$ of the combined interval on $\text{BWT}(C_1 \cup C_2)$. Finally, note that backward search can be performed correctly also when the input interval is empty: $\text{BWT}, \text{bwsearch}((L_1, L_1 - 1), c)$, where $L_j - 1$ is the number of suffixes in $C_j$ smaller than some string $W$, correctly returns the pair $(L', R')$ such that $L'$ is the number of suffixes in $C_j$ smaller than $cW$: this is true when implementing backward search with a $\text{rank}_c$ operation on position $L_j$; then, if the original interval is empty we just set $R' = L' - 1$ to keep the invariant that $R' - L' + 1$ is the interval’s length.

7 Implementation and Experimental Evaluation

We implemented our algorithms on DNA alphabet in https://github.com/nicolaprezza/bwt2lcpt using the language C++. Thanks to the small alphabet size, it was actually sufficient to implement our extension of Belazzougui’s enumeration algorithm (and not the strategy of Beller et al., which is more suited to large alphabets). The repository features a new packed string on DNA alphabet $Σ_{DNA} = \{A, C, G, T, \#\}$ using 4 bits per character and able to
Algorithm 3: Merge(BWT₁, BWT₂, DA).

```
input : Wavelet trees of the Burrows-Wheeler transformed collections BWT₁ ∈ [1, σ]^{n₁}, BWT₂ ∈ [1, σ]^{n₂}
and empty document array DA[1..n], with n = n₁ + n₂.
behavior: Computes Document Array DA.

1 if σ > n/\log^3 n then
2    P ← new_queue(); /* Initialize new queue of interval pairs */
3    else
4    P ← new_stack(); /* Initialize new stack of interval pairs */
5    P.push(BWT₁.range(#), BWT₂.range(#)); /* Push SA-ranges of terminator */
6 while not P.empty() do
7    ⟨L₁, R₁, L₂, R₂⟩ ← P.pop(); /* Pop highest-priority element */
8    for i = L₁ + L₂ - 1 \ldots L₂ + R₁ - 1 do
9        DA[i] ← 0; /* Suffixes from C₁ */
10       for i = L₂ + R₁ \ldots R₁ + R₂ do
11          DA[i] ← 1; /* Suffixes from C₂ */
12 if σ > n/\log^3 n then
13    P.push(getIntervals(L₁, R₁, L₂, R₂, BWT₁, BWT₂)); /* New intervals */
14 else
15    c₁₁, ..., c₁ₖ₁ ← BWT₁.rangeDistinct(L₁, R₁); /* Backward search step */
16    c₂₁, ..., c₂ₖ₂ ← BWT₂.rangeDistinct(L₂, R₂);
17    {c₁₁, ..., c₁ₖ₁} ∪ {c₂₁, ..., c₂ₖ₂};
18    for i = 1 \ldots k do
19        ⟨L₁, R₁⟩ ← BWT₁.bwsearch((L₁, R₁), c₁); /* Backward search step */
20    for i = 1 \ldots k do
21        ⟨L₂, R₂⟩ ← BWT₂.bwsearch((L₂, R₂), c₂); /* Backward search step */
22        (L₁, R₁, L₂, R₂) ← sort((L₁, R₁, L₂, R₂), i = 1 \ldots k);
23    for i = 1 \ldots 1 do
24        P.push(L₁, R₁, L₂, R₂); /* Push in order of decreasing length */
```

compute the quintuple \(\langle \text{rank}_c(i)\rangle_{i \in \Sigma_{DNA}}\) with just one cache miss. This is crucial for our algorithms, since at each step we need to left-extend ranges by all characters. This class divides the text in blocks of 128 characters. Each block is stored using 512 cache-aligned bits (the typical size of a cache line), divided as follows. The first 128 bits store four 32-bits counters with the partial ranks of A, C, G, and T before the block (if the string is longer than \(2^{32}\) characters, we further break it into superblocks of \(2^{32}\) characters; on reasonably-large inputs, the extra rank table fits in cache and does not cause additional cache misses). The following three blocks of 128 bits store the first, second, and third bits, respectively, of the characters’ binary encodings (each character is packed in 3 bits). Using this layout, the rank of each character in the block can be computed with at most three masks, a bitwise AND (actually less, since we always compute the rank of all five characters and we re-use partial results whenever possible), and a popcount operation. We also implemented a packed string on the augmented alphabet \(\Sigma^{+}_{DNA} = \{ A, C, G, N, T, \# \}\) using 4.38 bits per character and offering the same cache-efficiency guarantees. In this case, a 512-bits block stores 117 characters, packed as follows. As before, the first 128 bits store four 32-bits counters with the partial ranks of A, C, G, and T before the block. Each of the following three blocks of 128 bits is divided in a first part of 117 bits and a second part of 11 bits. The first parts store the first, second, and third bits, respectively, of the characters’ binary encodings. The three parts of 11 bits, concatenated together, store the rank of N’s before the block. This layout minimizes the number of bitwise operations (in particular, shifts and masks) needed to compute a parallel rank.

Several heuristics have been implemented to reduce the number of cache misses in practice. In particular, we note that in Algorithm 2 we can avoid backtracking when the range size becomes equal to one; the same optimization can be implemented in Algorithm 3 when also
Table 1 Datasets used in our experiments. Size accounts only for the alphabet’s characters. The alphabet’s size $\sigma$ includes the terminator.

<table>
<thead>
<tr>
<th>Name</th>
<th>Size (GiB)</th>
<th>$\sigma$</th>
<th>N. of reads</th>
<th>Max read length</th>
<th>Bytes for lcp values</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA12891.8</td>
<td>8.16</td>
<td>5</td>
<td>85,899,345</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>shortreads</td>
<td>8.0</td>
<td>6</td>
<td>85,899,345</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>pacbio</td>
<td>8.0</td>
<td>6</td>
<td>942,248</td>
<td>71,561</td>
<td>4</td>
</tr>
<tr>
<td>pacbio.1000</td>
<td>8.0</td>
<td>6</td>
<td>8,589,934</td>
<td>1000</td>
<td>2</td>
</tr>
<tr>
<td>NA12891.24</td>
<td>23.75</td>
<td>6</td>
<td>250,000,000</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>NA12878.24</td>
<td>23.75</td>
<td>6</td>
<td>250,000,000</td>
<td>100</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2 In this experiment, we merge pairs of BWTs and induce the LCP of their union using eGap and merge. We also show the resources used by the pre-processing step (building the BWTs) for comparison. Wall clock is the elapsed time from start to completion of the instance, while RAM (in GiB) is the peak Resident Set Size (RSS). All values were taken using the `/usr/bin/time` command. During the pre-processing step on the collections pacBio.1000 and pacBio, the available memory in MB (parameter m) of eGap was set to 32000 MB. In the merge step this parameter was set to about to the memory used by merge. eGap and merge take as input the same BWT file.

<table>
<thead>
<tr>
<th>Name</th>
<th>Wall Clock (h:mm:ss)</th>
<th>RAM (GiB)</th>
<th>eGap Wall Clock (h:mm:ss)</th>
<th>RAM (GiB)</th>
<th>merge Wall Clock (h:mm:ss)</th>
<th>RAM (GiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA12891.8</td>
<td>1:15:57</td>
<td>2.84</td>
<td>10:15:07</td>
<td>18.09 (-m 32000)</td>
<td>3:16:40</td>
<td>26.52</td>
</tr>
<tr>
<td>NA12891.8.RC</td>
<td>1:17:55</td>
<td>2.84</td>
<td>11:03:10</td>
<td>16.24 (-m 29000)</td>
<td>3:36:21</td>
<td>26.75</td>
</tr>
<tr>
<td>shortreads</td>
<td>1:14:51</td>
<td>2.84</td>
<td>5:03:01</td>
<td>21.23 (-m 45000)</td>
<td>4:03:07</td>
<td>42.75</td>
</tr>
<tr>
<td>shortreads.RC</td>
<td>1:19:30</td>
<td>2.84</td>
<td>2:56:31</td>
<td>33.40 (-m 80000)</td>
<td>4:38:27</td>
<td>74.76</td>
</tr>
<tr>
<td>pacbio.1000</td>
<td>2:08:56</td>
<td>31.28</td>
<td>31:12:28</td>
<td>47.50 (-m 84000)</td>
<td>6:41:35</td>
<td>73.48</td>
</tr>
<tr>
<td>pacbio.1000.RC</td>
<td>2:15:08</td>
<td>31.28</td>
<td>4:24:27</td>
<td>7.69</td>
<td>4:02:42</td>
<td>7.69</td>
</tr>
<tr>
<td>NA12878.24</td>
<td>4:24:27</td>
<td>7.69</td>
<td>31:12:28</td>
<td>47.50 (-m 84000)</td>
<td>6:41:35</td>
<td>73.48</td>
</tr>
</tbody>
</table>

computing the LCP array, since leaves of size one can be identified during navigation of internal suffix tree nodes. Overall, we observed (using a memory profiler) that in practice the combination of Algorithms 1-2 generates at most $1.5n$ cache misses; the extension of Algorithm 3 that computes also LCP values generates twice this number of cache misses (this is expected, since it navigates two BWTs).

We now report some preliminary experiments on our algorithms: bwt2lcp (Algorithms 1-2) and merge (Algorithm 3, extended to compute also the LCP array). All tests were done on a DELL PowerEdge R630 machine, used in non exclusive mode. Our platform is a 24-core machine with Intel(R) Xeon(R) CPU E5-2620 v3 at 2.40 GHz, with 128 GiB of shared memory and 1TB of SSD. The system is Ubuntu 14.04.2 LTS. The code was compiled using gcc 8.1.0 with flags `-Ofast -fstrict-aliasing`. 

---

**Table 1** Datasets used in our experiments. Size accounts only for the alphabet’s characters. The alphabet’s size $\sigma$ includes the terminator.

<table>
<thead>
<tr>
<th>Name</th>
<th>Size (GiB)</th>
<th>$\sigma$</th>
<th>N. of reads</th>
<th>Max read length</th>
<th>Bytes for lcp values</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA12891.8</td>
<td>8.16</td>
<td>5</td>
<td>85,899,345</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>shortreads</td>
<td>8.0</td>
<td>6</td>
<td>85,899,345</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>pacbio</td>
<td>8.0</td>
<td>6</td>
<td>942,248</td>
<td>71,561</td>
<td>4</td>
</tr>
<tr>
<td>pacbio.1000</td>
<td>8.0</td>
<td>6</td>
<td>8,589,934</td>
<td>1000</td>
<td>2</td>
</tr>
<tr>
<td>NA12891.24</td>
<td>23.75</td>
<td>6</td>
<td>250,000,000</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>NA12878.24</td>
<td>23.75</td>
<td>6</td>
<td>250,000,000</td>
<td>100</td>
<td>1</td>
</tr>
</tbody>
</table>

**Table 2** In this experiment, we merge pairs of BWTs and induce the LCP of their union using eGap and merge. We also show the resources used by the pre-processing step (building the BWTs) for comparison. Wall clock is the elapsed time from start to completion of the instance, while RAM (in GiB) is the peak Resident Set Size (RSS). All values were taken using the `/usr/bin/time` command. During the pre-processing step on the collections pacBio.1000 and pacBio, the available memory in MB (parameter m) of eGap was set to 32000 MB. In the merge step this parameter was set to about to the memory used by merge. eGap and merge take as input the same BWT file.

<table>
<thead>
<tr>
<th>Name</th>
<th>Wall Clock (h:mm:ss)</th>
<th>RAM (GiB)</th>
<th>eGap Wall Clock (h:mm:ss)</th>
<th>RAM (GiB)</th>
<th>merge Wall Clock (h:mm:ss)</th>
<th>RAM (GiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NA12891.8</td>
<td>1:15:57</td>
<td>2.84</td>
<td>10:15:07</td>
<td>18.09 (-m 32000)</td>
<td>3:16:40</td>
<td>26.52</td>
</tr>
<tr>
<td>NA12891.8.RC</td>
<td>1:17:55</td>
<td>2.84</td>
<td>11:03:10</td>
<td>16.24 (-m 29000)</td>
<td>3:36:21</td>
<td>26.75</td>
</tr>
<tr>
<td>shortreads</td>
<td>1:14:51</td>
<td>2.84</td>
<td>5:03:01</td>
<td>21.23 (-m 45000)</td>
<td>4:03:07</td>
<td>42.75</td>
</tr>
<tr>
<td>shortreads.RC</td>
<td>1:19:30</td>
<td>2.84</td>
<td>2:56:31</td>
<td>33.40 (-m 80000)</td>
<td>4:38:27</td>
<td>74.76</td>
</tr>
<tr>
<td>pacbio.1000</td>
<td>2:08:56</td>
<td>31.28</td>
<td>31:12:28</td>
<td>47.50 (-m 84000)</td>
<td>6:41:35</td>
<td>73.48</td>
</tr>
<tr>
<td>pacbio.1000.RC</td>
<td>2:15:08</td>
<td>31.28</td>
<td>4:24:27</td>
<td>7.69</td>
<td>4:02:42</td>
<td>7.69</td>
</tr>
</tbody>
</table>

We now report some preliminary experiments on our algorithms: bwt2lcp (Algorithms 1-2) and merge (Algorithm 3, extended to compute also the LCP array). All tests were done on a DELL PowerEdge R630 machine, used in non exclusive mode. Our platform is a 24-core machine with Intel(R) Xeon(R) CPU E5-2620 v3 at 2.40 GHz, with 128 GiB of shared memory and 1TB of SSD. The system is Ubuntu 14.04.2 LTS. The code was compiled using gcc 8.1.0 with flags `-Ofast -fstrict-aliasing`. 
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Inducing the LCP from the BWT

- **Table 3** In this experiment, we induced the LCP array from the BWT of a collection (each collection is the union of two collections from Table 2). We also show pre-processing requirements (i.e. building the BWT) of the better performing tool between BCR and eGap.

<table>
<thead>
<tr>
<th>Name</th>
<th>Preprocessing</th>
<th>bwt2lcp</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wall Clock</td>
<td>RAM</td>
</tr>
<tr>
<td></td>
<td>(h:mm:ss)</td>
<td>GiB</td>
</tr>
<tr>
<td>NA12891.8 ∪ NA12891.8.RC (BCR)</td>
<td>2:43:02</td>
<td>5.67</td>
</tr>
<tr>
<td>shortread ∪ shortread.RC (BCR)</td>
<td>2:47:07</td>
<td>5.67</td>
</tr>
<tr>
<td>pacbio.1000 ∪ pacbio.1000.RC (eGap-m 32000)</td>
<td>7:07:46</td>
<td>31.28</td>
</tr>
<tr>
<td>pacbio ∪ pacbio.RC (eGap-m 80000)</td>
<td>6:02:37</td>
<td>78.125</td>
</tr>
<tr>
<td>NA12878.24 ∪ NA12891.24 (BCR)</td>
<td>8:26:34</td>
<td>16.63</td>
</tr>
</tbody>
</table>

Table 1 summarizes the datasets used in our experiments. “NA12891.8” contains Human DNA reads on the alphabet $\Sigma_{DNA}$ where we have removed reads containing the nucleotide $N$. “shortreads” contains Human DNA short reads on the extended alphabet $\Sigma_{+DNA}$. “pacbio” contains PacBio RS II reads from the species *Triticum aestivum* (wheat). “pacbio.1000” are the strings from “pacbio” trimmed to length 1,000. All the above datasets except the first have been download from [https://github.com/felipelouza/egap/tree/master/dataset](https://github.com/felipelouza/egap/tree/master/dataset). To conclude, we added two collections, “NA12891.24” and “NA12878.24” obtained by taking the first 250, 000, 000 reads from individuals NA12878 and NA12891. All datasets except “NA12891.8” are on the alphabet $\Sigma_{+DNA}$. In Tables 2 and 3, the suffix “.RC” added to a dataset’s name indicates the reverse-complemented dataset.

We compare our algorithms with eGap and BCR, two tools designed to build the BWT and LCP of a set of DNA reads. Since no tools for inducing the LCP from the BWT of a set of strings are available in the literature, in Table 3 we simply compare the resources used by bwt2lcp with the time and space requirements of eGap and BCR when building the BWT. In [10], experimental results show that BCR works better on short reads and collections with a large average LCP, while eGap works better when the datasets contain long reads and relatively small average LCP. For this reason, in the preprocessing step we have used BCR for the collections containing short reads and eGap for the other collections. eGap, in addition, is capable of merging two or more BWTs while inducing the LCP of their union. In this case, we can therefore directly compare the performance of eGap with our tool merge; results are reported in Table 2. Since the available RAM is greater than the size of the input, we have used the semi-external strategy of eGap. Notice that an entirely like-for-like comparison between our tools and eGap is not completely feasible, being eGap a semi-external memory tool (our tools, instead, use internal memory only). While in our tables we report RAM usage only, it is worth to notice that eGap uses a considerable amount of disk working space. For example, the tool uses 56GiB of disk working space when run on a 8GiB input (in general, the disk usage is of 7n bytes).

Our tools exhibit a dataset-independent linear time complexity, whereas eGap’s running time depends on the average LCP. Table 3 shows that our tool bwt2lcp induces the LCP from the BWT faster than building the BWT itself. When N’s are not present in the dataset,
bwt2lcp processes data at a rate of 2.92 megabases per second and uses 0.5 Bytes per base in RAM in addition to the LCP. When N’s are present, the throughput decreases to 2.12 megabases per second and the tool uses 0.55 Bytes per base in addition to the LCP. As shown in Table 2, our tool merge is from 1.25 to 4.5 times faster than eGap on inputs with large average LCP, but 1.6 times slower when the average LCP is small (dataset “pachio”). When N’s are not present in the dataset, merge processes data at a rate of 1.48 megabases per second and uses 0.625 Bytes per base in addition to the LCP. When N’s are present, the throughput ranges from 1.03 to 1.32 megabases per second and the tool uses 0.673 Bytes per base in addition to the LCP. When only computing the merged BWT (results not shown here for space reasons), merge uses in total 0.625/0.673 Bytes per base in RAM (without/with N’s) and is about 1.2 times faster than the version computing also the LCP.

References

Inducing the LCP from the BWT

Since the number of such links is linear \([2, 4]\) (even including implicit Weiner links), the solution to this problem is simple: once computed \(\text{getIntervals}\) for the right-maximal left-extensions \(cW\) of \(W\), we push them on the stack in decreasing order of range length \(\text{range}(cW)\) (i.e., the node with the smallest range is pushed last). This guarantees that the stack will always contain at most \(O(\sigma \log n)\) elements \([2]\). Since each element takes \(O(\sigma \log n)\) bits to be represented, the stack’s size never exceeds \(O(\sigma^2 \log^2 n)\) bits.

The second issue that needs to be addressed is how to efficiently compute \(\text{repr}(cW)\) from \(\text{repr}(W)\) for the characters \(c\) such that \(cW\) is right-maximal in \(T\). In \([2, 3]\) this operation is supported efficiently by first enumerating all distinct characters in each range \(\text{BWT}[\text{first}_{Wa}[i]..\text{first}_{Wa}[i+1]]\) for \(i = 1, \ldots, kW\). Using the notation of \([2]\), let us call \(\text{rangeDistinct}(i, j)\) the operation that returns all distinct characters in \(\text{BWT}[i, j]\). Equivalently, for each \(a \in \text{chars}_{Wa}\), we want to list all distinct left-extensions \(cWa\) of \(Wa\). Note that, in this way, we may also visit implicit suffix tree nodes (i.e., some of these left-extensions could be not right-maximal). Stated otherwise, we are traversing all explicit and implicit Weiner links. Since the number of such links is linear \([2, 4]\) (even including implicit Weiner links\(^7\)), globally the number of distinct characters returned by \(\text{rangeDistinct}\) operations is \(O(n)\).

An implementation of \(\text{rangeDistinct}\) on wavelet trees is discussed in \([5]\) with the procedure \(\text{getIntervals}\) (this procedure actually returns more information: the suffix array \(\text{BWT}\) of \(W\)). This implementation runs in \(O(\log \sigma)\) time per returned character. Globally, we therefore spend \(O(n \log \sigma)\) time using a wavelet tree. We now need to compute \(\text{repr}(cW)\) for all left-extensions of \(W\) and keep only the right-maximal ones. Let \(x = \text{repr}(W)\) and \(BWT.W Weiner(x)\) be the function that returns the representations of such strings (used in Line 11 of Algorithm 1). This function can be implemented by observing that

\[
\text{range}(cWa) = \{ C[c] + \text{BWT.rank}_c(\text{left}(Wa)), C[c] + \text{BWT.rank}_c(\text{right}(Wa) + 1) - 1 \}
\]

where \(a = \text{chars}_{Wa}[i]\) for \(1 \leq i < |\text{first}_{Wa}|\), and noting that \(\text{left}(Wa)\) and \(\text{right}(Wa)\) are available in \(\text{repr}(W)\). Note also that we do not actually need to know the value of characters \(\text{chars}_{Wa}[i]\) to compute the ranges of each \(cWa\cdot \text{chars}_{Wa}[i]\); this is the reason why we can omit \(\text{chars}_{Wa}\) from \(\text{repr}(W)\). Using a wavelet tree, the above operation takes \(O(\log \sigma)\) time. By the above observations, the number of strings \(cWa\) such that \(W\) is right-maximal is bounded by \(O(n)\). Overall, computing \(\text{repr}(cW) = (\text{first}_{cW}, |W| + 1)\) for all left-extensions \(cW\) of all right-maximal strings \(W\) takes therefore \(O(n \log \sigma)\) time. Within the same running time, we can check which of those extensions is right maximal (i.e., those such that \(|\text{first}_{cW}| \geq 2\)), sort them by interval length (we always sort at most \(\sigma\) node representations, therefore also sorting takes globally \(O(\log \sigma)\) time), and push them on the stack.

\(^7\) To see this, first note that the number of right-extensions \(Wa\) of \(W\) that have only one left-extension \(cWa\) is at most equal to the number of right-extensions of \(W\); globally, this is at most the number of suffix tree’s nodes (linear). Any other right-extension \(Wa\) that has at least two distinct left-extensions \(cWa\) and \(bWa\) is, by definition, left maximal and corresponds therefore to a node in the suffix tree of the reverse of \(T\). It follows that all left-extensions of \(Wa\) can be charged to an edge of the suffix tree of the reverse of \(T\) (again, the number of such edges is linear).
B Notes on Beller et al.’s Algorithm

Time complexity. It is easy to see that the algorithm inserts in total a linear number of intervals in the queue since an interval \( \langle L_i, R_i, \ell + 1 \rangle \) is inserted only if \( LCP[R_i + 1] = \perp \), and successively \( LCP[R_i + 1] \) is set to a value different than \( \perp \). Clearly, this can happen at most \( n \) times. In [5] the authors moreover show that, even counting the left-extensions of those intervals (that we compute after popping each interval from the queue), the total number of computed intervals stays linear. Overall, the algorithm runs therefore in \( O(n \log \sigma) \) time (as discussed in Section 2, \texttt{getIntervals} runs in \( O(\log \sigma) \) time per returned element).

Queue implementation. To limit space usage, Beller et al. use the following queue representations. First note that, at each time point, the queue’s triples are partitioned in a (possibly empty) sequence with associated LCP value (i.e. the third element in the triples) \( \ell + 1 \), followed by a sequence with associated LCP value \( \ell \), for some \( \ell \). We can therefore store the two sequences (with associated LCP value) independently, and there is no need to store the LCP values in the triples themselves (i.e. the queue’s elements become just ranges). Note also that we pop elements from the sequence with associated LCP value \( \ell \), and push elements in the sequence with associated LCP value \( \ell + 1 \). When the former sequence is empty, we create a new sequence with associated LCP value \( \ell + 2 \) and start popping from the sequence with associated LCP value \( \ell + 1 \) (and so on). Beller et al. represent each of the two sequences separately as follows. While inserting elements in a sequence, as long as the sequence’s length does not exceed \( n / \log n \) we represent it as a vector of pairs (of total size at most \( O(n) \) bits). This representation supports push/pop operations in (amortized) constant time. As soon as the sequence’s length exceeds \( n / \log n \), we switch to a representation that uses two packed bitvectors of length \( n \) storing, respectively, the left- and right-most boundaries of the ranges in the sequence. Note that this representation can be used because the sequence of intervals corresponds to suffix array ranges of strings of some fixed length \( \ell \), therefore there cannot be overlapping intervals. Pushing an interval in this new queue’s representation takes constant time. Popping all the \( t \) intervals from one of the two sequences, on the other hand, can be implemented in \( O(t + n / \log n) \) time by scanning the bitvectors (this requires using simple bitwise operations on words, see [5] for all details). Since at most \( O(\log n) \) sequences will exceed size \( n / \log n \), overall pop operations take amortized constant time.

C Proofs

\begin{lemma} Algorithms 1 and 2 correctly compute the LCP array of the collection in \( O(n \log \sigma) \) time using \( o(n \log \sigma) \) bits of working space on top of the input and output. \end{lemma}

Proof.

Correctness and completeness - Algorithm 1. We start by proving that Beller et al.’s procedure in Line 2 of Algorithm 1 (procedure \texttt{BGOS(BWT,LCP)}) fills all the node-type LCP entries correctly. The proof proceeds by induction on the LCP value \( \ell \) and follows the original proof of [5]. At the beginning, we insert in the queue all \( c \)-intervals, for \( c \in \Sigma \). For each such interval \( \langle L, R \rangle \) we set \( LCP[R + 1] = \ell = 0 \). It is easy to see that after this step all and only the node-type LCP values equal to 0 are correctly set. Assume, by induction, that all node-type LCP values less than or equal to \( \ell \) have been correctly set, and we are about to extract from the queue the first triple \( \langle L, R, \ell + 1 \rangle \) having length \( \ell + 1 \). For each extracted triple with length \( \ell + 1 \) associated to a string \( W \), consider the triple \( \langle L', R', \ell + 2 \rangle \) associated to one of its left-extensions \( cW \). If \( LCP[R' + 1] \neq \perp \), then we have nothing to do. However, if \( LCP[R' + 1] = \perp \), then it must be the cases that (i)
the value to write in this cell satisfies $LCP[R' + 1] \geq \ell + 1$, since by induction we have already filled all node-type LCP values smaller than or equal to $\ell$, and (ii) $LCP[R' + 1]$ is of node-type, since otherwise the BWT interval of $cW$ would also include position $R' + 1$. On the other hand, it cannot be the case that $LCP[R' + 1] > \ell + 1$ since otherwise the $cW$-interval would include position $R' + 1$. We therefore conclude that $LCP[R' + 1] = \ell + 1$ must hold.

The above argument settles correctness; to prove completeness, assume that, at some point, $LCP[i] = \bot$ and the correct value to be written in this cell is $\ell + 1$. We want to show that we will pull a triple $(L, R, \ell + 1)$ from the queue corresponding to a string $W$ (note that $\ell + 1 = |W|$ and, moreover, $W$ could end with $\#$) such that one of the left-extensions $aW$ of $W$ satisfies $\text{range}(aW) = (L', i - 1)$, for some $L'$. This will show that, at some point, we will set $LCP[i] \leftarrow \ell + 1$. We proceed by induction on $|W|$. Note that we separately set all LCP values equal to 0. The base case $|W| = 1$ is easy: by the way we initialized the queue, $(\text{range}(c), 1)$, for all $c \in \Sigma$, are the first triples we pop. Since we left-extend these ranges with all alphabet’s characters except $\#$, it is easy to see that all LCP values equal to 1 are set. From now on we can therefore assume that we are setting LCP-values equal to $\ell + 1 > 1$, i.e. $W = b \cdot V$, for $b \in \Sigma - \{\#\}$ and $V \in \Sigma^+$. Let $abV$ be the length-$(\ell + 2)$ left-extension of $W = bV$ such that $\text{right}(abV) + 1 = i$. Since, by our initial hypothesis, $LCP[i] = \ell + 1$, the collection contains also a suffix $aU$ lexicographically larger than $abV$ and such that $LCP(aU, abV) = \ell + 1$. But then, it must be the case that $LCP(\text{right}(bV) + 1) = \ell$ (it cannot be smaller by the existence of $U$ and it cannot be larger since $|bV| = \ell + 1$). By inductive hypothesis, this value was set after popping a triple $(L'', R'', \ell)$ corresponding to string $V$, left-extending $V$ with $b$, and pushing $(\text{range}(bV), \ell + 1)$ in the queue. This completes the completeness proof since we showed that $(\text{range}(bV), \ell + 1)$ is in the queue, so sooner or later we will pop it, extend it with $a$, and set $LCP[\text{right}(abV) + 1] = LCP[i] \leftarrow \ell + 1$.

If the queue uses too much space, then Algorithm 1 switches to a stack and Lines 4-14 are executed instead of Line 2. Note that this pseudocode fragment corresponds to Belazzougui’s enumeration algorithm, except that now we also set LCP values in Line 10. By the enumeration procedure’s correctness, we have that, in Line 10, $(\text{first}_{W}[1], \text{first}_{W}[t + 1])$ is the SA-range of a right-maximal string $W$ with $\ell = |W|$, and $\text{first}_{W}[i]$ is the first position of the SA-range of $W_{c_i}$, with $i = 1, \ldots, t$, where $c_1, \ldots, c_2$ are all the (sorted) right-extensions of $W$. Then, clearly each LCP value in Line 10 is of node-type and has value $\ell$, since it is the LCP between two strings prefixed by $W \cdot \text{chars}_{W}[i - 1]$ and $W \cdot \text{chars}_{W}[i]$. Similarly, completeness of the procedure follows from the completeness of the enumeration algorithm. Let $LCP[i]$ be of node-type. Consider the prefix $Wb$ of length $LCP[i] + 1$ of the $i$-th suffix in the lexicographic ordering of all strings’ suffixes. Since $LCP[i] = |W|$, the $(i - 1)$-th suffix is of the form $Wa$, with $b \neq a$, and $W$ is right-maximal. But then, at some point our enumeration algorithm will visit the representation of $W$, with $|W| = \ell$. Since $i$ is the first position of the range of $Wb$, we have that $i = \text{first}_{W}[j]$ for some $j \geq 2$, and Line 10 correctly sets $LCP[\text{first}_{W}[j]] = LCP[i] \leftarrow \ell = |W|$.

**Correctness and completeness - Algorithm 2.** Proving correctness and completeness of this procedure is much easier. It is sufficient to note that the while loop iterates over all ranges $(L, R)$ of strings ending with $\#$ and not containing $\#$ anywhere else (note that we start from the range of $\#$ and we proceed by recursively left-extending this range with symbols different than $\#$). Then, for each such range we set $LCP[L + 1, R]$ to $\ell$, the string depth of the corresponding string (excluding the final character $\#$). It is easy to see that each leaf-type LCP value is correctly set in this way.
Complexity - Algorithm 1. If $\sigma > \sqrt{n}/\log^2 n$, then we run Beller et al’s algorithm, which terminates in $O(n \log \sigma)$ time and uses $O(n) = o(n \log \sigma)$ bits of additional working space. Otherwise, we perform a linear number of operations on the stack since, as observed in Section 4, the number of Weiner links is linear. By the same analysis of Section 4, the operation in Line 11 takes $O(k \log \sigma)$ amortized time on wavelet trees, and sorting in Line 12 (using any comparison-sorting algorithm sorting $m$ integers in $O(m \log m)$ time) takes $O(k \log \sigma)$ time. Note that in this sorting step we can afford storing in temporary space nodes $x_1, \ldots, x_k$ since this takes additional space $O(k \log n) = O(\sigma^2 \log n) = O(n/\log^3 n) = o(n)$ bits. All these operations sum up to $O(n \log \sigma)$ time. Since the stack always takes at most $O(\sigma^2 \log^2 n)$ bits and $\sigma \leq \sqrt{n}/\log^2 n$, the stack’s size never exceeds $O(n/\log^2 n) = o(n)$ bits.

Complexity - Algorithm 2. Note that, in the while loop, we start from the interval of $#$ and recursively left-extend with characters different than $#$ until this is possible. It follows that we visit the intervals of all strings of the form $W#$ such that $#$ does not appear inside $W$. Since these intervals form a cover of $[1, n]$, their number (and therefore the number of iterations in the while loop) is also bounded by $n$. This is also the maximum number of operations performed on the queuestack. Using Beller et al’s implementation for the queue and a simple vector for the stack, each operation takes constant amortized time. Operating on the stack/queue takes therefore overall $O(n)$ time. For each interval $\langle L, R \rangle$ popped from the queue/stack, in Line 9 we set $R - L \geq 2$ LCP values. As observed above, these intervals form a cover of $[1, n]$ and therefore Line 9 is executed no more than $n$ times. Line 13 takes time $O(k \log \sigma)$. Finally, in Line 14 we sort at most $\sigma$ intervals. Using any fast comparison-based sorting algorithm, this costs overall at most $O(n \log \sigma)$ time.

As far as the space usage of Algorithm 2 is concerned, note that we always push just pairs interval/length ($O(\log n)$ bits) in the queue/stack. If $\sigma > n/\log^2 n$, we use Beller et al’s queue, taking at most $O(n) = o(n \log \sigma)$ bits of space. Otherwise, the stack’s size never exceeds $O(\sigma \cdot \log n)$ elements, with each element taking $O(\log n)$ bits. This amounts to $O(\sigma \cdot \log^2 n) = O(n/\log n) = o(n)$ bits of space usage. Moreover, in Lines 13-14 it holds $\sigma \leq n/\log^3 n$ so we can afford storing temporarily all intervals returned by getIntervals in $O(k \log n) = O(\sigma \log n) = O(n/\log^2 n) = o(n)$ bits.

D Enumerating Suffix Tree Intervals in Succinct Space

We note that Algorithm 1 can be used to enumerate suffix tree intervals using just $o(n \log \sigma)$ space on top of the input BWT of a single text, when this is represented with a wavelet tree. This is true by definition in Belazzougui’s procedure (Lines 4-14), but a closer look reveals that also Beller et al’s procedure (Line 2) enumerates suffix tree intervals. At each step, we pop from the queue an element $\langle(L, R), |W|\rangle$ with $\langle L, R \rangle = \text{range}(w)$ for some string $W$, left-extend the range with all $a \in \text{BWT}$.rangeDistinct$(L, R)$, obtaining the ranges $\text{range}(aw) = (L_a, R_a)$ and, only if $\text{LCP}[R_a + 1] = \perp$, set $\text{LCP}[R_a + 1] \leftarrow |W|$ and push $\langle(L_a, R_a), |W| + 1\rangle$ on the stack. But then, since $\text{LCP}[R_a + 1] = |W|$ we have that the $R_a$-th and $(R_a + 1)$-th smallest suffixes start, respectively, with $aUc$ and $aUd$ for some $c < d \in \Sigma$, where $W = Uc$. This implies that $aU$ is right-maximal, and the corresponding suffix tree node has at least two children labeled $c$ and $d$; in particular, $\langle L_a, R_a \rangle$ is the range of $aW = aUc$, that is, one of these two children. Since we assume that we are working with a single text, $\langle L_a, R_a \rangle$ is the range of a suffix tree node if and only if $R_a > L_a$; in this case, we return this range. Completeness of the visit (i.e. we return all suffix tree nodes’ intervals)
Inducing the LCP from the BWT

follows from the completeness of the LCP-array construction procedure (i.e. we fill all LCP values). To conclude note that, to perform our visit, we are using the array $LCP$ to store null/non-null entries (i.e. $\perp$ or any other number); this shows that we do not actually need the LCP array: a bitvector of length $n = o(n \log \sigma)$ is sufficient (remember that Beller et al.’s strategy is used on large alphabets, so $n = o(n \log \sigma)$ holds).
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Many bioinformatics problems admit a large number of solutions, with no way of distinguishing the correct one among them. One approach of coping with this issue is to look at the partial solutions common to all solutions. Such partial solutions have been called safe, and an algorithm outputting all safe solutions has been called safe and complete. In this paper we develop a general technique that automatically provides a safe and complete algorithm to problems solvable by dynamic programming. We illustrate it by applying it to the bioinformatics problem of RNA folding, assuming the simplistic folding model maximizing the number of paired bases. Our safe and complete algorithm has time complexity $O(n^3M(n))$ and space complexity $O(n^3)$ where $n$ is the length of the RNA sequence and $M(n) \in \Omega(n)$ is the time complexity of arithmetic operations on $O(n)$-bit integers. We also implement this algorithm and show that, despite an exponential number of optimal solutions, our algorithm is efficient in practice.
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1 Introduction

Many bioinformatics problems ask to reconstruct a biological object based on some data observed from it. However, in many cases, such data is incomplete or erroneous, and the bioinformatics problem admits many solutions, with no way of distinguishing the correct one among them. One approach is to enumerate all solutions, or only the first $k$ best solutions to the problem. Then, “one can apply more sophisticated quality criteria, wait for data to become available to choose among them, or present them all to human decision-makers” [11].

1 Equal contribution
For example, this approach was applied to the reconstruction and analysis of metabolic pathways [5, 4] and gene regulation networks [24]. See the surveys [11, 12] for more details on best-k enumeration. However, in many other cases this approach is infeasible because there may be a large number of solutions, even exponential in the input length. In such cases, another approach is to consider only the partial solutions common to all optimal or near-optimal solutions. Due to the large number of solutions, it is often infeasible to enumerate all solutions and then find the parts common to all of them.

In the past this approach has been applied e.g. to sequence alignment. The aligned symbols common to all optimal and near-optimal alignments of two biological sequences were shown to be efficiently retrievable in [29, 28, 9, 14, 36]. In [29] these were called “reliable regions” and were shown to match in a significant proportion the true ones determined experimentally from tertiary structure superpositions.

More recently, this approach was applied to the contig assembly stage of the genome assembly problem. This requires to reconstruct strings as long as possible that are guaranteed to occur in any genome that could have generated the sequenced reads. In [26] such a contig assembly algorithm outputting strings common to all genome assembly solutions was called safe. A safe algorithm outputting all such safe strings was called complete. For the theoretical assembly model where the assembly solution is an Eulerian cycle, a safe and complete algorithm was suggested in [20]. Safe and complete algorithms were also studied for the gap filling problem [22], which is another stage of the genome assembly problem.

1.1 Contribution

In this paper we study another bioinformatics problem which admits a large number of optimal solutions in practice: the RNA folding problem. (We will formally introduce it and discuss it in greater detail in Sec. 1.2.) We will consider a basic model of RNA folding, namely the one maximizing the number of paired RNA bases, solvable by dynamic programming.

As opposed to the previous safe and complete algorithms tailored for each separate problem, we develop here a technique having the advantage that it can produce safe and complete algorithms for many problems solvable by dynamic programming. The only restriction is that the safe partial solutions it can find are required to be identifiable from the dynamic programming recurrence.

Our technique is based on counting solutions and works as follows: (i) for every substring of the input string, it counts the number of optimal solutions for it; (ii) for every substring of the input string, it counts the number of full optimal solutions that also use an optimal solution of the substring; (iii) for every possible partial solution identifiable from the dynamic programming recurrence (i.e., base pair, or unpaired base), it counts in how many full optimal solutions it appears. This base-pair maximization model for RNA folding can be solved in time $O(n^3)$, where $n$ is the length of the RNA molecule. Our safe and complete algorithm for it reports the bases paired in all optimal solutions, and the bases unpaired in all optimal solutions. It has time complexity $O(n^3M(n))$ and space complexity $O(n^3)$, where $M(n) \in \Omega(n)$ is the time complexity of arithmetic operations on $O(n)$-bit integers. Thus, our algorithm is also efficient, in the sense that its time complexity has no additional overhead with respect to computing a single optimal solution, except for the $M(n)$ factor.²

² Note that computing an optimal folding under the base-pair maximization model can be sped up to $O(n^3/\log n)$ using the Four Russians technique, see [13]. It would be interesting to study if this technique can be applied to speed up also our algorithm.
Our technique generalizes, and has some similarities with existing algorithms. For example, it generalizes the previous safe and complete algorithm [29] reporting aligned symbols appearing in all optimal alignments. However, our algorithm is strictly more general: in the sequence alignment problem each case of the recurrence depends only on one previously computed value, whereas our technique encompasses problems where several previously computed values are combined. Our algorithm is also similar to the inside-outside algorithm [6] used e.g. in EM estimation of probabilistic context-free grammars. The first step of our algorithm, counting the number of optimal solutions for any input substring, resembles the inside algorithm, whereas the second step is similar to the outside algorithm. Another approach whose aim is also to provide general solutions to problems solvable by dynamic programming is the Algebraic Dynamic Programming approach of Giegerich et al. [15]. This also provides a general algorithm for counting full solutions to dynamic programming algorithms. However, it does not count full solutions containing a given partial solution, and thus does not provide insights about safety.

Other dynamic programming problems where our techniques provides a safe and complete algorithm include, just to name a few: finding the parenthesization of an arithmetic expression [15] maximizing or minimizing its value, finding an optimal order in which to multiply a chain of matrices [15], finding a maximum-weight independent set in a node-weighted tree. In each such case the partial solutions that can be found as safe are the ones that are identifiable from the dynamic programming recurrences. For example, for the first problem, the parentheses common to all optimal solutions, and for the last problem, the nodes common to all optimal solutions. In Sec. 5 we will explain this more formally, in detail.

1.2 RNA folding

RNA is a single-stranded molecule that consists of bases A, C, G, and U. RNA folds upon itself so that base A pairs with U and C pairs with G. Base G can also pair with U, forming a wobble pair. The pairing of the bases forms the secondary structure of an RNA molecule. This structure is important for the biological function of many classes of RNA molecules, such as ribosomal RNA (rRNA) and transfer RNA (tRNA). Thus, in order to predict the biological function of an RNA molecule, we first need to predict its secondary structure.

When folding upon itself, an RNA molecule attempts to find a state which is energetically optimal. Traditional RNA secondary structure prediction algorithms, such as the Nussinov algorithm [21], have formulated the problem as finding a secondary structure which maximizes the number of paired bases. Zuker [35] extended this model to minimize free energy, which is biologically more accurate. Later, the free energy model has been refined when the contribution of different substructures has been better understood [30, 18]. However, none of these models is fully accurate or complete. For example, although some dynamic programming algorithms allow a limited form of pseudoknots (see e.g. [2]), many other dynamic programming solutions do not attempt to predict pseudoknots. Additionally, RNA does not always fold in the globally optimal shape, but instead sometimes takes a locally optimal shape, for example in the presence of other molecules.

The solution to the RNA secondary structure prediction problem is very rarely unique. In the maximum-pairs formulation, a large number of optimal solutions can usually be found. The minimum free energy formulation is more fine grained, but still, if one looks at optimal and near-optimal solutions, then again their number is large. There are several established ways of coping with the issue of multiple solutions. The algorithm by Wuchty et al. [33] enumerates all optimal and suboptimal solutions, and therefore its output can be too large to utilize. The Zuker algorithm [35] considers each possible pair of bases at
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In order to clearly illustrate our technique for obtaining general safe and complete algorithms for dynamic programming problems, in this paper we focus on the simplistic model of RNA folding maximizing the number of paired bases. We implement our safe and complete algorithm for it and run experiments on real RNA molecules to show how it performs in practice.

In the Appendix, we also study experimentally the biological relevance of the notion of safety for the RNA folding problem. For this purpose, we also implement a trivial safe and complete algorithm, which, given all optimal and sub-optimal RNA foldings under the minimum free energy model reported by the ViennaRNA package [17], it finds the base pairs common to all such foldings. We observe that for the maximum pairs formulation, the precision of the safe sub-solutions are improved by up to 72% (median value), respectively, as compared to a single, entire, solution. For the minimum free energy formulation, the increases of precision of the safe sub-solutions are up to 22% (median value).

However, the running time of this naive safe and complete algorithm for the free energy model is prohibitively large for longer RNA sequences, whereas our algorithm for the maximum pairs formulation is efficient in practice. Since also the minimum free energy model is solvable by dynamic programming (using four dynamic programming tables), it is relevant as future work to apply our technique also to this more complex dynamic programming algorithm.

2 Preliminaries

In this section we introduce the basic notation and definitions. We then describe Nussinov’s dynamic programming algorithm for RNA folding, which is the starting point of our safe and complete algorithm.

In this paper we assume that \( R \in \{A, C, G, U\}^n \) is a string over the RNA alphabet, indexed from 1 to \( n \). We denote by \( R(i,j) \) its substring starting at position \( i \) and ending at position \( j \), inclusively (\( 1 \leq i \leq j \leq n \)). The following RNA symbols can be paired: \( \{A, U\}, \{C, G\}, \{G, U\} \). A folding of \( R \) is a set of pairs of indices in \( R \) (also called base pairs) \( \{\{i_1,j_1\}, \{i_2,j_2\}, \ldots, \{i_t,j_t\}\} \) such that:

- \( i_1, j_1, i_2, j_2, \ldots, i_t, j_t \) are all distinct, and
- \( R(i_k) \) can be paired with \( R(j_k) \), for all \( k \in \{1, \ldots, t\} \).

A pseudoknot in such a folding consists of two pairs of indices, say \( \{x, y\} \) and \( \{z, w\} \) (\( x < y \) and \( z < w \)), such that \( z \) is in the interval \( (x, y) \), but \( w \) is outside the interval \( (x, y) \). We next introduce the main problem tackled in this paper.

Problem 1 (Maximum pairs formulation). Given a string \( R \in \{A, C, G, U\}^n \), find a folding of \( R \) without pseudoknots maximizing the number of base pairs.
A well-known algorithm for solving Problem 1 is Nussinov’s algorithm [21]. This is based on dynamic programming, and runs in time $O(n^3)$ and requires $O(n^2)$ space. This algorithm is conceptually simple, and thus a good candidate to be extended into a safe and complete algorithm for Problem 1. Since all algorithms considered in this paper will be about foldings without pseudoknots, from now onwards by “folding” we mean one without pseudoknots.

Nussinov’s algorithm defines $V(i, j)$ as the number of base pairs in an optimal folding of the substring $R(i, j)$. The maximum number of base pairs in a folding for $R$ will be $V(1, n)$, and such a folding can be obtained by standard backtracking through the table $V$.

We initialize $V(i, j) = 0$ for $i \geq j$, since a sequence of length at most one cannot have any paired bases. The values $V(i, j)$ are computed with the following recurrence:

$$V(i, j) = \max \begin{cases} V(i, k - 1) + V(k + 1, j - 1) + 1 \mid i \leq k < j \text{ and } R(k) \text{ can be paired with } R(j) \end{cases},$$

where $0 \leq k < j$, and $V(i, j - 1)$.

The two cases of this recurrence are also shown in Figure 1. In the first case, Nussinov’s algorithm attempts to pair any base $R(k)$, where $k \in \{i, \ldots, j - 1\}$, with the base $R(j)$. Whenever this pairing is possible, it uses the previously computed answers for the shorter substrings $R(i, k - 1)$ and $R(k + 1, j - 1)$. The second case applies when $R(j)$ is not paired with any base $R(k)$: the algorithm takes the optimal folding of $R(i, j - 1)$ and appends the base $R(j)$ to it as non-paired.

Nussinov’s algorithm generates only a single optimal folding. However, it can be modified to output all optimal and suboptimal foldings, through a general technique introduced by [31] for the shortest path problem. This technique was applied to the RNA folding problem by Wuchty et al. [33]. In fact, [33] applies this technique to both models for RNA folding, maximum pairs and minimum free energy. The minimum free energy version is included in the RNAsubopt program contained in the ViennaRNA package [17].

3 A safe and complete algorithm for RNA folding

We say that a base pair $\{i, j\}$ is safe, if for any optimal folding $F = \{\{i_1, j_1\}, \{i_2, j_2\}, \ldots, \{i_t, j_t\}\}$ of $R$, we have that $\{i, j\} \in F$. Likewise, we say that an (unpaired) base $i$ is safe, if for any such optimal folding $F$, we have that $i$ is not paired with any other base. Formally, if for all optimal foldings $F$ and all $\{x, y\} \in F$, we have $i \notin \{x, y\}$.

A safe and complete algorithm for Problem 1 is one outputting all safe base pairs and safe unpaired bases. We start by describing a trivial safe and complete algorithm. In Sections 3.1–3.3 we describe our efficient algorithm.
As mentioned above, Nussinov's algorithm can be extended to generate all optimal foldings. Let us assume that we have generated all of them, and that their number is $s$. We can then naively go through each optimal folding, and for each of the $O(n^2)$ possible base pairs of $R$, and each unpaired base, keep track if it appears in all optimal foldings. This trivial algorithm takes overall time $O(sn + n^2)$. The $O(sn)$ term comes from reading through every folding, and the $O(n^2)$ term comes from initializing the base-pairs matrix. Note however that this complexity is not polynomial in $n$, as there can be RNA strings of length $n$ admitting an exponential number $s$ of foldings (see our experimental results). Also in practice this complexity is prohibitive; for example, even some tRNA samples that are around 80-bases long have hundreds of thousands of solutions.

We will next describe a polynomial-time safe and complete algorithm, based on Nussinov's algorithm. The main idea is to derive, for every base pair, the number of optimal foldings in which it appears; and analogously, for every base, the number of optimal foldings in which it appears as unpaired. If in addition we also know the total number of optimal foldings, then we can decide safety based on checking if these numbers are equal or not.

These numbers will be derived in a sequence of steps, each computing a numeric table by dynamic programming. The table from each step will be used in the computation of the table for the next steps. These steps are:
1. Compute the number of optimal foldings of any substring $R(i, j)$ (Section 3.1)
2. Compute the number of optimal foldings of $R$, that use an optimal folding of the substring $R(i, j)$ (Section 3.2)
3. Compute the number of optimal foldings of $R$ containing a given base pair, or a given unpaired base. (Section 3.3)

When analyzing the time complexity of this algorithm, we have to take into account that the number of foldings may be exponential in the input size. As such, we cannot assume constant-time integer arithmetic operations.

It is not hard to see that one upper bound on the total number of foldings of any RNA string of length $n$ is $3^n$. Any possible folding corresponds to a string of balanced parentheses (the paired bases), in which we have interspersed a third character standing for the non paired bases. The number of such ternary strings of length $n$ is trivially at most $3^n$. Such numbers take $O(\log_2(3^n)) = O(n)$ bits to represent. Tighter bounds on the number of optimal RNA foldings under the base-pair maximization model exist, see e.g. [16]. We note that additions on $n$-bit numbers can be performed in time $O(n)$, and we denote by $M(n) \in \Omega(n)$ the time needed to multiply or divide two $O(n)$ bit numbers. Our safe and complete algorithm for Problem 1 will take $O(n^3M(n))$ time and $O(n^3)$ space.

### 3.1 The number of optimal foldings of any subsequence

Given $i \leq j \in \{1, \ldots, n\}$, we let $S(i, j)$ be the number of optimal foldings of $R(i, j)$. The total number of optimal foldings of $R$ will thus be obtained as $S(1, n)$. Computing $S(i, j)$ can be done by dynamic programming, with a recurrence analogous to Nussinov’s recurrence (1), and also using Nussinov’s table $V$.

As base case, observe that any sequence containing at most one base clearly has exactly one optimal folding. In other words, $S(i, j) = 1$ whenever $i \geq j$.

---

3 For example, with the Schönhage-Strassen method [23], two $n$-bit numbers can be multiplied in time $M(n) = O(n \log n \log \log n)$. 

As in Nussinov’s recurrence, there are two ways of producing an optimal folding of $R(i, j)$: by pairing $R(j)$ with some $R(k)$, for some $k \in \{i, \ldots, j - 1\}$, or appending $R(j)$ at the end of the optimal folding of $R(i, j - 1)$. For each of these cases, and for each value of $k$, we obtain a distinct folding. As such, to obtain $S(i, j)$ we can sum up the number of optimal foldings in each case.

In the first case, when pairing $R(j)$ with $R(k)$, there are two substrings to consider: $R(i, k - 1)$ and $R(k + 1, j)$. Every possible combination of optimal foldings of these substrings will produce a unique optimal folding to the larger substring $R(i, j)$. Such combination thus contributes $S(i, k - 1) \times S(k + 1, j)$ optimal foldings to $R(i, j)$. In the second case, when subsequence $R(i, j)$ is produced by appending $R(j)$ to the optimal folding of $R(i, j - 1)$, it can be produced in $S(i, j - 1)$ ways.

This is summarized in the recurrence below. For conciseness, we use the Kronecker delta notation $\delta(x, y) = 0$ if $x \neq y$, and $\delta(x, y) = 1$ otherwise.

$$S(i, j) = \sum_{i \leq k < j, R(k) \text{ can be paired with } R(j)} S(i, k - 1) \times S(k + 1, j - 1) \times \delta(V(i, j), V(i, k - 1) + V(k + 1, j - 1) + 1), \quad (2)$$

$$S(i, j - 1) \times \delta(V(i, j), V(i, j - 1)).$$

The time complexity of computing all $S(i, j)$ values is $O(n^3 M(n))$: the computation goes over $O(n^2)$ substrings of $R$, tries $O(n)$ possible ways to construct each and performs at most a multiplication, requiring $O(M(n))$ time. The space complexity for computing $S(i, j)$ is $O(n^3)$, because we have a matrix with $O(n^2)$ cells, and each cell uses $O(n)$ bits.

### 3.2 The number of optimal global foldings that use an optimal folding of a subsequence

We will now compute a more subtle quantity. Given $i \leq j \in \{1, \ldots, n\}$, we denote by $T(i, j)$ the number of optimal foldings of $R$ that, when restricted to the range from $i$ to $j$, they are also an optimal folding of the subsequence $R(i, j)$. In other words, $T(i, j)$ is the total number of global optimal extensions that the optimal foldings of $R(i, j)$ have.

Since we are not considering pseudoknots, bases of $R$ outside of $R(i, j)$ cannot pair with bases in $R(i, j)$. As such, each optimal folding of $R(i, j)$ is independent of the optimal folding of the rest of the string $R$. As such, if we know $T(i, j)$ and $S(i, j)$, then we can deduce that each optimal folding of $R(i, j)$ can be extended in $T(i, j)/S(i, j)$ ways into a global optimal folding of $R$. Let us denote the ratio $T(i, j)/S(i, j)$ by $c(i, j)$, and note that, by the above observation, $c(i, j)$ is integer.

The table $T$ will be constructed starting from the full string $R(1, n)$ and moving towards single base substring. By definition, the number of optimal solutions for the full string is the same as the number of optimal solutions that use the full string. Thus, the base case for this algorithm is $T(1, n) = S(1, n)$. All other values of $T$ will be initialized as 0.

The dynamic programming algorithms considered so far have been of collecting type: the required values for computing each dynamic programming cell have been computed earlier in the algorithm. The algorithm for computing $T$ will be of distributing type instead. When this algorithm enters a cell, the value of that cell has already been computed correctly. This value is then used to incrementally derive the correct values of the cells that will be entered later.

When entering a cell $(i, j)$, the algorithm checks all distinct ways how an optimal folding of $R(i, j)$ can be generated from optimal foldings of its substrings. This is done with the same logic as in Nussinov’s recurrence (1). Since $T(i, j)$ is already computed correctly, then
An interesting property of the table we know is that its diagonal values $T(i, i)$ represent how many of all optimal foldings contain that single-base substring. In other words, in how many foldings that base appears unpaired. This is useful for computing safety, so let us create a new array $U$ out of the single-base values on the diagonal, having values $U(i) = T(i, i)$.

We will also create a table $P$, such that $P(i, j)$ is the number of optimal foldings of $R$ that use the pair $(i, j)$. This is not directly available from $T$, but it can be computed by going over all substrings of $R$, determining if their optimal foldings use the pair $(i, j)$, and summing the number of optimal global foldings that extend this local folding. This is shown in Algorithm 2. We assume that all $P(i, j)$ cells are initialized as 0.

### 3.3 The number of optimal foldings containing a base pair, or an unpaired base

An interesting property of the table $T$ is that its diagonal values $T(i, i)$ represent how many of all optimal foldings contain that single-base substring. In other words, in how many foldings that base appears unpaired. This is useful for computing safety, so let us create a new array $U$ out of the single-base values on the diagonal, having values $U(i) = T(i, i)$.

We will also create a table $P$, such that $P(i, j)$ is the number of optimal foldings of $R$ that use the pair $(i, j)$. This is not directly available from $T$, but it can be computed by going over all substrings of $R$, determining if their optimal foldings use the pair $(i, j)$, and summing the number of optimal global foldings that extend this local folding. This is shown in Algorithm 2. We assume that all $P(i, j)$ cells are initialized as 0.
Algorithm 2: Computing the table $R$.

1. for each substring $R(i,j)$ do
2. \[ c \leftarrow T(i,j)/S(i,j); \]
3. for each way of constructing an optimal folding of $R(i,j)$ do
4. if this optimal folding pairs $R(k)$ with $R(j)$ then
5. \[ P(k,j) \leftarrow P(k,j) + c \times S(i,k-1) \times S(k+1,j-1); \]

The time complexity of this algorithm is $O(n^3 M(n))$. It goes over $O(n^2)$ subsequences and tries $O(n)$ possible ways to construct each. For each such try, it performs one or two multiplications requiring $O(M(n))$ time each. As before, the total space complexity is $O(n^3)$.

It can be noted that this algorithm has no requirements on the order of iteration over the subsequences, and it only uses the values $T(i,j)$ and $S(i,j)$ for any given substring $R(i,j)$. Due to these properties, it is possible to join this and the algorithm for computing table $T$, so that both tables are computed in one pass.

With the tables $U$ and $P$ in place, it is straightforward to determine the safety of base pairs and unpaired bases in any given folding. A base pair $\{i,j\}$ ($i<j$) is safe if and only if $P(i,j)$ is equal to the total number of optimal foldings, namely $S(1,n)$. Similarly, an unpaired base $i$ is safe if and only if $U(i) = S(1,n)$.

4 Experimental results

We implemented the safe and complete algorithm of Section 3 in the Go language. To represent big integers we used the standard `math/big` library. Our implementation is available at https://github.com/kiirala/rna-safe-complete or through Go environment with command `go get keltainen.duckdns.org/rnafolding`.

We performed experiments to test this implementation on real RNA sequences, mainly focusing on the number of optimal solutions and the running time. Experiments about the biological relevance of the safe solutions can be found in the Appendix. To have a baseline for comparison, we also performed experiments with ViennaRNA’s program RNAsubopt [17] implementing the minimum free energy formulation. RNAsubopt computes all optimal and suboptimal foldings that are in a certain range of the optimum. We chose this range to be 1 kcal/mol (option `-e 1`). In order to obtain a safe and complete algorithm for this minimum free energy formulation, given all $s$ optimal and suboptimal solutions reported by RNAsubopt, we applied the trivial safe and complete algorithm mentioned at the beginning of Sec. 3, running in time $O(sn + n^2)$. RNAsubopt’s output was piped to this trivial algorithm, so there was no overhead in writing / reading from disk.

We used data from the STRAND RNA database [3]. We analyzed tRNA [7, 32, 25], 5S ribosomal RNA [8, 32], 16S ribosomal RNA [8, 32] and 23S ribosomal RNA [8, 32]. When multiple database entries have exactly the same sequence, only one of such entries is analyzed. Any sequences that are marked as sequence fragments in the database are ignored and only complete sequences are included in the analysis. See Table 1 for the number of sequences analyzed and their average length. Out of the 117 sequences from the 23S rRNA dataset, only on 58 of them RNAsubopt finished running in the allocated time (on some of these 58, it ran for more than 96 hours). As such, all table rows “23S rRNA*” contain results only for these 58 sequences, and the rows “23S rRNA” contain results for all 117 sequences.
Table 1 Characteristics of the four datasets, and statistics on the number of reported solutions by each method. Large values are shown without decimal digits.

<table>
<thead>
<tr>
<th></th>
<th>#Inputs</th>
<th>Avg length</th>
<th>#Solutions of Max Pairs</th>
<th>#Solutions of RNAsubopt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Avg</td>
<td>Max</td>
<td>Median</td>
</tr>
<tr>
<td>tRNA</td>
<td>633</td>
<td>78</td>
<td>975</td>
<td>7 · 10^{11}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5S rRNA</td>
<td>136</td>
<td>118</td>
<td>37301</td>
<td>4 · 10^{6}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16S rRNA</td>
<td>647</td>
<td>1536</td>
<td>9 · 10^{45}</td>
<td>3 · 10^{93}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23S rRNA*</td>
<td>58</td>
<td>2439</td>
<td>1 · 10^{86}</td>
<td>4 · 10^{99}</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23S rRNA</td>
<td>117</td>
<td>2726</td>
<td>4 · 10^{89}</td>
<td>6 · 10^{130}</td>
</tr>
</tbody>
</table>

Table 2 Running time (seconds) and average memory usage (MB) by each method. Columns “RNAsubopt – All” refer to RNAsubopt outputting all solutions only. Columns “RNAsubopt – Safe&Compl.” include also the trivial safe and complete algorithm. Column “Med” means median.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time Med Avg Max</td>
<td>Time Med Avg Max</td>
<td>Time Med Avg Max</td>
</tr>
<tr>
<td>tRNA</td>
<td>0.01 0.01 0.78</td>
<td>41</td>
<td>0.01 0.01 0.37</td>
</tr>
<tr>
<td>5S rRNA</td>
<td>0.04 0.05 0.11</td>
<td>10</td>
<td>0.03 0.04 0.08</td>
</tr>
<tr>
<td>16S rRNA</td>
<td>47 55 310</td>
<td>1964</td>
<td>108 2223 440727</td>
</tr>
<tr>
<td>23S rRNA*</td>
<td>256 205 327</td>
<td>2488</td>
<td>4180 25194 281149</td>
</tr>
<tr>
<td>23S rRNA</td>
<td>240 242 931</td>
<td>3561</td>
<td>– – –</td>
</tr>
</tbody>
</table>

In Table 1 we also show statistics on the number of optimal solutions to the maximum pairs formulation and the number of optimal and suboptimal solutions reported by RNAsubopt. In both cases, the number of solutions increases exponentially, with a much more rapid growth for the maximum pairs formulation. This also shows that the minimum free energy formulation is more stable, and thus more accurate.

In Table 2 we show the running time and memory usage for: our implementation of the safe and complete algorithm for the maximum pairs formulation, RNAsubopt reporting all optimal and suboptimal solutions, RNAsubopt plus the trivial safe and complete algorithm checking all RNAsubopt’s solutions. The datasets tRNA, 5S rRNA and 16S rRNA were run on a machine with an Intel Xeon E5-2697 (2.7 GHz) CPU, with each process limited to 2 GiB memory. The dataset 23S rRNA was run on a machine with an Intel Xeon E3-1220 (3.1 GHz) CPU, with each process limited to 4 GiB memory.

For short RNAs (tRNA and 5S rRNA), the used resources are very similar, with RNAsubopt running slightly faster, likely because it outputs very few solutions. However, for longer RNAs (16S rRNA and 23S rRNA), our safe and complete algorithm for the maximum pairs formulation is significantly faster, even though in our case the number of optimal solutions is significantly larger. Moreover, the running time of RNAsubopt is much more variable for longer RNAs, with some inputs taking more than 96 hours (this particular RNA string had 726 Million solutions reported by RNAsubopt). Our safe and complete algorithm for the maximum pairs formulation finished in all cases in under 16 minutes, even though the numbers of optimal solutions can be of the order 10^{130}. We also observe a larger amount of memory used by our algorithm (up to 3.5GB for 23S rRNA), which is likely due to the fact that the numbers of solutions are much larger. However, this is still not prohibitive on modern machines.
5 Discussion and conclusions

To conclude, we would like to sketch how our technique generalizes to other problems solvable by dynamic programming. Precise algorithms need to be derived for each problem, but the technique introduced in this paper gives a blueprint for obtaining such algorithms. To make this more formal, suppose we have a dynamic programming recurrence of the form:

\[
V(i, j) = \bigoplus_{\ell \in L_{i,j}} \left\{ f_{\ell}(V(i_{1, \ell}^{\ell}, j_{1, \ell}^{\ell}), \ldots, V(i_{k, \ell}^{\ell}, j_{k, \ell}^{\ell})) \mid \phi_{\ell}(i_{1, \ell}^{\ell}, j_{1, \ell}^{\ell}, \ldots, i_{k, \ell}^{\ell}, j_{k, \ell}^{\ell}) \right\}
\]  

(3)

where \(L_{i,j}\) is some set of possible cases to consider in computing \(V(i, j)\), \(\bigoplus\) is an operation of these \(|L_{i,j}|\) cases, for example min or max, values \(V(i_{1, \ell}^{\ell}, j_{1, \ell}^{\ell}), \ldots, V(i_{k, \ell}^{\ell}, j_{k, \ell}^{\ell})\) have previously been computed when computing \(V(i, j)\), \(f_{\ell}\) is a function on these previously computed values (for example sum), and \(\phi_{\ell}\) is a condition that must hold in order to consider the \(\ell\)-th case in the recurrence. We also require that each of these \(|L_{i,j}|\) cases leads to a different optimal solution (we observed at the beginning of Sec. 3.1 that this also holds for Nussinov’s recurrence). It is immediate to verify that Nussinov’s recurrence (1) fits into the above recurrence scheme (3). Note also that, even though recurrence (3) has only two parameters \((i, j)\), our technique works for an arbitrary number of parameters.

Having all values \(V(i, j)\) computed, one can obtain a safe and complete algorithm that can detect which cases allowed by the sets \(L_{i,j}\) and the functions \(\phi_{\ell}\) are present in all optimal solutions. We need to apply exactly the same three steps outlined in Sec. 3. First, we need to compute the matrix \(S(i, j)\) counting the number of optimal solutions of the partial input \((i, j)\), then we need to compute the matrix \(T(i, j)\) counting the number of optimal full solutions that, when restricted to \((i, j)\), they are also an optimal solution for the partial input \((i, j)\). Finally, one can compute a matrix analogous to our \(P(i, j)\), which counts, for every possible partial solution that is a candidate to be safe, in how many cases of the recurrence it appears, and how many full optimal solutions these give rise to (information available from matrix \(T\)). These counts then indicate in how many full optimal solutions each partial solution appears, and thus indicate safety.

In this paper we applied our technique to the classical RNA folding recurrence of Nussinov. The choice of this problem was motivated by two factors: (1) it is simple enough to illustrate our technique and its general applicability, and (2) it is also a problem which on real data admits a large number of solutions, making the notion of safety practically relevant. For example, we observed RNA sequences admitting an exponential number of solutions. Despite this, our implementation of the safe and complete algorithm for it was efficient and ran in 16 minutes at most. Moreover, our experiments from the Appendix also show that safe sub-solutions for the maximum pairs formulation match the true biological folding with a precision of more than 40%.

However, we should also note that in the case of RNA folding, the minimum free energy model and its refinements are more biologically accurate. Our experiments on combining the output of RNAsubopt and the trivial algorithm for computing safety (in the Appendix) indicate that the safe sub-solutions for the minimum energy formulation have a significantly higher precision than for the maximum pairs formulation, reflecting the more biological accurate problem formulation. Thus, it would be interesting to derive efficient safe and complete algorithms for the minimum free energy model. Such algorithms would also need to be compared to McCaskill [19] approach deriving “predominance” of RNA folding substructures based on partition-function based methods.
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A Biological relevance of the notion of safety

We also compared how well the safe sub-solutions match the reference biological foldings from the STRAND RNA database. Each possible \( \binom{n}{2} \) base pairs \( \{i,j\} \), with \( 1 \leq i < j \leq n \), and each unpaired base \( i \), with \( 1 \leq i \leq n \), was classified as:

- true positive (TP), if it is declared safe, and it appears in the reference folding,
- false positive (FP), if it is declared safe, but it does not appear in the reference folding,
- false negative (FN), if it is not declared safe, but it appears in the reference folding.

For each folding and each method (maximum pairs and minimum free energy), we computed the numbers TP, FP, FN. Then, we computed precision, as \( \frac{TP}{TP+FP} \), and recall, as \( \frac{TP}{TP+FN} \). Intuitively, precision measures how correct the safe sub-solutions are, and recall measures how much of the reference folding is correctly classified as safe. We also computed the proportion of all bases in the input RNA strings that are classified as safe. We report summary statistics on these metrics in Table 3. In Figure 2 we plot the precision and recall for each individual molecule.

In order to analyze how much the notion of safe sub-solution improves the correctness of the solutions, we also computed the precision and recall metrics when considering an entire solution as “safe” in the above definitions of TP, FP and FN. For this experiment, we ran our maximum pairs implementation and RNAsubopt so that they report a single optimal solution. We show these results in Table 4 and in Figure 2. Note that Figure 2 shows that all points for the single solutions lie close to the diagonal. This is due to the predicted solutions having roughly the same amount of paired bases as the biologically correct solutions and thus TP+FP is roughly equal to TP+FN.

Comparing Tables 3 and 4, we observe that for both methods, the notion of safe sub-solution is relevant, since it generally improves precision at the cost of recall. Figure 2 shows that the safety notion moves the points towards right. The increase in precision is more pronounced for the maximum pairs formulations, e.g., with an increase in median precision between 37% and 72% in the four data sets as shown in Table 5.

In our experiments, precision is not affected by the proportion of safe decisions. However, Figure 3 shows that high recall correlates with a high proportion of safe decisions. These observations hold for both our safe and complete algorithm and for RNAsubopt. For the sequences with a high proportion of safe decisions, the optimal folding tends to be unambiguous, which results in increased recall.

The maximum pairs model has a smaller proportion of safe sub-solutions than the minimum free energy model, because it admits significantly more solutions. As such, also its recall is lower. Table 3 and Figure 2 show that the precision and recall metrics of the maximum pairs model are lower than for the minimum free energy model. This is a consequence of the fact that the minimum free energy model is more biologically accurate.
Table 3 The precision and recall of the safe sub-solutions reported by each method, for all molecules in the datasets. We also show the proportion of bases of the RNA strings that are classified as safe.

<table>
<thead>
<tr>
<th></th>
<th>Max Pairs – Safe and Complete</th>
<th>RNAsubopt – Safe and Complete</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>5S rRNA</td>
<td>0.58</td>
<td>0.53</td>
</tr>
<tr>
<td>16S rRNA</td>
<td>0.37</td>
<td>0.42</td>
</tr>
<tr>
<td>23S rRNA*</td>
<td>0.40</td>
<td>0.42</td>
</tr>
<tr>
<td>23S rRNA</td>
<td>0.41</td>
<td>0.43</td>
</tr>
</tbody>
</table>

Table 4 The precision and recall of a single solution reported by each method, for all molecules in the datasets.

<table>
<thead>
<tr>
<th></th>
<th>Max Pairs – Single</th>
<th>RNAsubopt – Single</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>tRNA</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>5S rRNA</td>
<td>0.34</td>
<td>0.36</td>
</tr>
<tr>
<td>16S rRNA</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td>23S rRNA</td>
<td>0.28</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Figure 2 The precision and recall of each molecule in the datasets.
Table 5 The relative increase of precision and recall of the safe sub-solutions, as compared to a single solution, for all molecules in the datasets.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Max Pairs</th>
<th>RNAsubopt</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
</tr>
<tr>
<td>tRNA</td>
<td>52%</td>
<td>50%</td>
</tr>
<tr>
<td>5S rRNA</td>
<td>72%</td>
<td>49%</td>
</tr>
<tr>
<td>16S rRNA</td>
<td>37%</td>
<td>54%</td>
</tr>
<tr>
<td>23S rRNA</td>
<td>41%</td>
<td>47%</td>
</tr>
</tbody>
</table>

Figure 3 Precision and recall as a function of the proportion of safe decisions for each molecule in the 16S rRNA dataset.
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Abstract
Converting a compressed format of a string into another compressed format without an explicit decompression is one of the central research topics in string processing. We discuss the problem of converting the run-length Burrows-Wheeler Transform (RLBWT) of a string into Lempel-Ziv 77 (LZ77) phrases of the reversed string. The first results with Policriti and Prezza’s conversion algorithm [Algorithmica 2018] were $O(n \log r)$ time and $O(r)$ working space for length of the string $n$, number of runs $r$ in the RLBWT, and number of LZ77 phrases $z$. Recent results with Kempa’s conversion algorithm [SODA 2019] are $O(n/\log n + r \log^3 n + z \log^3 n)$ time and $O(n/\log n + r \log^3 n)$ working space for the alphabet size $\sigma$ of the RLBWT. In this paper, we present a new conversion algorithm by improving Policriti and Prezza’s conversion algorithm where dynamic data structures for general purpose are used. We argue that these dynamic data structures can be replaced and present new data structures for faster conversion. The time and working space of our conversion algorithm with new data structures are $O(n \min(\log \log n, \sqrt{\log \log r}))$ and $O(r)$, respectively.

1 Introduction
Converting a compressed format of a string into another compressed format without an explicit decompression is one of the central research topics in string processing. Examples are conversions from the Lempel-Ziv 77 (LZ77) Phrases of a string into a grammar-based encoding [10, 16], from a grammar-based encoding of a string into LZ78 phrases [2, 1] and from a grammar-based encoding of a string into another grammar-based encoding [17]. Such conversion is beneficial when one intends to process a compressed string in a different compressed format without decompressing it.

LZ77 parsing, proposed in 1976 [13], is one of the most popular lossless data compression algorithms and is a greedy partition of a string such that each phrase is a previous occurrence of a substring or a character not occurring previously in the string. The run-length Burrows-Wheeler transform (RLBWT) [5] is a recent popular lossless data compression algorithm with a run-length encoded permutation of a string.

Policriti and Prezza [15] proposed the first conversion algorithm from the RLBWT of an input string into the LZ77 phrases of the reversed string. The basic idea with this algorithm is to carry out backward searches on the RLBWT and find a previous occurrence of each phrase using red-black trees storing a sampled suffix array and dynamic data structure for solving the searchable partial sums with the indels problem (e.g., [4, 9]). Since these data structures are updated frequently for scanning the string in the RLBWT format, the running time and working space are $O(n \log r)$ and $O(r)$ words, respectively, for string length $n$ and number of runs $r$ (i.e., the number of continuous occurrences of the same characters).
Their running time can be improved using a more faster dynamic predecessor instead of the red-black trees. As a result, we can achieve expected $O(n \log \log n)$ time and $O(n \sqrt{\frac{\log r}{\log \log r}})$ time using $y$-fast trie [18] and Beame and Fich’s dynamic predecessor [3], respectively.

Kempa [12] recently presented a conversion algorithm from the RLBWT to LZ77, which runs in $O(n/\log n + r \log^9 n + z \log^9 n)$ time and $O(n/\log n + r \log^8 n)$ working space for the number $z$ of LZ77 phrases and the alphabet size $\sigma$ of the string in the RLBWT format. While the algorithm runs in $o(n)$ time and working space, especially when $r$ and $z$ are small (e.g., $r, z = O(n/\log^6 n)$), the working space of the algorithm is larger than that of Policiti and Prezza’s algorithm in many cases.

In this paper, we present a new conversion algorithm from the RLBWT to LZ77 by improving Policiti and Prezza’s algorithm. Their algorithm adopts dynamic data structures for four queries comprising backward search, LF function, access queries on the RLBWT, and so-called range more than query (RMTQ). We argue that these dynamic data structures can be replaced for answering those queries and present new data structures for faster conversion. Our algorithm runs in $O(n \min\{\log \log n, \sqrt{\frac{\log r}{\log \log r}}\})$ deterministic time and $O(r)$ working space, which improves their algorithm (see Table 1 for a summary of conversion algorithms).

### 2 Preliminaries

Let $\Sigma$ be an ordered alphabet of size $\sigma$, $T$ be a string of length $n$ over $\Sigma$ and $|T|$ be the length of $T$. Let $T[i]$ be the $i$-th character of $T$ and $T[i..j]$ be the substring of $T$ that begins at position $i$ and ends at position $j$. The $T[i..]$ denotes the suffix of $T$ beginning at position $i$, i.e., $T[i..n]$. Let $T^R$ be the reversed string of $T$, i.e., $T^R = T[n]T[n-1]\cdots T[1]$. For two integers $i$ and $j$ ($i \leq j$), $[i, j]$ represents $\{i, i+1, \ldots, j\}$. For two strings $T$ and $P$, $T \prec P$ is that $T$ is lexicographically smaller than $P$. $\text{Occ}(T,P)$ denotes all the occurrence positions of string $P$ in string $T$, i.e., $\text{Occ}(T,P) = \{i \mid P = T[i..(i+|P|-1)], i \in [1, n-|P|+1]\}$. Right occurrence $p$ of substring $T[i..j]$ is a subsequent occurrence position of $T[i..j]$ in $T$, i.e., any $p \in \text{Occ}(T[i+1..], T[i..j])$.

For a string $T$, character $c$, and integer $i$, rank$(T, c, i)$ returns the number of character $c$ in $T[i..]$, i.e., rank$(T, c, i) = |\text{Occ}(T[i..], c)|$. access$(T, i)$ returns $T[i]$. select$(T, c, i)$ returns the position of the $i$-th occurrence of a character $c$ in $T$. If the number of occurrences of $c$ in $T$ is smaller than $i$, it returns $n + 1$, i.e., select$(T, c, i) = \min\{j \mid |\text{Occ}(T[j..], c)| \geq i, j \in [1, n] \cup \{n + 1\}\}$ where min$\{S\}$ returns the minimum value in a given set $S$.

For an integer $x$ and set of integers, a predecessor query $\text{pred}(S, x)$ returns the number of elements that are no more than $x$ in $S$, i.e., $\text{pred}(S, x) = \{|y \mid y \leq x, y \in S\}|$. A predecessor data structure of $S$ supports predecessor queries on $S$. For an integer array $D$ and two positions $i, j$ ($i \leq j$) on $D$, a range maximum query (RMQ) $\text{RMQ}(D, i, j, k)$ returns the maximum value in $D[i..j]$, i.e., $\text{RMQ}(D, i, j) = \max D[i..j]$, where max$\{S\}$ returns the maximum value in a given set $S$. 

### Table 1 Summary of conversion algorithms from the RLBWT to LZ77.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Conversion time</th>
<th>Working space (words)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policiti and Prezza (Thm. 7)</td>
<td>$O(n \sqrt{\frac{\log r}{\log \log r}})$</td>
<td>$O(r)$</td>
</tr>
<tr>
<td>Kempa (Thm. 7.3) [12]</td>
<td>$O(n/\log n + r \log^9 n + z \log^9 n)$</td>
<td>$O(n/\log n + r \log^8 n)$</td>
</tr>
<tr>
<td>This study</td>
<td>$O(n \min{\log \log n, \sqrt{\frac{\log r}{\log \log r}}})$</td>
<td>$O(r)$</td>
</tr>
</tbody>
</table>
The Burrows Wheeler Transform (BWT) [5] of string $T$ is a permutation of $T$ obtained as follows. We sort all the $n$ rotations of $T$ in lexicographical order and take the last character at each rotation in sorted order. $L$ is the permutation of $T$ such that for all $i \in [1..n]$, $L[i] = T[SA[i] - 1]$ holds if $SA[i] \neq 1$ and $L[i] = T[n]$ holds otherwise. Similarly, let $F$ be a permutation of $T$ that consists of the first characters in rotations in sorted order, i.e., $F[i] = T[SA[i]]$ for all $i \in [1..n]$. The middle table in Figure 1 represents $F$, $L$, and sorted rotations of $T = \text{mississippi}$.  

A property of BWT is that the $i$-th occurrence of character $c$ in $F$ corresponds to the $i$-th occurrence of $c$ in $L$. In other words, let $x$ and $y$ be the positions of the $i$-th occurrence of $c$ in $F$ and $L$, respectively. Then $F[x]$ is a character of position $p$ in $T$ when $L[y]$ is a character of the same position in $T$. The LF function receives a position $y$ in $L$ as input and returns such corresponding position $x$ in $F$. Since $F$ consists of the sorted characters, $\text{LF}(y) = C[L[y]] + \text{rank}(L, L[y], i)$ holds for all $y \in [1, n]$, where $C[c]$ is the number of occurrences of characters lexicographically less than $c \in \Sigma$ in $L$.

Backward search computes the SA interval of $cY$ for a given SA interval of $Y$ and character $c$ using the BWT of $T$. Function `backward_search($T, b, c, c$)` takes SA interval $[b, c]$ of $Y$ and character $c \in \Sigma$ as input and returns SA interval $[b', c']$ of $cY$. We compute backward
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search using \( LF \), \( \text{rank} \), and \( \text{select} \) queries on \( L \). The \( LF \) function receives the first and last occurrences of \( c \) in \( L[b..c] \) and returns the first and last positions of the SA interval of \( cY \) because \( L[i] \) represents the character preceding \( F[i] \) on \( T \) for an integer \( i \in \{2..n\} \). We can compute the first and last occurrences of \( c \) using \( \text{rank} \) and \( \text{select} \) queries on \( L \).

Formally, let \( x = \text{rank}(L, c, b - 1) \) and \( y = \text{rank}(L, c, e) \); \( b' = \text{LF}(\text{select}(L, c, x + 1)) \) and \( e' = \text{LF}(\text{select}(L, c, y)) \) hold if the length of the SA interval for \( cY \) is not zero.

### 2.2.1 Run-length encoding and RLBWT

For a string \( T \), \textit{Run-length encoding} \( \text{RLE}(T) \) is a partition of \( T \) into substrings \( f_1, f_2, \ldots, f_r \) such that each \( f_i \) is a maximal repetition of the same character in \( T \). We call each \( f_i \) a \textit{run}.

The \textit{RLBWT} of \( T \) is the BWT encoded by the run-length encoding, i.e., \( \text{RLE}(L) \). The RLBWT is stored in \( O(r) \) space because each run in the RLBWT can be encoded into a pair of integers \( c \) and \( \ell \), where \( c \) is the character and \( \ell \) is the length of the run. We call such a representation the \textit{compressed form} of the RLBWT.

### 2.3 LZ77

For a string \( T \), LZ77 parsing \cite{13} of the reversed \( T \) greedily partitions \( T \) into substrings (phrases) \( f_1, f_2, \ldots, f_r \) in right-to-left order such that each phrase is either (i) copied from a subsequent substring in \( T \) (target phrase) or (ii) an explicit character (character phrase). We denote LZ77 phrases of the reversed \( T \) as \( \text{LZ}(T^R) \).

Formally, let \( i' \) be the ending position of \( f_i \) for \( i \in \{1, z\} \), i.e., \( i' = |f_{i-1} \cdots f_1+1| \). Then \( f_1 = T[n] \), and \( f_i \) is \( T[i'] \) for \( i \in \{2, z\} \) if \( T[i'] \) is a new character (i.e., \( \text{Occ}(T[i'+1..]) = \emptyset \)); otherwise, \( f_i \) is the longest suffix \( P \) of \( T[i..i'] \), which has right occurrences in \( T \) (i.e., \( |P| = \max\{\ell \mid \text{Occ}(T[i' - \ell + 2..], T[i' - \ell + 1..]) \neq \emptyset, \ell \in \{1,i'\}\} \)).

We can store LZ77 phrases in \( O(z) \) space because we encode a target phrase into the pair \((p, \ell)\) of the right occurrence \( p \) and length \( \ell \) of the phrase. We call such representation the \textit{compressed form} of LZ77. For example, let \( T = \text{cbbbbabaababa} \). Then \( \text{LZ}(T^R) = \langle 3, 4 \rangle, \langle 11, 4 \rangle, \langle 12, 3 \rangle, \text{b, a} \).

### 3 Policriti and Prezza’s conversion algorithm

Policriti and Prezza’s conversion algorithm \cite{15} converts a compressed string of \( T \) in the RLBWT format to another compressed string of \( T^R \) in the LZ77 format while using data structures in \( O(r) \) space. The data structures support four queries: backward search, the LF function, access queries on the RLBWT \( L \), and RMTQ on the suffix array of \( T \). The \textit{RMTQ} \((D, i, j, k)\) takes value \( k \), interval \([b, c]\), and array \( D \) as inputs and returns a value larger than \( k \) on interval \([b, c]\) in \( D \).

The algorithm extracts the original string \( L \) in right-to-left order using the LF function and access queries on \( L \) and computes LZ77 phrases sequentially using backward search and RMTQ. In each step, the algorithm extracts a suffix of the original string (i.e., current extracted string) and it outputs the LZ77 phrase called \textit{current pattern} in the suffix. In each step, the following two conditions for the current pattern are guaranteed: (i) the current pattern has at least one right occurrence or is the string of length 0; (ii) the length of the current pattern is no less than that of the following current pattern (i.e., the next computed LZ77 phrase).

For computing the current extracted string in each step, the algorithm computes (i) the next character preceding the current extracted string, (ii) computes the SA interval corresponding to the current pattern using the backward search, and (iii) finds any right
Algorithm 1: Policriti and Prezza’s conversion algorithm.

Data: RLBWT $L$ of $T$ and position $y$ of $T[n]$ on $L$

Result: $LZ(T^R)$

$(b, e, p, \ell, x) \leftarrow (1, n, -1, 1, n); /* Initialization */$

while $x \geq 1$ do

/* Let $P$ be $T[x..x+l-1]$ */
$c \leftarrow \text{access}(L, y);$ /* Access $T[x]$ */

$[b', e'] \leftarrow \text{backward\_search}(T, b, e, c);$ /* Compute the SA interval of $P$ */
$p' \leftarrow \text{RMTQ}(\text{SA}, b', e', x + 1);$

if $p' = -1$ then /* Any right occurrence of $P$ was not found */

if $\ell > 1$ then

output $\langle p, \ell - 1 \rangle;$

else

output $c;$

$(x, y) = (x - 1, \text{LF}(y));$

$(b, e, p, \ell) \leftarrow (1, n, p', 1);$ 

else

$(b, e, p, \ell, x, y) \leftarrow (b', e', p', \ell + 1, x - 1, \text{LF}(y));$

The algorithm uses two dynamic data structures: one for supporting backward search, the LF function, and access queries on $L$ in $O(\log r)$ time and $O(r)$ space; the other for supporting RMTQ in $O(\log r)$ time and $O(r)$ space, which is detailed in the next subsection.

3.1 RMTQ data structure

![Figure 2](image-url) Left figure illustrates partitioned suffix array (PSA). Bold horizontal lines on suffix array represent partitions on PSA; hence, PSA is (12), (11), (8), (5, 2), (1), (10), (9), (7, 4), (6, 3). Right figure illustrates three subintervals used in Section 4.1.
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Policriti and Prezza presented an RMTQ data structure for fixed $k$, which can be updated when $k$ is decremented. The construction for RMTQ data structure partitions the suffix array of $T$ into subarrays for every run in $L$ by the LF function, resulting in $r$ subarrays in total. Since the $i$-th occurrence of any character $c$ in $F$ corresponds to the $i$-th occurrence of $c$ in $L$, the characters on every run in $L$ also occur continuously on $F$. The $F$ can be partitioned into $r$ substrings such that each substring corresponds to a run in $L$. We call such subarrays partitioned suffix arrays (PSAs). The left in Figure 2 shows an example for the PSA of $T$ in Figure 1.

The data structure does not store the whole PSA. Instead, it stores only the first and last values larger than $k$ on each subarray of the PSA and their corresponding positions on it. The red-black tree is used to store those positions. We call such a first position (respectively, last position) on the $i$-th subarray for fixed $k$ a $k$-open position (respectively, $k$-close position) on the $i$-th subarray, which is denoted as open$(i,k)$ (respectively, close$(i,k)$).

RMTQ$(D,b,e,k)$ using the data structure is divided into two cases according to the relationship between the query interval $[b,e]$ and PSA: (A) there exists a subarray $SA[p..q]$ of the PSA completely including interval $[b,e]$ (i.e., $p < b \leq e < q$ holds); and (B) such a subarray does not exist. Both cases are detailed as follows.

For case (B), the query interval is partitioned into several subarrays of the PSA and contains either a prefix or suffix of each subarray. Therefore, the interval contains at least one of the $k$-open and $k$-close positions if and only if the interval contains a value larger than $k$. We select an answer of RMTQ from the $k$-open and $k$-close positions on subarrays in the PSA in $O(\log r)$ time using the red-black tree storing the set of $k$-open and $k$-close positions.

For case (A), RMTQ$(D,i,j,k)$ is computed using its computation result in the previous iteration of Algorithm 1. The query interval $[b,e]$ represents the SA interval of string $P$, and the length of $P$ is at least two because the SA interval of a character does not satisfy case (A). This means that the query interval in the previous iteration represents the SA interval of $P[2..]$, and Algorithm 1 computes the answer $p$ ($\neq -1$) in the previous iteration. Thus, in case (A), $(p - 1)$ is the answer for $P$ because $P[1]$ is the character on $L$ such that $p$ is at the same position on the suffix array.

Formally, let $RLE(L) = L_1, L_2, \ldots, L_r$, $p(i)$ be the starting position of $L_i$ in $L$ (i.e., $p(i) = |L_i| = |L_1| + 1$), and $X$ be the permutation of $[1..r]$ such that $LF(p(X[1])) < \ldots < LF(p(X[r]))$. Then the SA of $T$ is $r$ subarrays $s_1, \ldots, s_r$ such that $s_i = SA[LF(p(X[i])) + L_X[i] - 1]$ holds for all $i \in [1,r]$. Let open$(i,k) = \min\{\{n + 1\} \cup \{j \mid SA[j] \geq k, j \in [s_i,s_{i+1} - 1]\}\}$ and close$(i,k) = \max\{\{0\} \cup \{j \mid SA[j] \geq k, j \in [s_i,s_{i+1} - 1]\}\}$ for $k \in [1,n]$ and $i \in [1,r]$. Let $T_k$ be the set of $k$-open and close positions in the suffix array of $T$, i.e., $T_k = \{\text{open}(1,k), \text{close}(1,k) \ldots, \text{open}(r,k), \text{close}(r,k)\}$. Then the following lemma holds.

**Lemma 1** ([15]). Let $P$ be a substring of $T$ starting at a position $k$ and $SA[b..e]$ be the SA interval of $P$. (1) In case (A), the length of $P$ is at least 2 and RMTQ$(SA,b,e,k)$ can return RMTQ$(SA,b',e',k + 1) - 1$, where $SA[b..e]$ is the SA interval of $P[2..]$. (2) In case (B), if $T_k \cap [b,e] \neq \emptyset$ holds, then RMTQ$(SA,b,e,k)$ can return the value at any position in $T_k \cap [b,e]$; otherwise RMTQ$(SA,b,e,k) = -1$ holds.

### 4 Data structures for faster conversion

We improve the query time in the data structure for backward search, the LF function, access query on $L$, and RMTQ for case (B) by presenting two novel data structures: one supports the RMTQ for case (B); and the other supports backward search, the LF function, and access
Algorithm 2: Our RMTQ(SA, b, e, x) algorithm for case (B).

Result: \textup{RMTQ}(SA, b, e, x)

\begin{verbatim}
\hat{b} \leftarrow \text{pred}(Z, b); /* Get the index \( \hat{b} \) of the subarray on the position \( b \) */
\hat{e} \leftarrow \text{pred}(Z, e); /* Get the index \( \hat{e} \) of the subarray on the position \( e \) */

(x^{close}, v^{close}) \leftarrow M^{close}_k[\hat{b}];
(x^{open}, v^{open}) \leftarrow M^{open}_k[\hat{e}];

v^c \leftarrow \text{RMQ}(M, \hat{b} + 1, \hat{e} - 1);

\textbf{if} x^{close} \in [b, e] \textbf{then} \textbf{return} v^{close};

\textbf{else if} x^{open} \in [b, e] \textbf{then} \textbf{return} v^{open};

\textbf{else if} v^c > k \textbf{and} \( \hat{b} + 1 \leq \hat{e} - 1 \) \textbf{then} \textbf{return} v^c;

\textbf{else} \textbf{return} -1;
\end{verbatim}

query on \( L \). Our data structures use static predecessor data structures internally and improve four query times by choosing the predecessor data structure with the fastest (estimated) query time. Finally, we show the results of our data structures, which are summarized in Table 1.

4.1 RMTQ data structure in case (B)

Our RMTQ data structure for fixed \( k \) consists of four arrays of length \( r \): \( k \)-open array \( M^{open}_k \), \( k \)-close array \( M^{close}_k \), max value array \( M \), and starting position array \( Z \). Data structures for the RMQ and predecessor query are built on \( M \) and \( Z \), respectively.

The \( i \)-th element of the \( k \)-open array (respectively, \( k \)-close array) stores the pair of \( k \)-open position (respectively, \( k \)-close position) and its corresponding value on the \( i \)-th subarray of the PSA. The \( k \)-open and \( k \)-close arrays can be updated when \( k \) is decremented. The \( i \)-th element of the max value array \( M \) stores the maximum value on the \( i \)-th subarray of the PSA. The \( i \)-th element of the starting position array stores the starting position of the \( i \)-th subarray on the PSA (i.e., \( Z[i] = p(X[i]) \)).

Our algorithm for RMTQ (RMTQ(SA, b, e, x) algorithm) consists of three parts: (i) it divides a given query interval into at most three subintervals; (ii) computes the RMTQ for each subinterval; and (iii) returns the final answer of the RMTQ for a given interval using answers for subintervals. Those three subintervals are defined as follows: the first subinterval is on the first subarray of the PSA in the query interval, the second subinterval is on the last subarray of the PSA in the query interval, and the third subinterval is on the remaining subarrays. The right figure in Figure 2 illustrates those three subintervals. We compute the three subintervals using predecessor queries on \( Z \) for a given query interval.

The first subinterval is on a suffix of the first subarray; hence, the first subinterval has a value larger than \( k \) if and only if the subinterval contains the \( k \)-close position of the first subarray. Similarly, the second subinterval has a value larger than \( k \) if and only if the subinterval contains the \( k \)-open position of the last subarray. The third subinterval is on middle subarrays; hence, the third subinterval has a value larger than \( k \) if and only if the
maximal value is larger than \( k \) on the subarrays. Therefore, we compute the RMTQ for the first subinterval (respectively, the second subinterval) by accessing the element of the first subarray on the \( k \)-close array (respectively, the element of the last subarray on the \( k \)-open array). We also compute the RMTQ for the third subinterval using the RMQ whose query interval covers the third subinterval on \( M \).

Algorithm 2 shows a pseudo code of our RMTQ algorithm. Since we can compute the RMQ in constant time (e.g., [7]), the query time of our RMTQ algorithm depends on the performance of predecessor queries on \( Z \). We can also convert \( k \)-open and close arrays into \((k-1)\)-open and close arrays by changing at most two elements because the conversion can change the only element of the subarray containing \( k \).

Formally, let \( b \) and \( e \) be the ranks of the subarray of the PSA of \( T \) which contains the positions \( b \) and \( e \), respectively, i.e., \( b = \text{pred}(Z, b) \) and \( e = \text{pred}(Z, e) \). For \( k \in [1, n] \), let \( M_k^{\text{open}} \) be the array of size \( r \) such that for \( i \in [1, r] \), \( M_k^{\text{open}}[i] = (\text{SA}[\text{open}(i, k)], \text{open}(i, k)) \) if \( \text{open}(i, k) \neq n + 1 \) holds; otherwise \( M_k^{\text{open}}[i] = (-1, \text{open}(i, k)) \). Similarly, let \( M_k^{\text{close}} \) be the array of size \( r \) such that for \( i \in [1, r] \), \( M_k^{\text{close}}[i] = (\text{SA}[\text{close}(i, k)], \text{close}(i, k)) \) if \( \text{close}(i, k) \neq 0 \); otherwise \( M_k^{\text{close}}[i] = (-1, \text{close}(i, k)) \). Let \( M \) be the integer array of length \( r \) such that \( M[i] \) stores the maximal value in the \( i \)-th subarray of the PSA of \( T \), i.e., \( M[i] = \text{RMQ}(\text{SA}[p(i), p(i + 1) - 1]) \) for all \( i \in [1, r] \). Let \( \text{Q}(m, u) \) be the query time of the predecessor query on a set \( S \) of size \( m \) from a universe \([1, u]\) by a predecessor data structure of \( O(m) \) space. Then the following lemmas hold.

\[\text{Lemma 2.} \text{ In case (B), RMTQ(SA, b, e, k) \neq -1 holds if and only if there exists an answer of RMTQ(SA, b, e, k) in } M_k^{\text{open}}[\hat{b}], M_k^{\text{close}}[\hat{e}], \text{ or } \text{RMQ}(M, b + 1, \hat{e} - 1, k).\]

\[\text{Lemma 3.} \text{ Our data structure for case (B) can compute } \text{RMTQ}(SA, b, e, k) \text{ in } O(1 + Q(r, n)) \text{ time. The space usage is } O(r) \text{ space.}\]

\[\text{Proof.} \text{ We construct the predecessor data structure for } Z, \text{ which supports predecessor queries in } Q(r, n) \text{ time, and the RMQ data structure for } M \text{ which supports the RMQ in } O(1) \text{ time using [7]. Then Lemma 3 holds by Algorithm 2.}\]

\[\text{Lemma 4.} \text{ For a given position } x \text{ of } k \text{ on the suffix array of } T \text{ (i.e., } k = \text{SA}[x]), \text{ we can convert } M_k^{\text{open}} \text{ and } M_k^{\text{close}} \text{ into } M_{k-1}^{\text{open}} \text{ and } M_{k-1}^{\text{close}} \text{ in } O(1 + Q(r, n)) \text{ time using the predecessor data structure for } Z.\]

\[\text{Proof.} M_k^{\text{open}}[i] = M_{k-1}^{\text{open}}[i] \text{ and } M_k^{\text{close}}[i] = M_{k-1}^{\text{close}}[i] \text{ hold for all } i \in ([1, r] \setminus \{p\}), \text{ where } p = \text{pred}(Z, x). \text{ Therefore, we appropriately update } M_k^{\text{open}}[p] \text{ and } M_k^{\text{open}}[p] \text{ for } k - 1.\]

### 4.2 Data structure for backward search, LF, and access queries

We leverage the static data structures presented by Gagie et al. [8] for backward search, the LF function, and access queries on \( L \) instead of Policriti and Prezza’s dynamic data structure. The static data structures compute three queries by executing only a constant number of predecessor queries, and the three queries using the static data structures can be faster than those using Policriti and Prezza’s dynamic data structure.

Since the time for the predecessor query on the static data structures is proportional to the alphabet size of the input RLBWT, the alphabet size slightly increases the query times. For faster queries, we replace one of the static data structures for the predecessor queries depending on the alphabet size with an array of size \( \sigma \). We obtain the following lemma.
We can convert the compressed form of Algorithm 1 using our data structures requires $O(r + \sigma)$ space, which can be $\omega(r)$ when $\sigma \geq r$, e.g., $\sigma = n^2$. To bound the space usage to $O(r)$, we reduce the alphabet size of the RLBWT $L$ to at most $r$ by renumbering characters in $L$.

We modify Algorithm 1 as follows: (i) We replace each character $c$ in $L$ with the rank of $c$ in $L$ (i.e., $\{ |L[i]| \mid L[i] \leq c, i \in [1, n] \}$) and construct the new RLBWT $L'$ over the alphabet of at most $r$. We call the converted string the shrunk string of $L$. (ii) We convert $L'$ into LZ77 phrases of the string $T'^R$ recovered from $L'$ using Algorithm 1. (iii) We recover the LZ77 phrases of $T^R$ from that of $T'^R$ using the inverse array $W$, where the $i$-th element of the array stores the original character of rank $i$ (i.e., $W[L'[i]] = L[i]$ holds for any $i \in [1, n]$). The modified algorithm works correctly because (1) our backward search queries receive only characters that appear in the RLBWT, (2) $L'$ is the RLBWT of the shrunk string of $T$, and (3) the form of LZ77 phrases is independent of the alphabet, i.e., we obtain the $i$-th LZ77 phrase of $T^R$ by mapping characters in the $i$-th LZ77 phrase of $T'^R$ into the original characters.

Finally, we obtain a conversion algorithm from RLBWT into LZ77 in $O(n(1 + Q(r, n)) + C(r, n))$ time and $O(r)$ space, and the algorithm depends on the performance of the static predecessor data structure. There exist two predecessor data structures such that (1) $Q(r, n) = O(\sqrt{\log r/\log \log r})$ and $C(r, n) = O(r \sqrt{\log r/\log \log r})$ hold [3] and (2) $Q(r, n) = O(\log \log n)$ and $C(r, n) = O(r)$ hold [6]. Since we can compute $r$ and $n$ by processing the RLBWT in $O(r)$ time, we choose the faster predecessor data structure between those predecessor data structures. Therefore, we obtain the result of our data structures, is listed in Table 1.

Formally, the following lemmas and theorem hold.

**Lemma 5.** Let $C(m, u)$ be the construction time for the predecessor data structure of $O(m)$ space, which supports predecessor queries in $Q(m, u)$ time. We can construct the data structure of $O(r + \sigma)$ space, which supports backward_search, LF, and access queries for $L$ in $O(1 + Q(r, n))$ time, by processing the RLBWT of $T$ in $O(C(r, n) + \sigma + r)$ time and $O(r + \sigma)$ working space.

**Proof.** See Appendix.

### 4.3 Improved Policriti and Prezza’s algorithm

Algorithm 1 using our data structures requires $O(r + \sigma)$ space, which can be $\omega(r)$ when $\sigma \geq r$, e.g., $\sigma = n^2$. To bound the space usage to $O(r)$, we reduce the alphabet size of the RLBWT $L$ to at most $r$ by renumbering characters in $L$.

We modify Algorithm 1 as follows: (i) We replace each character $c$ in $L$ with the rank of $c$ in $L$ (i.e., $\{ |L[i]| \mid L[i] \leq c, i \in [1, n] \}$) and construct the new RLBWT $L'$ over the alphabet of at most $r$. We call the converted string the shrunk string of $L$. (ii) We convert $L'$ into LZ77 phrases of the string $T'^R$ recovered from $L'$ using Algorithm 1. (iii) We recover the LZ77 phrases of $T^R$ from that of $T'^R$ using the inverse array $W$, where the $i$-th element of the array stores the original character of rank $i$ (i.e., $W[L'[i]] = L[i]$ holds for any $i \in [1, n]$). The modified algorithm works correctly because (1) our backward search queries receive only characters that appear in the RLBWT, (2) $L'$ is the RLBWT of the shrunk string of $T$, and (3) the form of LZ77 phrases is independent of the alphabet, i.e., we obtain the $i$-th LZ77 phrase of $T^R$ by mapping characters in the $i$-th LZ77 phrase of $T'^R$ into the original characters.

Finally, we obtain a conversion algorithm from RLBWT into LZ77 in $O(n(1 + Q(r, n)) + C(r, n))$ time and $O(r)$ space, and the algorithm depends on the performance of the static predecessor data structure. There exist two predecessor data structures such that (1) $Q(r, n) = O(\sqrt{\log r/\log \log r})$ and $C(r, n) = O(r \sqrt{\log r/\log \log r})$ hold [3] and (2) $Q(r, n) = O(\log \log n)$ and $C(r, n) = O(r)$ hold [6]. Since we can compute $r$ and $n$ by processing the RLBWT in $O(r)$ time, we choose the faster predecessor data structure between those predecessor data structures. Therefore, we obtain the result of our data structures, is listed in Table 1.

Formally, the following lemmas and theorem hold.

**Lemma 6.** The following statements hold. (1) We can compute the shrunk string $L'$ of $L$ and the inverse array $W$ in $O(r)$ time and working space. (2) The $L'$ is the RLBWT of the shrunk string $T'$ of $T$. (3) The $|LZ(T'^R)| = |LZ(T^R)|$ and $LZ(T'^R)[i][j] = W[LZ(T^R)[i][j]]$ hold for $i \in [1, z]$ and $j \in [1, |LZ(T'^R)[i]|]$, where $z$ is the number of LZ77 phrase of $T'^R$. (4) We can convert the compressed form of $LZ(T'^R)[i]$ into that of $LZ(T^R)[i]$ in constant time using $W$ for all $i \in [1, z]$.

**Proof.** (1) We construct the string $E$ that consists of $r$ first characters in the run-length encoding of $L$ (i.e., $E = \text{RLE}(L)[1][1], \text{RLE}(L)[2][1], \ldots, \text{RLE}(L)[r][1]$) and construct the suffix array of $E$ in $O(r)$ time and working space [11]. We construct the shrunk string $E'$ of $E$ and $W$ using the suffix array and construct $L'$ using $E'$. (2) Let $SA$ and $SA'$ be the suffix arrays of $T$ and $T'$. Then $SA[i] = SA'[i]$ holds for all $i \in [1, n]$. Therefore, the RLBWT of $T'$ is $L'$. (3) This holds because $\text{Occ}(T', T'[x..y]) = \text{Occ}(T', T'[x..y])$ holds for two integers $1 \leq x \leq y \leq n$. (4) If $LZ(T'^R)[i]$ is a target phrase, we return the phrase as $LZ(T^R)[i]$. Otherwise, we return $W[LZ(T'^R)[i]]$ as $LZ(T^R)[i]$.  

Lemma 7. We can construct the data structure of Lemma 3 in $O(n(1+Q(r,n))+C(r,n)+\sigma)$ time and $O(r+\sigma)$ working space using the RLBWT data structure of Lemma 5.

Proof. See Appendix.

Theorem 8. There exists a conversion algorithm from RLBWT to LZ77 in $O(n(1+Q(r,n))+C(r,n))$ time and $O(r)$ space.

Proof. We already have described our algorithm in Section 4.3. Each step of Algorithm 1 additionally needs to update $M^\text{open}_k$, $M^\text{close}_k$ and determine either case (A) or (B) for a given query interval. The total time is $O(1+Q(r,n))$ using predecessor queries on $L$ and Lemma 4. Therefore, Theorem 8 holds by Lemmas 3, 5, 6, and 7.

5 Conclusion

We presented a new conversion algorithm from RLBWT into LZ77 in $O(n(1+Q(r,n))+C(r,n))$ time and $O(r)$ space. By leveraging the fastest static predecessor data structure using $O(r)$ space, we obtain the conversion algorithm that runs in $O(n \min\{\log \log n, \sqrt{\log \log r / \log \log r}\})$ time. This result improves the previous result in $O(n \log r)$ time and $O(r)$ space.

We have the following open problem: can we achieve the conversion from RLBWT into LZ77 in $O(n)$ time and $O(r)$ space? It is difficult to achieve the $O(n)$ time complexity with our approach because any predecessor data structure for a set using $m^{O(1)}$ words of $(\log |U|)^{O(1)}$ bits requires $\Omega(\sqrt{\log m / \log \log m})$ query time in the worst case [3], where $m$ is the number of elements in the set and $U$ is the universe of elements. Kempa’s conversion algorithm can run faster than our algorithm, but it requires $\omega(r)$ working space in the worst case. Thus, a new approach is required to solve this open problem.
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The proof of Lemma 5

We can compute LF and backward_search queries using C, rank, select, access queries for L and construct C by processing the RLBWT of T in $O(r + \sigma)$ time and working space. Therefore, we give the data structures for rank, select, and access queries for L by the following lemmas.

\textbf{Lemma 9.} We can construct the data structure of $O(r + \sigma)$ space that supports rank queries for L in $O(1 + Q(r, n))$ time by processing the RLBWT of T in $O(C(r, n) + \sigma + r)$ time and $O(r + \sigma)$ working space.

\textbf{Proof.} We compute rank queries for a character c by the constant number of accessing elements on two arrays $B_c$ and $V_c$ and the constant number of predecessor queries on $B_c$. Array $B_c$ is the array storing sorted starting positions of runs of c in L, and $V_c$ is the integer array such that $V_c[i]$ stores the rank of the first character of the i-th run of character c. We can construct $B_1, \ldots, B_r$ and $V_1, \ldots, V_r$ in $O(r + \sigma)$ time and working space by processing the RLBWT of T and predecessor data structures for rank queries in $O(1 + C(r, n))$ time. Therefore Lemma 9 holds.

Formally, let $\text{run}(c)$ be the number of runs of character c in L (i.e., $\text{run}(c) = \{|i \mid L_i[1] = c, i \in [1, r]\}$). Array $B_c[i]$ stores the starting position of the i-th run of character c for all $i \in \Sigma$ and $i \in [1, \text{run}(c)]$, $V_c[i] = \text{rank}(L, c, B_c[i])$ for $c \in \Sigma$ and $i \in [1, \text{run}(c)]$ and $V_c[\text{run}(c) + 1] = \text{rank}(L, c, n) + 1$. If $L[x] = c$ holds, then $\text{rank}(L, c, x) = V_c[t] + x - B_c[t]$ holds; otherwise, $\text{rank}(L, c, x) = V_c[t + 1] - 1$ holds, where $t = \text{pred}(B_c, x)$. Since $V_c[i + 1] - V_c[i]$ represents the length of the i-th run of character c, we can compute $L[x] = c$ using predecessor queries, i.e., $x - B_c[t] + 1 \leq t$ holds if and only if $L[x] = c$ holds, where $t = V_c[\text{pred}(B_c, x) + 1] - V_c[\text{pred}(B_c, x)]$.

\textbf{Lemma 10.} We can construct the data structure of $O(r + \sigma)$ space that supports select queries for L in $O(1 + Q(r, n))$ time by processing the RLBWT of T in $O(C(r, n) + \sigma + r)$ time and $O(r + \sigma)$ working space.

\textbf{Proof.} We compute select queries for a character c using three arrays $C, V_c$, and $B_c$ and the predecessor on $V_c$. When $\text{select}(L, c, x) \neq n + 1$ holds, $\text{select}(L, c, x) = B_c[\text{pred}(V_c, x)] + x - V_c[\text{pred}(V_c, x)]$ holds. Since $C[c + 1] - C[c]$ represents the number of cs in L, we can compute
select\((L, c, x) \neq n + 1\) using \(C\). We can construct \(B_1, \ldots, B_{\sigma}\) and \(V_1, \ldots, V_{\sigma}\) in \(O(r + \sigma)\) time and working space by processing the RLBWT of \(T\) and predecessor data structures for select queries in \(O(1 + C(r, n))\) time. Therefore Lemma 10 holds.

Lemma 11. We can construct the data structure of \(O(r)\) space that supports access queries for \(L\) in \(O(1 + Q(r, n))\) time by processing the RLBWT of \(T\) in \(O(C(r, n) + r)\) time and \(O(r)\) working space.

Proof. We compute access queries using two arrays \(B\) and \(E\) and the predecessor on \(B\). Array \(B\) is the sorted starting positions of runs in \(L\) (i.e., \(B = p(1), p(2), \ldots, p(r)\)), and \(E\) is the first characters of runs in \(L\) (i.e., \(E = RLE(L)[1][1], RLE(L)[2][1], \ldots, RLE(L)[r][1]\)). We can construct \(B\) and \(E\) in \(O(r)\) time by processing the RLBWT. Since we can compute \(L[i]\) by \(E[\text{pred}(B, i)]\) for a given integer \(i\), Lemma 11 holds.

Therefore Lemma 5 holds by Lemmas 9, 10, and 11.

B The proof of Lemma 7

Proof. Our data structure for RMTQ consists of \(M, M^\text{open}_n, M^\text{close}_n, Z\), the RMQ data structure for \(M\), and the predecessor data structure for \(Z\). We construct \(Z\) using \(c\)-integer sequence. The \(c\)-integer sequence is the subarray of \(Z\) such that subarray \(Z[b..e]\) is on the run of a character \(c\) in \(F\), i.e., \(b = \min\{X[u] \mid L[p(u)] = c, u \in [1, r]\}\) and \(e = \max\{X[u] \mid L[p(u)] = c, u \in [1, r]\}\). We construct 1-integer sequence, \(\ldots, \sigma\)-integer sequence in \(O(r(1 + Q(r, n)) + \sigma)\) using the LF function since \(\text{LF}(p(i)) < \text{LF}(p(j))\) holds for two positions \(i\) and \(j\) such that \(L[i] = L[j]\) and \(i < j\) hold. We obtain \(Z\) by concatenating the sequences. The total time is \(O(r(1 + Q(r, n)) + \sigma)\) and the working space is \(O(r + \sigma)\).

We construct \(M\) using the LF function and predecessor on \(Z\) in \(O(1 + Q(r, n))\) time since \(\text{LF}(i)\) represents a position on the suffix array of \(T\) for \(i \in [1, n]\). We construct \(M^\text{open}_n\) and \(M^\text{close}_n\) in \(O(r)\) time since \(M^\text{open}_n = (-1, n + 1), \ldots, (-1, n + 1)\) and \(M^\text{close}_n = (-1, 0), \ldots, (-1, 0)\). We construct the RMQ data structure for \(M\) in \(O(r)\) time and working space using [7]. Therefore Lemma 7 holds since \(r \leq n\).

\[\square\]
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Given a string $T$ on an alphabet of size $\sigma$, we describe a bidirectional Burrows-Wheeler index that takes $O(|T| \log \sigma)$ bits of space, and that supports the addition and removal of one character, on the left or right side of any substring of $T$, in constant time. Previously known data structures that used the same space allowed constant-time addition to any substring of $T$, but they could support removal only from specific substrings of $T$. We also describe an index that supports bidirectional addition and removal in $O(\log \log |T|)$ time, and that takes a number of words proportional to the number of left and right extensions of the maximal repeats of $T$. We use such fully-functional indexes to implement bidirectional, frequency-aware, variable-order de Bruijn graphs with no upper bound on their order, and supporting natural criteria for increasing and decreasing the order during traversal.
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1 Introduction

A bidirectional index on a string $T$ is a data structure that represents any substring $W$ of $T$ as a constant-size descriptor that recapitulates the set of all starting positions of $W$ in $T$, and the set of all ending positions of $W$ in $T$. Such a representation allows extending $W$ with a character in both directions, enumerating the distinct characters that occur after $W$ in both directions, and switching direction during extension. All existing bidirectional indexes can be seen as updating positions in the suffix tree of $T$ and in the suffix tree of the reverse of $T$, either literally, as in the affix tree [30, 49], or in compact representations, like the affix array [50] and the bidirectional Burrows-Wheeler transform (BWT) [47]. Synchronous bidirectional indexes maintain a position in both trees at every extension step, whereas asynchronous indexes maintain a position in just one tree, and compute the position in the other only when the user needs to change direction [18]. Applications of bidirectional indexes to bioinformatics, like read mapping with mismatches and searching for RNA secondary structures, have used until now the ability of bidirectional indexes to add characters both to the left and to the right of a string (an operation called extension: see e.g. [25, 28, 34, 45, 47, 50] for a small sampler), whereas removing characters from the left and from the right (called contraction) has only been conjectured to be useful [13, 18], and it has been supported efficiently just
for right-maximal and left-maximal substrings of $T$, respectively (defined in Section 2), or for strings that occur just once in $T$, for which the implementation is straightforward (see e.g. [11, 38]).

In this paper we describe a simple method for removing characters from the left or from the right of any substring of $T$, based just on the ability to measure the length of the maximal repeats of $T$ (defined in Section 2). Using the recent observation that all such lengths can be represented in $O(|T|)$ bits of space [6], we show that bidirectional contraction can be supported in constant time with the bidirectional BWT index described in [11], within the same space budget and without changing the complexity of its construction. Our contraction algorithm can also be implemented on top of an existing representation of the suffix tree, based on the Compact Directed Acyclic Word Graph (CDAWG), that takes a number of words proportional just to the number of left and right extensions of the maximal repeats of $T$ [8]: this yields an index that supports, in the same asymptotic space, bidirectional extension and contraction of any substring of $T$ in $O(\log \log |T|)$ time.

Having both bidirectional extension and contraction enables several applications, among which a de Bruijn graph that stores the frequency of its $k$-mers, allows for bidirectional navigation, and supports any value of $k$, as well as increasing and decreasing the value of $k$, with no limit on the maximum $k$ allowed. We call such a data structure an infinite-order de Bruijn graph, and we describe an implementation that takes $O(|T| \log \sigma)$ bits of space (where $\sigma$ is the size of the alphabet), and that supports all operations in constant time, as well as another implementation that takes a number of words proportional to the left an right extensions of the maximal repeats of $T$, and that supports all operations in $O(\log \log |T|)$ time. The latter representation establishes a connection between de Bruijn graphs and CDAWGs that was not known before. Our query times are comparable to those of the variable-order, bidirectional representation described in [13], which supports navigation and changing order in $O(\log K)$ time (assuming constant $\sigma$), but is frequency-oblivious and requires a maximum order $K$ to be specified during construction. This competitor has the advantage of taking just $O(m \log K)$ bits of space, where $m$ is the number of distinct $K$-mers, and of allowing the user to specify by how much the order should be changed in each query (the changes in order supported by our index are detailed in Sections 3 and 4). The variable-order representation described in [22] takes constant time (assuming constant $\sigma$) to implement changes in order that are similar to those supported by our index, and uses just $O(m)$ bits of space; however, it is unidirectional, frequency-oblivious, and it requires again a maximum $K$ to be known at construction time.

We conjecture that a de Bruijn graph representation based on the CDAWG might be useful for assembling the recently introduced PacBio CCS reads, which have the same 2% error rate as Illumina short reads but an average length of 15 kilobases (see e.g. [51]). Such read sets contain long exact repeats, of length up to ten thousand, so it might be desirable to set $k$ to large values and to decrease it dynamically, down to a minimum value $\tau$. Moreover, most maximal repeats are short (Figure 1, bottom right), and we can remove from the CDAWG all maximal repeats shorter than $\tau$, and all arcs adjacent to them, while still being able to represent all de Bruijn graphs of order at least $\tau$ (see Section 4). For practical values of $k$, the number of nodes and arcs in such a pruned CDAWG grows more slowly than the number of distinct $k$-mers (Figure 1, top right; reads from the Genome in a Bottle consortium1), suggesting that our data structure might be competitive in space with the
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Figure 1 Number of $k$-mers and repeated $k$-mers (lines), maximal repeats and bidirectional extensions of maximal repeats (white circles), and maximal repeats of length at least 20 and the bidirectional extensions connecting them (black circles), for prefixes of a human read dataset produced with Illumina and PacBio CCS technologies. Bottom left: prefixes of the concatenation of 5 human genome assemblies. Bottom right: fraction of maximal repeats of each length in the three datasets (the vertical line is at length 20). Inserts show the number of maximal repeats and extensions, divided by the number of repeated $k$-mers (in $\log_{10}$ scale for CCS and genomes). Decreasing $k$ down to 20 (Illumina), 50 (CCS) and 25 (genomes) yields similar plots. $k$-mers are counted with KMC 3 [27], and are considered distinct from their reverse complements.

The same observation applies to repetitive datasets: for example, the de Bruijn graph of a set of individuals from the same species has applications in population genomics, and the de Bruijn graph of a set of genomes from related species is used in comparative genomics [35, 36]. In Figure 1, bottom left, we experiment with the concatenation of assemblies hg16, hg17, hg18, hg19 and hg38 of the human genome from the UCSC Genome Browser2 (a

---

2 http://hgdownload.soe.ucsc.edu/downloads.html#human
benchmark dataset from [3, 36]), and we observe exact repeats of length up to 489 million. Our data structure might also be useful with noisy long reads after error correction. Even in short-read Illumina datasets, the number of maximal repeats and of their extensions after pruning is just a small multiple of the number of distinct \( k \)-mers (Figure 1, top left; reads from the Illumina Platinum project\(^3\)).

Finally, recall that our de Bruijn graph representations allow access to the frequency of a node or arc: this might be useful for avoiding repetitive regions during assembly, or for reconstructing only those \([26]\), for assembling metagenomes with non-uniform sequencing depths \([29]\), or for inferring transcripts with different expression levels \([42]\).

## 2 Preliminaries

### 2.1 Strings

Let \( \Sigma = [1..\sigma] \) be an integer alphabet, let \( \# = 0 \) be a separator not in \( \Sigma \), and let \( T = [1..\sigma]^{n-1} \) be a string. We denote by \( \overline{W} \) the reverse of a string \( W \), i.e. string \( W \) written from right to left, and we call \( W \) a \( k \)-mer iff \( |W| = k \). We denote by \( f_T(W) \) the number of (possibly overlapping) occurrences of a string \( W \) in the circular version of \( T \). A repeat \( W \) is a string that satisfies \( f_T(W) > 1 \). We denote by \( \Sigma^r_T(W) \) the set of left-extensions of \( W \), i.e. the set of characters \( \{ a \in [0..\sigma] : f_T(aW) > 0 \} \). Symmetrically, we denote by \( \Sigma^r_T(W) \) the set of right-extensions of \( W \), i.e. the set of characters \( \{ b \in [0..\sigma] : f_T(Wb) > 0 \} \). A repeat \( W \) is right-maximal (respectively, left-maximal) iff \( |\Sigma^r_T(W)| > 1 \) (respectively, iff \( |\Sigma^r_T(W)| > 1 \)). It is well-known that \( T \) can have at most \( n-1 \) right-maximal substrings and at most \( n-1 \) left-maximal substrings. A maximal repeat of \( T \) (called balanced substring in \([50]\)) is a repeat that is both left- and right-maximal.

The unidirectional de Bruijn graph of order \( k \) of \( T \) is a directed graph \( (V, E) \) whose node set \( V \) is in one-to-one correspondence with the set of distinct \( k \)-mers that occur in \( T \); there is an arc \((v, w) \in E \) for every distinct \((k+1)\)-mer \( W \) such that both \( W[1..k] \) and \( W[2..k+1] \) occur in \( T \), and such arc is labelled with character \( W[k+1] \). In some formulations, \( E \) contains just those arcs that correspond to \((k+1)\)-mers that occur in \( T \); in this case, a \( k \)-mer is right-maximal (respectively, left-maximal) in \( T \) iff its corresponding node in \( V \) has at least two outgoing (respectively, incoming) arcs. The bidirectional de Bruijn graph is defined symmetrically.

We denote by \( ST_T \) the suffix tree of \( T \), and by \( \overline{ST}_T \) the suffix tree of \( \overline{T} \). We assume the reader to be already familiar with the basics of suffix trees, including suffix links, which we do not further describe here.\(^3\) We denote by \( \ell(v) \) the label of a node \( v \) of a suffix tree, and we say that \( v \) is the locus of all substrings \( W[1..k] \) of \( T \) where \( |\ell(u)| < k \leq |\ell(v)| \), \( u \) is the parent of \( v \), and \( W = \ell(v) \). It is well-known that a substring \( W \) of \( T \) is right-maximal (respectively, left-maximal) iff \( W = \ell(v) \) for some internal node \( v \) of \( ST_T \) (respectively, for some internal node \( v \) of \( \overline{ST}_T \)). Suffix links and internal nodes of \( ST_T \) form a tree, called the suffix-link tree of \( T \) and denoted by \( SLT_T \), and inverting the direction of all suffix links yields the so-called explicit Weiner links. Given an internal node \( v \) and a character \( a \in [0..\sigma] \), it might happen that string \( aW \) occurs in \( T \) but is not right-maximal, i.e. it is not the label of any internal node of \( ST_T \): all such left extensions of internal nodes that end in the middle of an edge are called implicit Weiner links. An internal node \( v \) of \( ST_T \) can have more than

\(^3\) https://www.ebi.ac.uk/ena/data/view/PRJEB3381, run ERR194146, file ERR194146_1.fastq.gz, read length 101.
one outgoing Weiner link, and all such Weiner links have distinct labels: in this case, \( \ell(v) \) is a maximal repeat, as well as the label of a node in \( ST_T \). Maximal repeats and implicit Weiner links are related by the following simple property, which was already hinted at in \([2]\):

\[ \text{Property 1. Let } v \text{ be an internal node of } ST_T. \text{ If there is an implicit Weiner link from } v, \text{ then } \ell(v) \text{ is a maximal repeat of } T. \]

It is known that the number of suffix links (or, equivalently, of explicit Weiner links) is upper-bounded by \( 2n - 2 \), and that the number of implicit Weiner links can be upper-bounded by \( 2n - 2 \) as well. We call \( SLT^*_T \) a version of \( SLT_T \) augmented with implicit Weiner links and with nodes corresponding to their destinations. We say that a maximal repeat \( W \) of \( T \) is \emph{rightmost} if no string \( WV \) with \( V \in [0,\ldots,\sigma] \) is left-maximal in \( T \). Symmetrically, we say that a maximal repeat \( W \) of \( T \) is \emph{leftmost} if no string \( VW \) with \( V \in [0,\ldots,\sigma] \) is right-maximal in \( T \). Since left-maximality is closed under prefix operation, it is easy to see that the maximal repeats of \( T \) are all and only the nodes of \( ST_T \) that lie on paths that start from the root and that end at nodes labelled by rightmost maximal repeats. We call this the \emph{maximal repeat subgraph of } \( ST_T \) (Figure 2b). Clearly the maximal repeats of \( T \) coincide with the branching nodes of \( SLT^*_T \) (Figure 2a), and the rightmost maximal repeats of \( T \) coincide with the leaves of \( SLT_T \). Thus, it is easy to see that \( SLT_T \) (a trie) is a subdivision of the maximal repeat subgraph of \( ST_T \) (a compact trie), and that the nodes in the unary paths of \( SLT_T \) are in one-to-one correspondence with the internal nodes of \( ST_T \) that are not maximal repeats (see Figures 2a and 2b for an example, and see Section 2.1 in [6] for an extended explanation). The following property is thus immediate (and symmetrical notions hold for \( ST_T \), \( SLT^*_T \), and leftmost maximal repeats):

\[ \text{Property 2. Let } v \text{ be an internal node of } ST_T. \text{ The locus } w \text{ of } \ell(v) \text{ in } ST_T \text{ is such that } \ell(w) \text{ is the reverse of a maximal repeat of } T. \]

The \emph{compact directed acyclic word graph} of a string \( T \) (denoted by \( CDAGW_T \) in what follows) is the minimal compact automaton that recognizes the suffixes of \( T \) \([16, 20]\). We denote by \( CDAGW_T \) the CDAGW of the reverse of \( T \), by \( c_T \) the number of arcs in \( CDAGW_T \), and by \( e_T \) the number of arcs in \( CDAGW_T \). The CDAGW of \( T \) can be seen as the minimization of \( ST_T \), in which all leaves are merged to the same node (the sink, that represents \( T \) itself), and in which all nodes except the sink are in one-to-one correspondence with the maximal repeats of \( T \) \([44]\). Every arc of \( CDAGW_T \) is labeled by a substring of \( T \), and the out-neighbors \( w_1, \ldots, w_k \) of every node \( v \) of \( CDAGW_T \) are sorted according to the lexicographic order of the distinct labels of arcs \( (v, w_1), \ldots, (v, w_k) \). Since there is a bijection between the nodes of \( CDAGW_T \) and the maximal repeats of \( T \), the node \( v' \) of \( CDAGW_T \) with \( \ell(v') = W \) is the equivalence class of the nodes \( \{v_1, \ldots, v_k\} \) of \( ST_T \) such that \( \ell(v_i) = W[|i..|W]] \) for all \( i \in [1..k] \), and such that \( v_k, v_{k-1}, \ldots, v_1 \) is a maximal unary path of explicit Weiner links. The subtrees of \( ST_T \) rooted at all such nodes are isomorphic. It follows that a right-maximal string can be identified by the maximal repeat \( W \) it belongs to, and by the length of the corresponding suffix of \( W \) (see [8] for an extended explanation).

We assume the reader to be familiar with the Burrows-Wheeler transform of \( T \), which we denote by \( BWT_T \) (we use \( \overline{BWT}_T \) to denote the BWT of the reverse of \( T \)) and we don’t further describe here. We say that \( BWT_T[i..j] \) is a \emph{run} if: (1) \( BWT_T[k] = c \in [0,\ldots,\sigma] \) for all \( k \in [i..j] \); (2) every substring \( BWT_T[i'..j'] \) such that \( i' \leq i, j' \geq j \), and \( [i'..j'] \neq [i..j] \), contains at least two distinct characters. We denote by \( R_T \) the set of all triplets \( (c, i, j) \) such that \( BWT_T[i..j] \) is a run of character \( c \), and we use \( \overline{R}_T \) to denote the set of runs of \( \overline{BWT}_T \). It is known that \( |\overline{R}_T| \) is at most equal to the number of arcs in \( CDAGW_T \) \([10]\).
Given a second string \( S \in [1..\sigma]^+ \), the matching statistics array \( MS_{S,T} \) of \( S \) with respect to \( T \) is an array of length \( |S| \) such that \( MS_{S,T}[i] \) is the largest \( j \) such that \( S[i..i+j-1] \) occurs in \( T \).

In the rest of the paper we drop subscripts whenever they are clear from the context.

### 2.2 String indexes

A bidirectional index is a data structure that, given a constant-space descriptor \( \text{id}(W) \) of a substring \( W \) of \( T \), supports the following operations: \( \text{extendRight}(\text{id}(W), a) = \text{id}(Wa) \) if \( f(Wa) > 0 \), or an error otherwise; \( \text{enumerateRight}(\text{id}(W)) = \{\text{id}(Wa) : a \in \Sigma, f(Wa) > 0\} \); \( \text{isRightMaximal}(\text{id}(W)) = \text{true} \) iff \( \text{enumerateRight}(\text{id}(W)) \) has more than one element. Operations \( \text{extendLeft} \), \( \text{enumerateLeft} \) and \( \text{isLeftMaximal} \) are defined symmetrically. We consider bidirectional indexes based on the BWT; specifically, we denote with \( I(W, T) \) the function that maps a substring \( W \) of \( T \) to the interval of \( W \) in BWT, i.e. to the interval of all suffixes of \( T\# \) that start with \( W \), and we use \( \text{id}(W) = (I(W, T), I(W, \overline{T}), |W|) \) as a constant-space descriptor of \( W \). A number of bidirectional BWT indexes have been described in the literature; in this paper we are just interested in the data structure from [11], which supports all operations in constant time in the size of their output, takes \( O(|T| \log \sigma) \) bits of space, and can be built in randomized \( O(|T|) \) time and \( O(|T| \log \sigma) \) bits of working space.
Given a string $T \in [1..\sigma]^{n-1}$#, we call run-length encoded BWT (RLBWT$T$) any representation of BWT$_T$ that takes $O(|R_T|)$ words of space and supports the well-known rank and select operations (see e.g. [31, 32, 48]). It is easy to implement a version of RLBWT$T$ that supports rank and select in $O(\log \log n)$ time [10]. In this paper we use the representation of the suffix tree based on the CDAWG described in [8], which takes just $O(c + \pi)$ words of space by augmenting CDAWG and CDAWG with the RLBWT of $T$ and $T$. Such a data structure describes a node $v$ of ST as a tuple $\text{id}(v) = (v', |\ell(v)|, i, j)$, where $v'$ is the node in CDAWG that corresponds to the equivalence class of $v$, and $[i..j]$ is the interval of $\ell(v)$ in BWT. For every node $v$ of CDAWG, the index stores, among other things: $|\ell(v)|$ in a variable $v$.length; the number $v$.size of right-maximal strings that belong to its equivalence class; and the interval $[v.first..v.last]$ of $\ell(v)$ in BWT. For every arc $\gamma = (v, w)$ of CDAWG, the index stores the first character of $\ell(\gamma)$ in a variable $\gamma$.char, and the number of characters of the right extension implied by $\gamma$ in a variable $\gamma$.right. Finally, we add to the CDAWG all arcs $(v, w, c)$ such that $w$ is the equivalence class of the destination of a Weiner link from $v$ labeled by character $c$ in ST$T$, as well as the reverse of all explicit Weiner link arcs. See [8] for an extended description of the data structure and of the complexity of its operations. Here we just mention that the index supports operations $\text{stringDepth}(\text{id}(v))$ and $\text{child}(\text{id}(v), c)$ in constant time, and $\text{parent}(\text{id}(v)), \text{suffixLink}(\text{id}(v)), \text{weinerLink}(\text{id}(v), c)$ in $O(\log \log |T|)$ time.

In this paper we need to store the topology of SLT and the topology of ST efficiently. It is well-known that the topology of an ordered tree of $n$ nodes can be represented using $2n + o(n)$ bits, as a sequence of $2n$ balanced parentheses [39]. Let $\text{id}(v)$ be the rank of a node $v$ in the preorder traversal of the tree. Given the balanced parentheses representation of the tree encoded in $2n + o(n)$ bits, it is also well-known that one can build a data structure that takes $2n + o(n)$ bits, and that supports several common operations in constant time [40, 41, 46], among which: $\text{parent}(\text{id}(v))$, which returns $\text{id}(u)$, where $u$ is the parent of $v$, or an error if $v$ is the root; $\text{lca}(\text{id}(v), \text{id}(w))$, which returns $\text{id}(u)$, where $u$ is the lowest common ancestor of nodes $v$ and $w$; $\text{leftmostLeaf}(\text{id}(v))$ and $\text{rightmostLeaf}(\text{id}(v))$, which return one plus the number of leaves that, in the preorder traversal of the tree, are visited before the first (respectively, the last) leaf that belongs to the subtree rooted at $v$; $\text{depth}(\text{id}(v))$, which returns the distance of $v$ from the root. This data structure can be built in $O(n)$ time and in $O(n)$ bits of working space. Moreover, given a node $v$ and a length $d$, a level-ancestor query asks for the ancestor $u$ of $v$ such that the path from the root to $u$ contains exactly $d$ nodes. The level ancestor data structure described in [14, 15] takes $O(n)$ words of space and answers queries in constant time. Assuming that some nodes of the tree are marked, a lowest marked ancestor data structure allows one to move in constant time from any node, to its lowest ancestor that is marked [33].

We use the tree data structures described above to store the topology of ST and of SLT. Moreover, we mark in two bitvectors the nodes of SLT and of ST that are maximal repeats (in preorder), and we index such bitvectors to support constant-time rank and select queries. Since SLT is a subdivision of the subgraph of ST induced by maximal repeats, the $i$-th one in the two bitvectors correspond to the same maximal repeat. Thus, if node $v$ is a maximal repeat, and if we know its preorder position in ST, we can compute the length of $\ell(v)$ by moving to the corresponding node $v'$ in SLT and by computing the depth of $v'$ in the topology of SLT (see [6] for an extended explanation).

The rest of the paper focuses on representations of variable-order, bidirectional de Bruijn graphs that support the following primitives (for brevity we list here just operations in one direction). Let $k$ be the current order of the de Bruijn graph. Operation $v = \text{node}(W)$, called membership, returns the identifier of the node associated with $k$-mer $W$, or an error
if \( W \) does not occur in \( T \). Operation \( C = \text{arcLabels}(v) \) returns the set of characters \( C \) that label all arcs from node \( v \) in the right direction, and operation \( \text{degree}(v) \) returns the number of such arcs. Query \( e = \text{arc}(v,c) \) returns the identifier of the arc that corresponds to string \( \ell(v) \cdot c \), if any, where \( v \) is a node in the current de Bruijn graph, \( \ell(v) \) is the \( k \)-mer that corresponds to node \( v \), and \( c \) is a character; it returns an error if no such arc exists. Operation \( w = \text{followArc}(v,c) \) is similar, but returns the identifier of the node \( w \) reached by the arc, if any. Queries \( \text{freq}(v) \) and \( \text{freq}(e) \) return the number of occurrences of the \( k \)-mer associated with node \( v \) and of the \((k+1)\)-mer associated with arc \( e \) (the number of occurrences of an arc might be zero). Representations that support such queries are called frequency-aware or weighted (see e.g. [42]). Operation \( v' = \text{increaseK}(v,c) \) for \( c \in [0..\sigma] \) returns the node \( v' \) associated with string \( \ell(v) \cdot c \) in the de Bruijn graph of order \( k+1 \), if any, or an error otherwise. Operation \( v' = \text{decreaseK}(v) \) returns the node \( v' \) associated with the prefix of length \( k-1 \) of \( \ell(v) \) in the de Bruijn graph of order \( k-1 \).

In addition to increasing and decreasing the order by one unit, some variable-order representations allow the user to specify the desired amount of change [13, 17]. In the rest of the paper we argue that it is more natural to change the order based on the frequency or on the extensions of \( k \)-mers, as proposed in [22]. Specifically, given a node \( v \) of the current de Bruijn graph, let \( \ell(v) \cdot W, W \in \Sigma^* \), be the longest string with the same frequency as \( \ell(v) \) in \( T \). Operation \((v', k') = \text{increaseK}(v)\) returns the node \( v' \) associated with \( \ell(v) \cdot W \) in the de Bruijn graph of order \( k+|W| \), and sets \( k' \) to the new order \( k+|W| \). Given a node \( v \) of the current de Bruijn graph, let \( W \) be the longest prefix of \( \ell(v) \) that has a different frequency from \( \ell(v) \) in \( T \). Operation \((v', k') = \text{decreaseK}(v)\) returns the node \( v' \) associated with \( W \) in the de Bruijn graph of order \( |W| \), and sets \( k' \) to \(|W| \). Alternatively, one might want \( W \) to be the longest prefix of \( \ell(v) \) such that the left-extensions of \( W \) are a superset of the left-extensions of \( \ell(v) \). A de Bruijn graph that supports such operations without returning the value of the new order is called hidden-order [22].

### 3 Contracting in constant time

As mentioned, existing bidirectional BWT indexes support left-contraction just from right-maximal substrings (and symmetrically, they support right-contraction just from left-maximal substrings). Specifically, if the substring \( aW \) is right-maximal and labels a node \( v \) of \( \text{SLT} \), then \( \Pi(W,T) \) is the interval of node \( \text{suffixLink}(v) \) in \( \text{SLT} \), and since we are removing one character from the right of \( aW \), the locus of \( W \) in \( \text{SLT} \) is either the same as the locus \( w \) of \( aW \), or it is \( \text{parent}(w) \), whichever has the same frequency as \( \Pi(W,T) \) [11, 38].

To support left-contraction from a substring that is not right-maximal, it is enough to have access to the topology of \( \text{SLT} \):

- **Theorem 1.** Let \( T \) be a string on alphabet \( \Sigma \). There is a data structure that supports operations \( \text{extendRight}, \text{extendLeft}, \text{contractRight} \) and \( \text{contractLeft} \) in constant time and in \( O(n \log \sigma) \) bits of space. Such a data structure can be built in randomized \( O(n) \) time and \( O(n \log \sigma) \) bits of working space.

**Proof.** We use the data structures described in [11], augmented with the topology of \( \text{SLT} \) and with a bitvector to commute between the topology of \( \text{ST} \) and the topology of \( \text{SLT} \) (see [6] for details on commuting). Such data structures take \( O(n \log \sigma) \) bits of space, and they can be built in randomized \( O(n) \) time using the algorithms in [4, 12]. They support operations \( \text{extendRight}(\text{id}(W),a) = \text{id}(Wa) \) and \( \text{extendLeft}(\text{id}(W),a) = \text{id}(aW) \), where \( \text{id}(W) = (\Pi(W,T),\Pi(\overline{W},\overline{T})) \). We additionally assume the knowledge of \( |W| \), i.e. \( \text{id}(W) = \text{id}(W) \).
(I(W, \bar{T}), I(\bar{W}, T), |W|). We only show how to support \texttt{contractLeft}(id(aW)) = id(W), since supporting \texttt{contractRight}(id(W)) = id(W) is symmetric. Since [11] already supports \texttt{contractLeft}(id(aW)), we assume for now that aW is not right-maximal. Note that we can decide whether aW is right-maximal or not by using \( I(a\bar{W}, \bar{T}) \), and, if W is right-maximal, we can just use the contraction algorithm described above. Let \( v \) be the locus of aW in ST: this can be computed from \( I(aW, T) \) using level ancestor queries on ST. Since aW is not right maximal, aW \( \neq \ell(v) \) and aW ends in the middle of edge \((u, v)\) of ST. We take in constant time the suffix link \((u, u')\) from u and the suffix link \((v, v')\) from v, and we decide whether \((u', v')\) is an edge or a path of ST by comparing \( u' \) to \texttt{parent}(v'), which can be computed in constant time. If \((u', v')\) is an edge of ST (Figure 2c), then \( v' \) is the locus of W and we compute \( I(\ell(v'), T) \) in constant time. Otherwise (Figure 2d), we compute in constant time \( z = \texttt{parent}(v') \): this node is a maximal repeat by Property 1, since it is an internal node of ST with an implicit Weiner link whose destination falls inside \((u, v)\). We use the data structures in Section 2.2 to measure the length of \( \ell(z) \) in constant time. If \(|W| > \ell(z)|\), the locus of W is again \( v' \). Otherwise, since \( z \) is a maximal repeat, we move in constant time to the node \( z' \) of SLT that corresponds to \( \ell(z) \), we issue a constant-time level ancestor query from \( z' \) on SLT with length \(|W|\), and, from the destination \( x' \) of such a level ancestor query, we move in constant time to the first branching descendant \( y' \) of \( x' \), by using \texttt{rightmostLeaf}, \texttt{leftmostLeaf}, and level ancestor queries on SLT. Finally, we move in constant time to the node \( y \) of ST that corresponds to \( y' \), and we compute \( I(\ell(y), T) \) in constant time. We compute \( I(\bar{W}, \bar{ST}) \) as described at the beginning of Section 3.

Note that the algorithm in Theorem 1 works even when aW is right-maximal; moreover, if the information on whether aW is right maximal or not is given in input, the algorithm can decide whether W is right maximal or not. In a practical implementation, once we have taken the suffix link \((v, v')\) from v, we could check whether \( v' \) is a maximal repeat, and in the positive case we could immediately commute to SLT and issue level ancestor queries. If \( v' \) is not a maximal repeat, we could move in constant time to the lowest ancestor \( v'' \) of \( v' \) that is a maximal repeat, using a lowest marked ancestor data structure on ST, we could measure \(|\ell(v'')|\), and if \(|\ell(v'')| \geq |W|\), we could again issue level ancestor queries in SLT (otherwise, the locus of W is again \( v' \)).

A bidirectional index on T that supports extension and contraction in constant time, can be used to implement in linear time several applications that slide a window \( S[i..j] \) of fixed length over a query string S, and that compute the frequency of every \( S[i..j] \) in T, 

without the size of the window being known during construction
during construction. For example, measuring the frequency of windows of fixed length for read correction [43], computing the inner product between the k-mer composition vectors of S and T (a step in k-mer kernels), estimating the probability of S according to a fixed-order Markov model trained on T, and checking whether S is a path in the de Bruijn graph of T. Our index enables also applications in which the sliding window needs to be extended or contracted during the scan, like variable-order and interpolated Markov models (see [21] for an overview). A fully-functional bidirectional index is not needed for computing the matching statistics array between S and T, in linear time and in \( O(|T| \log \sigma) \) bits of space, since one can use the algorithms in [5] on top of the data structures in [4]. However, achieving such bounds with our bidirectional index becomes trivial.

\(^4\) If the size k of the window is fixed and known during construction, most such applications do not need the contract operation, and can be made to work using just one BWT and a bitvector of length |T| that marks the boundaries of k-mer intervals in the BWT.
In practical applications of matching statistics, one typically needs to maintain the intervals in both BWT and BWT just after every successful right extension, and, when the current match \(S[i..j]\) cannot be extended with \(S[j+1]\) in \(T\) any longer, one might need both BWT intervals just for the proper suffixes \(S[k..j]\) such that \(\Sigma_T^+(S[i..j]) \subset \Sigma_T^+(S[k..j])\), i.e. just for the suffixes of \(S[i..j]\) from which a right-extension with \(S[j+1]\) is attempted again. Every such suffix is a maximal repeat ancestor of \(\overline{S[i..j]}\) in \(\text{ST}\) \cite{9}, thus, once we reach the locus of such a suffix in \(\text{ST}\) with parent operations, we can compute its interval in \(\text{BWT}\), we can measure its string length \(p\), and we can compute its interval in \(\text{BWT}\) by issuing \(\text{MS}[\ell] - p\) contract operations from the locus of \(S[i..j]\) in \(\text{ST}\), but without updating the interval in \(\text{BWT}\) after each contraction. Even more aggressively, we can just issue \(\text{MS}[\ell] - p\) suffix links from the locus of \(S[i..j]\) in \(\text{ST}\). Note that such a locus might correspond to the right-maximal string \(S[i..j] \cdot V\) for some nonempty \(V\), thus taking \(\text{MS}[\ell] - p\) suffix links might lead to a node of \(\text{ST}\) that corresponds to the right-maximal string \(S[k..j] \cdot V\): thus, we need to move in constant time from such a node, to its lowest ancestor in \(\text{ST}\) that is a maximal repeat; from there, we can then issue a level ancestor query with value \(p\). Such a lazy synchronization might be faster than issuing \(\text{MS}[\ell] - p\) full contract operations in practice.

Our index can be seen as a representation of a de Bruijn graph that supports bidirectional navigation, that allows access to the frequency of every \(k\)-mer and \((k+1)\)-mer, and that has no upper bound on the order: we call infinite-order such a de Bruijn graph. Note that, for a given order \(k\), we can support both the variant in which arcs must occur in \(T\) (calling \text{extendRight} and then \text{contractLeft} to implement arc and followArc), and the variant in which arcs do not have to occur in \(T\) (calling \text{contractLeft} and then \text{extendRight}). Membership queries reduce to backward searches, and we can move from a higher to a lower order using the same algorithm as in matching statistics. Indeed, one typically wants to switch to a suffix of the current \(k\)-mer whenever there is only one arc in the graph of the current order, and this arc is labelled with the terminator character \cite{22}; or, more generally, whenever one needs to increase the number of outgoing arcs from the current \(k\)-mer (for example because the existing ones have already been explored \cite{37}), or to increase the frequency of the current right-maximal \(k\)-mer. In all such cases, one wants to switch to the largest order with the desired property, and the corresponding suffix is always a maximal repeat (for example, the longest suffix, of the current right-maximal \(k\)-mer, that has strictly greater frequency, is a maximal repeat). Symmetrically, when increasing the order, one may want to switch e.g. from the current \(k\)-mer \(W\) that is left-maximal but not right-maximal, to the maximal repeat \(WV\) with shortest \(V\). Clearly \(I(WV, T) = I(W, T)\), we know \(|V|\) since we can access \(|WV|\), and we can compute \(I(WV, T)\) by taking \(|V|\) Weiner links from \(I(W, T)\). All such Weiner links are implicit, so in practice we can just update the first position of the interval at every step.

In the next section, we describe a representation of an infinite-order de Bruijn graph in which the time to decrease or increase the order does not depend on the difference between the source and the destination order.

4 Implementing de Bruijn graphs with CDAWGs

An affix link \(\lambda(w)\) is a mapping from a node \(w\) of \(\text{ST}\), to the locus of \(\overline{\ell(w)}\) in \(\overline{\text{ST}}\) (we use \(\overline{\lambda(w)}\) to denote the symmetrical mapping from a node \(w\) of \(\overline{\text{ST}}\), to the locus of \(\overline{\ell(w)}\) in \(\overline{\text{ST}}\)) \cite{49, 50}. We use \(\lambda(W)\) as a shorthand for \(\lambda(w)\) where \(w\) is the locus of \(W\). In asynchronous bidirectional indexes, affix links are used to switch direction when the user desires \cite{50}. In this section we are more interested in their ability to extend a non-maximal repeat in a
bidirectional index: for example, if \( W \) is right-maximal but not left-maximal, and if it has loci \( (v, w) \) in \( ST \) and \( ST \), respectively, then its shortest left-maximal extension \( VW \) with \( |V| \geq 0 \), i.e. the shortest maximal repeat that contains \( W \) as a (not necessarily proper) suffix, has loci \( (\overline{v}, w) \); and if \( W \) is neither left- nor right-maximal, then the shortest maximal repeat \( UWV \) with the same frequency as \( W \) has loci \( (\overline{w}, \overline{v}) = (\overline{v}, w, \overline{v}(\overline{w})) \) [50]. Thus, in what follows we ignore affix links from leaves.

Rather than storing \( h(w) \) for every internal node \( w \) of \( ST \), it has been proposed to sample \( h(w) \) every \( p \) suffix links [18]: indeed, \( h(w) \) is either \( v = h(\text{suffixLink}(w)) \), if \( |\ell(v)| \geq |\ell(w)| \), or it is the child of \( v \) obtained by following the first character of \( \ell(w) \) [50]. This allows one to compute \( h(w) \) in \( O(p) \) time, paying \( O(|\ell|/p \log n) \) bits of space. We briefly observe that, compared to existing sampling schemes for bidirectional indexes, we can further reduce space to \( O(|\ell|/p \log n) \) bits, where \( m \) is the number of maximal repeats of \( T \), since, by Property 2, \( h(v) \) is a maximal repeat of \( T \) for every internal node \( v \) of \( ST \). In practice following Weiner links is faster than following suffix links: thus, one could sample the value of \( h(w) \) for every maximal repeat, and then sample every \( p \) characters inside an edge of \( ST \) that connects two maximal repeats, i.e. every \( p \) explicit Weiner links. If \( h(w) \) is not sampled, then \( \ell(w) \) is not left-maximal, so we take the only possible Weiner link from it and we repeat the search from there, returning the value of the first sampled node we find. This sampling scheme takes \( O(m + |\ell|/m/p \log n) \) bits of space. One could even waive sampling the nodes of \( ST \) that are not maximal repeats, but to retrieve their value one would have to pay a number of Weiner links that is at most equal to the length of the longest edge of \( ST \) connecting two maximal repeats. Clearly, sampling just maximal repeats works also for the scheme based on suffix links.

In this section we store \( k(w) \) and \( \overline{k}(w) \) explicitly, but just for maximal repeats, together with \( \text{CDAWG}_T \) and \( \overline{\text{CDAWG}}_T \), to implement an infinite-order de Bruijn graph in which the time to increase or decrease the order does not depend on the difference between the source and the destination order:

\[ \text{Theorem 2. Given a string } T, \text{ there are a fully-functional bidirectional index, and an infinite-order representation of the de Bruijn graph of } T, \text{ that take space proportional to the number of left and right extensions of the maximal repeats of } T, \text{ and that support all queries in } O(\log \log |T|) \text{ time.} \]

Proof. We represent \( ST \) and \( \overline{ST} \) using \( \text{CDAWG}_T \) as described in [8] and summarized in Section 2.2 of this paper. In addition to \( \text{RLBWT}, \overline{\text{RLBWT}}, \text{CDAWG} \) and \( \overline{\text{CDAWG}} \), to support Theorem 1 we store also a weighted level ancestor data structure on the maximal repeat subgraph of \( ST \) and \( \overline{ST} \), which takes \( O(m) \) space and answers queries in \( O(\log \log |T|) \) time [1, 24], and we store \( \overline{k} \) and \( \overline{k} \) to support changes in the order of the de Bruijn graph. We represent an arbitrary substring \( W \) of \( T \) as a triple \( (\text{id}(v), \text{id}(w), |W|) \), where \( v \) is the locus of \( W \) in \( ST \), \( w \) is the locus of \( \overline{W} \) in \( ST \), and \( \text{id} \) is the identifier of a node in the \( \text{CDAWG} \)-based representation of a suffix tree, i.e. \( \text{id}(v) = (v', |\ell(v)|, i, j) \) where \( v' \) is a node of a \( \text{CDAWG} \) and \( [i,j] \) is a BWT interval.

To implement \texttt{extendRight}(W, c), where \( Wc \) is assumed to occur in \( T \), we first check whether \( W \) is right-maximal, by comparing \( |W| \) to \( |\ell(v)| \): if \( W \) is not right-maximal, then the representation of \( Wc \) is \( (\text{id}(v), \text{weinerLink}(\text{id}(w), c), |W| + 1) \). Otherwise, the representation is \( (\text{child}(\text{id}(v), c), \text{weinerLink}(\text{id}(w), c), |W| + 1) \). If we assume that procedure \texttt{extendRight}(W, c) can be called with an invalid \( c \), we first have to check whether \( Wc \) occurs in \( T \) using the interval of \( W \) in \( \text{BWT} \). To implement \texttt{contractLeft}(aW), we first check whether \( aW \) is right-maximal, by comparing \( |aW| \) to \( |\ell(v)| \): if so, the representation of \( W \) is \( (\text{suffixLink}(\text{id}(v)), \text{id}(w'), |W'|) \), where \( w' \) is either the parent of \( w \) or \( w \) itself,
depending on which one of them has the same frequency as the locus of \( W \) in \( ST \). If \( aW \) is not right-maximal, we run the algorithm in Theorem 1 using the \texttt{suffixLink} and \texttt{parent} operations provided by the CDAWG-based representation of \( ST \).

To implement \texttt{decreaseOrder} and \texttt{increaseOrder} in the de Bruijn graph, we proceed as follows. If the current \( k \)-mer \( W \) is right-maximal, the representation of the longest suffix of \( W \) that is a maximal repeat is clearly \((\texttt{id}(z), \texttt{id}([A(z)]), |\ell(z)|))\), where \( z \) is the maximal repeat reached by taking a suffix link arc from the node of the CDAWG pointed by \( \texttt{id}(v) \). One could further move to a suitable ancestor of such a maximal repeat, by marking the topology of the maximal repeat subgraph of \( ST \). If the current \( W \) is left-maximal but not right-maximal, the representation of the shortest maximal repeat of the form \( WV \) for some nonempty \( V \) is \((\texttt{id}(z), \texttt{id}([A(z)]), |\ell(z)|))\), where \( z \) is the node of the CDAWG pointed by \( \texttt{id}(v) \). The same holds if \( W \) is neither left- nor right-maximal, and if we want to move to the shortest \( k \)-mer that contains \( W \) and is both left- and right-maximal. Implementing the other operations of a bidirectional de Bruijn graph is straightforward and is left to the reader. We use data structures from [7] to answer the membership query \texttt{node}(\( W \)) in \( O(|W|) \) time.

Our construction based on two CDAWGs is reminiscent of the \textit{symmetric compact DAWG} described in [16], which was used however just for bidirectional extension. Theorem 2 could be simplified in several ways for a practical implementation. For example, as noted already in [16], since \texttt{CDAWG} and \texttt{CDADWG} share the same set of nodes, every such node could be stored only once, in which case \( A \) and \( \tilde{A} \) would not need to be represented explicitly. If the descriptor of a substring \( W \) is \((\texttt{id}(v), \texttt{id}([W]), |W|)\) with \( \texttt{id}(v) = (v', |\ell(v)|, i, j) \) and \( \texttt{id}([w]) = (w', |\ell([w])|, i', j') \), then \( v' \) and \( w' \) would become pointers to the same node, \( |\ell([w])| \) could be derived from \( |\ell(v')| - |\ell(v)| + |W| \), and rather than storing \( i, j \) and \( i', j' \), we could just store \( i, i', f(W) \). Our representation collapses to the sink of a CDAWG all \( k \)-mers that occur just once in the dataset, which are likely induced by sequencing errors and are thus not useful for most applications: in this case, we don’t even need to store left and right extensions of maximal repeats directed to the sink. If the target application never uses orders smaller than a threshold \( \tau \), we could remove from the index all maximal repeats of length smaller than \( \tau \) and prune the top part of the corresponding tree data structures, as described in [22]. We could proceed in a similar way when the user specifies a lower bound on the frequency of \( k \)-mers (called \textit{solid}, see e.g. [29, 37]).

## 5 Discussion and extensions

Our CDAWG-based representation of the de Bruijn graph might be practical: a full experimental study and a careful implementation of each primitive would be an interesting research direction. Given a node \( v \) in the de Bruijn graph, it would also be interesting to know if we can traverse an entire maximal non-branching path, i.e. a path in which no \( k \)-mer except for \( v \) and the destination has more than one arc to the left and to the right, without taking time proportional to the length of such a path: this would provide a fast implementation of the \textit{compacted} de Bruijn graph (see e.g. [19, 36] and references therein). It is natural to wonder whether one can support the operations of an infinite-order de Bruijn graph in less space than our indexes. Another open question is whether the CDAWG can be used as a substrate for implementing the \textit{string graph} as well, and whether we can design a single compact index, as wished by [23], that supports both the primitives of a string graph and of an infinite-order de Bruijn graph efficiently, allowing the user to take advantage of both approaches in genome assembly.
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We show that a wide class of dictionary compression methods (including LZ77, LZ78, grammar compressors as well as parsing-based structures) require $|S| H_k(S) + \Omega(|S| k \log \sigma / \log |S|)$ bits to encode their output. This matches known upper bounds and improves the information-theoretic lower bound of $|S| H_k(S)$. To this end, we abstract the crucial properties of parsings created by those methods, construct a certain family of strings and analyze the parsings of those strings. We also show that for $k = \alpha \log \sigma |S|$, where $0 < \alpha < 1$ is a constant, the aforementioned methods produce an output of size at least $\frac{1}{1-\alpha} |S| H_k(S)$ bits. Thus our results separate dictionary compressors from context-based one (such as PPM) and BWT-based ones, as the those include methods achieving $|S| H_k(S) + O(\sigma^k \log \sigma)$ bits, i.e. the redundancy depends on $k$ and $\sigma$ but not on $|S|$.
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1 Introduction

Dictionary compression. Dictionary compression is one of the most known and intensively studied area in data compression. As a result, there are many both simple and efficient methods that are commonly used in practice, those include algorithms from Lempel-Ziv family: LZ77 [34] and LZ78 [35], grammar compressors: Re-Pair [23], Greedy [4, 5], Sequitur [28], Sequential [33] as well as others [20, 32]. On top of that, there are also compressed data structures based on dictionary compression [16, 13, 8, 3, 22, 25, 7, 8, 19, 26].

Many methods mentioned above share a common feature – they induce a parsing of the input string. This is explicit for LZ77 and LZ78, as they both output a series of phrases, for grammar compressors the parsing is not always explicit, but it can be done fairly easy. For the mentioned data structures this is also either explicit [16, 13, 3, 22, 25] or easily done [7, 8]. The actual encodings of the phrases differ between the methods, but often we can lower bound their size by (zeroth order) entropy of the induced parsing. For example, in LZ78, for parsing with $c$ phrases each phrase is assigned different (prefix-free) bit code, thus (by the properties of the prefix-free codes) this claim trivially holds (note also that all phrases in parsing induced by LZ78 are different). Another good example is grammar compressors: Re-Pair explicitly encodes the starting string of the grammar using entropy coder [23], Sequential uses its own encoding [33], which can be lower bounded by zeroth order entropy, etc.

Higher order empirical entropy. The $k$-th order empirical entropy, denoted $H_k(S)$ for a string $S$, is one of the most widely used measure of compressibility of texts, as on one hand in practice it is a good estimation of the “compressibility” of the text and on the other hand there are compressors that roughly achieve it. Surprisingly, for many dictionary compression methods it was shown that on a text $S$ over an alphabet of size $\sigma$ their output
is of size at most
\[ \beta |S| H_k(S) + O(k |S| \log \sigma / \log_\sigma |S|) + O(|S| \log \log_\sigma |S| / \log_\sigma |S|) \]
(1)
bits, for some constant \( \beta \) (ideally \( \beta = 1 \)) [16, 13, 21, 27, 15, 30]. When \( \beta = 1 \) then the terms other than \( |S| H_k(S) \) are often called the redundancy of the encoding. The summands under \( O \) notation are in \( o(|S| \log \sigma) \) for \( k = o(\log_\sigma |S|) \), such term is often treated as “lower order term”. To capture this phenomenon, Kosaraju and Manzini introduced the notion of coarse optimality [21]: an algorithm is \( (\beta) \) coarse optimal if it achieves \( \beta |S| H_k(S) + o(|S| \log \sigma) \) bits (our definition is slightly different than the original one, in which it was assumed that \( k = 1 \) and \( \sigma \) are constant). However, for larger \( k \) the additional term in (1) is in \( \Omega(|S| \log \sigma) \), which is not satisfactory, as \( |S| H_k(S) \leq |S| \log \sigma \) and so the additional term dominates the main one.

The bound in (1) for particular methods is in fact connected to a recently proved general upper bound on (zeroth-order) entropy of arbitrary parsing:

\[ c H_0(Y_S) \leq |S| H_k(S) + cl \log \sigma + |L| H_0(L), \]
(2)
where \( L \) is string whose letters are lengths of consecutive phrases in \( Y_S \), i.e. \( L = |y_1| |y_2| \cdots |y_n| \).

To see the connection, observe that parsings produced by considered methods are usually of size at most \( O(|S| / \log_\sigma |S|) \), thus \( c \log \sigma \) turns to \( O(k |S| \log \sigma / \log_\sigma |S|) \), and for such sizes the \( |L| H_0(L) \) can be estimated by \( O(|S| \log \log_\sigma |S| / \log_\sigma |S|) \). Of course, the considered methods encode also other information, which increases the constants in \( O \) notation or increases the constant in front of \( |S| H_k(S) \).

Our results. The main result of this paper is a proof that the estimation (1) is tight for \( k < \log_\sigma |S| \), at least for “natural” algorithms. Since estimating the size of the produced output is hard due to different encodings, we prove that the estimation on parsing entropy given by Theorem 1 is tight for such “natural” algorithms; note that this means that we disregard the size of other parts of the output. This is the reason, why we have to restrict the considered parsings, and so also the algorithms producing them, as it is impossible to, say, show any lower bound for a trivial parsing which consists of one phrase. To this end we define the class of natural parsers; this definition covers most of the dictionary based compressors, in particular it contains LZ77, LZ78, Re-Pair and grammar compressors producing irreducible grammars (such as Greedy or Sequitur). It also covers succinct data structures which parse the string into short phrases. We require that each phrase \( y = w a \) in a parsing of the input string \( S \) induced by an algorithm is short (i.e. \( |y| < \log_\sigma |S| \)) or \( w \) occurs in \( S \) more than once. Note that the seemingly artificial condition on \( w \) and not on \( y = w a \) is used in order to capture LZ77 and LZ78; the condition on short phrases ensures that some structures based on parsing into equal-length blocks [16, 13] are also covered.

Theorem 1 holds for any parsing, and it is known that the bound can be made more subtle when we can choose a specific parsing: at least one of \( l \) trivial parsings into equal-length phrases of length \( l \) achieves the mean of the first \( l \) entropies (plus smaller order term).
It is easy to give examples, for which Theorem 2 is tight, for instance de Bruijn sequence for \( l \leq \log_\sigma |S| \) are examples of Theorem 2 tightness. On the other hand, natural parsers can perform better on de Bruijn strings than the bound in (1): we can show that they achieve \( |S|H_k(S) + O(|S| \log \log_\sigma |S|/\log_\sigma |S|) = |S| \log \sigma + O(|S| \log \log_\sigma |S|/\log_\sigma |S|) \) for \( k < \log_\sigma |S| \). This is because we can assign to each factor of length \( l \) a prefix-free code of length \( \log \log_\sigma |S| + l \log \sigma \) bits.

We construct nontrivial examples on which bound from Theorem 2 is tight for any parsing produced by natural parsers for \( l \in \Theta(\log_\sigma |S|) \). Moreover, each constructed string \( S \) satisfies

\[
\log \sigma = H_0(S) \approx H_1(S) \ldots \approx H_{k-1}(S) \approx c \cdot H_k(S) \approx \ldots \approx c \cdot H_{l-1}(S),
\]

where \( k \) can be any number such that \( k \leq \log_\sigma |S| \), \( c \) is some constant greater than 1, and \( \approx \) means that any two values from the sequence differ by at most \( O(\text{polylog}|S|/|S|) = o(1) \).

In particular, in the limit for \( |S| \to \infty \) they all tend to the same value. Those strings demonstrate that the first \( O(\cdot) \) summand in (1) is asymptotically optimal:

\[ \Rightarrow \text{Corollary 3 (short version of Corollary 12). Let } A \text{ be a natural parser. Then for large enough } \sigma \text{ there exists an infinite family of strings } \{S_n\}_{n=1}^{\infty} \text{ over } \sigma \text{-size alphabet such that the size of the output generated by } A \text{ on } S \in \{S_n\}_{n=1}^{\infty} \text{ is at least } |S|H_k(S) + O(\frac{|S|^k \log \sigma}{\log_\sigma |S|}), \text{ for } k \leq \log_\sigma |S| - \frac{1}{2} \]

We can generalize the construction so that \( c \) in (3) is arbitrarily large (it depends on \( l \), though), as a result we are able to prove that for \( k = \alpha \log_\sigma |S| \), where \( 0 < \alpha < 1 \), natural parsers output cannot be bounded with respect to \( H_k(S) \).

\[ \Rightarrow \text{Corollary 4 (short version of Corollary 14). Let } 0 < \alpha < 1 \text{ be a rational constant and } A \text{ be a natural parser. Then for large enough } \sigma \text{ there exists an infinite family of strings } \{S_n\}_{n\in\mathbb{N}} \text{ over } \sigma \text{-size alphabet such that if } A \text{ achieves } \beta |S|H_k(S) + o(|S| \log \sigma) \text{ bits on each } S \in \{S_n\}_{n\in\mathbb{N}} \text{ for } k = \alpha \log_\sigma |S|, \text{ then } \beta \geq \frac{1}{1-\alpha}. \]

The bounds provided in Corollary 3 and Corollary 4 give higher lower bounds than information-theoretic ones, i.e. those based on counting the number of strings satisfying certain conditions. In fact, our proofs do not use information-theoretic arguments, instead, we give explicit construction of a string and analyze how natural parsers can parse it.

**Consequences.** It was asked [27], whether one can bound the size of Re-Pair’s output by \( c|S|H_k(S) + o(|S| \log \sigma) \), for some constant \( c \), when \( k = \alpha \log_\sigma |S| \). Corollary 4 settles this question in the negative.

The provided bounds can be used to compare the parsing-based methods with context-based ones (like PPM [9]) or ones based on BWT [11, 24]. It is known that their output is of size at most \( |S|H_k(S) + O(\sigma^k \cdot \log \sigma) \), even for \( k = \alpha \log_\sigma |S| \), i.e. their redundancy is \( o(|S|) \) [11, 24, 10]. Thus our theoretical bound backs a practically observed phenomenon of superiority of those methods over dictionary-based ones, at least for non-repetitive texts [9, 2, 1].

Lastly, we believe that the strings constructed in this paper are interesting on their own and can become “benchmark strings” for data compression algorithms.

**Value of \( k \).** In the paper we consider \( k = o(\log_\sigma |S|) \) and \( k = \alpha \log_\sigma |S| \) for a constant \( 0 < \alpha < 1 \). Let us comment, why those are the reasonable values of \( k \) (as a function of \( |S| \) and \( \sigma \)). The value of \( k \) cannot be too large: for \( k \geq \log_\sigma |S| \) the \( H_k \) can be smaller than
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information-theoretic bound [14]. The case of “small” \( k \) is clearly \( k = o(\log_\alpha |S|) \): on one side it is traditionally thought to be small, on the other Corollary 3 shows that it is the necessary assumption to obtain reasonable bounds for a wide range of compression algorithms. Lastly, the intermediate case of \( k = \alpha \log_\alpha k \) for some constant \( 0 < \alpha < 1 \) considered in Corollary 4 is also well-motivated: the already mention context or BWT-based methods have good theoretical bounds for such \( k \).

Related results. Kosaraju and Manzini considered also stronger notions than mentioned above: an algorithm is \( \lambda \)-optimal if it gives output of size at most \( \lambda |S|H_k(S) + o(|S|H_k(S)) \) [21]. They showed many negative results for \( \lambda \)-optimality of LZ77 and LZ78: the LZ78 is not \( \lambda \)-optimal for any \( k \), and that LZ77 is not \( \lambda \)-optimal for \( k = 1 \) (but is \( 8 \)-optimal for \( k = 0 \)). Still, we know very little about \( \lambda \)-optimality of compression algorithms and our results seem to only give partial negative answer for large enough \( k \).

2 Strings and their parsings

A string is a sequence of elements, called letters, from a finite set, called alphabet, and it is denoted as \( w = w_1w_2 \cdots w_k \), where each \( w_i \) is a letter, its length \( |w| \) is \( k \); alphabet’s size is denoted by \( \sigma \), the alphabet is usually not named explicitly as it is clear from the context or not needed, \( \Gamma \) is used when some name is needed. For any two strings \( w, w' \) the \( ww' \) denotes their concatenation. By \( w[i..j] \) we denote \( w_iw_{i+1} \cdots w_j \), this is a substring of \( w \); \( \epsilon \) denotes the empty string. For a pair of strings \( v, w \) the \( |w|_v \) denotes the number of different (possibly overlapping) substrings of \( w \) equal to \( v \); if \( v = \epsilon \) then we set \( |w|_\epsilon = |w| \).

A parsing of a string \( S \) is any representation \( S = y_1y_2 \cdots y_c \), where each \( y_i \) is nonempty and is called a phrase. We denote a parsing as \( Y_S = y_1, \ldots, y_c \) and treat it as a string of length \( c \) over the alphabet \( \{y_1, \ldots, y_c\} \); in particular \( |Y_S| = c \) is its size.

Given a string \( w \) its \( k \)-order empirical entropy is

\[
H_k(w) = -\frac{1}{|w|} \sum_{\substack{v: |v| = k \\ a: \ letter}} |w|_{va} \log \left( \frac{|w|_{va}}{|w|_v} \right)
\]

with the convention that the summand is 0 whenever \( |w|_{va} = 0 \). We are mostly interested in the \( H_k \) entropy of the input string \( S \) and in the \( H_0(Y_S) \) for parsing \( Y_S \) of \( S \). The former is a natural measure of the input, to which we shall compare the size of considered algorithms, and the latter is a space lower bound for those algorithms, see Definition 5.

3 Natural parsers

We define the class of natural parsers. The general idea is that phrases generated by natural parsers are either short or occur at least twice in the string. Those are natural heuristics and so natural parsers include many practically used algorithms.

**Definition 5.** An algorithm is a natural-parser if given a string \( S \) over an alphabet of size \( \sigma \) it produces its parsing \( Y_S \) such that for each phrase \( y = wa, |a| = 1 \) of \( Y_S \) either \( |S|_w > 1 \), or \( y \leq \log_\sigma |S| \); moreover, it encodes \( Y_S \) using at least \( |Y_S|H_0(Y_S) \) bits.

The condition that for a phrase \( y = wa \) we require \( |S|_w > 1 \) instead of \( |S|_y > 1 \) was added so that natural parsers include also LZ78 and non self-referencing LZ77. Note that phrases of length 1 occurring once are allowed, as for them \( w = \epsilon \) and \( |S|_\epsilon = |S| > 1 \).
Natural parsers include: Re-Pair, algorithms producing irreducible grammars, LZ78, LZ77 (for some natural encodings) and compressed text representations that partition the text into short (i.e. $\Theta(\log_\sigma |S|)$) blocks and encode the blocks using zeroth-order entropy [16, 13]. We now argue that all of the above algorithms are natural parsers.

**LZ77 and LZ78.** The LZ77 [34] and LZ78 [35] are probably the most known dictionary compressors. Each of them processes the input from left to right and builds a parsing in the process. In the LZ77 if, at some point, we processed some prefix $P$ (of length $j$) of $S$ the next phrase will be the longest possible substring starting at $S[j+1]$ which occurs in $S$ at position at most $j$, plus one letter. We distinguish between self-referencing LZ77, where the previous occurrence of string of a factor may overlap the factor, and non-self-referencing, where it cannot (in other words, it occurs in $P$). Observe that both definition satisfy the first condition of natural parsers. When it comes to the entropy condition, the original encoding of LZ77 stored for each phrase its starting position in $P$ using fixed length code, so it consumed at least $\log |P|$ bits per phrase, in total this is at least the entropy of the parsing (recall that we have $H_0(S) \leq \log |S|$ for every $S$). Other encodings are also possible, they are more of a practical than theoretical improvement: for example Kosaraju and Manzini [21] stored the position using $\log |P|$ bits, which can be shown to be equivalent to the original one minus lower order term of $o(|S| \log \sigma)$. Sometimes we store the offset, i.e. the difference between the starting position of phrase in $P$ and $j$, though on average none of this encodings give better bound than $\log |Y_S|$ bits per phrase. On top of that there are also some LZ77-based data structures, like LZ-indices [26, 19, 22], they also use at least $\log |Y_S|$ bits per phrase.

In the case of LZ78, we build a dictionary (at the beginning it is empty), when we processed some prefix of length $j$ the next phrase is $wa$ where $w$ is the longest string which starts in $S[j]$ and is in the dictionary. After each step we update our dictionary and add newly created phrase to it. Thus the description of phrase consists of index of string in a dictionary and a letter. Even though these descriptions can be encoded differently, usually the encodings (including the original one [35]) assign different (prefix-free) bit-codes to different phrases, thus by optimality of Huffman coding $|Y_S|H_0(Y_S)$ is the lower bound on output size. Note also that no two phrases have the same description, so it is sufficient (and necessary) to assign each phrase a fixed code of $\log |Y_S|$ bits, in fact some LZ78-based methods work this way [31]. Note though, that in some variants with limited dictionary size this may not be true.

**Re-Pair.** Re-Pair [23] is a grammar compressor, which builds a grammar generating the input string in the following way: we start with input string $S$ and iteratively replace occurrences of the most frequent digram $AB$ in $S$ with a new symbol $X$, adding a rule $X \rightarrow AB$ to grammar. We iterate this procedure as long as there is a digram occurring at least twice. At the end we are left with a string which naturally induces a parsing of $S$, the original encoding of Re-Pair uses zeroth-order entropy to encode the parsing. Note that due to the fact that we only replace digrams which occur twice, each phrase in the parsing has at least two occurrences in $S$.

**Irreducible Grammars.** There is a large family of grammar compressors generating irreducible grammars. For example this family includes Greedy [4, 5], Sequential [33], Sequitur [29] and LongestMatch [20]. The conditions for a grammar to be irreducible are that:

- each nonterminal that occurs on right-hand side of grammars productions must occur at least twice
- no pair of nonterminals occurs twice on the right-hand side of the grammars productions
- no two nonterminals expands to the same string.
11.6 Entropy Lower Bounds for Dictionary Compression

As an example \{S \to ABB; A \to ab; B \to cd\} is an irreducible grammar, but neither \{S \to AB; A \to ab; B \to cd\} nor \{S \to AAA; A \to ab\} are.

The parsing induced by the right-hand side of starting symbol already satisfies the condition of a natural parser. There are many methods of encoding such grammars. The simplest involves entropy-coding of grammars right-hand sides, other assigns prefix-free codes to nonterminals [33, 4, 29]. A more sophisticated method was proposed by Kieffer and Yang [20], they showed that we can obtain the parsing from irreducible grammars by subsequently substituting one occurrence of each nonterminal till there are none left (at the end we are left with one string consisting of nonterminals) and then apply entropy coder. Such methods still are natural parsers, as each nonterminal of an original grammar still occurs in the obtained string (by the property that each nonterminal occurs twice) and thus each phrase of a parsing has at least two occurrences in the input string.

Other examples. There are compressed text representations which partition the string into short (i.e. of length at most \(\log |S|\)) blocks and encode the blocks using zeroth-order entropy coder [16, 13, 12]; clearly they are also natural parsers.

4 Lower bound on parsing-based methods

In this section we construct a family of strings for which the bounds from Theorem 2 and Theorem 1 are tight for natural parsers. Furthermore, for those strings the \(H_0, \ldots, H_{k-1}\) are by a constant factor \(c\) larger than \(H_k, \ldots, H_l\), for adequate \(l \in \Theta(\log |S|)\). For ease of presentation we first show the construction for \(c = 2\) and next we generalize to arbitrarily large \(c\). Note that \(H_0 = cH_k\) means that the mean of entropies cannot be contained in lower order term such as \(o(|S| \log \sigma)\).

Our construction extends the one of de Bruijn strings, which, for a given alphabet \(\Gamma\) and order \(k\), contain exactly once each string \(w \in \Gamma^k\) as a substring; de Bruijn strings were used for proving lower bounds on compressibility before [14]; yet, contrary to previous results, our lower bounds are not information-theoretic.

\(\blacktriangleright\) Theorem 6. For every \(k > 0\), \(l \geq 0\), \(p \geq 1\) there exists a string \(S\) over alphabet of size \(\sigma = 4^p\) of length \(\sigma^{k+\frac{1}{2}p}\) such that:

1. \(\log \sigma = \mathcal{O}\left(\frac{\log |S|}{|S|}\right) \leq H_1(S) \leq \log \sigma\) for \(i < k\);
2. \(\frac{\log \sigma}{2} = \mathcal{O}\left(\frac{\log |S|}{|S|}\right) \leq H_i(S) \leq \frac{\log \sigma}{2}\) for \(k \leq i \leq k+l\);
3. no string of length \(k + l + 1\) occurs more than once in \(S\).

For \(l = 0\) the promised family are constructed from de Bruijn strings by appropriate letter merges. For de Bruijn strings the frequency of each substring depends (almost) only on its length, thus the bounds for the entropy of strings constructed in this way are easy to show. For larger \(l\) we make an inductive (on \(l\)) construction, similar in spirit to construction of de Bruijn strings: we construct a graph with edges labelled with letters and the desired string corresponds to an Eulerian cycle in this graph; to be more precise, the \((l+1)\)st graph is exactly the line graph of the \(l\)th one. We guarantee that the frequency of strings depends only on their lengths, the exact condition is more involved than in case of de Bruijn strings.

The promised family of strings is much easier to define if we think of them as cyclic strings, meaning that after reading the last letter we can continue to read from the beginning. To distinguish strings from cyclic strings we denote by \(S^c\) the cyclic variant of \(S\). Note that for a cyclic string \(S^c\) we are interested only in the occurrences of substrings in it (as defined below) thus the technical details of how many times we read \(S\) cyclically or when do we stop, are unimportant.
A string $w$ occurs in $S^\otimes$ if $w$ occurs in $S$, or $w = w_1w_2$ and $w_1$ is a suffix of $S$ and $w_2$ a prefix; we still require that $|w| \leq |S|$. The starting positions of an occurrence of $w$ in $S^\otimes$ is defined naturally, two occurrences are different if they start at different positions. Denote by $|S|^\otimes_k$ the number of different occurrences of $w$ in $S^\otimes$. Using this notation we define cyclic $k$-order entropy as:

$$H^\otimes_k(w) = -\frac{1}{|w|} \sum_{w: |w|=k} |w|^\otimes \log \left( \frac{|w|^\otimes}{|w|} \right).$$

The difference between cyclic and standard $k$-th order entropy is that it takes into the account also the first $k$ letters of $w$. It is easy to show that it differs from $|w|H_k(w)$ in a small amount.

**Lemma 7.** For any string $S$ and for any $k$ we have:

$$|S|H_k(S) + k \log |S| + O(k) \geq |S|H^\otimes_k(S) \geq |S|H_k(S).$$

We now give the main construction, using the cyclic occurrences the estimation of Theorem $6$ simplify as follows:

**Lemma 8.** For every $k > 0$, $l \geq 0$, $p \geq 1$ there exists a string $S$ of length $\sigma^{k+\frac{1}{p+1}}$ over an alphabet $\Gamma^l$ of size $\sigma = 4^p$ such that:

(dB1) For every $w \in (\Gamma^l)^i$, $i < k$ we have $|S|^\otimes = \sigma^{k-i+(l+1)/2}$.

(dB2) For every $w \in (\Gamma^l)^i$, $k \leq i \leq k + l + 1$ we have either $|S|^\otimes = \sigma^{(k+l+1-i)/2}$ or $|S|^\otimes = 0$.

(dB3) No string of length $k + l + 1$ occurs cyclically more than once in $S$.

**Proof.** Fix $k$, by $S_l$ we will denote the string that satisfies the conditions (dB1–dB3) for $l$.

Let us first construct $S_0$. Consider cyclic de Bruijn sequence $B^\otimes = a_1a_2\cdots a_n$ of order $2k+1$ over an alphabet $\Gamma$ of size $\sqrt{\sigma}$ (this is well defined, as $\sigma = 4^p$). Then $|B| = (\sqrt{\sigma})^{2k+1} = \sigma^{k+\frac{1}{2}}$. Consider two parings of $B^\otimes$ into pairs of letters:

$$Y_B^1 = |a_1a_2|a_3a_4|\cdots|a_{n-3}a_{n-2}|a_{n-1}a_n| Y_B^2 = |a_2a_3|a_4a_5|\cdots|a_{n-2}a_{n-1}|a_na_1|$$

Now replace each pair $a_i, a_j$ with a new symbol $b_{i,j}$, such that $b_{i,j} \neq b_{i',j'}$ if and only if $(a_i, a_j) \neq (a_{i'}, a_{j'})$. The size of the new alphabet $\Gamma'$ is $\sigma = 4^p$. Consider the corresponding strings $B'_1$ and $B'_2$, treated in the following as cyclic strings:

$$B'_1 = b_{1,2}b_{3,4}\cdots b_{n-3,n-2}b_{n-1,n} \quad B'_2 = b_{2,3}b_{4,5}\cdots b_{n-2,n-1}b_{n,1}$$

We can choose $B$ such that it begins with $a_i^{2k+1}$, for some $a_i$. Then both strings $B'_1$ and $B'_2$ begin with $b_{i,j}'$. Take $S_0 = B'_1B'_2$. Then, as the starting $k$-letters of both of them are the same, for each $v$ of length at most $k + 1$ it holds that

$$|B'_1|_v^\otimes + |B'_2|_v^\otimes = |S_0|_v^\otimes.$$
length at least \( k + 1 \) over \( \Gamma' \) has at most one occurrence in \( S_0 \). For a string \( w \) of length \( i < k \) observe that each of its \( \sigma^{k-i} \) extensions to a \( k \)-letter string occurs cyclically exactly \( \sqrt{\sigma} \) times in \( S_0^c \), thus \( w \) occurs exactly \( \sigma^{k+i+1}/2 \). Thus \( S_0 \) satisfies conditions (dB1–dB3).

We now move to the general case of \( l > 0 \). We cannot simply define \( S_l \) as a power of \( S_0 \), as then (dB3) is violated. Instead, we proceed similarly to the standard construction of de Bruijn strings: we will build a graph with vertices labelled with different strings of length \( k + l + 1 \), define edges between strings that can be obtained by shifting by one letter to the right and show that this graph has a Hamiltonian cycle.

Define a family of directed graphs \( G_0,G_1,\ldots \), where \( G_i = (V_i,E_i) \). The nodes in \( V_i \) are labelled with (some) strings of length \( k + 1 + i \) over \( \Gamma' \) (which is of size \( \sigma \)) and \( E_i = \{(u,u') : u[2\ldots|u|] = u'[1\ldots|u'|-1]\} \). We label the edge from \( au \) to \( vb \) with \( avb \). In case of \( G_0 \) its vertices \( V_0 \) are all cyclic substrings of \( S_0^c \) of length \( k + 1 \). Recall that given a directed graph \( G \) its line graph \( L(G) \) has edges of \( G \) as nodes and there is an edge \( e,f \) in \( L(G) \) if and only if the end of \( e \) is the beginning of \( f \). Define \( G_{i+1} = L(G_i) \), observe that edges of \( G_i \) have labels that are strings of length \( k + i + 2 \), those labels are reused as labels of nodes in \( G_{i+1} \).

Let us state some basic properties of the defined graph: firstly, \( G_0 \) has in-degree and out-degree equal to \( \sqrt{\sigma} \) (so it is \( \sqrt{\sigma} \)-regular): Given a node with a \( k + 1 \)-letter label \( w \) all its outgoing labels correspond to occurrences of the \( k \) letter suffix of \( w \). And by (dB1) each \( k \) letter string has \( \sqrt{\sigma} \) cyclic occurrences in \( |S_0|^c \) and each \( k + 1 \) letter string has at most 1. So there are \( \sqrt{\sigma} \) outgoing edges, each leading to a different node. Similar argument applies to the incoming edges. It is a folklore knowledge (and easy to show) that if \( G \) is \( d \)-regular then so is \( L(G) \), moreover, if \( G \) is connected then so is \( L(G) \); clearly \( G_0 \) is connected, as \( S_0 \) corresponds to a Hamiltonian path in it. Thus, all \( G_i \)'s are Eulerian. It is well-known and easy to see that an Eulerian cycle in \( G \) corresponds to a Hamiltonian cycle in \( L(G) \), thus each \( G_i \) has a Hamiltonian cycle.

We define the string \( S^c_i \) as the string read when traversing a Hamiltonian path in \( G_i \) (note that there may be many such paths: choose one arbitrarily): we begin with an arbitrary vertex \( u_0 \) in \( G_i \), write its label and when we traverse the edge \( avb \) (so from \( av \) to \( vb \)) then we append \( b \) to the string. By easy induction we can show that when we are at a node labelled with \( u \) then the current string has \( u \) as a suffix. In particular, after traversing the whole path begins and ends with \( u_0 \). By identifying those two copies of \( u_0 \) we obtain a cyclic string. Note that a string \( w \) of length \( k + i + 1 \) occurs at position \( p \) if and only if \( p \)-th vertex on the path is labelled with \( w \). Concerning the length \( |S_i| \), this is exactly \( |V_i| = |E_{i-1}| = \sqrt{\sigma}|V_{i-1}| \), as each \( G_i \) is \( \sqrt{\sigma} \)-regular. Since \( |V_0| = \sigma^{k+\frac{i}{2}} \), we conclude that \( |V_i| = \sigma^{k+i+\frac{i}{2}} \). We also show that each occurrence of a string \( w \) of length \( k + i \) in \( S_i \) is followed by a different letter, in particular this implies that a string \( w' \) of length \( k + i + 1 \) has at most one occurrence in \( S_i \), i.e. (dB3). We know that this is true for \( G_0 \), we proceed by induction. Consider all nodes labelled with \( wa \) for some letter \( a \) in \( G_{i+1} \), where \( |w| = k + i + 1 \). They all correspond to edges in \( G_i \) labelled with the same strings. Those edges originate from nodes labelled with \( w \) and as \( |w| = k + i + 1 \), by induction assumption there is exactly one such node. Now, if there were two edges outgoing edge from \( w \) labelled with \( wa \) then they would lead to two vertices labelled with the same label \( w' \) (where \( w' = w[2\ldots|w|]a \)), which is not the case by the induction assumption. Hence, \( wa \) has at most one occurrence.

It is left to show that \( S_i \) satisfies (dB1–dB2). We proceed by induction on \( l \): first we show that for any string \( w \) of length at most \( k + l + 1 \) it holds that \( |S_{i+1}|^c_{in} = |S_i|_{in} \cdot \sqrt{\sigma} \): observe that \( |S_{i+1}|^c_{in} \) is the number of nodes in \( G_{i+1} \) that have \( w \) as their prefix. This is exactly the number of edge-labels in \( G_i \) that have \( w \) as their prefix. But those labels are of
length \( k + l + 2 > |w| \), thus edge \( e = (u, u') \) has \( w \) as the prefix of its label if and only if this labels is also a prefix of label of \( u \). As \( G_t \) is \( \sqrt{\sigma} \)-regular, each \( u \) is counted \( \sqrt{\sigma} \) times (once for each of the \( \sqrt{\sigma} \) outgoing edges) and so we obtain the claim.

It is left to consider the case when \( |w| = k + l + 2 \), but strings of this lengths are labels of vertices of \( G_{t+1} \) and if \( w \) is label of some vertex of \( G_{t+1} \) then clearly \( |S_{t+1}|_w = 1 \).

It is worth noting that the construction suggests that for a fixed \( k \) (and de Bruijn string) there are exponentially many (in \( l \)) strings satisfying conditions (dB1–dB3). Moreover the construction suggests that there are exponentially many (in \( k \)) such strings: it seems that for each de Bruijn string the constructed strings is different, and there are exponentially many de Bruijn strings of order \( k \). Proving this does not seem easy and we leave it for future work.

\[ \text{Example 9.} \] For \( \sigma = 4, k = 2, l = 0; S = aababbebabcbbdbbdacacacdbdabccde . \]

Observe that each \( k \)-letter substring occurs cyclically \( \sqrt{\sigma} \) times, the letters after those occurrences are pairwise different. \( H_{\sigma}^\uparrow(S) = H_{\sigma}^\downarrow(S) = \log \sigma \) and \( H_{\sigma}^\downarrow(S) = \frac{\log \sigma}{2} \).

\[ \text{Proof of Theorem 6}. \] Take the string \( S \) from Lemma 8 for a given \( k, l, \sigma \). By definition of cyclic entropy \( H_{\sigma}^\downarrow(S) = \log \sigma \) for \( i < k \) and \( H_{\sigma}^\downarrow(S) = \frac{\log \sigma}{2} \) for \( k \leq i \leq k + l \), moreover no string of length \( k + l + 1 \) occurs cyclically more than once in \( S \). By Lemma 7, string \( S \) satisfies the conditions stated in the Theorem.

In the following we estimate, how bad a natural parser performs on a string from Theorem 6. It is easy to see that for such a string for parameters \( k, l \) it cannot make a phrase longer than \( k + l + 1 \), as by (dB3) they have at most one occurrence, so we first lower-bound the entropy of such parses.

\[ \text{Lemma 10.} \] Let \( S \) be a string from Theorem 6 for parameters \( k \) and \( l \), and let \( z = k + l + 1 \).

Then for every parsing \( Y_S = y_1 y_2 \ldots y_{|Y_S|} \) of \( S \) such that \( |y_i| \leq z \) we have:

\[
|Y_S| H_0(Y_S) \geq \frac{|S|(z + k)}{2z} \log \sigma - |Y_S| \log \frac{|S|}{|Y_S|} .
\]

\[ \text{Proof.} \] Let \( m = |Y_S| \) and \( n = |S| \). For a string \( w \) let \( l_w \) be the number of occurrences of \( w \) in \( Y_S \). Clearly \( l_w \leq |S|_{\downarrow}^\sigma \) and by construction for any \( w \) such that \( |S|_{\downarrow}^\sigma > 0 \):

\[
|S|_{\downarrow}^\downarrow = \begin{cases} \frac{n}{\sigma^{w}} & \text{for } |w| \leq k \\ \frac{n}{\sigma^{(w+k)/2}} & \text{for } k < |w| \leq z \end{cases} .
\]

thus

\[
l_w \leq \frac{n}{\sigma^{|w|}}, \text{ for } |w| \leq k ;
\]

\[
l_w \leq \frac{n}{\sigma^{(w+k)/2}}, \text{ for } k < |w| \leq z .
\]

Define:

\[
m_1 = \sum_{w \in Y_S, |w| \leq k} l_w \quad m_2 = \sum_{w \in Y_S, |w| > k} l_w
\]

\[
n_1 = \sum_{w \in Y_S, |w| \leq k} |w| l_w \quad n_2 = \sum_{w \in Y_S, |w| > k} |w| l_w
\]

Note that as each phrase in \( Y_s \) has length at most \( z \), we have that

\[
m_2 z \geq n_2
\]
Then
\[
|Y_S|H_k(S) = \sum_{w \in Y_S} l_w \log \frac{m}{l_w}
\]
\[
= \sum_{|w| \leq k} l_w \log \frac{m}{l_w} + \sum_{|w| > k} l_w \log \frac{m}{l_w}
\]
\[
\geq \sum_w l_w \log \frac{m\sigma|w|}{n} + \sum_{|w| > k} l_w \log \frac{m\sigma(|w| + k)/2}{n}
\]
\[
= \sum_w l_w \log \frac{m}{n} + \sum_{|w| \leq k} l_w \log \sigma|w| + \sum_{|w| > k} l_w \log \sigma(|w| + k)/2 \quad \text{from (4)}
\]
\[
= m \log \frac{m}{n} + \sum_{|w| \leq k} l_w |w| \log \sigma + \sum_{|w| > k} \frac{l_w |w|}{2} \log \sigma + \sum_{|w| > k} \frac{l_w k}{2} \log \sigma
\]
\[
\geq m \log \frac{m}{n} + n_1 \log \sigma + \frac{n_2}{2} \log \sigma + \frac{n_2 k}{2} \log \sigma + \frac{n_2 k}{2} \log \sigma \quad \text{from (5)}
\]
\[
\geq \frac{n}{2} \log \sigma + \frac{nk}{2z} \log \sigma + m \log \frac{m}{n}
\]
\[
= \frac{n(z + k)}{2z} \log \sigma - m \log \frac{n}{m} \quad \blacksquare
\]

Natural parsers on strings defined in Theorem 6 cannot do much better than the mean of entropies, which gives general bounds on algorithms inducing natural parsers.

\textbf{Theorem 11.} Let \( A \) be a natural parser. Let \( k \geq 0 \) be an integer function of \( |S| \) and \( \sigma \) such that for every \( \sigma \) for infinitely many \( |S| \) it holds that \( k_{|S|,\sigma} \leq \log_\sigma |S| - \frac{1}{2} \), where \( k_{|S|,\sigma} \) denotes the value of \( k \) for \( |S| \) and \( \sigma \). Then for any natural \( p > 0 \) there exists an infinite family of strings \( \{S_n\}_{n=1}^\infty \subseteq \Gamma^* \), where \( |\Gamma| = 4^p \), such that the bit-size of output \( A(S) \) of \( A \) on \( S \in \{S_n\}_{n=1}^\infty \) is at least:

\[
A(S) \geq |S|H_k(S) + \frac{\rho |S| \log \sigma}{2} - \lambda |S| \geq (1 + \rho) |S|H_k(S) - \lambda |S| ,
\]

where \( \rho = \frac{k}{2 \log_\sigma |S| - \tau} \) and \( \lambda < 0.54 \). If the size of parsing induced by \( A \) is \( o(|S|) \) then:

\[
A(S) \geq |S|H_k(S) + \frac{\rho |S| \log \sigma}{2} - o(|S|) \geq (1 + \rho) |S|H_k(S) - o(|S|) .
\]

\textbf{Proof.} Denote \( n = |S| \) and \( m = |Y_S| \). The proof is a simple application of Lemma 10. Fix alphabet \( \Gamma \) of size \( \sigma = 4^p \). Take \( k \) such that \( k_{|S|,\sigma} \leq \log_\sigma |S| - \frac{1}{2} \), then \( l = 2 \log_\sigma |S| - 2k_{|S|,\sigma} - 1 \) is non-negative; note that due to assumptions we can take arbitrarily large \( |S| \). Then \( k_{|S|,\sigma} + \frac{l+1}{2} = \log_\sigma |S| \). So it is possible to construct a string \( S \) of length \( n = |S| \) from Theorem 6, for parameters \( k_{|S|,\sigma}, l, p \).

Let \( Y_S = y_1 y_2 \cdots y_{|Y_S|} \) be a parsing of \( S \) induced by \( A \). As \( A \) is a natural parser, we have that \( |y_i| \leq k + \frac{l+1}{2} \). We use Lemma 10 to lower bound the output of the algorithm:
Re-Pair

\[ A(S) \geq |Y_S|H_0(Y_S) \]

\[ \geq \frac{|S|(2k + 1 + 1) \log \sigma - m \log \frac{n}{m}}{2(k + l + 1)} \]

\[ \geq |S|H_k(S) + \frac{|S|k}{2(k + l + 1)} \log \sigma - m \log \frac{n}{m} \]

\[ \geq |S|H_k(S) + \frac{\rho|S|\log \sigma}{2} - m \log \frac{n}{m} \]

\[ \geq (1 + \rho)|S|H_k(S) - m \log \frac{n}{m} . \]

The expression \( m \log \frac{n}{m} \) is minimized when \( m = n/e \), so we can bound it by \( n \log \frac{e}{n} < 0.54n \), and by \( o(n) \) if \( m = o(n) \). Plugging those values to the above equation yields the claim. ▶

There are several consequences of Theorem 11 for natural parsers (the proofs of the Corollaries are in the Appendix). First, for \( k \leq \log_\sigma |S| - \frac{1}{2} \), they cannot achieve better redundancy than \( O(|S|k\log \sigma / \log_\sigma |S|) \) bits. If \( o(|S|\log \sigma) \) is the best bound on \( k \), then the redundancy of \( o(|S|\log \sigma) \) is necessary.

**Corollary 12.** Let \( A \) be a natural parser. Then for large enough \( \sigma \) there exists an infinite family of strings \( \{S_n\}_{n \in \mathbb{N}} \) over a \( \sigma \)-size alphabet such that for each \( S \in \{S_n\}_{n \in \mathbb{N}} \), the size of the output generated by \( A \) on \( S \) is at least

\[ A(S) \geq |S|H_k(S) + \Omega \left( \frac{|S|k\log \sigma}{\log_\sigma |S|} \right) , \]

where \( k \leq \log_\sigma |S| - \frac{1}{2} \) can be any function of \( (|S|, \sigma) \).

Theorem 2 is tight in the sense that we cannot make the constant at the mean of entropies smaller than 1, even if we allow phrases of different lengths (not too large, though).

**Corollary 13.** Let \( k \) be an integer function of \((|S|, \sigma)\) such that \( k \leq \log_\sigma |S| - \frac{1}{2} \). Then for large enough \( \sigma \) there exists an infinite family of strings \( \{S_n\}_{n \in \mathbb{N}} \) over a \( \sigma \)-size alphabet such that for each \( S \in \{S_n\}_{n \in \mathbb{N}} \)

\[ 2H_k(S) + O \left( \frac{\log |S|}{|S|} \right) \geq H_0(S) \geq 2H_k(S) \]

and no parsing \( Y_S \) with phrases of length at most \( j = 2\log_\sigma |S| - k \) achieves

\[ |Y_S|H_0(Y_S) \leq (1 - \epsilon)\frac{|S|}{j} \sum_{i=0}^{j-1} H_i(S) + o(|S|\log \sigma) \]

for \( \epsilon > 0 \).

Finally, we show that extending the bounds to \( k = \alpha \log_\sigma n \) for a constant \( 0 < \alpha < 1 \) implies that \( |S|H_k(S) \) (without a constant coefficient) is not achievable. This gives partial (negative) answer to the question, whether we can prove optimality results for Re-Pair for \( k = \alpha \log_\sigma |S| \) [27]. For a statement in full generality, we need to extend the construction from Theorem 6. For the constructed strings the ratio of \( H_0(S) \) and \( H_k(S) \) can be arbitrary large (at the cost of increasing \( l \)).
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Corollary 14. Let 0 < α < 1 be a rational constant and A a natural parser. For large enough σ there exists an infinite family of strings \( \{S_n\}_{n=1}^\infty \) over σ-sized alphabet such that if A achieves \( \beta|S|H_k(S) + o(|S|\log \sigma) \) bits on each \( S \in \{S_n\}_{n=1}^\infty \) for \( k = \alpha \log_\sigma |S| \), then \( \beta \geq \frac{1}{1-\alpha} \).

Substituting \( k = \alpha \log_\sigma n \) to Corollary 12 already shows that an output of a natural parser is at least \( \frac{1}{2}|S|H_k(S) \) (see (7) in the Appendix for calculations). To show a bound with coefficient \( \frac{1}{1-\alpha} \) we generalize the construction from Lemma 8.

Lemma 8 shows that there exist strings for which \( H_l(S) = H_k(S) = \frac{1}{2} H_{k-1}(S) = \frac{1}{2} H_0(S) \), for every \( k, l \), such that \( k < \log_\sigma |S| \leq l \). When \( k = \alpha \log_\sigma |S| \) (for a constant 0 < α < 1) this guarantees the mean of \( l \) first entropies is larger by a constant factor than \( H_k(S) \). The intuition is that if we could construct the strings such that \( |S|H_k(S) = \frac{1}{r}|S|H_0(S) \), for arbitrarily large \( r \), we would get that the mean of entropies can be arbitrarily large with respect to \( H_k(S) \). This can be done, we show corresponding properties.

Lemma 15 (cf. Lemma 8). For every \( k > 0, l > 0, p \geq 1, r \geq 2 \) there exists a string \( S \) over alphabet \( \Gamma' \) of size \( \sigma = (2^p)^l \) of length \( \sigma^{k+(l+1)/2} \) such that:

\( \text{(dB1')} \) For any \( w \in (\Gamma')^l, i < k \) we have \( |S|^{(i)} = \sigma^{k+i+(l+1)/r} \).

\( \text{(dB2')} \) For any \( w \in (\Gamma')^l, k \leq i \leq k + l + 1 \) we have either \( |S|^{(i)} = \sigma^{(k+i+1-l)/r} \) or \( |S|^{(i)} = 0 \).

\( \text{(dB3')} \) No string of length \( k + l + 1 \) occurs cyclically more than once in \( S \).

For the construction from Lemma 15, an appropriate variant of Lemma 10 holds.

Lemma 16 (cf. Lemma 10). Let \( S \) be a string from Lemma 15 for parameters \( k, l, p \) and \( r \), let \( z = k + l + 1 \). Then for every parsing \( Y_S = y_1y_2\cdots y_{|Y_S|} \) of \( S \) such that \( |y_i| \leq z \) we have:

\[ |Y_S|H_0(Y_S) \geq \frac{|S|(z + (r - 1)k)}{r \cdot z} \log \sigma - |Y_S| \log \frac{|S|}{|Y_S|}. \]

Now we can state the generalized version of Theorem 6:

Theorem 17 (cf. Theorem 6). For every \( k > 0, l > 0, p \geq 1, r \geq 2 \) there exists a string \( S \) over alphabet \( \sigma = (2^p)^l \) of length \( \sigma^{k+(l+1)/2} \) such that:

1. \( \log \sigma - O\left(\frac{\log |S|}{|S|}\right) \leq H_i(S) \leq \log \sigma \) for \( i < k \);
2. \( \frac{\log \sigma}{r} - O\left(\frac{\log |S|}{|S|}\right) \leq H_i(S) \leq \frac{\log \sigma}{r} \) for \( k \leq i \leq k + l \);
3. no string of length \( k + l + 1 \) occurs more than once in \( S \).

5 Conclusions and open problems

Conclusions. We have shown space lower bounds for a large class of parsing-based compression and parsing methods: they yield output greater than \( |S|H_k(S) \) by at least \( \Omega(|S|k \log \sigma/\log_\sigma n) \) additional bits, thus even for fixed \( k \) and \( \sigma \) this value grows with \( |S| \). Moreover we have shown that if \( k = \alpha \log_\sigma |S| \) then parsing-based methods produce output of size at least \( 1/(1-\alpha) |S|H_k(S) \). These bounds hold assuming that we encode the parsing using zeroth-order entropy or similar method. Those bounds are strictly higher than upper bounds for methods based on BWT or PPM.

Open problems. There are parsing based compressed text representations [17, 12], which allow for fast random access to letters and substring retrieval, achieving \( |S|H_k(S) + O(\sigma^k \log |S|) = |S|H_k(S) + o(|S|) \) for \( k = \alpha \log_\sigma |S| \), where \( \alpha < 1/2 \); the difference is that they encode the parsing using first order entropy coder. Still, they do not allow random access in constant time nor short (i.e. \( \Theta(\log_\sigma |S|) \)) substring retrieval in constant time; both operations are
facilitated when zeroth-entropy coder is used [16, 13, 12]. More precisely, structures based on first-order entropy coders achieve $O(\log |S|/\log \log |S|)$ time for such operations. Can we estimate time-space tradeoffs?

Kosaraju and Manzini [21] considered the notion of $\lambda$-optimality: an algorithm is $\lambda$ optimal if it achieves $\lambda|S|H_k(S) + o(|S|H_k(S))$ bits for some constant $\lambda$. They showed [21] that LZ77 and the slight modification of LZ78 are $\lambda$ optimal for $k = 0$, and that neither LZ77 nor LZ78 are for $k > 0$. They left an open question, whether there is a parsing-based algorithm which is $\lambda$-optimal for $k > 0$. Corollary 14 implies that no natural parser is $\lambda$-optimal for $k > 0$. Is any grammar compressor $\lambda$-optimal, even for $k = 0$? On one hand, there are examples of small entropy strings on which most grammar compressors perform badly [6, 18], still this does not apply to all of them, e.g. Greedy is an exception.
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We first show that (6) is positive, which yields the second inequality of the Lemma. Then left and right summands from (6) are equal to, respectively:

$$\sum_{a: \text{letter}} |w|_{v,a}^{\sigma} \log \left( \frac{|w|_{v,a}^{\sigma}}{|w|_{v}^{\sigma}} \right) - \sum_{a: \text{letter}} |w|_{v,a} \log \left( \frac{|w|_{v,a}}{|w|_{v}} \right),$$

(6)

our goal is to estimate it when summed over all $v$ of length $k$.

Define $S_1$, $S_2$ as the strings of letters that follow cyclic occurrences (standard occurrences) of $v$ in $w$, formally for each letter $a$ they should satisfy

$$|S_1|_a = |w|_{v,a}^{\sigma}, \quad |S_2|_a = |w|_{v,a}.$$

note that this implies that

$$|S_1| = |w|_{v}^{\sigma}, \quad |S_2| = |w|_{v}.$$

Then left and right summands from (6) are equal to, respectively:

$$|S_1|H_0(S_1) = \sum_{a: \text{letter}} |w|_{v,a}^{\sigma} \log \left( \frac{|w|_{v,a}^{\sigma}}{|w|_{v}^{\sigma}} \right), \quad |S_2|H_0(S_2) = \sum_{a: \text{letter}} |w|_{v,a} \log \left( \frac{|w|_{v,a}}{|w|_{v}} \right).$$

We first show that (6) is positive, which yields the second inequality of the Lemma.

Clearly $|w|_{v,a}^{\sigma} \geq |w|_{v,a}$, and so we can obtain $S_2$ from $S_1$ by removing and permuting letters, which cannot increase the entropy. Hence $|S_1|H_0(S_1) \geq |S_2|H_0(S_2)$, which yields that (6) is positive and so the second inequality of the lemma follows.

To upper bound the difference in (6) observe that $S_1$ is obtained by adding symbols to $S_2$ and the addition of one letter to a string of length at most $|S| - 1$ increases the entropy by at most $\log |S| + \beta$, for some constant $\beta$. Moreover, there are at most $k$ such additions, when summing over all possible $k$-length contexts $v$. Thus the first inequality holds.

Proof of Corollary 12. For any function $k$ and any $\sigma = 4^p, p > 0$ by Theorem 11 we can build an infinite family of strings $\{S_n\}_{n=1}^{\infty}$ such that output generated by any natural parsing method on $S \in \{S_n\}_{n=1}^{\infty}$ is lower bounded by:

$$A(S) \geq |S|H_k(S) + \frac{|S|k(\log \sigma - O(1))}{2(2\log_\sigma |S| - k)}.$$  

(7)

As $k \leq \log_\sigma |S| - \frac{1}{2}$ and the inequality holds for any $\sigma = 4^p$, we can choose big enough $\sigma$ so that the second summand is $\Omega\left(\frac{|S|k\log \sigma}{\log_\sigma |S|}\right)$. ▶
Proof of Corollary 13. We use the same construction as in the case of Corollary 12, i.e. we build the string for parameter $k$. By Lemma 7, the mean of the first $j$ entropies is at least:

$$\frac{1}{j} \left( k \log_\sigma |S| + (j-k) \frac{\log_\sigma |S|}{2} - O\left( \frac{j \log |S|}{|S|} \right) \right) \geq H_k(S) + \frac{k \log \sigma}{2j} - O\left( \frac{j \log |S|}{|S|} \right).$$

(8)

On the other hand, by (7) we get that the output is lower bounded by (as $2 \log_\sigma |S| - k = j$):

$$A(S) \geq |S|H_k(S) + \frac{|S|(k \log \sigma - O(1))}{2j}.$$  

(9)

As we can choose $\sigma = 4^p$ arbitrarily we have that for each $\epsilon$ there exists such $\sigma$ and $s_0$ so that for all constructed strings with $|S| \geq s_0$ the difference (8) will be larger than (9) multiplied by $(1 - \epsilon)$.  

Generalization of strings from Lemma 8, Proof of Corollary 14

Sketch of the Proof of Lemma 15. We comment on how to modify the construction and proof of Lemma 8; observe that, in essence we replace a constant $2$ in Lemma 8 with $r \geq 2$. As a first step, Lemma 8 takes de Bruijn string $B$ of order $2k+1$ over binary alphabet and parse it into phrases of length two in two ways and combine those two strings together. We proceed similarly, but we take de Bruijn string $B$ of order $rk+1$ and instead of parsing $B$ into phrases of length two, we parse it into phrases of length $r$ in $r$ ways and combine all of the $r$ strings. For example for $r = 3$ we have:

$$Y_B^1 = [a_1 a_2 a_3 | a_4 a_5 a_6 | \cdots | a_{n-5} a_{n-4} a_{n-3} | a_{n-2} a_{n-1} a_n]$$

$$Y_B^2 = [a_2 a_3 a_4 | a_5 a_6 a_7 | \cdots | a_{n-4} a_{n-3} a_{n-2} | a_{n-1} a_n a_1]$$

$$Y_B^3 = [a_3 a_4 a_5 | a_6 a_7 a_8 | \cdots | a_{n-3} a_{n-2} a_{n-1} | a_n a_1 a_2]$$

As in proof of Lemma 8, we can choose a shift of $B$ such that $a_1 = a_2 = \cdots = a_5$, so that all those strings begin with the same triple, so after the merging of letters: with the same letter. In this way, the (short enough) cyclic occurrences in the concatenation are the same as cyclic occurrences in the separate strings. Moreover we can use the same argument with constructing the graph so we get the Lemma for arbitrary $l$.

Concerning the degree of the graph, recall that in the the proof of Lemma 8 each $k$-letter string over the alphabet $(2^p) = \sigma$ had $(2^p) = \sqrt{\sigma}$ occurrences, all followed by different letters, thus the degree of the graph $G_0$ (and so each $G_i$) was $\sqrt{\sigma}$. Now, since we merge $r$ letters into one and the $B$ was a $rk + 1$ de Bruijn string, each $k$-letter string over the alphabet $(2^{pr}) = \sigma$ has $(2^p) = \sqrt{\sigma}$ occurrences, thus the degree of the graph is $\sqrt{\sigma}$. In essence this justifies the replacement of $1/2$ by $1/r$ in all the exponents of $\sigma$. Thus we get that $|S|H_k^\sigma(S) = \frac{r}{2} |S| H_0^\sigma(S)$, and from the Lemma 7 the same (roughly) holds between $|S|H_k^\nu(S)$ and $|S|H_0^\nu(S)$. Thus we get the generalized version of Theorem 6, which, intuitively, says that we can construct strings whose mean of entropies can be arbitrarily large with respect to $H_k(S)$.  

Sketch of the Proof of Lemma 16. We skip the calculations, as they are almost the same as in the proof of Lemma 10, the only difference is that we use different bounds for $|S|_w^\sigma$ (and so for $l_w$), i.e. for $w$ such that $|S|_w^\sigma > 0$ we have (by Lemma 15):

$$|S|_w^\sigma = \begin{cases} \frac{n}{\sigma^{\gamma(w)}} & \text{for } |w| \leq k \\ \frac{n}{\sigma^{\gamma(|w|/r) + (r-1)/r}} & \text{for } k < |w| \leq z \end{cases}.$$
Proof of Theorem 17. The proof is similar to the one of Theorem 6: we take the string from Lemma 16 and apply Lemma 7 to change from cyclic entropy to entropy.

Proof of Corollary 14. We show that Lemma 16 implies Corollary 14. We construct the family of strings as following: fix $l$ such that $k = \frac{\alpha}{(1-\alpha)\cdot r} (l+1)$ is a natural number. Construct the string $S$ from Lemma 15, its length is $\sigma^{k+1}$.

As $r$ and $\alpha$ are fixed and $k$ is an increasing function of $l$, for sufficiently large $l$ we have $\alpha \log_\sigma |S| \leq \log_\sigma |S| - \frac{1}{2}$, as this is equivalent to $\frac{1}{2} \leq (1-\alpha)(k+\frac{1}{r})$. This means we can construct the family of strings from Lemma 15 for parameter $k$. By easy calculation

$$
\alpha \log_\sigma |S| = \alpha \left( k + \frac{l+1}{r} \right)
= \alpha \left( \frac{\alpha}{1-\alpha} \cdot \frac{l+1}{r} + \frac{l+1}{r} \right)
= \alpha \cdot \frac{\alpha + (1-\alpha) \cdot l + 1}{1-\alpha} \cdot \frac{1}{r}
= \alpha \cdot \frac{1}{1-\alpha} \cdot \frac{l + 1}{r}
= k,
$$
as desired. Thus $\frac{k}{\alpha} = \log_\sigma |S| = k + \frac{l+1}{r}$. Define $z = k + l + 1$ as in Lemma 16; again by easy calculations $z = k + kr/\alpha - kr = kr/\alpha - k(r-1)$.

To prove that $A$ cannot perform better than $\frac{1}{1-\alpha} |S| H_k(S) + o(|S| \log \sigma)$ we lower bound the ratio of $A$’s output, i.e. $|Y_S| H_0(Y_S)$, and $|S| H_k(S)$ by $\frac{1}{1-\alpha}$. We estimate the former by Lemma 16 and use the same estimation on $|Y_S| \log \frac{|S|}{|Y_S|}$ as in the proof of Theorem 11, i.e. $|Y_S| \log \frac{|S|}{|Y_S|} \leq \lambda |S|$, $\lambda = 0.54$:

$$
|Y_S| H_0(Y_S) \geq \frac{|S|(z + (r-1)k)}{r \cdot z} \log \sigma - |Y_S| \log \frac{|S|}{|Y_S|}
\geq \frac{|S|(z + (r-1)k)}{r \cdot z} \log \sigma - \lambda |S|.
$$

(10)

On the other hand, by Theorem 17 we have that:

$$
|S| H_k(S) \leq \frac{\log_\sigma |S|}{r}.
$$

(11)

Combining these two we obtain:

$$
\frac{|Y_S| H_0(Y_S)}{|S| H_k(S)} \geq \frac{|Y_S| H_0(Y_S)}{(|S| \log \sigma)/r} \quad \text{by (11)}
\geq \frac{z + (r-1)k}{z} = \frac{\lambda |S| r}{|S| \log \sigma} \quad \text{by (10)}
\geq \frac{kr/\alpha - k(r-1)}{kr/\alpha - k(r-1)} - \frac{\lambda |S| r}{|S| r p} \quad \text{as } z = kr/\alpha - k(r-1), \log \sigma = rp
= \frac{r/\alpha - (r-1)}{r/\alpha - (r-1)} - \lambda / p
= \frac{1}{1 - \alpha \cdot \frac{r-1}{r}} - \lambda / p.
$$

(12)
Now, if $A$ achieves $\beta |S|H_k(S) + f(|S| \log \sigma)$ bits, for some $f(m) \in o(m)$, and as $|Y_S|H_0(Y_S)$ lower bounds the output size for natural parsers, we have:

$$\frac{|Y_S|H_0(Y_S)}{|S|H_k(S)} \leq \beta + \frac{f(|S| \log \sigma)}{|S|H_k(S)}$$

$$\leq \beta + \frac{f(|S| \log \sigma)}{|S| \log \sigma - O(k \log |S|)} \quad \text{by Theorem 17}$$

$$= \beta + \frac{rf(|S| \log \sigma)}{|S| \log \sigma - O(rk \log |S|)}$$

(13)

Combining (12) and (13) yields a lower bound on $\beta$:

$$\beta \geq \frac{1}{1 - \alpha \cdot \left(\frac{r-1}{r}\right)} - \lambda/p - \frac{rf(|S| \log \sigma)}{|S| \log \sigma - O(rk \log |S|)}$$

(14)

Now, fix $r$ and set $p = r$ in (14), this in particular makes $\sigma$ fixed as well. Consider the last term in (14), i.e. $rf(|S| \log \sigma)/|S| \log \sigma - O(rk \log |S|)$. When $|S| \to \infty$, we have $rk \log |S| = o(|S| \log \sigma)$ and so $f(|S| \log \sigma)/|S| \log \sigma$ is arbitrarily small. Thus this term vanishes when $|S| \to \infty$ and so $\beta$ has to be at least

$$\beta \geq \frac{1}{1 - \alpha \cdot \left(\frac{r-1}{r}\right)} - \lambda/r.$$ 

This holds for any $r$, so also for the limit with $r \to \infty$, and so

$$\beta \geq \frac{1}{1 - \alpha},$$

as claimed. \qed
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Abstract
The Burrows-Wheeler Transform is a string transformation that plays a fundamental role for the design of self-indexing compressed data structures. Over the years, researchers have successfully extended this transformation outside the domains of strings. However, efforts to find non-trivial alternatives of the original, now 25 years old, Burrows-Wheeler string transformation have met limited success. In this paper we bring new lymph to this area by introducing a whole new family of transformations that have all the “myriad virtues” of the BWT: they can be computed and inverted in linear time, they produce provably highly compressible strings, and they support linear time pattern search directly on the transformed string. This new family is a special case of a more general class of transformations based on context adaptive alphabet orderings, a concept introduced here. This more general class includes also the Alternating BWT, another invertible string transforms recently introduced in connection with a generalization of Lyndon words.
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1 Introduction
The Burrows Wheeler Transform [2] (BWT) is a string transformation that had a revolutionary impact in the design of succinct or compressed data structures. Originally proposed as a tool for text compression, shortly after its introduction [9] it has been shown that, in addition to making easier to represent a string in space close to its entropy, it also makes easier to search for pattern occurrences in the original string. After this discovery, data transformations inspired by the BWT have been proposed for compactly representing and search other
combinatorial objects such as: trees, graphs, finite automata, and even string alignments. See [11] for an attempt to unify some of these results and [25] for an in-depth treatment of the field of compact data structures.

Going back to the original Burrows-Wheeler string transformation, we can summarize its salient features as follows: 1) it can be computed and inverted in linear time, 2) it produces strings which are provably compressible in terms of the high order entropy of the input, 3) it supports pattern search directly on the transformed string in time proportional to the pattern length. It is the combination of these three properties that makes the BWT a fundamental tool for the design of compressed self-indices. In Section 2 we review these properties and also the many attempts to modify the original design. However, we recall that, despite more than twenty years of intense scrutiny, the only non trivial known BWT variant that fully satisfies properties 1–3 is the Alternating BWT (ABWT). The ABWT has been introduced in [13] in the field of combinatorics of words and its basic algorithmic properties have been described in [15].

In this paper we introduce a new whole family of transformations that satisfy properties 1–3 and can therefore replace the BWT in the construction of compressed self-indices with the same time efficiency of the original BWT and the potential of achieving better compression. We show that our family, supporting linear time computation, inversion, and search, is a special case of a much larger class of transformations that also satisfy properties 1–3 except that, in the general case, inversion and pattern search may take quadratic time. Our larger class includes as special cases also the BWT and the ABWT and therefore it constitutes a natural candidate for the study of additional properties shared by all known BWT variants.

More in detail, in Section 3 we describe a class of string transformations based on context adaptive alphabet orderings. The main feature of the above class of transformations is that, in the rotation sorting phase, we use alphabet orderings that depend on the context (i.e., the longest common prefix of the rotations being compared). In Section 4 we consider the subclass of transformations based on local orderings. In this subclass, the alphabet orderings only depend on a constant portion of the context. We prove that local ordering transformations can be inverted in linear time, and that pattern search in the transformed string takes time proportional to the pattern length. Thus, these transformations have the same properties 1–3 that were so far prerogative of the BWT and ABWT.

Having now at our disposal a wide class of string transformations with the same remarkable properties of the BWT, it is natural to use them to improve BWT-based data structures by selecting the one more suitable for the task. In this paper we initiate this study by considering the problem of selecting the BWT variant that minimizes the number of runs in the transformed string. The motivation is that data centers often store highly repetitive collections, such as genome databases, source code repositories, and versioned text collections. For such highly repetitive collections there is theoretical and practical evidence that the entropy underestimates the compressibility of the collection and much better compression ratios are obtained exploiting runs of equal symbols in the BWT [4, 12, 18, 19, 21, 22, 23]. In Section 5 we show that, for constant size alphabet, for the most general class of transformations considered in this paper, the BWT variant that minimizes the number of runs can be found in linear time using a dynamic programming algorithm.

2 Notation and background

Let $\Sigma = \{c_1, c_2, \ldots, c_\sigma\}$ be a finite ordered alphabet of size $\sigma$ with $c_1 < c_2 < \cdots < c_\sigma$, where $<$ denotes the standard lexicographic order. We denote by $\Sigma^*$ the set of strings over $\Sigma$. Given a string $x = x_1x_2\cdots x_n \in \Sigma^*$ we denote by $|x|$ its length $n$. We use $\epsilon$ to denote the empty string.
A factor of \( x \) is written as \( x[i,j] = x_i \cdots x_j \) with \( 1 \leq i \leq j \leq n \). A factor of type \( x[1,j] \) is called a prefix, while a factor of type \( x[i,n] \) is called a suffix. The \( i \)-th symbol in \( x \) is denoted by \( x[i] \). Two strings \( x, y \in \Sigma^* \) are called conjugate, if \( x = uy \) and \( y = vu \), where \( u, v \in \Sigma^* \). We also say that \( x \) is a cyclic rotation of \( y \). A string \( x \) is primitive if all its cyclic rotations are distinct. Given a string \( x \) and \( c \in \Sigma \), we write \( \text{rank}_c(x,i) \) to denote the number of occurrences of \( c \) in \( x[1,i] \), and \( \text{select}_c(x,j) \) to denote the position of the \( j \)-th \( c \) in \( x \).

Given a primitive string \( s \), we consider the matrix of all its cyclic rotations sorted in lexicographic order. Note that the rotations are all distinct by the primitivity of \( s \). The last column of the matrix is called the Burrows-Wheeler Transform of the string \( s \) and it is denoted by \( \text{BWT}(s) \) (see Figure 1 (left)). The BWT can be computed in \( \mathcal{O}(|s|) \) time using any algorithm for Suffix Array construction [16, 17]. It is shown in [2] that \( \text{BWT}(s) \) is always a permutation of \( s \), and that there exists a linear time procedure to recover \( s \) given \( \text{BWT}(s) \) and the position \( I \) of \( s \) in the rotations matrix (it is \( I = 2 \) in Figure 1 (left)).

The BWT has been introduced as a data compression tool: it was empirically observed that \( \text{BWT}(s) \) usually contains long runs of equal symbols. This notion was later mathematically formalized in terms of the empirical entropy of the input string [8, 24]. For \( k \geq 0 \), the \( k \)-th order empirical entropy of a string \( x \), denoted as \( H_k(x) \), is a lower bound to the compression ratio of any algorithm that encodes each symbol of \( x \) using a codeword that only depends on the \( k \) symbols preceding it in \( x \). The simplest compressors, such as Huffman coding, in which the code of a symbol does not depend on the previous symbols, typically achieve a (modest) compression bounded in terms of the zeroth-order entropy \( H_0 \). This class of compressors are referred to as memoryless compressors.

It is proven in [8, Theorem 5.4] that the informal statement “the output of the BWT is highly compressible” can be formally restated saying that \( \text{BWT}(s) \) can be compressed up to \( H_k(s) \), for any \( k > 0 \), using any tool able to compress up to the zeroth-order entropy. In other words, after applying the BWT we can achieve high order compression using a simple (and fast) memoryless compressor. This property is often referred to as the “boosting” property of the BWT. Another remarkable property of the BWT is that it can be used to build compressed indices. It is shown in [10] how to compute the number of occurrences of a pattern \( x \) in \( s \) in \( \mathcal{O}(t_R|x|) \) time, where \( t_R \) is the cost of executing a rank query over \( \text{BWT}(s) \). This result has spurred a great interest in data structures representing compactly a string \( x \) and efficiently supporting the queries rank, select, and access (return \( x[i] \) given \( i \), which is a nontrivial operation when \( x \) is represented in compressed form) and there are now many alternative solutions with different trade-offs. In this paper we assume a RAM model with word size \( w \) and an alphabet of size \( \sigma = w^{O(1)} \). Under this assumption we make use of the following result (Theorem 7 in [1]).

\begin{itemize}
  \item \textbf{Theorem 1.} Let \( s \) denote a string over an alphabet of size \( \sigma = w^{O(1)} \). We can represent \( s \) in \( |s|H_0(s) + o(|s|) \) bits and support constant time rank, select, and access queries.
\end{itemize}

The properties of the BWT of being compressible and searchable combine nicely to give us indexing capabilities in compressed space. Indeed, combining a zero order representation supporting rank, select, and access queries with the boosting property of the BWT, we obtain a full text self-index for \( s \) that uses space bounded by \( |s|H_k(s) + o(|s|) \) bits; see [10, 20, 25, 26] for further details on these results and on the field of compressed data structures and algorithms that originated from this area of research.

2.1 Known BWT variants

We observed that the salient features of the Burrows-Wheeler transformation can be summarized as follows: \textbf{1}) it can be computed and inverted in linear time, \textbf{2}) it produces strings which are provably compressible in terms of the high order entropy of the input, \textbf{3}) it supports
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The original BWT matrix for the string $s = aabaaabac$ (left), and the ABWT matrix of cyclic rotations sorted using the alternating lexicographic order (right). In both matrices the horizontal arrow marks the position of the original string $s$, and the last column $L$ is the output of the transformation.

The algorithmic properties of the BWT and ABWT are compared in [15]. It is shown that they can be both computed and inverted in linear time and that their main difference is in the definition of the LF-map, i.e. the correspondence between the characters in the first
3 BWTs based on Context Adaptive Alphabet Orderings

In this section we introduce a class of string transformations that generalize the BWT in a very natural way. Given a primitive string $s$, as in the original BWT definition, we consider the matrix containing all its cyclic rotations. In the original BWT the matrix rows are sorted according to the standard lexicographic order. We generalize this concept by sorting the rows using an ordering that depends on their common context, i.e., their common prefix. Formally, for each string $x$ that prefixes two or more rows, we assume that an ordering $\pi_x$ is defined on the symbols of $\Sigma$. When comparing two rows which are both prefixed by $x$, their relative rank is determined by the ordering $\pi_x$. Once the matrix rows have been ordered with this procedure, the output of the transformation is the last column of the matrix as in the original BWT. Thus, these BWT variants are based on context adaptive alphabet orderings. For simplicity in the following we call them context adaptive BWTs.

An example is shown in Figure 2: the ordering associated to the empty string $\epsilon$ is $\pi_\epsilon = (b, a, c)$ so, among the rows that have no common prefix, first we have those starting with $b$, then those starting with $a$, and finally the one starting with $c$. Since $\pi_a = (c, a, b)$, among the rows which have $a$ as their common prefix, first we have the ones starting with $c$, then the ones starting with $a$, followed by the ones starting with $b$. The complete ordering of the rows is established in a similar way on the basis of the orderings $\pi_x$.

We denote by $M_\ast(s)$ the matrix obtained using this generalized sorting procedure, and by $L = BWT_\ast(s)$ the last column of $M_\ast(s)$. Clearly $L$ depends on $s$ and the ordering used for each common prefix. Since we can arbitrarily choose an alphabet ordering for any substring $x$ of $s$, and there are $\sigma!$ orderings to choose from, our definition includes a very large number of string transformations. This class of transformations has been mentioned in [8, Sect. 5.2].
under the name of string permutations realized by a Suffix Tree (the definition in [8] is slightly more general; for example it includes the bounded context BWT, which is not included in our class). Indeed, if the input string $s$ has a unique end-of-string terminator, one can easily see that these transformations can be obtained assigning an ordering to the children of each node of the suffix tree of $s$.

Although in [8] the authors could not prove the invertibility of context adaptive transformations, which we do in Section 3.2, they observed that their relationship with the suffix tree has two important consequences: 1) they can be computed in $O(n \log \sigma)$ time with a proper suffix tree visit (see Figure 3), and 2) they provably produce highly compressible strings, i.e., they have the “boosting” property of transforming a zeroth order compressor into a $k$-th order compressor.

To see that the generalized BWTs can be computed in $O(n \log \sigma)$ time consider first the simpler case in which the string $s$ has a unique end-of-string terminator. To build $L = BWT_s(s)$ we first build the suffix tree for $s$. Then, we visit the suffix tree in depth first order except that when we reach a node $u$ (including the root), we sort its outgoing edges according to their first characters using the permutation associated to the string $u_x$ labeling the path from the root to $u$. During such visit, each time we reach a leaf we write the symbol associated to it: the resulting string is exactly $L = BWT_s(s)$. The above argument also shows that the number of permutations required to define a generalized BWT on a fixed string $s$ is at most $|s|$, i.e. the number of internal suffix tree nodes. If $s$ doesn’t have a unique terminator, the argument is analogous except that we replace the suffix tree with the compressed trie containing all the cyclic rotations of $s$. To see that generalized BWTs have the boosting property we observe that the proof for the BWT (Theorem 5.4 in [8]) is based on structural properties of the suffix tree, and can be repeated verbatim for the generalized BWTs.

Summing up, context adaptive transformations generalize the BWT in two important aspects: efficient (linear time in $n$) computation and compressibility. In [8] the only known instances of reversible suffix tree induced transformations were the original BWT and the bounded context BWT. In the following, we prove that all context adaptive BWTs defined above are invertible. Interestingly, to prove invertibility we first establish another important property of these transformations, namely that they can be used to count the number of occurrences of a pattern in $s$, which is another fundamental property of the original BWT.
We conclude this section observing that both the BWT and ABWT belong to the class we have just defined. To get the BWT we trivially define \( \pi_x \) to be the standard \( \Sigma \) ordering for every \( x \), to get the ABWT we define \( \pi_x \) to be the standard \( \Sigma \) ordering for every \( x \) with \(|x|\) even, and the reverse ordering for \( \Sigma \) for every \( x \) with \(|x|\) odd. Indeed in the full paper we will show that the complete class of transformations studied in [15] is a subclass of context adaptive transformations.

### 3.1 Counting occurrences of patterns in Context Adaptive BWTs

Let \( L = \text{BWT}_s(s) \) denote a context adaptive BWT. In the following we assume that \( L \) is enriched with data structures supporting constant time rank queries as in Theorem 1. In this section we show that given \( L \) and the set of alphabet permutations used to build \( M_\sigma(s) \) then, for each string \( x \), we can determine in \( \mathcal{O}(|\sigma|^2) \) time the set of \( M_\sigma(s) \) rows prefixed by \( x \). We preliminary observe that by construction this set of rows, if non-empty, form a contiguous range inside \( M_\sigma(s) \). This observation justifies the following definitions.

\[ \text{Definition 2.} \quad \text{Given a string } x, \text{ we denote by } R[x] = [b_x, \ell_x] \text{ the range of rows of } M_\sigma(s) \text{ prefixed by } x. \text{ More precisely, if } R[x] = [b_x, \ell_x], \text{ then row } i \text{ is prefixed by } x \text{ if and only if it is } b_x \leq i < b_x + \ell_x. \text{ If no rows are prefixed } x \text{ we set } R[x] = [0, 0]. \text{ Note that } \ell_x \text{ is the number of occurrences of } x \text{ in the circular string } s. \]

For technical reasons, given \( x \), we are also interested in the set of rows prefixed by the strings \( xc \) as \( c \) varies in \( \Sigma \). Clearly, these sets of rows are consecutive in \( M_\sigma(s) \) and their union coincides with \( R[x] \).

\[ \text{Definition 3.} \quad \text{Given a string } x, \text{ we denote by } R^*[x] \text{ the set of } \sigma + 1 \text{ integers } [b_x, \ell_1, \ell_2, \ldots, \ell_\sigma] \text{ such that } b_x \text{ is the lower extreme of } R[x] \text{ and, for } i = 1, \ldots, \sigma, \ell_i \text{ is the number of rows of } M_\sigma(s) \text{ prefixed by } xc_i. \]

Since \( R[x] \) is the union of the ranges \( R[xc] \) for \( c \in \Sigma \), we have that if \( R^*[x] = [b_x, \ell_1, \ell_2, \ldots, \ell_\sigma] \), then \( R[x] = [b_x, \sum_{i=1}^\sigma \ell_i] \). Note also that the ordering of the ranges \( R[xc] \) within \( R[x] \) is determined by the permutation \( \pi_x \). As observed in Section 2, we can assume that \( L \) supports constant time rank queries. This implies that in constant time we are also able to count the number of occurrences of a symbol \( c \) inside a substring \( L[i, j] \).

\[ \text{Lemma 4.} \quad \text{Given } R^*[x] \text{ and the permutation } \pi_x, \text{ the set of values } R[xc_i] \text{ for all } c_i \in \Sigma \text{ can be computed in } \mathcal{O}(\sigma) \text{ time.} \]

**Proof.** If \( R^*[x] = [b_x, \ell_1, \ell_2, \ldots, \ell_\sigma] \) then \( R[xc_i] = [b, \ell] \) with

\[ b = b_x + \sum_j \ell_j, \quad \ell = \ell_i \quad (1) \]

where the summation in (1) is done over all \( j \in \{1, 2, \ldots, \sigma\} \) such that \( c_j \) is smaller than \( c_i \) according to the permutation \( \pi_x \).

\[ \text{Lemma 5.} \quad \text{Let } x = x_1x_2 \cdots x_m \text{ be any length-} m \text{ string with } m > 1. \text{ Then, given } R^*[x_1 \cdots x_{m-1}] \text{ and } R^*[x_2 \cdots x_m], \text{ the set of values } R^*[x_1 \cdots x_m] \text{ can be computed in } \mathcal{O}(\sigma) \text{ time.} \]

**Proof.** By Lemma 4, given \( R^*[x_1 \cdots x_{m-1}] \) and \( x_m \), we can compute \( R[x_1 \cdots x_m] = [b_x, \ell_x] \).

In order to compute \( R^*[x_1 \cdots x_m] \), we additionally need the number of rows prefixed by \( x_1x_2 \cdots x_mc \), for any \( c \in \Sigma \). These numbers can be obtained by first computing the ranges.
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$R[x_1 \cdots x_m]$ using again Lemma 4, and then counting the number of rows prefixed by $x_1 x_2 \cdots x_m$, counting the number of $x_1$ in the portions of $L$ corresponding to each range $R[x_1 \cdots x_m]$. The counting takes $O(\sigma)$ time since we are assuming $L$ supports constant time rank as in Theorem 1.

▶ Theorem 6. Suppose we are given $BWT_\pi(s)$ with constant time rank support, and the set of permutations used to compute the matrix $M_\pi(s)$. Then, given any string $x = x_1 x_2 \cdots x_p$, the range of rows $R[x]$ prefixed by $x$ can be computed in $O(p^2 \sigma)$ time and $O(\sigma p)$ space.

Proof. We need to compute $R[x_1 x_2 \cdots x_p]$. To this end we consider the following scheme, inspired by the Newton finite difference formula:

\begin{align*}
R^*[x_1] & \quad R^*[x_1 x_2] \quad R^*[x_1 x_2 x_3] \quad \cdots \quad R^*[x_1 x_2 \cdots x_p] \\
R^*[x_2] & \quad R^*[x_2 x_3] \quad R^*[x_2 x_3 x_4] \quad \cdots \quad R^*[x_2 x_p] \\
R^*[x_3] & \quad R^*[x_3 x_4] \quad \cdots \\
& \quad \vdots \\
R^*[x_p] & \\
\end{align*}

Using Lemma 5 we can compute $R^*[x_i \cdots x_j]$ given $R^*[x_i \cdots x_{j-1}]$ and $R^*[x_{i+1} \cdots x_j]$. Thus, from two consecutive entries in the same column we can compute one entry in the following column. To compute $R[x_1 x_2 \cdots x_p]$ we can for example perform the computation bottom-up, proceeding row by row. In this case we are essentially computing the ranges corresponding to $x_p$, $x_p-1 x_p$, $x_p-2 x_p-1 x_p$ and so on, in a sort of backward search. However, we can also perform the computation top down, diagonal by diagonal, and in this case we are computing the ranges corresponding to $x_1$, $x_1 x_2$, and so on up to $x_1 \cdots x_p$. In both cases, the information we need to store from one iteration to the next is $O(p)$ $R^*[\cdot]$ values, which take $O(\sigma p)$ words. By Lemma 5, the computation of each value takes $O(\sigma)$ time so the overall complexity is $O(\sigma p^2)$ time.

3.2 Inverting Context Adaptive BWTs

We now show that the machinery we set up for counting occurrences can be used to retrieve $s$ given $BWT_\pi(s)$, thus to invert any context adaptive BWT.

▶ Lemma 7. Given $R^*[x] = [b_x, \ell_1, \ell_2, \ldots, \ell_\sigma]$ and a row index $i$ with $b_x \leq i < b_x + \sum_{j=1}^\sigma \ell_j$, the $(|x| + 1)$-st character of row $i$ can be computed in $O(\sigma)$ time.

Proof. Let $\rho_1, \ldots, \rho_\sigma$ denote the alphabet symbol reordered according to the permutation $\pi_x$, and let $\ell_1', \ldots, \ell_\sigma'$ denote the values $\ell_1, \ldots, \ell_\sigma$ reordered according to the same permutation. Since $i \in R[x]$, row $i$ is prefixed by $x$. Since the rows prefixed by $x$ are sorted in their $(|x| + 1)$-st position according to $\pi_x$, the $(|x| + 1)$-st symbol of row $i$ is the symbol $\rho_j$ such that

\[ b_x + \sum_{1 \leq h < j} \ell'_h \leq i < b_x + \sum_{1 \leq h \leq j} \ell'_h \]

▶ Theorem 8. Given $BWT_\pi(s)$ with constant time rank support, the permutations $\pi_x$ used to build the matrix $M_\pi(s)$, and the row index $i$ containing $s$ in $M_\pi(s)$, the original string $s$ can be recovered in $O(\sigma |s|^2)$ time and $O(\sigma |s|)$ working space.
Proof. Let \( s = s_1s_2 \cdots s_n \). From \( \text{BWT}_s(\sigma) \), in \( \mathcal{O}(n) \) time we retrieve the number of occurrences of each character in \( s \) and hence the ranges \( R[c_1], R[c_2], \ldots, R[c_\sigma] \). From those and the row index \( i \), we retrieve \( s \)'s first character \( s_1 \). Next, counting the number of occurrences of \( s_1 \) in the ranges of \( \text{BWT}_s(\sigma) \) corresponding to \( R[c_1], R[c_2], \ldots, R[c_\sigma] \), we compute \( R^*[s_1] \).

Finally, we show by induction that, for \( m = 1, \ldots, n-1 \), given \( R^*[s_1s_2 \cdots s_m] \), we can retrieve \( s_{m+1} \) and \( R^*[s_1s_2 \cdots s_{m+1}] \) in \( \mathcal{O}(m\sigma) \) time. By Lemma 7, from \( R^*[s_1s_2 \cdots s_m] \) and \( i \) we retrieve \( s_{m+1} \). Next, assuming we maintained the ranges \( R^*[s_j \cdots s_m] \), for \( j = 1, \ldots, m \) we can compute \( R^*[s_j \cdots s_{m+1}] \) adding one diagonal to the scheme shown in the proof of Theorem 6. By Lemma 5, the overall cost is \( \mathcal{O}(\sigma |s|^2) \) as claimed.

4 BWTs based on local orderings

In our definition of context adaptive transformation, the alphabet ordering \( \pi_x \), associated to \( x \) can depend on the whole string \( x \); in this sense the context has full memory. In this section we consider transformations in which the context has a bounded memory, in that it only depends on the last \( k \) symbols of \( x \), where \( k \) is fixed. In the following we refer to these string transformations as BWTs based on local orderings.

We start by analyzing the case \( k = 1 \). For such local ordering transformations the matrix \( M_\sigma(s) \) depends on only \( \sigma + 1 \) alphabet orderings: one for each symbol plus the one used to sort the first column of \( M_\sigma(s) \). The following lemma establishes an important property of local ordering transformations.

\[ \text{Lemma 9.} \quad \text{If } M_\sigma(s) \text{ is based on a local ordering, then for any pair of characters } x_1, x_2 \text{ there is an order preserving bijection between the set of rows starting with } x_1x_2 \text{ and the set of rows starting with } x_2 \text{ and ending with } x_1. \]

Proof. Note that both sets of rows contain a number of elements equal to the number of occurrences of \( x_1x_2 \) in the circular string \( s \). In the following, we write \( s[i \cdots] \) to denote the cyclic rotation of \( s \) starting with \( s[i] \). Assume that rotations \( s[i \cdots] \) and \( s[j \cdots] \) both start with \( x_2 \) and end with \( x_1 \) and let \( h \) denote the first column in which the two rotations differ. Rotation \( s[i \cdots] \) precedes \( s[j \cdots] \) in \( M_\sigma(s) \) if and only if \( s[i+h] \) is smaller than \( s[j+h] \) according to the alphabet ordering associated to symbol \( s[i+h-1] = s[j+h-1] \). The two rotations \( s[i-1 \cdots] \) and \( s[j-1 \cdots] \) both start with \( x_1x_2 \) and their relative position also depends on the relative ranks of \( s[i+h] \) and \( s[j+h] \) according to the alphabet ordering associated to symbol \( s[i+h-1] = s[j+h-1] \). Hence the relative order of \( s[i-1 \cdots] \) and \( s[j-1 \cdots] \) is the same as the one of \( s[i \cdots] \) and \( s[j \cdots] \).

Armed with the above lemma, we now show that for local ordering transformations we can establish much stronger results than the one provided in Section 3.1.

\[ \text{Lemma 10.} \quad \text{Suppose } \text{BWT}_s(\sigma) \text{ supports constant time rank queries. Let } x = x_1x_2 \cdots x_m \text{ be any length-}m \text{ string with } m > 1. \text{ Then, given } R[x_1x_2], R[x_2] \text{ and } R[x_2 \cdots x_m], \text{ the value } R[x_1 \cdots x_m] \text{ can be computed in } \mathcal{O}(1) \text{ time.} \]

Proof. By Lemma 9 there is an order preserving bijection between the rows in \( R[x_1x_2] \) and those in \( R[x_2] \) ending with \( x_1 \). In this bijection, the rows in \( R[x_1 \cdots x_m] \) correspond to those in \( R[x_2 \cdots x_m] \) ending with \( x_1 \). Hence, if, among the rows starting with \( x_2 \) and ending with \( x_1 \), those prefixed by \( x_2 \cdots x_m \) are in positions \( r, r+1, \ldots, r+h \), then, among the rows starting with \( x_1x_2 \), those prefixed by \( x_1x_2 \cdots x_m \) are in positions \( r, r+1, \ldots, r+h \).
Theorem 11. Suppose BWT\(_x\)(s) is based on a local ordering and supports constant time rank queries. After a O(\(\sigma^2\)) time preprocessing, given any string \(x = x_1x_2\cdots x_p\), the range of rows prefixed by \(x\) can be computed in O(p) time and O(p) space.

Proof. We reason as in the proof of Theorem 6, except that because of Lemma 10 we can work with R\(_\tau\) instead of R\(_\pi\) and we only need to compute the first two columns and the diagonal. In the preprocessing step, we compute R\(_{[c]}\) and R\(_{[c,c]}\) for any pair \((c_i,c_j) \in \Sigma^2\). During the search phase, we compute each diagonal entry in constant time.

Another immediate consequence of Lemma 9 is that we can efficiently “move back in the text” as in the original BWT. Note this operation is the base for BWT inversion and for snippet extraction and locate operations on FM-indices [10].

Lemma 12. Suppose BWT\(_x\)(s) is based on a local ordering and supports constant time rank and access queries. Then, after a O(\(\sigma^2\)) time preprocessing, given a row index \(i\) we can compute in O(1) time the index of the row obtained from the \(i\)-th row with a circular right shift by one position.

Proof. Compute the first and last symbol of row \(i\) and then apply Lemma 9.

Corollary 13. If BWT\(_x\)(s) is based on a local ordering and supports constant time rank and access queries, BWT\(_x\)(s) can be inverted in O(\(\sigma^2 + |s|\)) time and O(\(\sigma^2\)) working space.

In the full paper we will show that bounded context adaptive BWTs can be generalized to the case in which the ordering \(\pi_x\) depends only on the last \(k > 1\) symbols of \(x\). Search and inversion can still be performed in linear time with the only difference that preprocessing now takes O(\(\sigma^{k+1}\)) time and space.

5 Run minimization problem

In this section we consider the following problem: given a string \(s\) and a class of BWT variants, find the variant that minimizes the number of runs in the transformed string. As we mentioned in the introduction this problem is relevant for the compression of highly repetitive collections.

We consider the general class of context adaptive BWTs described in Section 3. In this class we can select an alphabet ordering \(\pi_x\) independently for every substring \(x\). However, it is easy to see that the only orderings that influence the output of the transform are those associated to strings corresponding to the internal nodes of the suffix tree of \(s\). Given a suffix tree node \(v\) we denote by bw\(_v\) the multiset of symbols associated to the leaves in the subtree rooted at \(v\). We say that a string \(z_v\) is a feasible arrangement of bw\(_v\) if we can reorder the nodes in the subtree rooted at \(v\) so that \(z_v\) is obtained reading left to right the symbols in the reordered subtree. For example, in the suffix tree of Figure 3 (left), if \(v\) is the internal node with upward path aa it is bw\(_v\) = \{a, b, c\} and bac, bca, abc, cab are feasible arrangements of bw\(_v\), while abc and cba are not feasible arrangements. If \(\tau\) is the suffix tree root, using the above notation our problem becomes that of finding the feasible arrangement of bw\(_\tau\) with the minimal number of runs. For constant alphabets the following theorem, proven in the Appendix, shows that the optimal arrangement can be found in linear time using dynamic programming.

Theorem 14. Given a string \(s\) over a constant size alphabet, the context adaptive transformation BWT\(_x\) minimizing the number of runs in BWT\(_x\)(s) can be found in O(|\(s|\)) time.
Problem. Let Opt denote the minimal number of runs. We show how to compute Opt with a dynamic programming algorithm; the computation of the alphabet orderings giving Opt is done using standard techniques. For each suffix tree node \( v \) and pairs of symbols \( c_i, c_j \) let \( \rho(v, c_i, c_j) \) denote the minimal number of runs among all feasible arrangements of \( bw(v) \) starting with \( c_i \) and ending with \( c_j \). Clearly, if \( \tau \) is the suffix tree root, then \( Opt = \min_{i,j} \rho(\tau, c_i, c_j) \).

For each leaf \( \ell \) it is \( \rho(\ell, c_i, c_j) = 1 \) if \( c_i = c_j = bw(\ell) \) and \( \rho(\ell, c_i, c_j) = \infty \) otherwise. We need to show how to compute, for each internal node \( v \), the \( \sigma^2 \) values \( \rho(v, c_i, c_j) \) for \( c_i, c_j \) in \( \Sigma \), given the, up to \( \sigma^2 \) values, \( \rho(w_k, c_\ell, c_m) \), \( k = 1, \ldots, h \), where \( w_1, \ldots, w_h \) are the children of \( v \). To this end, we show that for each ordering \( \pi \) of \( w_1, \ldots, w_h \) we can compute in constant time the minimal number of runs among all the feasible arrangements of \( bw(v) \) starting with \( c_i \) and ending with \( c_j \) and with the additional constraint that \( v \)'s children are ordered according to \( \pi \).

To simplify the notation assume \( w_1, \ldots, w_h \) have been already reordered according to \( \pi \). For \( k = 1, \ldots, h \) let \( M_\pi[k, c_\ell, c_m] \) denote the minimal number of runs among all strings \( x \) such that \( x = y_1 \cdots y_k \) where \( y_t \), for \( t = 1, \ldots, k \), is a feasible arrangement of \( bw(w_t) \), and with the additional constraints that \( y_1 \) starts with \( c_\ell \) and \( y_k \) ends with \( c_m \). We have

\[
M_\pi[1, c_\ell, c_m] = \rho(w_1, c_\ell, c_m)
\]

and for \( k = 2, \ldots, h \)

\[
M_\pi[k, c_\ell, c_m] = \min_{i,j} \left( M_\pi[k-1, c_i, c_j] + \rho(w_k, c_j, c_m) - \delta_{ij} \right)
\]

where \( \delta_{ij} = 1 \) if \( i = j \) and 0 otherwise. Essentially, (2) states that to find the minimal number of runs for \( w_1, \ldots, w_h \) we consider all possible ways to combine an optimal solution for \( w_1, \ldots, w_{k-1} \) followed by a feasible arrangement of \( bw(w_k) \). The \( \delta_{ij} \) term comes from the fact that the number of runs in the concatenation of two strings is equal to the sum of the runs in each string, minus one if the last symbol of the first string is equal to the first symbol of the second string.

Once we have the values \( M_\pi[h, c_i, c_j] \), the desired values \( \rho(v, c_i, c_j) \) are obtained taking the minimum over all possible alphabet ordering \( \pi \).

Note that, both the assumptions on the alphabet size and the constant-time rank operations could be relaxed without affecting the correctness of the results provided in this paper, accordingly the running time increases. For instance, in Theorem 14, the algorithm runs in \( O(|s| \sigma^2) \) time, for any alphabet.

Clearly the above theorem does not immediately yield a practical compressor, since the cost of specifying the alphabet ordering at each node is likely to outweigh the advantage of minimizing the number of runs. However we notice that: 1) the optimal transformation for a string will reasonably produce good results on similar strings so we can compute and store the ordering once and use it many times, 2) since Theorem 14 holds for the most general class, it provides a lower bound for the more interesting and practical BWTs based on local orderings and the ABWT.
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Abstract

Given $d$ strings over the alphabet $\{0, 1, \ldots, \sigma - 1\}$, the classical Aho–Corasick data structure allows us to find all $occ$ occurrences of the strings in any text $T$ in $O(|T| + occ)$ time using $O(m \log m)$ bits of space, where $m$ is the number of edges in the trie containing the strings. Fix any constant $\varepsilon \in (0, 2)$. We describe a compressed solution for the problem that, provided $\sigma \leq m^\delta$ for a constant $\delta < 1$, works in $O(|T| + \varepsilon m + O(d \log \frac{m}{d}))$ bits of space, for all $0 \leq k \leq \max\{0, a \log_\sigma m - 2\}$ simultaneously, where $a \in (0, 1)$ is an arbitrary constant and $H_k$ is the $k$th-order empirical entropy of the trie. Hence, we reduce the $3.443m$ term in the space bounds of previously best succinct solutions to $(1.443 + \varepsilon)m$, thus solving an open problem posed by Belazzougui. Further, we notice that $L = \log(\sigma(m + 1)^m) - O(\log(\sigma m))$ is a worst-case space lower bound for any solution of the problem and, for $d = o(m)$ and constant $\varepsilon$, our approach allows to achieve $L + \varepsilon m$ bits of space, which gives an evidence that, for $d = o(m)$, the space of our data structure is theoretically optimal up to the $\varepsilon m$ additive term and it is hardly possible to eliminate the term $1.443m$. In addition, we refine the space analysis of previous works by proposing a more appropriate definition for $H_k$. We also simplify the construction for practice adapting the fixed block compression boosting technique, then implement our data structure, and conduct a number of experiments showing that it is comparable to the state of the art in terms of time and is superior in space.
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1 Introduction

Searching for multiple patterns in text is a fundamental stringology problem that has numerous applications, including bioinformatics [20], search engines [36], intrusion detection systems [27, 32], shortest superstring approximation [2], and others. The classical solution for the multiple pattern matching is the Aho–Corasick data structure [1], which, however, does not always fulfill space requirements of many such applications due to the rapid growth of the amounts of data in modern systems. To address this issue, several space-efficient multiple pattern matching data structures were developed in the last decade. In this paper we improve the space consumption in a state-of-the-art solution for the problem, simplify the compression method used in this solution by adapting the known fixed block compression boosting technique, and give an evidence that the achieved space is, in a sense, close to optimal; in addition, we refine the theoretical space analysis of a previous best result, and implement our construction and conduct a number of experiments showing that it is comparable to the existing practical data structures in terms of time and is superior in space. Before discussing our contribution in details, let us briefly survey known results in this topic.
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The Aho–Corasick solution builds a trie of all patterns augmented with additional structures overall occupying $O(m \log m)$ bits (hereafter, log denote logarithm with base 2), where $m$ is the number of edges in the trie, and allows us to find all occurrences of the patterns in any text $T$ in $O(|T| + occ)$ time. The $O(m \log m)$-bit space overhead imposed by this solution might be unacceptably high if one is processing large sets of patterns; for this case, several succinct and compressed data structures were developed in the last decade [3, 5, 11, 21, 22, 25, 35]. In this paper we are especially interested in the two closely related results from [3] and [21], which provide currently the best time and space bounds for the multiple pattern matching problem. In [3] Belazzougui designed a compact representation of the Aho–Corasick scheme that works in the same $O(|T| + occ)$ time but stores the trie with all additional structures in only $m \log \sigma + 3.443m + o(m) + O(d \log \frac{m}{\sigma})$ bits, where $\sigma$ is the alphabet size and $d$ is the number of patterns; in addition, he showed that the space can be improved to $mH_0 + 3.443m + o(m) + O(d \log \frac{m}{\sigma})$ bits with no slowdown provided $\sigma \leq m^\delta$ for a constant $\delta < 1$, where $H_0$ is the zeroth-order empirical entropy of the trie. In [21] Hon et al. further lowered the space to $mH_k + 3.443m + o(m) + O(d \log \frac{m}{\sigma})$ bits (again, assuming $\sigma \leq m^\delta$) by simply applying the compression boosting technique [12], where $H_k$ is the $k$th-order empirical entropy of the trie (see clarifications below) and $k$ is any fixed integer such that $0 \leq k \leq \alpha \log_m m - 1$, for arbitrary constant $\alpha \in (0, 1)$. This topic is rich with other related results, which, for instance, support dynamic modifications of the patterns [5, 10, 11], try to improve the space of his (and Hon et al.’s) result without any significant slowdown? We solve this problem affirmatively describing a data structure that, provided $\sigma \leq m^\delta$ for a constant $\delta < 1$, occupies $mH_k + 1.443m + \varepsilon m + O(d \log \frac{m}{\sigma})$ bits of space, for an arbitrarily chosen constant $\varepsilon \in (0, 2)$, and answers pattern matching queries on any text $T$ in $O(|T| \varepsilon^{-1} \log \varepsilon^{-1} + occ)$ time, which is $O(|T| + occ)$ since $\varepsilon$ is constant. Then, we notice that $L = \log (m^{(\frac{\log(m+1)}{m})} - O(\log(\sigma m)))$ is a worst-case space lower bound for any multiple pattern matching data structure and, for $d = o(m)$ and constant $\varepsilon$, our construction allows to achieve $L + \varepsilon m$ bits of space: observe that, for $\sigma = \omega(1)$, we have $L = m \log \sigma + m \log \varepsilon + o(m) \approx m \log \sigma + 1.443m + o(m)$ (see [3]), which gives an evidence that, for $d = o(m)$, our space bound is optimal up to the $\varepsilon m$ additive term and it is hardly possible to remove the term $1.443m$. In addition, we argue that the definition of $H_k$ borrowed by Hon et al. [21] from [13], denoted $H'_k$ in our paper, is not satisfactory: in particular, $H'_k$ can be greater than $\log \sigma$, which contradicts the idea of the empirical entropy ($H'_k$ was devised in [13] for a slightly different problem); we propose a more appropriate definition for $H_k$, which is not worse since $H_k \leq H'_k$, and refine the analysis of Hon et al. showing that their data structure indeed occupies $mH_k + 3.443m + o(m) + O(d \log \frac{m}{\sigma})$ bits even according to our definition of $H_k$. Further, our solution, unlike [21], does not require to fix $k$ and the space bound holds for all $k$ such that $0 \leq k \leq \max(0, \alpha \log_m m - 2)$ simultaneously; this is achieved by adapting the fixed block compression boosting technique [17, 24] to our construction, which is also better for practice than the compression boosting used in [21]. Finally, we implement our data structure and conduct a number of experiments showing that it is comparable to the state of the art in terms of time and is superior in space.

The paper is organized as follows. In the following section we introduce some basic notions and define the $k$th-order empirical entropy of tries. In Section 3 we survey the solution of Belazzougui [3]. In Section 4 we discuss compression boosting techniques and investigate the flaws of the space analysis of Hon et al. [21]. Section 5 describes our main data structure and considers space optimality. Appendix contains implementation details and experiments.
2 Preliminaries

Throughout the paper, we mainly consider strings drawn from the alphabet \( \{0, 1, \ldots, \sigma - 1\} \) of size \( \sigma \) (not necessarily constant). For a string \( s = c_0c_1 \cdots c_{n-1} \), denote by \(|s|\) its length \( n \). The reverse \( c_{n-1} \cdots c_1c_0 \) of \( s \) is denoted \( s^r \). We write \( s[i] \) for the letter \( c_i \) of \( s \) and \( s[i..j] \) for the substring \( c_ic_{i+1} \cdots c_j \), assuming \( s[i..j] \) is the empty string if \( i > j \). We say that a string \( p \) occurs in \( s \) at position \( i \) if \( s[i..i+|p|-1] = p \). A string \( p \) is called a prefix (resp., suffix) of \( s \) if \( p \) occurs in \( s \) at position 0 (resp., \(|s| - |p|\)). For integer segments, we use the following notation: \([i..j] = \{i, i+1, \ldots, j\} \), \([i..j] = [i..j] \setminus \{i\} \), \([i..j] = [i..j] \setminus \{j\} \). The set of all strings of lengths \( k \) over an alphabet \( A \) is denoted \( A^k \); we use this notation for the set \([0..\sigma]^k \). For letter \( c \), the only string of the set \( \{c\}^k \) is denoted \( e^k \).

The trie containing a set of strings \( S \) is the minimal in the number of vertices rooted tree with edges labeled by letters so that each \( s \in S \) can be spelled out on the path from the root to a vertex. For vertex \( v \), denote the string written on the path from the root to \( v \) by \( \text{str}(v) \).

The zeroth-order empirical entropy (see [26, 29]) of a string \( t \) of length \( n \) is defined as \( H_0(t) = \sum_{c \in [0..\sigma]} \frac{n_c}{n} \log \frac{n}{n_c} \), where \( n_c \) is the number of letters \( c \) in \( t \) and \( \frac{n}{n_c} \log \frac{n}{n_c} = 0 \) whenever \( n_c = 0 \). For a string \( w \) of length \( k \), let \( t_w \) be a string formed by concatenating all letters immediately following occurrences of \( w \) in the string \( S^k \), where \( S = \sigma \) is a new special letter introduced for technical convenience; e.g., \( t_{ab} = aac \) and \( t_{aabc} = bb \) for \( t = aababc \). The \( k \)-th-order empirical entropy of \( t \) is defined as \( H_k(t) = \sum_{w \in [0..\sigma]^k} \frac{|t_w|}{n} H_0(t_w) \) (see [26, 28, 29]). It is well known that \( \log \sigma \geq H_0 \geq H_1 \geq \cdots \) and \( H_k \) makes sense as a measure of string compression only for \( k < \log_{\sigma} n \) (see [15] for a deep discussion). For the sake of completeness, let us show that \( H_k \geq H_{k+1} \); this proof then can be easily adapted for the empirical entropy of tries below. Curiously, to our knowledge, all sources refer to this simple and intuitive fact as “obvious” but do not give a proof; even the original paper [29], the survey [28], and the book [30].

- **Lemma 1** (see [24, Lemma 3]). For any strings \( t_1, t_2, \ldots, t_\ell \) and the string \( t = t_1t_2 \cdots t_\ell \), we have \(|t|H_0(t) \geq \sum_{i=1}^\ell |t_i|H_0(t_i)\).

Since, without loss of generality, one can assume that \( t_w = t_{a_0}t_{a_1}w \cdots t_{a_\ell}w \), where \( a_0, \ldots, a_\ell, a_\sigma \) are all letters of \([0..\sigma]\), Lemma 1 directly implies the inequality \(|t|H_k(t) = \sum_{w \in [0..\sigma]^k} |t_w|H_0(t_w) \geq \sum_{w \in [0..\sigma]^{k+1}} |t_w|H_0(t_w) = |t|H_{k+1}(t)\) and, hence, \( H_k \geq H_{k+1} \).

By analogy, one can define the empirical entropy for tries (see also [13]). Let \( T \) be a trie with \( n \) edges over the alphabet \([0..\sigma]\). For a string \( w \) of length \( k \), denote by \( T_w \) a string formed by concatenating in an arbitrary order the letters on the edges (\( u, v \)) of \( T \) (here \( u \) is the parent of \( v \)) such that \( w \) is a suffix of \( S^k \text{str}(u) \); e.g., \( T_{ab} \) consists of all letters labeling the edges incident to the root. Then, the \( k \)-th-order empirical entropy of \( T \) is defined as \( H_k(T) = \sum_{w \in [0..\sigma]^k} \frac{|T_w|}{n} H_0(T_w) \). (Note that \( \sum_{w \in [0..\sigma]^k} |T_w| = n \).) Analogously to the case of strings, one can show that \( \log \sigma \geq H_0(T) \geq H_1(T) \geq \cdots \) and \( H_k(T) \) makes sense as a measure of compression only for \( k < \log_{\sigma} n \). For the definition of the \( k \)-th-order empirical entropy of tries as given by Hon et al. [21], see Section 4.

3 Basic Algorithm

Given a dictionary \( D \) of \( d \) patterns, the multiple pattern matching problem is to preprocess \( D \) in order to efficiently find all occurrences of the patterns in an arbitrary given text. In this section we describe for this problem the classical Aho–Corasick solution [1] and its space-efficient version developed by Belazzougui [3].
The main component of the Aho–Corasick data structure is the trie \( T \) containing \( D \). Each vertex \( v \) of the trie is augmented with the following structures (see Figure 1a):

- a flag \( \text{mark}(v) \) that indicates whether \( \text{str}(v) \in D \): it is so iff \( \text{mark}(v) = 1 \);
- a hash table \( \text{next}(v, \cdot) \) that, for each letter \( c \), either maps \( c \) to a vertex \( u = \text{next}(v, c) \) such that \( \text{str}(u) = \text{str}(v)c \), or returns nil if there is no such \( u \);
- a link \( \text{failure}(v) \) to a vertex such that \( \text{str}(\text{failure}(v)) \) is the longest proper suffix of \( \text{str}(v) \) that can be spelled out on a root-vertex path (\( \text{failure}(v) \) is undefined if \( v \) is the root);
- a link \( \text{report}(v) \) to a vertex such that \( \text{str}(\text{report}(v)) \) is the longest proper suffix of \( \text{str}(v) \) that belongs to \( D \), or \( \text{report}(v) = \text{root} \) if there is no such suffix.

It is well known that the described data structure allows us to find all \( \text{occ} \) occurrences of the patterns from \( D \) in text \( T \) in \( O(|T| + \text{occ}) \) time: we read \( T \) from left to right maintaining a “current” vertex \( v \) in \( T \) (initially, \( v \) is the root) and, when a new letter \( T[i] \) arrives, we put \( v = \text{next}(u, T[i]) \) for the first \( u \) in the series \( v, \text{failure}(v), \text{failure}(\text{failure}(v)), \ldots \) for which \( \text{next}(u, T[i]) \) is not nil, or put \( v = \text{root} \) if there is no such \( u \), then we report all patterns ending at position \( i \) using the report links and the flag \( \text{mark}(v) \) (see details in, e.g., [8]).

![Figure 1](image-url)  
**Figure 1** The trie \( T \) with \( D = \{aaba, aabb, aba, b, ba, bbbb\} \).

It is easy to see that the data structure occupies \( O(m \log m) \) bits of space, where \( m \) is the number of edges in \( T \). Let us describe now how Belazzougui could reduce the space consumption of this solution with no slowdown (see [3] for a more detailed explanation).

First, he assigned to each vertex \( v \) of \( T \) a unique number \( \text{num}(v) \in [0..m] \) so that, for any two vertices \( u \) and \( v \), we have \( \text{num}(u) < \text{num}(v) \) iff \( \text{str}(u)^r < \text{str}(v)^r \) lexicographically (see Figure 1a). As it was pointed out by Hon et al. [21], this subtle numbering scheme corresponds to the numbering of vertices in the so-called XBW of \( T \) (see [13]), a generalization of the classical Burrows–Wheeler transform (BWT) [4] for tries. It turns out that the numbering allows us to organize fast navigation in the trie in small space, simulating the tables \( \text{next} \) in a manner that resembles the so-called FM-indexes [14] based on the BWT.

For each letter \( c \in [0..\sigma] \), define a bit array \( B_c[0..m] \) such that, for any vertex \( v \), we have \( B_c[\text{num}(v)] = 1 \) iff \( \text{next}(v, c) \neq \text{nil} \) (see Figure 1b). Let \( \text{rank}(i, B_c) \) be an operation on \( B_c \), called partial rank, that returns nil if \( B_c[i] \neq 1 \), and returns the number of ones in \( B_c[0..i] \) otherwise. By standard arguments, one can show that \( \text{num}(\text{next}(v, c)) = \text{rank}(\text{num}(v), B_c) + e_{<c} \), provided \( \text{next}(v, c) \neq \text{nil} \), where \( e_{<c} \) is the number of edges in the trie with labels smaller than \( c \).
(see [3, 13]). Let us concatenate $B_0, B_1, \ldots, B_{\sigma-1}$, thus obtaining a new bit array $B$ of length $(m+1)\sigma$. Since $c_{<c}$ is equal to the number of ones in the arrays $B_0, B_1, \ldots, B_{\sigma-1}$, we obtain $\text{num}(\text{next}(v, e)) = \text{rank}(c_{(m+1)}, c_{\text{num}(v)}, B)$ and $\text{rank}(c_{(m+1)}, c_{\text{num}(v)}, B) = 0$ iff $\text{next}(v, e) = \text{nil}$. In order to support $\text{rank}$ in $O(1)$ time, we equip $B$ with the following data structure, which, in addition, supports the operation $\text{select}(i, B)$ that returns the position of the $i$th one in $B$ ($\text{select}$ is used below to compute the parent of $v$ by number $\text{num}(v)$; see [3]).

Lemma 2 (see [33]). Every bit array of length $n$ with $m$ ones has an encoding that occupies $\log^\epsilon \left( \frac{n}{m} \right) + o(m)$ bits and supports $\text{select}$ and $\text{partial rank}$ queries in $O(1)$ time.

Since $B$ contains exactly $m$ ones, the space occupied by $B$ encoded as in Lemma 2 is $\log^\epsilon \left( \frac{m+1}{m} \right) + o(m)$, which in [3] was estimated by $m \log \sigma + 1.443m + o(m)$ (here $1.443 \approx \log e$). To encode $\text{mark}$, Belazzougui constructs a bit array of length $m + 1$ containing exactly $d$ ones at positions $\text{num}(v)$ for all $d$ vertices $v$ with $\text{mark}(v) = 1$, and stores the array as in Lemma 2 (for this array, we need only access queries, which can be simulated by $\text{rank}$), thus occupying $\log^\epsilon \left( \frac{m+1}{d} \right) + o(d) \leq O(d \log \frac{m}{d})$ bits of space. It remains to encode failure and report links.

Belazzougui noticed that the failure links form a tree on the vertices of $T$ in which, for vertex $v$, $\text{failure}(v)$ returns the parent of $v$; more importantly, the numbering $\text{num}$ corresponds to the order of vertices in a depth first traversal of this tree. This allows us to represent the tree of failure links in $2m + o(m)$ bits using the following lemma.

Lemma 3 (see [31]). Every tree with $m$ edges can be encoded in $2m + o(m)$ bits with the support of the operation $\text{parent}(v)$, which returns the parent of vertex $v$, in constant time, provided all the vertices are represented by their numbers in a depth first traversal.

An analogous observation is also true for the report links and the tree induced by them has at most $d$ internal vertices, which allows to spend only $O(d \log \frac{m}{d}) + o(m)$ bits for it.

Lemma 4 (see [23]). Every tree with $m$ edges and $d$ internal vertices can be encoded in $d \log \frac{m}{d} + O(d) + o(m)$ bits with the support of the operation $\text{parent}(v)$ in constant time, provided all the vertices are represented by their numbers in a depth first traversal.

Thus, the total space consumed by the succinct versions of the structures $\text{mark}$, $\text{next}$, $\text{failure}$, and $\text{report}$ is $m \log \sigma + 3.443m + o(m) + O(d \log \frac{m}{d})$ bits.

### 4 Compression Boosting

In [3] it was noticed that if each array $B_0, B_1, \ldots, B_{\sigma-1}$ is encoded separately using Lemma 2, then they altogether occupy $\sum_{0 \leq c < \sigma} \log^\epsilon \left( \frac{m+1}{n_c} \right) + o(n_c)$ bits, where $n_c$ is the number of labels $c$ in $T$, which is upper bounded by $\sum_{0 \leq c < \sigma} (n_c \log \frac{n_c}{n} + 1.443n_c) + o(m) = mH_0(T) + 1.443m + o(m)$ (here we apply the inequalities $\log^\epsilon \left( \frac{m+1}{n} \right) \leq n \log \frac{m+1}{n} + n \log e$ and $\log e < 1.443$, and estimate $n_c \log \frac{n_c}{n}$ as $n_c \log \frac{n_c}{n} + o(n_c)$; see [3]). Using such separated array encodings and some auxiliary data structures, one can reduce the space of the whole data structure to $mH_0(T) + 3.443m + o(m) + O(d \log \frac{m}{d})$ bits, provided $\sigma \leq m^\delta$ for some constant $\delta < 1$. Hon et al. [21] further developed this idea, applying the compression boosting technique [12].

**Compression boosting.** Choose an integer $k$ such that $0 \leq k \leq \alpha \log_\sigma m - 1$, where $\alpha \in (0, 1)$ is an arbitrary fixed constant. For $i \in [0..m]$, denote by $\text{istr}(i)$ the string $\text{str}(v)$ such that $v$ is the vertex of $T$ with $\text{num}(v) = i$. For technical reasons, we introduce a special letter $\$ = $\sigma$. Hon et al. [21] partition the set $[0..m]$ into segments in which the strings $\text{istr}(i)$, for $i$ from the same segment, have a common suffix of length $k$; then the subarrays of $B_c$ corresponding...
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to these segments are encoded separately using Lemma 2. More precisely, let $[\ell_\rho, r_\rho]$, for $\rho \in [0, \sigma]^k$, be the set of all $i \in [0, m]$ such that $\rho$ is a suffix of $\text{str}(i)$ (the definition of num implies that this set forms a segment); each array $B_c[0, m]$, for $c \in [0, \sigma)$, is partitioned into the subarrays $B_c[\ell_\rho, r_\rho]$, where $\rho \in [0, \sigma]^k$ (empty segments $[\ell_\rho, r_\rho]$ are excluded), and each such subarray is encoded separately using Lemma 2. Then, all the encoded subarrays in total occupy $\sum_{0 \leq \rho < \sigma} \sum_{c \in [0, \sigma)} (m_\rho + o(n_{\rho, c}))$ bits, where $m_\rho = r_\rho - \ell_\rho + 1$ and $n_{\rho, c}$ is the number of ones in the subarray $B_c[\ell_\rho, r_\rho]$. Hon et al. upper bound this sum by $m H_k^*(T) + 1.443m + o(m)$, where $H_k^*(T) = \frac{mH_k(T)}{m + 1}$ is their definition of the $k$th-order empirical entropy (see [21]); for simplicity, we use our notation $H_k$ to define $H_k^*$ in which $k$ is the number of leaves in $T$ and $T^*$ is the trie obtained from $T$ by attaching to each leaf an outgoing edge labeled with $\$. Note that $H_k^*(T) \geq H_k(T^*)$.

We believe that the definition of $H_k^*$ by Hon et al. is not satisfactory. The problem is that the inequality $H_k^*(T) \leq \log \sigma$ (and even $H_k(T^*) \leq \log \sigma$), which seems to be natural for any proper definition of the empirical entropy, does not necessarily hold; as a corollary, according to the analysis of Hon et al., the encoding of next occupying $m \log \sigma + 1.443m$ bits in the Belazzougui’s data structure might “grow” after compression up to $m H_k^*(T) + 1.443m$ bits (however, there is no growth in reality, just the upper bound of Hon et al. is too rough). For instance, one can observe such behavior in the trie $T$ of all strings of length $h$ over the alphabet $\{0, 1\}$: while it is straightforward that $H_1(T) = \log \sigma = 1$, it can be shown that $H_1(T^*) \approx \log 3$ since, for $c \in \{0, 1\}$, the string $T_c^*$ consisting of all labels in $T^*$ with “context” $c$ contains roughly $m/4$ of each of the letters 0, 1, and $\$, where $m = 2^{h+1} - 2$ is the number of edges in $T$ (we omit further details as they are straightforward).

For brevity, let us denote the summations $\sum_{\rho \in [0, \sigma]^k}$ and $\sum_{0 \leq \rho < \sigma}$ in this paragraph by $\Sigma_\rho$ and $\Sigma$, respectively. For the sake of completeness, we show that the compression boosting technique allows to achieve the $k$th-order empirical entropy $H_k(T)$, which, unlike $H_k^*$, satisfies the inequality $\log \sigma \geq H_k(T)$, i.e., we are to prove that $\Sigma_\rho (m_{\rho} + o(n_{\rho, c})) \leq m H_k(T) + 1.443m + o(m)$ (but we do not discuss additional structures of Hon et al. required for navigation; see [21]). First, $\sum_{c} \sum_\rho (m_{\rho} + o(n_{\rho, c}))$ is upper bounded by $\sum_{\rho} \sum_c (n_{\rho, c} \log \frac{m_{\rho}}{n_{\rho, c}} + 1.443n_{\rho, c}) + o(m) = \sum_{\rho} \sum_c n_{\rho, c} \log \frac{m_{\rho}}{n_{\rho, c}} + 1.443m + o(m)$. Denote $n_\rho = \sum_c n_{\rho, c}$. Note that, by definition, we have $m H_k(T) = \sum_\rho n_\rho \log \frac{m_{\rho}}{n_\rho}$. Since the function $\log x$ is concave, we have $\log(x + d) \leq \log x + d \log e / x$, for any $x > 0$ and any real $d$ such that $x + d > 0$. Hence, we deduce $\sum_\rho \sum_c n_{\rho, c} \log \frac{m_{\rho}}{n_{\rho, c}} = \sum_\rho \sum_c n_{\rho, c} \log \frac{m_{\rho} + m_{\rho} - n_{\rho}}{m_{\rho} + n_{\rho}} \leq \sum_\rho \sum_c n_{\rho, c} \log \frac{n_{\rho, c}}{m_{\rho} + n_{\rho}} + \sum_\rho (m_{\rho} - n_{\rho}) \log e = m H_k(T) + \log e$; the equality $\sum_\rho (m_{\rho} - n_{\rho}) \log e = \log e$ holds since $\sum_\rho m_\rho = m + 1$ and $\sum_\rho n_\rho = m$. Finally, we hide the constant $\log e$ under $o(m)$ and obtain the $k$th-order entropy compression: $\sum_c \sum_\rho (m_{\rho} + o(n_{\rho, c})) \leq m H_k(T) + 1.443m + o(m)$.

Fixed block compression boosting. The described partition lacks uniformity and requires relatively complex auxiliary data structures in order to support navigation and queries. Hon et al. [21] indeed organize such an infrastructure using $o(m)$ bits, provided $\sigma \leq m^k$ for a constant $\delta < 1$ (the condition $0 \leq k < \alpha \log \sigma$, $m - 1$ plays its role in this part). But it turns out that we can considerably simplify their whole construction using the fixed block boosting by Kärkkäinen and Puglisi [24]. The approach relies on the following lemma.

Lemma 5 (see [24, Lemma 4]). Let $s = s_1 s_2 \cdots s_t$ be an arbitrary partition of a string $s$ into $t$ substrings. Let $s = s'_1 s'_2 \cdots s'_t$ be a different partition of $s$ into $t$ substrings each of which has length at most $h$. Then, we have $\sum_{i=1}^t |s'_i| H_0(s'_i) \leq \sum_{i=1}^t |s'_i| H_0(s_i) + (t - 1) h$.

We encode the bit array $B$, which represents the transitions next, as follows.
The definitions of Proof. We first discuss a fixed block encoding of the arrays structures, one can straightforwardly perform select and partial rank on of ones in the blocks: e.g., if the first four blocks (of all select, we create a bit array an array of length encoding the blocks $B_i$ and concatenate the encodings.

Let us prove that holds for $\sigma_{t-1} \leq \Sigma_i \log \sigma_i$. Since $\Sigma_i \log \sigma_i$ is upper bounded by $\Sigma_i \log \sigma_i$, we have

$$\sum_{i=1}^{t} \log \frac{b_i}{n_{c,i}} = \sum_{i=1}^{t} \log \left( \frac{n_i}{n_{c,i}} + \frac{b_i}{n_{c,i}} \right) \leq \sum_{i=1}^{t} \log \frac{n_i}{n_{c,i}} + \sum_{i=1}^{t} \left( \frac{b_i}{n_{c,i}} \right) \log e.$$

First, we have $\sum_{i=1}^{t} \left( b_i - n_i \right) \log e = \log e$ since $\sum_{i=1}^{t} b_i = m + 1$ and $\sum_{i=1}^{t} n_i = m$.

Second, $\sum_{i=1}^{t} \sum_{\sigma_{c,i}} n_{c,i} \log \frac{n_{c,i}}{n_i} = \sum_{i=1}^{t} |s_i^t| \cdot H_0(s_i^t)$, where $s_i^t$ is a string of length $n_i$ formed by concatenating the letters on the edges $(u, v)$ such that $\text{num}(u)$ is inside the $i$th block, i.e., $\text{num}(u) \in ((i-1)b .. (i-1)b + b_i).$. For $\rho \in [0..\sigma]^k$, let $\ell_{\rho_{i}}$ be the set of all $\ell$ such that $\rho$ is a suffix of $\rho_{i}(\ell_{\rho_{i}})$, and let $s_{\rho}$ be a string formed by concatenating the letters on the edges $(u, v)$ such that $\text{num}(u) \in [\ell_{\rho_{i}}]$. By definition, $\sum_{\rho \in [0..\sigma]^k} |s_{\rho}| \cdot H_0(s_{\rho}) = m H_k(T)$. Note that at most $\ell = \frac{\sum_{i=1}^{k} |s_i^t|}{\sigma_i} \cdot (\sigma^k - \frac{1}{\sigma})$ strings $s_{\rho}$ are nonempty and $\ell \leq 2\sigma^k$ since $\sigma \geq 2$. Let $\rho_{1}, \rho_{2}, \ldots, \rho_{(\sigma+1)^k}$ be an ordering of all strings $\rho \in [0..\sigma]^k$ such that $\ell_{\rho_{1}} \leq \cdots \leq \ell_{\rho_{(\sigma+1)^k}}$.

The definitions of $s_{i}^t$ and $s_{\rho}$ imply that the letters in $s_{i}^t$ and $s_{\rho}$ can be arranged so that $s_{i}^t = s_{\rho_{1}} s_{\rho_{2}} \cdots s_{\rho_{(\sigma+1)^k}}$. Therefore, by Lemma 5, we obtain the next inequality:

$$\sum_{i=1}^{t} |s_i^t| \cdot H_0(s_i^t) \leq \sum_{\rho \in [0..\sigma]^k} |s_{\rho}| \cdot H_0(s_{\rho}) + (\ell - 1) \max_{\rho \in [0..\sigma]^k} n_{\rho} \leq m H_k(T) + 2\sigma^{k+1} b.$$

As $k \leq o_{\log m} m - 2$, we have $\sigma^{k+1} b = \sigma^{k+2} \log 2 m \leq m^{o} \log 2 m = o(m)$.

It remains to describe the auxiliary data structures that help to answer select and partial rank queries on the (now virtual) array $B$. First, we store $\sigma t$ pointers to the data structures encoding the blocks $B_i := ((i-1)b .. (i-1)b + b_i)$, for $e \in [0..\sigma]$ and $i \in [0..t]$. For rank, we create an array of length $\sigma t$ that stores the number of ones in the subarrays $B_0 .. (m + 1)c + ib - 1$, for $i \in [0..t]$ and $c \in [0..\sigma]$. All this takes $O(\sigma t \log m) = O\left( \frac{m}{\log m} \log m \right) = o(m)$ bits. For select, we create a bit array $S$ formed by concatenating unary encodings for the number of ones in the blocks: e.g., if the first four blocks (of all $\sigma t$ blocks) contain, resp., $3, 2, 0$, and $2$ ones, then $S = 11101100110 \cdots$ is encoded using Lemma 2 and, thus, occupies $\log \left( \frac{m + \sigma t}{m} \right) + o(m) = \frac{m + \sigma t}{m} + o(m) \leq O(\sigma t \log m) + o(m) = o(m)$ bits. Using these structures, one can straightforwardly perform select and partial rank on $B$ in $O(1)$ time. ▶
5 Main Data Structure

The encoding of failure links imposes a $2m$-bit overhead, which, for small alphabet or highly compressible data, might be comparable to the space required for other structures. In this section, we describe a different encoding that uses only $\varepsilon m + o(m)$ bits, for any $\varepsilon \in (0, 2)$.

The key idea is to store the failure links only for some trie vertices. We call a subset $W$ of the vertices of a tree a $t$-dense subset if each vertex $v \notin W$ has an ancestor $p \in W$ located at a distance less than $t$ edges from $v$. (Note that the definition implies that $W$ must contain the root.) Now we can formulate the main lemma.

Lemma 7. Suppose that $\text{failure}(v)$ can be calculated in $O(1)$ time only for $v \in W$, where $W$ is a vertex set that is $t$-dense in the tree $T$; then there is a modification of the Aho–Corasick algorithm that uses the links $\text{failure}(v)$ only for $v \in W$ and processes any text $T$ in $O(t|T| + oc)$ time, where $oc$ is the number of occurrences of the patterns in $T$.

Proof. Our algorithm essentially simulates the Aho–Corasick solution but in the case when the usual algorithm calculates $\text{failure}(v)$ for $v \notin W$, the new one instead finds the nearest ancestor $p \in W$ of $v$, “backtracks” the input string $T$ accordingly, then computes $\text{failure}(p)$, and continues the execution from this point (if $p$ is the root and, thus, $\text{failure}(p)$ is undefined, we simply skip one letter and continue). The pseudocode is as follows (the omitted code reporting patterns in line 2 simply traverses report links and checks whether $\text{mark}(v) = 1$):

1: \textbf{function} \text{auto}(v, i, i_{\text{max}})
2: \hspace{1em} \text{if } i > i_{\text{max}} \text{ then } i_{\text{max}} \leftarrow i \text{ and report all patterns ending at position } i - 1;
3: \hspace{1em} \text{if } i = |T| \text{ then return } v;
4: \hspace{1em} \text{if } \text{next}(v, T[i]) \neq \text{nil} \text{ then return } \text{auto}(\text{next}(v, T[i]), i + 1, i_{\text{max}});
5: \hspace{1em} \text{for } (p \leftarrow v; p \notin W; i \leftarrow i - 1) \text{ do (C-style loop with three parameters)}
6: \hspace{2em} \text{parent\_edge}(v);
7: \hspace{2em} \text{if } p \text{ is root then return } \text{auto}(\text{root}, i + 1, i_{\text{max}});
8: \hspace{1em} \text{return } \text{auto}(\text{failure}(p), i, i_{\text{max}});

The execution starts with $\text{auto(\text{root}, 0, 0)}$. The function $\text{parent\_edge}(v)$ returns the parent $p$ of $v$ and the letter $c$ such that $v = \text{next}(p, c)$ (note that we only use $p$); in [3] it was shown that $\text{num}(p) = x \mod (m + 1)$ and $c = \lfloor x/(m + 1) \rfloor$, where $x = \text{select}(\text{num}(v), B)$ and $B$ is the bit array that encodes the next transitions (see above). To prove the correctness, let us show by induction on the length of $T$ that $\text{auto(\text{root}, 0, 0)}$ returns the vertex $v_T$ such that $\text{str}(v_T)$ is the longest suffix of $T$ that can be spelled out on a root-vertex path in $T$.

The base $|T| = 0$ is trivial. Suppose that the claim holds for all lengths smaller than $|T|$. We are to show that $\text{auto(\text{root}, 0, 0)} = v_T$. By the inductive hypothesis, when $\text{auto}(v, i, i_{\text{max}})$ is called with $i = |T| - 1$ for the first time, the string $\text{str}(v)$ is the longest suffix of $T[0..|T| - 2]$ that can be read on a root-vertex path of $T$. Therefore, if $\text{next}(v, T[|T| - 1]) \neq \text{nil}$, $\text{next}(v, T[|T| - 1])$ obviously is equal to $v_T$ and we return it in line 4. Now suppose that $\text{next}(v, T[|T| - 1]) = \text{nil}$. In lines 5–6 we find the nearest ancestor $p$ of $v$ belonging to $W$ or put $p = v$ if $v \in W$, and backtrack accordingly to $T[0..i]$, for $i \in [0..|T|)$, such that $\text{str}(p)$ is a suffix of $T[0..i - 1]$. Observe the following claims: (i) for any vertex $w$ such that $\text{str}(w)$ is a suffix of $T[0..i - 1]$, the result of $\text{auto(w, i, i_{max})}$ is the same as the result of $\text{auto(\text{root}, 0, 0)}$ with $T := T[i - \text{str}(w)]..|T| - 1]$; (ii) $\text{str}(v_T)$ is either the empty string or a proper suffix of $\text{str}(v)$ concatenated with $T[|T| - 1]$. When $p$ is not the root, the claim (ii) and the fact that $\text{str}(\text{failure}(p))$ is the longest proper suffix of $\text{str}(p)$ present in the trie imply that $\text{str}(v_T)$ is a suffix of $T[i - \text{str}(\text{failure}(p))]..|T| - 1]$. Then, by the claim (i) and the inductive hypothesis, the recursion $\text{auto(\text{failure}(p), i, i_{max})}$ in line 8 returns $v_T$. When $p$ is the root, (i) and (ii) analogously imply that the call to $\text{auto(\text{root}, i + 1, i_{max})}$ in line 7 returns $v_T$. 
Let us analyze the time complexity. The algorithm maintains two indices: $i$ and $k = i - |\text{str}(v)|$. Each call to $auto(v, i, i_{\text{max}})$ with $i \neq |T|$ either increases $i$ in line 4 or increases $k$ in lines 7 or 8. Since $W$ is a $d$-dense subset, the loop 5–6 can decrease $i$ by at most $t$ before increasing $k$. Therefore, $i$ can be decreased by at most $t |T|$ in total and, hence, the running time of the whole algorithm is $O(t |T|)$ plus $O(occ)$ time to report pattern occurrences.

The presented solution explicitly stores $T$ (or at least its last $m$ letters) in order to support “backtracking” during the calculations. We, however, cannot afford to allocate the $m \log \sigma$ bits for $T$ and desire to fit the additional space within an $o(m)$ bound. To this end, we maintain only a substring $T[i..i']$ such that $i' - i \leq 2\sqrt{m}$. While decreasing $i$ in the loop 5–6, we grow this substring to the left using the letters $c$ returned by $\text{parent_edge}(v)$. Once $i' - i$ becomes larger than $2\sqrt{m}$, we simply decrement $i'$. Once $i$ becomes larger than $i'$ and $i' < i_{\text{max}}$, we must somehow restore the letters $T[i], T[i+1], \ldots$. Denote by $P$ the set of all positions $j \in [0..i_{\text{max}}]$ such that $j$ is a multiple of $\lceil \sqrt{m} \rceil$. For each $j \in P \cup \{i_{\text{max}}\}$, we store a vertex $v_j$ that was the vertex $v$ in the function $auto$ when we reached the position $j$ for the first time (so that $\text{str}(v_j)$ is a suffix of $T[0..j-1]$). Since the loop 5–6 cannot make $i$ smaller than $i - |\text{str}(v)|$, one can easily show that we always have $i' \geq j - |\text{str}(v_j)|$ for each $j \in P \cup \{i_{\text{max}}\}$. Thus, once $i > i'$, we compute in $O(1)$ time the position $j = \min\{i_{\text{max}} \cup \{j \in P : j \geq i + \sqrt{m}\}\}$, then put $i' = j - 1$, and restore the string $T[i..i']$ in $O(\sqrt{m})$ time iteratively applying the function $\text{parent_edge}$ to the vertex $v_j$.

Since $i_{\text{max}} - i$ cannot exceed $m$, it suffices to store $v_j$ only for the $\lceil \sqrt{m} \rceil + 1$ largest positions from $P$. One can maintain these $v_j$ in a straightforward way using a deque on circular array of length $O(\sqrt{m})$, so that access to arbitrary $v_j$ takes $O(1)$ time. Therefore, the additional space used is $O(\sqrt{m} \log m) = o(m)$ bits. By standard arguments, one can show that the time $O(\sqrt{m})$ required to restore $T[i..j-1]$ is amortized among at least $\sqrt{m}$ increments of $i$ that were performed to make $i > i'$. Thus, the total running time is $O(t |T|)$ as in the version that stores $T$ explicitly.

To perform failure($v$), for $v \in W$, and to check whether $v \in W$, we use the next lemma.

**Lemma 8.** Let $W$ be a subset of vertices of a rooted tree $F$ with $m$ edges. There is an encoding of $F$ that occupies $2 |W| \log \frac{m+1}{|W|} + O(|W|) + o(m)$ bits and, for any vertex $v$, allows to determine whether $v \in W$ in $O(1)$ time and to compute the parent of $v$ if $v \in W$ in $O(1)$ time, provided all the vertices are represented by their numbers in a depth first traversal of $F$.

**Proof.** Let $\text{num}(v)$ be a vertex numbering that corresponds to a depth first traversal of $F$ (the numbers are from the range $[0..m]$). To check whether $v \in W$, we create a bit array $A$ of length $m + 1$ such that, for each vertex $v$, we have $A[\text{num}(v)] = 1$ iff $v \in W$. The array $A$ is encoded in $\log \left( \frac{m+1}{|W|} \right) + o(|W|) = |W| \log \frac{m+1}{|W|} + O(|W|)$ bits in the data structure of Lemma 2 that supports access to $A[i]$ in $O(1)$ time using partial rank queries.

![Figure 2](image-url) The transformation of Lemma 8 for the tree of failure links from Figure 1: the left tree is original, the right tree is transformed; vertices from $W$ are gray, important vertices are bold.

Let us now describe a transformation of the tree $F$ that preserves the function $\text{parent}(v)$ for $v \in W$ (see Figure 2). We call a vertex $v$ important if either $v$ is the root or $v$ has a child from $W$. In the transformed tree, for each vertex $u$, the parent of $u$ is the nearest
important ancestor of \( u \) in \( \mathcal{F} \). Obviously, there are at most \(|W|+1\) internal vertices in thus defined tree. Further, it is easy to see that the vertex numbering \( \text{num} \) corresponds to a depth first traversal of the transformed tree. Therefore, we can encode the new tree in \(|W|\log \frac{m+1}{|W|} + O(|W|) + o(m)\) bits using the data structure of Lemma 4; for \( v \in W \), the query \( \text{parent}(v) \) on this structure returns the number \( \text{num} \) of the parent of \( v \) in the tree \( \mathcal{F} \).

Combining Lemmas 7 and 8, we prove the main theorem.

**Theorem 9.** Let \( \varepsilon \in (0,2) \) be an arbitrary constant and let \( \mathcal{D} \) be a set of \( d \) patterns over the alphabet \([0..\sigma]\) such that \( \sigma \leq m^\delta \), for some constant \( \delta < 1 \), where \( m \) is the number of edges in the trie \( \mathcal{T} \) containing \( \mathcal{D} \). Then, there is a data structure that allows to find all \( \text{occ} \) occurrences of the patterns in any text \( T \) in \( O(|T| + \text{occ}) \) time and occupies \( mH_k(T) + O(d \log \frac{m}{d}) \) bits simultaneously for all \( k \in [0..\max\{0,\alpha \log, m-2\}] \), where \( \alpha \in (0,1) \) is an arbitrary constant.

**Proof.** Let us construct a small \( t \)-dense subset for the tree \( \mathcal{T} \). Observe that the set \( W_i \) that consists of the root and all vertices of \( \mathcal{T} \) with height \( h \equiv i \mod t \) is a \( t \)-dense subset. Obviously, there exists \( j \in [0..t) \) such that \( |W_j| \leq \lceil \frac{m+1}{t} \rceil \). We apply Lemma 8 to the tree \( \mathcal{F} \) of failure links and the subset \( W_j \), provided all vertices are represented by the numbering \( \text{num} \) defined in Section 3 (in [3] it was shown that this numbering corresponds to a depth first traversal of \( \mathcal{F} \)). By Lemma 7, this allows us to solve the dictionary matching problem in \( O(|T| + \text{occ}) \) time with only \( 2 \lceil \frac{m+1}{t} \rceil \log t + O(\frac{m}{t}) + o(m) \) bits used for the failure links, which is upper bounded by \( m \frac{\log t}{t} \), for an appropriate constant \( c > 0 \). We add to the failure links the data structures for mark, next, and report described in Sections 3 and 4 (Lemma 6), which consume \( mH_k(T) + 1.443m + o(m) + O(d \log \frac{m}{d}) \) bits (simultaneously for all \( k \in [0..\max\{0,\alpha \log, m-2\}] \)), and choose \( t \) in such a way that \( \frac{c \log t}{t} \leq \varepsilon/2 \), so that the failure links take only \( \varepsilon m/2 \) bits. Solving the equation, we obtain \( t = \Theta(\varepsilon^{-1} \log \varepsilon^{-1}) \). Since \( \varepsilon \) is constant, the additive terms \( o(m) \) in space can be upper bounded by \( \varepsilon m/2 \) and \( t \) in \( O(|T| + \text{occ}) \) can be hidden under the big-O, so that the total space is \( mH_k(T) + 1.443m + \varepsilon m + O(d \log \frac{m}{d}) \) bits and the processing time is \( O(|T| + \text{occ}) \).

Note that, as it follows from the proof, the big-O notation in Theorem 9 hides a slowdown of the processing time to \( O(|T| \varepsilon^{-1} \log \varepsilon^{-1} + \text{occ}) \), which is the price of the space improvement.

Let us now show that our solution is, in a sense, close to space optimal when \( d = o(m) \). It is easy to see that any data structure solving the multiple pattern matching problem implicitly encodes the trie \( \mathcal{T} \) containing the dictionary \( \mathcal{D} \) of patterns: if the data structure is a black box, then we can enumerate all possible strings of length \( \leq m \) over the alphabet \([0..\sigma]\) and check which of them are recognized by the black box, thus finding all the patterns from \( \mathcal{D} \). It is known that the number of tries with \( m \) edges over an alphabet of size \( \sigma \) is at least \( \frac{1}{\sigma (m+1)^{m+1}} (\sigma^{m+1}) \) (see [19, eq. 7.66] and [6, Thm 2.4]). Note that \( (\sigma^{m+1}) \geq (\sigma^m) \), for \( \sigma \geq 2 \). Therefore, \( \log \left( \frac{1}{\sigma (m+1)^{m+1}} (\sigma^{m+1}) \right) \geq \log (\sigma^{m+1}) - O(\log(\sigma m)) \) is a lower bound for the worst-case space consumption of any solution for the multiple pattern matching.

**Theorem 10.** For any constant \( \varepsilon \in (0,2) \) and any set \( \mathcal{D} \) of \( d \) patterns over the alphabet \([0..\sigma]\) such that \( d = o(m) \), where \( m \) is the number of edges in the trie containing \( \mathcal{D} \), there is a data structure that allows to find all \( \text{occ} \) occurrences of the patterns in text \( T \) in \( O(|T| + \text{occ}) \) time and occupies \( L + \varepsilon m \) bits of space, where \( L = \log (\sigma^{m+1}) - O(\log(\sigma m)) \) is a lower bound on the worst-case space consumption for any such data structure.
Proof. Since \(d = o(m)\), we have \(d = \frac{m}{f(m)}\), where \(f(m) \xrightarrow{m \to \infty} +\infty\), and therefore \(d \log \frac{m}{d} = \frac{m}{f(m)} \log f(m) = o(m)\). Thus, applying Theorem 9 for \(\varepsilon\_2\), we obtain a data structure occupying \(mH_k + 1.443m + o(m)\) bits. Further, applying the simple encoding from Lemma 2 for the bit array \(B\) representing the transitions next, we obtain a solution occupying \(\log (\sigma(m+1)) + o(m)\) bits. Since \(\varepsilon\) is constant, we have \(o(m) \leq \varepsilon m\); hence, the result follows.

\[\square\]
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We implemented the data structure described in this paper in C++ and compared its runtime and memory consumption with the Belazzougui’s solution [3] and a naive algorithm. We could not find implementations of the Belazzougui’s data structure and implemented it too. In [34] we found a different data structure based on compressed suffix trees but it showed a very poor performance, so we decided to exclude it from the tests.
The experiments were performed on a machine equipped with six 1.8 GHz Intel Xeon E5-2650L v3 CPUs with 30 MiB L3 cache and 16 GiB of RAM. The OS was Ubuntu 16.04.3 LTS, 64bit running kernel 4.4.0. All programs were compiled using g++ v5.4.0 with -O3 -march=x86-64 options. The source codes of all tested algorithms are available at https://bitbucket.org/umqra/multiple-pattern-matching. At the same URL one can find the 6 texts and 7 dictionaries on which the experiments were run.

The texts are as follows (see also Table 1):
- **program**: a sample binary file generated by a simple algorithm (see the URL above);
- **chr1.dna**: Human first chromosome genome sequence in FASTA format\(^1\);
- **wiki.en/wiki.ja/wiki.ru/wiki.zh**: the first 200Mb of the dump of all English/Japanese/Russian/Chinese wikipedia articles\(^2\).

The dictionaries are as follows (see also Table 1):
- **dna.dict**: reads generated for chr1.dna by wgsim simulator\(^3\) with read length ~100;
- **urls.dict**: URLs from the .su/.nu zones\(^4\) and the Alexa database of popular URLs\(^5\);
- **virus.dict**: virus signatures from the main.cvd file of the ClamAV database\(^6\);
- **ttl.en.dict/ttl.ja.dict/ttl.ru.dict/ttl.zh.dict**: the titles (in lower case) of some English/Japanese/Russian/Chinese wikipedia articles with length at least 3 letters\(^7\) (the dictionaries were truncated to reduce temporary space used in the index construction).

Our implementations use the SDSL library by Gog \[16\]. We tested the following algorithms:
- **blz**: the original Belazzougui’s compressed data structure \[3\] in which the bitvectors \(B_0,\ldots,B_{\sigma-1}\) were implemented using sd_vector from the SDSL;
- **cblz**: our algorithm with fixed block compression boosting;
- **cblz8**: the same as cblz but with failure links sparsified using an 8-dense vertex subset;
- **smp**: a simple \(O(nm)\)-time algorithm that uses only two components of the blz data structure: the bitvectors \(B_0,\ldots,B_{\sigma-1}\) and an array of length \(m+1\) encoding the mark flags; they all are implemented using sd_vector from the SDSL.

For each algorithm, we ran 7 tests: in each test we search the patterns from a dictionary of Table 1 in the corresponding text from the same table row (note that wiki.en is used in two dictionaries). The results are present in Figure 3. The Aho–Corasick data structure required too much memory in our experiments, so we do not include it.

All dictionaries can be split into two unequal groups: dictionaries with long patterns (in our case it is only dna.dict) and short patterns (all other dictionaries). On dna.dict the fastest algorithms are blz and cblz; both cblz8 and smp are about two times slower than them. Not surprisingly, smp is the fastest algorithm on short patterns and the algorithms blz, cblz, and cblz8 are 2–3 times slower than smp. Because of some implementation details (we use a specially tailored version of sd_vector), cblz is faster than the simpler algorithm blz in our tests. We were unable to explain why cblz8 often works faster than the simpler cblz algorithm. To sum up, the three blz algorithms have acceptable running times, but it really makes sense to use them only on relatively long dictionary patterns.

---

\(^1\) ftp://ftp.ncbi.nih.gov/genomes/H_sapiens/Assembled_chromosomes/seq/hs_alt_CHM1_1.1_chr1.fa.gz
\(^2\) https://dumps.wikimedia.org/
\(^3\) https://github.com/lh3/wgsim
\(^4\) https://zonedata.iis.se/
\(^5\) http://s3.amazonaws.com/alexa-static/top-1m.csv.zip
\(^6\) https://www.clamav.net/downloads
\(^7\) https://dumps.wikimedia.org/
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Table 1 Statistics of the test dictionaries of patterns (number of patterns, average pattern length, \(m, \sigma\)) and texts in which the patterns were searched (length, number of found occurrences).

<table>
<thead>
<tr>
<th>Dictionary</th>
<th>patterns</th>
<th>avg. len.</th>
<th>m</th>
<th>(\sigma)</th>
<th>Text</th>
<th>length</th>
<th>found occ.</th>
</tr>
</thead>
<tbody>
<tr>
<td>dna.dict</td>
<td>1,999,911</td>
<td>100.0</td>
<td>178,323,409</td>
<td>5</td>
<td>chr1.dna</td>
<td>228,503,292</td>
<td>157,393</td>
</tr>
<tr>
<td>virus.dict</td>
<td>4,059,198</td>
<td>16.0</td>
<td>56,430,521</td>
<td>256</td>
<td>program</td>
<td>104,857,600</td>
<td>1,347,031</td>
</tr>
<tr>
<td>urls.dict</td>
<td>3,825,132</td>
<td>16.7</td>
<td>39,385,319</td>
<td>40</td>
<td>wiki.en</td>
<td>209,040,222</td>
<td>3,461,097</td>
</tr>
<tr>
<td>ttl.en.dict</td>
<td>3,875,263</td>
<td>18.3</td>
<td>32,255,913</td>
<td>2881</td>
<td>wiki.en</td>
<td>209,040,222</td>
<td>137,071,073</td>
</tr>
<tr>
<td>ttl.ja.dict</td>
<td>1,691,693</td>
<td>8.4</td>
<td>7,182,594</td>
<td>7329</td>
<td>wiki.ja</td>
<td>109,018,155</td>
<td>15,196,791</td>
</tr>
<tr>
<td>ttl.ru.dict</td>
<td>4,145,276</td>
<td>22.5</td>
<td>39,908,335</td>
<td>1350</td>
<td>wiki.ru</td>
<td>131,898,987</td>
<td>65,428,137</td>
</tr>
<tr>
<td>ttl.zh.dict</td>
<td>1,649,209</td>
<td>7.3</td>
<td>6,164,034</td>
<td>12113</td>
<td>wiki.zh</td>
<td>126,021,996</td>
<td>18,925,337</td>
</tr>
</tbody>
</table>

The central chart shows that in most cases the dictionaries are very well compressed (in comparison with \(\log \frac{\sigma}{8}\) bytes per letter; see the shaded columns). But, as one can conclude from the low compression ratio of the corresponding trie on the right chart, the dictionary compression is mostly due to the assembling of the patterns in the trie (for instance, while the total length of the patterns \(\{a^i b^{k-1}\}_{i=0}^{k-1}\) is \(k(k+1)/2\), their trie contains only \(m = 2k\) edges). In the right chart, one can observe that the effect of compression boosting in \(\text{cblz}\) is hidden under the overhead imposed by additional structures, and, because of this, \(\text{cblz}\) occupies about the same space as \(\text{blz}\). The space optimized version \(\text{cblz8}\) lowers the overhead and the resulting data structure occupies about the same space as \(\text{smp}\); this, surely, is possible only because \(\text{cblz8}\) is \(H_k\)-compressed while \(\text{smp}\) is only \(H_0\)-compressed.

Figure 3 Performance and space consumption; shaded columns correspond to \(\log \frac{\sigma}{8}\).
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Abstract

We show, given a binary integer function $\diamond$ that is piecewise polynomial, that $\langle +, \diamond \rangle$ vector products are equivalent under one-to-polylog reductions to the computation of the Hamming distance. Examples include the dominance and $\ell_2^{p+1}$ distances for constant $p$. Our results imply equivalence (up to polylog factors) between the complexity of computing All Pairs Hamming Distance, All Pairs $\ell_2^{p+1}$ Distance and Dominance Matrix Product, and equivalence between Hamming Distance Pattern Matching, $\ell_2^{p+1}$ Pattern Matching and Less-Than Pattern Matching. The resulting algorithms for $\ell_2^{p+1}$ Pattern Matching and All Pairs $\ell_2^{p+1}$, for $2p + 1 = 3, 5, 7, \ldots$ are likely to be optimal, given lack of progress in improving upper bounds for Hamming distance in the past 30 years. While reductions between selected pairs of products were presented in the past, our work is the first to generalize them to a general class of functions, showing that a wide class of "intermediate" complexity problems are in fact equivalent.
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1 Introduction

In the last few decades, many classical algorithmic problems received new attention when formulated as algebraic problems. In pattern matching, instead of looking for occurrences of a pattern as a substring of a text, we can define a similarity score between two strings and ask for this score between the pattern $P$ of length $m$ and every $m$-substring of the text $T$ of length $n \geq m$. For example, scores of Hamming distance or $L_1$ distance between numerical strings generalize the classical pattern matching: the total score for a given alignment is zero iff the pattern occurs exactly there in the text. One can go in this framework even further, and consider a function that is not a metric, e.g. LESS_THAN_PATTERN_MATCHING which outputs the number of coordinates for which the pattern element is no larger than the corresponding text element. However, all those problems share a common additive structure, where for an input pattern $P$ and text $T$, the score vector $O$ is such that $O[i] = \sum_j P[j] \diamond T[i + j]$ for some binary function $\diamond$.

Just as those pattern matching generalizations are based on convolution, there is a family of problems based on matrix multiplication, varying in flavour according to the vector product used. There, we are given two matrices $A$ and $B$ representing $n$ vectors of dimension

1 Most of the work was done while the authors were affiliated with ETH Zürich.
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<table>
<thead>
<tr>
<th>Name</th>
<th>Score function</th>
<th>Pattern Matching problem</th>
<th>Matrix Product problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>ℓ1 distance</td>
<td></td>
<td>x − y</td>
<td></td>
</tr>
<tr>
<td>ℓ2 distance</td>
<td></td>
<td>x − y</td>
<td></td>
</tr>
</tbody>
</table>

For many pattern matching generalizations there are independently achieved algorithms of identical complexity $O(n \log m)$ or similar. Why are so many different problems of essentially the same complexity?

Our contribution

We show that there is a shared source of hardness to those problems. That is, we show that for a wide class of $(+, \oslash)$ products, the corresponding problems are of (almost) equivalent hardness. This class includes not only products like Hamming distance or Dominance, but in fact any piecewise polynomial function of two variables (for appropriate definition of piecewise polynomiality, c.f. Definition 3) excluding certain degenerate forms (e.g. polynomials). Thus, we show that we should not expect the problems based on $(+, \oslash)$ products to be significantly harder to compute than e.g. ones based on Hamming distance (given reasonable restrictions on $\oslash$). The reduction applies both to the Pattern Matching setting and to the Matrix Product setting alike. We refer to Table 1 for a summary of considered problems, to Table 2 for a summary of existing upper bounds, and to Figure 1 for a summary of the old and new reductions.

Yuster [32] improved the exponent of $\text{DominanceMatrixProduct}$ (when $d = n$) from $(3 + \omega)/2 \leq 2.6865$ to $\rho \leq 2.6834$, where $\rho$ satisfies $\rho = \omega(1, 4 - \rho, 1)$, and $\omega(a, b, c)$ is the exponent of fast multiplication of rectangular matrices $n^a \times n^b$ with $n^b \times n^c$. By our reduction, this improvement applies to all other $\text{MatrixProduct}$ problems considered here. Similarly, the tradeoff achieved for one problem (e.g. $\text{HammingDistanceMatrixProduct}$) between vectors of dimension $d$ and the exponent (c.f. [25] and [14]) applies by our results to all the other $\text{MatrixProduct}$ problems considered here. Looking at the sparsity of the input, the tradeoff between the number of relevant entries in the input and the runtime (c.f. Vassilevska [26], Vassilevska et al. [28] and Duan and Pettie [10]) applies to all of the mentioned problems. (See Section 2 for precise upper bounds.)

To observe good candidates for hard problems, we have to go beyond $(+, \oslash)$ products, and consider either $(\min, +)$ convolution (c.f. [9, 19]) or $(\min, +)$ matrix product (c.f. [30]).
Table 2 Overview of the known results and of how we abbreviate the corresponding problem names.

<table>
<thead>
<tr>
<th>Name</th>
<th>Pattern Matching problem</th>
<th>Matrix Product problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming</td>
<td>$O(n\sqrt{m \log m})$</td>
<td>$O(n(\omega+3)/2)$</td>
</tr>
<tr>
<td>Dominance</td>
<td>$O(n\sqrt{m \log m})$</td>
<td>$O(n^\rho)$</td>
</tr>
<tr>
<td>Threshold</td>
<td>$O(n\sqrt{m \log m})$</td>
<td>$O(n(\omega+3)/2)$</td>
</tr>
<tr>
<td>$\ell_1$ distance</td>
<td>$O(n\sqrt{m \log m})$</td>
<td>$O(n(\omega+3)/2)$</td>
</tr>
<tr>
<td>$\ell_2$ distance</td>
<td>$O(n \log m)$</td>
<td>$O(n^\omega)$</td>
</tr>
</tbody>
</table>

We thus observe that there is a shared barrier in a broad class of problems and one is unlikely to improve upon existing upper bounds without some significant breakthrough. For both pattern matching problems and geometric problems we consider here, existing runtimes come from a tradeoff between the number of buckets and the size of these buckets. Without a novel technique, this runtime is unlikely to be improved. Similarly, any lower bound proof for one of the listed problems would immediately apply to every other problem.

Further applications

We provide the following further applications of our reductions.

- Since our reductions preserve structural properties of inputs like size of Run Length Encoding, in [13] they were used to establish equivalence between running time of HammingDistancePatternMatching and $L_1$PatternMatching on instances with bounded Run Length Encoding.

- In Censor-Hillel et al. [6] authors analyze the complexity of sparse matrix multiplication under the restricted bandwidth all-to-all communication model (the so called Congested Clique model). We note that their analysis immediately implies bounds to computation of Hamming Distance Matrix Product (and thus other matrix products as well) by presented, in the full version of this paper [15], bi-directional reductions to and from sparse matrix multiplication.

- Consider the problem of Image Template Matching, where one is given as an input a two-dimensional text $T$ and a pattern $P$ of dimensions $n \times n$ and $m \times m$ respectively. The goal is to compute the dissimilarity score between $P$ and all $m \times m$-subsquares of $T$. Atallah in [4] gives an $O(n^2 m)$ running time algorithm for the $L_1$ version of this problem (so called Sum of the Absolute Value difference measure). We note, that by our reductions, an equivalence between the $L_1$, Hamming, Dominance and Threshold versions of this problem is established.

2 Related work

We now list different pattern matching problems that differ in their underlying score functions. The HammingDistancePatternMatching was studied by Abrahamson [1], LessThanPatternMatching was introduced by Amir and Farach [2], $L_1$PatternMatching was studied first by Lipsky [21] and later in conference publications by Clifford, Clifford and Iliopoulous [8] and Amir, Lipsky, Porat and Umanski [3] (although the 2-dimensional version

---

\[\text{Also known as Pattern Matching with Mismatches.}\]
of this problem was studied earlier by Atallah [4]) and ThresholdPatternMatching was studied by Atallah and Duket [5]. For all those problems, the currently best known algorithms run in time $O(n \sqrt{m \log m})$ using similar techniques: high/low frequency, bucketing and convolution.

For $L_2$PatternMatching, since $O[i] = \sum_j P[j]^2 + \sum_j T[i+j]^2 - 2 \sum_j P[j]T[i+j]$, the dominating term in the computation arises from computing a single convolution in time $O(n \log m)$ via Fast Fourier Transform (FFT) as observed by Lipsky and Porat [23]. This approach extends to $L_2^pPM$, with running time $O(p^2n \log m)$.

On the side of reductions, only little was known. Lipsky and Porat [22] showed that both HamPM and LESS THAN PM reduce to $L_1$PM showing that the latter problem is no easier than the former problems. The question of whether e.g. HamPM could be substantially easier than $L_1$PM remained open. The first non-trivial reduction (although not stated as a lower-bound type result) was provided by Zhang and Atallah [33], where they showed that THRP with threshold $\delta$ reduces to $O(\log \delta)$ instances of HamPM (see Figure 1).

In computational geometry, a classical problem is to process a set of $n$ points given in $d$-dimensional space. One can consider e.g. the metric space and ask for a pair of closest or farthest points. Some of those problems in low-dimensions (i.e. $d = \text{poly log } n$) exhibit a structure that allows for solutions almost linear in $n$ for some metrics (see Williams [29]). However, in high-dimensional data, the situation is usually dire, as the so called curse of dimensionality kicks in (c.f. [18] and [16]) and for processing such spaces usually the fastest known approach is to compute all pairwise distances [17].

Those problems come in two flavours, ALLPAIRS- where the input is a single matrix $A$ and the goal is to compute all corresponding pairwise vector products between the rows of $A$, and MATRIXPRODUCT, where the input are two matrices $A$ and $B$, and the goal is to compute products between rows of $A$ and columns of $B$. Those two formulations are in fact equivalent by the folklore reduction.

DominanceMatrixProduct was introduced by Matoušek [24], where he provided a solution working in time $O(n^{(\omega+3)/2}) \subseteq O(n^{2.687})$. Vassilevska [26] and Vassilevska et al. [28] considered the dominance product on sparse inputs where we denote by $m_1$ and $m_2$ the number of entries in $A$ and $B$, respectively that contribute to the score. They obtain a bound
of $O(\min(n^\omega + \sqrt{m_1m_2} \cdot n^{\frac{\omega-1}{2}}, n^2 + (m_1m_2)^{\frac{\omega-2}{\omega-1}} n^{\frac{2-\omega}{\omega-1}} + \frac{2-\omega}{\omega-1} \cdot n^\frac{2-\omega}{\omega-1})$). Duan and Pettie [10] simplified this analysis. For $d \ll n$, Vassilevska and Williams [27] and [26] gave an algorithm with a time bound of $O(n^{\frac{2\omega-2}{\omega-1}} d^{\frac{\omega-1}{\omega-1}} + n^{2+o(1)})$. Yuster [32] improved the bound of the case $d = n$ to $O(n^\rho)$, where $\rho$ is a solution to $\rho = \omega(1, 4 - \rho, 1)$. The bound $\rho \leq 2.6834$ is provided.

Recently, Gold and Sharir [14] presented an updated analysis of the time vs. dimension tradeoff using newer bounds on rectangular matrix multiplication. For $d = n$, this gives a running time of $O(n^{2.6598})$.

AllPairsL1Distance was considered by Indyk et al. [17], with an $O(n^{(\omega+3)/2})$ algorithm for the case when $d = n$. Although not stated as such, one algorithm presented in [17] can be adapted to computing ThresholdMatrixProducts in time $O(n^{(3+\omega)/2})$. [26] introduced $O(n^{(\omega+3)/2})$ time algorithm when $d = n$. They also utilized rectangular matrix multiplication bounds to provide a tradeoff in the complexity when $d \ll n$. Writing their upper bound in a general form, the complexity is $O(n^{1+\omega(1+1)/2})$ where $d = n^s$. Given the improved bounds for rectangular matrix multiplication by Le Gall [11] and subsequently by Le Gall and Urrutia [12], the bounds from [25] are stronger. AllPairsL2Distance as observed by Indyk et al. [17] reduces to a single matrix multiplication and thus admits a running time of $O(n^\omega)$. Similarly, $L_2^{\text{prod}}$ admits a running time of $O(p^2 n^\omega)$.

We observe that $L_2$ is an "easy" score function. For every other score function mentioned, all solutions presented use a bucketing or a high/low frequency technique to decompose the problem into ones solvable by convolution (for Pattern Matching problems) or matrix multiplication (for All Pairs problems). We refer to Tables 1 and 2 for a summary. There are several related problems that use the aforementioned problems as subroutines. Weighted Pattern Matching in the most general setting asks for $O(i) = \sum_j w(P[j], T[i+j])$ for some weight function $w$. In [23] Lipsky and Porat presented a simple $O(|\Sigma|n \log m)$ algorithm.

Pattern Matching with Wildcards admits a simple deterministic $O(n \log m)$ solution via weighted L2-PM, as shown by Clifford and Clifford [7]. Closest $L_\infty$ Pair was considered by Indyk et al. [17] where the presented algorithm uses binary search on top of THRPROD (implicitly, the intermediate problem they solve is not named). The total running time is $O(n^{(\omega+3)/2} \log D)$, where $D$ is the diameter of the input point set.

3 Preliminaries

The problems discussed previously have at their core the computation of a $(+, \circ)$ vector product, that is $\sum_i x_i \circ y_i$, for some binary function $\circ$. Formally, for vectors $A, B$ and matrices $A, B$, we denote the $(+, \circ)$ vector product as $\text{vprod}(\circ, A, B) \overset{\text{def}}{=} \sum_i A[i] \circ B[i]$, the $(+, \circ)$ convolution as $\text{conv}(\circ, A, B) = C$ such that $C[k] = \sum_{i+j=k} A[i] \circ B[j]$ and the $(+, \circ)$ matrix product as $\text{mprod}(\circ, A, B) = C$ such that $C[i, j] = \sum_k A[i, k] \circ B[k, j]$.

We define $1[\varphi]$ to be 1 iff $\varphi$ and 0 otherwise. Since $\text{Ham}(x, y) \overset{\text{def}}{=} 1[x \neq y]$, then $\text{vprod}(\text{Ham}, X, Y)$ is the Hamming Distance between $X$ and $Y$, $\text{HAMP}M$ is essentially $\text{conv}(\text{Ham}, X, Y^T)$, and $\text{HAMP}PROD$ between vectors $\{X_1, \ldots, X_n\}$ and $\{Y_1, \ldots, Y_n\}$ is $\text{mprod}\left(\text{Ham}, \left[\begin{array}{c} X_1 \\ \vdots \\ X_n \end{array}\right]^T, \left[\begin{array}{c} Y_1 \\ \vdots \\ Y_n \end{array}\right]\right)$.

---

$^9 \alpha = \sup\{0 \leq r \leq 1 : \omega(1, r, 1) = 2 + o(1)\} \geq 0.31389.$
We now shift our attention to the relations between the binary functions.

**Definition 1.** We say that $\circ$ reduces preserving linearity to instances of $\square_i, \ldots, \square_K$ (for some positive integer $K$), if there are functions $f_1, \ldots, f_K$ and $g_1, \ldots, g_K$ and coefficients $\alpha_1, \ldots, \alpha_K$, such that for any $x, y$,

$$x \circ y = \sum_i \alpha_i \cdot \left( f_i(x) \square_i g_i(y) \right).$$

A one-to-many reduction from $\circ$ to $\square$ is also a one-to-many reduction from $(+, \circ)$ vector product/convolution/matrix multiplication to $(+, \square)$ vector product/convolution/matrix multiplication. Indeed, given Definition 1, we have for any vectors $A, B$ and matrices $A, B$:

$$vprod(\circ, A, B) = \sum_i \alpha_i \cdot vprod(\square_i, f_i(A), g_i(B)), \quad conv(\circ, A, B) = \sum_i \alpha_i \cdot conv(\square_i, f_i(A), g_i(B)) \quad \text{and} \quad mprod(\circ, A, B) = \sum_i \alpha_i \cdot mprod(\square_i, f_i(A), g_i(B)),$$

where $f(A)$ and $f(A)$ denotes a coordinate-wise application of $f$ to vector $A$ and matrix $A$, respectively.

## 4 Main Results

**Remark 2.** We assume that all input values and coefficients are integers bounded in absolute value by $M$. All reductions presented use standard arithmetic operations and require thus poly log $M$ computation time.

**Definition 3.** For integers $A, B, C$ and polynomial $P(x, y)$ we say that the function $P(x, y) \cdot 1[Ax + By + C > 0]$ is halfplane polynomial. We call a sum of halfplane polynomial functions a piecewise polynomial. We say that a function is axis-orthogonal piecewise polynomial, if it is piecewise polynomial and for every $i$, $A_i = 0$ or $B_i = 0$.

Observe that $Ham(x, y) = 1[x > y] + 1[x < y]$, max$(x, y) = x \cdot 1[x \geq y] + y \cdot 1[x < y]$, $|x - y|^{2p+1} = (x - y)^{2p+1} + 1[x > y] + (y - x)^{2p+1} \cdot 1[x < y]$, and $\text{Thr}_\delta(x, y) \overset{\text{def}}{=} 1[|x - y| \geq \delta] = 1[x \leq y - \delta] + 1[x \geq y + \delta]$.

**Theorem 4.** Let $\circ$ be a piecewise polynomial of constant degree and poly log $n$ number of summands.

- If $\circ$ is axis orthogonal, then $\circ$ is “easy”: $(+, \circ)$ convolution takes $\tilde{O}(n)$ time, $(+, \circ)$ matrix multiplication takes $\tilde{O}(n^2)$ time.
- Otherwise, $\circ$ is Hamming distance complete: under one-to-polylog reductions, on inputs bounded in absolute value by poly$(n)$, $(+, \circ)$ product is equivalent to Hamming distance, $(+, \circ)$ convolution is equivalent to HAMPM and $(+, \circ)$ matrix multiplication is equivalent to HAMPROD.

Theorem 4 “hard” case follows from two technical results presented in Section 6, Theorem 10 and Theorem 11. The “easy” case is resolved by Lemma 13.

**Corollary 5.** The following problems are equivalent under one-to-polylog reductions: HAMPM, LESSTHANPM, $L_{2p+1}$PM for a constant integer $p \geq 0$, THRPM and $(+, \text{max})$-CONVOLUTION.

**Corollary 6.** The following problems are equivalent under one-to-polylog reductions: HAMPROD, DOMPROD, $L_{2p+1}$PM for a constant integer $p \geq 0$, THRPM and $(+, \text{max})$-MATPROD.

---

*For the sake of simplicity, we are omitting in the definition the post-processing function necessary e.g. $(\cdot)^{1/p}$ for $L_p$ norms.*
5 Warm-up

We start by showing a reduction from $\ell_1$ distance to $O(\log^2 M)$ instances of Hamming distance, with an intermediate step of $O(\log M)$ instances of dominance. Note that the reduction from dominance to $O(\log M)$ Hamming distances follows from adapting reductions from [31] to our setting, and reduction from $\ell_1$ to $O(\log M)$ dominance relations follows as a natural adaptation of the same technique. However, since they serve as a nice overview of techniques used in our main result, and already have a nontrivial consequence (e.g. collapsing hardness of $L_1$PM and HAMPM), we present them separately.

Scaling

Observe that for many “natural” functions $\odot$ and integers $x, y$, $x \odot y$ is approximated by $\lfloor x/2 \rfloor \odot \lfloor y/2 \rfloor$ (up to some fixed multiplicative factor). This allows us to unwind $x \odot y$ into a weighted sum of $O(\log(\max(|x|, |y|)))$ corrective terms. For example, if for some constant $C$, integers $x, y \geq 0$ and some corrective function $\xi$: $x \odot y = C \cdot (\lfloor x/2 \rfloor \odot \lfloor y/2 \rfloor) + \xi(x, y)$ then naturally $x \odot y = 0 \odot 0 + \sum_{i \geq 0} C^i \cdot \xi(\lfloor x/2^i \rfloor, \lfloor y/2^i \rfloor)$.

Sparsity

We consider a generalized version of the input with special “ignore” marks $\star$ as possible elements. Those elements of the input never contribute to the final score of the $(+, \odot)$ product. Formally, we operate on $\mathbb{Z} + \{\star\}$, with special arithmetic rules (unless stated otherwise):

$\begin{align*}
&\text{for any single argument function: } f(\star) = \star, \\
&\text{for any double argument function: } g(\star, \star) = g(\star, y) = g(x, \star) = 0.1
\end{align*}$

The goal of this formalism is twofold. The first one is to handle sparse inputs formally (i.e. vectors with $O(n^{1-\varepsilon})$ relevant entries). The second one is that such “ignore” marks coupled with filtering (defined below) allow us to split the input based on properties of its values. We note that these “ignore” marks do not increase the computational complexity of Hamming distance (see Lemma 9 in the Appendix).

Filtering

We define the following functions:

$\text{even}(x) \overset{\text{def}}{=} \begin{cases} x & \text{if } x \text{ is even} \\ \star & \text{otherwise} \end{cases}$

$\text{odd}(x) \overset{\text{def}}{=} \begin{cases} x & \text{if } x \text{ is odd} \\ \star & \text{otherwise} \end{cases}$

Those functions, when applied to a vector or a matrix, allows us to filter values according to parity, e.g. for $A = [1, 2, 3, 4]$ one gets $\text{even}(A) = [\star, 2, \star, 4]$.

We now give two reductions that illustrate the usefulness of these techniques. Both reductions are illustrated in Appendix C (Figures 2 and 3). In the following theorems, recall that $M$ is the largest possible integer input.

$\blacktriangleright$ Theorem 7. The $L_1$ distance reduces to $O(\log M)$ instances of dominance.

---

1 We have to keep in mind that whether a function is a single or double argument is context dependent: e.g. writing: $1[x \neq y] = 1 - 1[x = y]$, we have to treat 1 as a function of $x$ and $y$ as well.
14:8  Hamming Distance Completeness

Proof. Since $L_1$ distance is shift-invariant, i.e. $|(x + \Delta) - (y + \Delta)| = |x - y|$ for any $\Delta$, we can assume that $0 \leq x, y < M$ for some $M = \text{poly}(n)$. Observe that for $x, y \geq 0$, $|x - y| = 2 \cdot \left| \lfloor x/2 \rfloor - \lfloor y/2 \rfloor \right| + \eta(x, y)$, where, denoting $\text{Dom}(x, y) \overset{\text{def}}{=} 1[x \leq y]$, 

$$
\eta(x, y) = 1[(x \text{ is odd}) \land (y \text{ is even}) \land (x \geq y)] - 1[(x \text{ is even}) \land (y \text{ is odd}) \land (x \geq y)] \\
+ 1[(y \text{ is odd}) \land (x \text{ is even}) \land (y \geq x)] - 1[(y \text{ is even}) \land (x \text{ is odd}) \land (y \geq x)]
$$

= $\text{Dom(odd(-x), even(-y))} - \text{Dom(even(-x), odd(-y))} \\
+ \text{Dom(even(x), odd(y))} - \text{Dom(odd(x), even(y))}.$

By unwinding, we get $|x - y| = \sum_{i=0}^{\log M} 2^i \cdot \eta(\lfloor x/2^i \rfloor, \lfloor y/2^i \rfloor)$ which completes the reduction. $\blacklozenge$

$\blacktriangledown$ Theorem 8. Dominance reduces to $O(\log M)$ instances of Hamming distance and multiplication.

Proof. Since dominance is shift-invariant, w.l.o.g. we assume that $0 \leq x, y < M$ for some $M = \text{poly}(n)$. Observe the following recurrence relation, for $x, y \geq 0$:

$$
\text{Dom}(x, y) = \text{Dom}(\lfloor x/2 \rfloor, \lfloor y/2 \rfloor) - 1[(x \text{ is odd}) \land (x = y + 1)]
$$

$$
= \text{Dom}(\lfloor x/2 \rfloor, \lfloor y/2 \rfloor) - 1[x \text{ is odd}] + 1[x \text{ is odd}] \cdot \text{Ham}(x, y + 1)
$$

By unwinding, we get:

$$
\text{Dom}(x, y) = 1 - \sum_{i=0}^{\log M} 1[\lfloor x/2^i \rfloor \text{ is odd}] + \sum_{i=0}^{\log M} 1[\lfloor x/2^i \rfloor \text{ is odd}] \cdot \text{Ham}(\lfloor x/2^i \rfloor, \lfloor y/2^i \rfloor + 1).
$$

Using filtering notation, this becomes

$$
\text{Dom}(x, y) = 1 - \sum_{i=0}^{\log M} 1[\lfloor x/2^i \rfloor \text{ is odd}] + \sum_{i=0}^{\log M} \text{Ham(odd(\lfloor x/2^i \rfloor), \lfloor y/2^i \rfloor + 1)}
$$

Now observe, that $(\ast)$ is purely a function of $x$. If $x$ is guaranteed to be an integer, then evaluating it as part of an operator (i.e. inside convolution or matrix-multiplication) is trivial. As $y$ is never mapped to $\ast$ in $(\ast\ast)$, treating $(\ast)$ as a single argument function suffices.

The second term $(\ast\ast)$ uses our filtering function and the convention that $\text{Ham}$ evaluates to 0 if at least one of its inputs is $\ast$. Thus $(\ast\ast)$ is a sum of $O(\log n)$ Hamming distances on inputs from $\mathbb{Z} \cup \{\ast\}$. By Lemma 9, each of those reduces to two instances of Hamming distance on inputs from $\mathbb{Z}$. $\blacklozenge$

$\blacktriangledown$ Lemma 9. Hamming distance in $\mathbb{N} + \{\ast\}$ reduces preserving linearity to two instances of Hamming distance in $\mathbb{N}$.

$\blacktriangledown$ Remark. In general, we have to take into account that both $x, y \in \mathbb{Z} \cup \{\ast\}$. Thus, we have to treat term $(\ast)$ as a function of both $x$ and $y$, that is evaluating to 0 if $x = \ast$ or $y = \ast$. In general, $(\ast)$ reduces to evaluating, after the reduction step, some polynomial $Q(x', y') = f(x')$ (where $y'$ might be $\ast$) with $f(x') = 1 - \sum_{i=0}^{\log M} 1[\lfloor x'/2^i \rfloor \text{ is odd}]$. By Lemma 13, $f(x')$ can be resolved in the time of a regular convolution or matrix multiplication and thus the computation time for $(\ast)$ is dominated by $(\ast\ast)$, that is $\text{HAMP}\text{M}$ and $\text{HAMP}\text{PROD}$, respectively.
6 Hamming distance completeness

The goal of this section is proving Theorem 4. We achieve this by showing two separate reductions, one from all piecewise polynomial functions to Hamming distance and one from Hamming distance to all non axis-orthogonal piecewise polynomials.

> **Theorem 10.** If $\circ$ is a piecewise polynomial of degree $d$ with $c$ summands then it reduces to $O(c \cdot d^2 \cdot \log^{d+1} M)$ instances of Hamming distance. The reduction works even if we allow “ignore” symbols.

> **Theorem 11.** If $\circ$ is a piecewise polynomial of degree $d$ but is not axis-orthogonal piecewise polynomial, then Hamming distance reduces to $O(d^2)$ instances of $\circ$ and multiplication.

We devote the rest of this section to the proofs of both Theorem 10 and Theorem 11. To prove Theorem 10, we consider every summand separately. We show that summands with “simple” conditions (that depend on only one argument) are no harder than simple multiplication. Every other summand with conditional term $1[A, x + B, y + C; t > 0]$ reduces under linear transformations of its arguments to $1[x < y]$. It is thus enough to consider terms of the form $x^a y^b 1[x < y]$. We decompose such terms recursively into a sum of: terms with smaller values ($x/2, y/2$ instead of $x, y$), terms of smaller degree, and terms with a conditional term of a simpler form of $1[x = y]$. Exhaustively applying this decomposition leaves us with a polylog number of terms of the form $w(x) \cdot 1[x = y]$, with which we deal separately (those decompose into a logarithmic number of regular Hamming distances).

> **Lemma 12.** For an integer weight function $w$, the character weighted matches, that is $w(x) \cdot 1[x = y]$, reduce to $O(\log M)$ instances of Hamming distance and multiplication.

> **Lemma 13.** An axis-orthogonal piecewise polynomial $\circ$ of $c$ summands of degree $d$ reduces to $O(d^2 c)$ multiplications.

> **Lemma 14.** Given integers $a, b \geq 0$, the binary function $x^a y^b \cdot 1[x < y]$ reduces to $O(\log^{a+b+1} M)$ instances of Hamming distance and multiplication.

**Proof.** Denote $\text{MDom}_{a,b}(x, y) = x^a y^b \cdot 1[x < y]$, $\text{MEq}_{a,b}(x, y) = x^a \cdot 1[x = y]$. First, we argue that w.l.o.g. $x, y \geq 0$. Indeed, observe that $\text{MDom}_{a,b}(x+\Delta, y+\Delta) = (x+\Delta)^a (y+\Delta)^b \cdot 1[x < y]$, thus for large enough $\Delta$, the computation of $\text{MDom}_{a,b}$ on inputs of arbitrary sign reduces to at most $(a+1)(b+1)$ instances of $\text{MDom}$ on non-negative inputs. Thus we assume that $0 \leq x, y \leq M$ for some $M = \text{poly}(n)$.

We proceed with the following decomposition, where $u = \lfloor \frac{x}{2} \rfloor$ and $v = \lfloor \frac{y}{2} \rfloor$.

\[
\text{MDom}_{a,b}(x, y) = \begin{cases} 
(2u)^a (2v)^b \cdot 1[u < v] & \text{(*)} \\
+ (2u)^a (2v)^b \cdot \left(1[x < y] - 1[u < v]\right) & \text{(**)} \\
+ (x^a y^b - (2u)^a (2v)^b) \cdot 1[x < y] & \text{(***)}
\end{cases}
\]

Intuitively, we are representing the term $\text{MDom}_{a,b}(x, y)$ with simpler terms: (*) represents rounding down $x, y$ to even numbers $2u, 2v$, (**) is the corrective term for the indicator part and (***) is the corrective term for the monomial part. Simplifying those terms separately, we have

\[
(*) = 2^{a+b} \cdot \text{MDom}_{a,b}(u, v),
\]

\[
(**) = x^a (y - 1)^b \cdot 1[\text{even}(x) = \text{odd}(y) - 1] = \text{MEq}_{a+b}(\text{even}(x), \text{odd}(y) - 1),
\]

\[
(***) = P_{a,b}(x, y) \cdot 1[\text{odd}(x) < \text{even}(y)] + Q_{a,b}(x, y) \cdot 1[\text{even}(x) < \text{odd}(y)] + R_{a,b}(x, y) \cdot 1[\text{odd}(x) < \text{odd}(y)],
\]

\[= 2^{a+b} \cdot \text{MDom}_{a,b}(u, v),
\]

\[= x^a (y - 1)^b \cdot 1[\text{even}(x) = \text{odd}(y) - 1] = \text{MEq}_{a+b}(\text{even}(x), \text{odd}(y) - 1),
\]

\[= P_{a,b}(x, y) \cdot 1[\text{odd}(x) < \text{even}(y)] + Q_{a,b}(x, y) \cdot 1[\text{even}(x) < \text{odd}(y)] + R_{a,b}(x, y) \cdot 1[\text{odd}(x) < \text{odd}(y)],
\]
where \(P_{a,b}(x,y) = (x^a y^b - (x-1)^a y^b),\) \(Q_{a,b}(x,y) = (x^a y^b - x^a (y-1)^b)\) and \(R_{a,b}(x,y) = (x^a y^b - (x-1)^a (y-1)^b)\).

All in all, our recursion decomposes \(MDom_{a,b}(x,y)\) into several terms – either with the inputs reduced by a factor of 2, the test for dominance replaced with a test for equality, or to monomials of smaller degree (observe that each of \(P_{a,b}(x,y),\) \(Q_{a,b}(x,y)\) and \(R_{a,b}(x,y)\) is of degree at most \(a + b - 1\)). Let \(T(a,b,m)\) denote the number of instances of Hamming distance that a single instance of \(MDom_{a,b}\), with inputs bounded in value by \(2^m\), is reduced to. Since by Lemma 12, \(MEq_{a+b}\) reduces to \(O(m \cdot (a+b))\) instances of Hamming distance, there is

\[
T(a,b,m) \leq O(m \cdot (a+b)) + T(a,b,m-1) + \sum_{0 \leq i \leq a, 0 \leq j \leq b, (i,j) \neq (a,b)} 3T(i,j,m),
\]

which is satisfied (for some constant \(C\)) by \(T(a,b,m) \leq C \cdot m \cdot (a+b) \cdot (a+b)^m \cdot 4^a \cdot 4^b.\) For fixed values \(a,b\) this is \(O(\log^{a+b+1} M)\).

**Proof of Theorem 10.** Consider an arbitrary piecewise-polynomial binary function \(\phi.\) Consider its summand \(P(x,y) \cdot 1[Ax+By+C > 0].\) If \(A = 0\) or \(B = 0\) then it reduces to a binary function of degenerated form \(P(x,y) \cdot 1[Ax+C > 0]\) which in turn reduces to \(O(d^2)\) multiplications by Lemma 13.

Otherwise, if \(A \neq 0\) and \(B \neq 0,\) then there is a one-to-one linear input reduction, \(u = -Ax\) and \(v = By + C,\) that reduces from \((-Ax)^i(By+C)^j \cdot 1[Ax+By+C > 0]\) to \(u^i v^j \cdot 1[u < v].\) Note that any polynomial of degree \(a\) and \(b\) over \(x\) and \(y\) is a linear combination of \((-Ax)^i(By+C)^j\) for \(0 \leq i \leq a\) and \(0 \leq j \leq b\).

By applying those reductions to each summand and applying Lemma 14 to each monomial of the summand, we reach the claimed bound.

To prove Theorem 11, we need the following technical Lemma:

**Lemma 15.** Consider a family of distinct lines \(\Lambda = \{\lambda_i\}_{i=1}^{N},\) \(\lambda_i = \{x,y : Ax+By+C_i = 0\}\) for integers \(A_i, B_i, C_i\) such that \(|A_i|, |B_i|, |C_i| \leq M.\) If there is at least one \(\lambda \in \Lambda\) that is not axis-orthogonal, then there exists \(\lambda_i \in \Lambda\) and \(\alpha, \beta, \gamma, \delta\) such that:

- for any line \(\lambda_j\) that is not parallel to \(\lambda_i,\) the set \(\{(\alpha x + \gamma, \beta y + \delta) : x,y \in [0 \ldots N]\}\) lies on the same side of \(\lambda_j,\)
- for any line \(\lambda_j\) that is parallel to \(\lambda_i,\) the sets \(\{(\alpha x + \gamma, \beta y + \delta) : x > y\}\) and \(\{(\alpha x + \gamma, \beta y + \delta) : x < y\}\) are separated by \(\lambda_j,\)

Moreover, \(|\alpha|, |\beta|, |\gamma|, |\delta| \leq \text{poly}(M, N).\)

**Proof.** Pick \(\lambda_i\) that is not axis-orthogonal, that is \(A_i, B_i \neq 0.\)

Let us denote the grid \(G = \{(\alpha x + \gamma, \beta y + \delta) : x,y \in [0 \ldots N]\}.\) To guarantee that main diagonal of \(G\) lies on \(\lambda_i,\) we need to have \(\alpha = B_i \cdot k\) and \(\beta = -A_i \cdot k\) for some nonzero integer \(k,\) and select values of \(\gamma, \delta\) accordingly so that \((\gamma, \delta) \in \lambda_i.\)

For non-parallel \(\lambda_i, \lambda_j,\) the coordinates of intersection point are:

\[
x_{i,j} = -\frac{C_i}{B_i} \begin{vmatrix} A_i & B_i \\ A_j & B_j \end{vmatrix} \quad y_{i,j} = -\frac{A_i}{A_j} \begin{vmatrix} A_i & C_i \\ A_j & C_j \end{vmatrix}.
\]

To guarantee that whole \(G\) lies on the same side of \(\lambda_j,\) it is enough to make sure that all 4 corners are on the same side. However, we observe that if e.g. corners \((\gamma, \delta)\) and \((\alpha N + \gamma, \delta)\) are separated by \(\lambda_j,\) it means that for some \(r \in [0,1]\) lines \(\lambda_j\) and \(A_i(x-r\alpha N) + B_i y + C_i = 0\)
(that is \(\lambda_i\) shifted in \(x\) by \(+r\alpha N\)) intersect on point with \(x = \delta\). To satisfy the first condition of the lemma, it is enough if every point of the convex closure of \(\mathcal{G}\) has \(x\) coordinate with absolute value at least \(2M^2 + |\alpha|MN\), since that is larger than any possible intersection point as described above (condition (a)). Similarly for \(y\) coordinate it should be at least \(2M^2 + |\beta|MN\) (condition (b)).

Take \(\lambda_j\) parallel to \(\lambda_i\), that is they differ only on value of \(C\). We first make sure that all such \(\lambda_j\) fall between lines \(\{(\alpha t + \gamma, \beta(t + 1) + \delta) : t \in \mathbb{R}\}\) and \(\lambda_i\) or \(\lambda_j\) and \(\{(\alpha(t + 1) + \gamma, \beta t + \delta) : t \in \mathbb{R}\}\) (those lines are \(\lambda_i\) “shifted” one step up or down in the grid), by making sure \(\alpha\) and \(\beta\) are large enough in absolute value. Indeed, it is enough to have \(|\alpha A_i| = |\beta B_i| > 2M\) being largest possible difference between two values of \(C\). It is enough to select \(k = 3M\), and \(\alpha = 3MB_i, \beta = -3MA_i\).

We then select \(\gamma\) and \(\delta\) as smallest in absolute value points of \(\lambda_i\) such that conditions (a) and (b) are satisfied.

**Proof of Theorem 11.** Let us take the binary function \(x \circ y = \sum_i P_i(x, y)\cdot 1[A_i x + B_i y + C_i > 0]\) as in the theorem statement, assuming it is of the simplest form (no redundant terms and minimal number of summands possible). We construct a reduction from Hamming distance to \(\circ\) by a series of intermediate operators.

Let \(d\) be the highest degree of any \(P_1, P_2, \ldots\). Consider all the lines being borders of regions, that is \(\lambda_i = \{(u, v) : A_i u + B_i v + C = 0\}\) (as elements of the continuous Euclidean plane).

We now apply Lemma 15, with \(N = 3dM + 2d\). Consider \(F(x, y) \overset{\text{def}}{=} (\alpha x + \gamma) \circ (\beta y + \delta)\). Limited to \(x, y \in [0 \ldots N]\), \(F(x, y)\) is piecewise linear of a much simpler form:

\[
F(x, y) = Q_>(x, y) \cdot 1[x > y] + Q_= (x, y) \cdot 1[x = y] + Q_<(x, y) \cdot 1[x < y]
\]

for \(Q_>, Q_=, Q_<\) being polynomials of degree at most \(d\), and \(Q_< \neq Q_>\). Let \(D_x, D_y\) be the operators of discrete differentiation, that is \(D_x F(x, y) \overset{\text{def}}{=} F(x + 1, y) - F(x, y), D_y F(x, y) \overset{\text{def}}{=} F(x, y + 1) - F(x, y)\). There are integers \(0 \leq a, b \leq d\) such that \(D_x^a D_y^b(Q_<(x, y) - Q_>(x, y)) \equiv c\) for some constant \(c \neq 0\). Thus if we consider the function:

\[
G(x, y) \overset{\text{def}}{=} \frac{1}{c} \cdot D_x^a D_y^b(F(x, y) - Q_>(x, y)),
\]

it has the following properties on \(x, y \in [0 \ldots N - d]\): for \(y - x > d\): \(G(x, y) = 1\), and for \(y - x < -d\): \(G(x, y) = 0\). We observe that for \(x, y \in [0 \ldots M]\), there is \(\text{Dom}(x, y) = G(3d \cdot x, 3d \cdot y + d)\). All in all, \(\text{Ham}\) reduces to \(O(d^2)\) instances of \(\circ\) and a single evaluation of a fixed polynomial \(Q_>(x, y)\), which reduces to \(O(d^2)\) multiplications.

**7 Conclusion**

There are several immediate applications of Theorem 10 and Theorem 11. The first one is that the improvement to \(\text{DomProd}\) from [32] translates to other \(\text{MatrixProduct}\) problems:

**Corollary 16.** \(\text{DomProd}, L_1\text{Prod}, L_{2p+1}\text{Prod}, \text{ThrProd}, \text{HamProd}\) and \((+, \min)\)-\(\text{MatrixProduct}\) are solvable in time \(\tilde{O}(n^\rho)\), where \(\rho \leq 2.6834\) is a solution to \(\rho = \omega(1, 4 - \rho, 1)\).

Observe that the reductions we presented map \(\star\) to \(\star\). Thus, e.g. by [26],[28] and [10], we immediately get that all considered \(\text{MatrixProduct}\) problems are of the same complexity.
even on sparse inputs, up to a poly log \( n \) multiplicative term and additive term of time it takes to compute (classical) sparse matrix product of relevant matrices (which is a simpler problem).

**Corollary 17.** Consider sparse inputs where we denote by \( m_1 \) and \( m_2 \) the number of entries in \( A \) and \( B \) that contribute to the score, where \( A \) and \( B \) are matrices of \( n \) vectors of dimension \( n \). \( \text{DomProd} \), \( L_1 \text{Prod} \), \( L_{2p+1} \text{Prod} \), \( \text{ThrProd} \), \( \text{HamProd} \) and \( (+, \text{min})\)-MatrixProduct are solvable in time \( \tilde{O}(\min(n^{\omega} + \sqrt{m_1 m_2} \cdot n^{\frac{\omega}{2}}, n^2 + (m_1 m_2) \cdot n^{\frac{\omega - 2}{\omega}} + n^{\frac{2-n}{\omega}})) \).

Since our reductions preserve the dimension of the problems, any tradeoff between \( d \ll n \) and the running time translates to all other problems as well, with a poly log \( n \) multiplicative term and a \( \tilde{O}(n^\omega) \) additive term. One can improve the running time of the algorithm presented in [25] using the trick of batch-processing via rectangular matrix multiplication in [32], as done for Dominance Product in [14], to obtain the following time complexity:

**Corollary 18.** For \( n \) vectors of dimension \( d = n^s \) for \( 0 \leq s \leq 1 \), \( \text{DomProd} \), \( L_1 \text{Prod} \), \( L_{2p+1} \text{Prod} \), \( \text{ThrProd} \), \( \text{HamProd} \) and \( (+, \text{min})\)-MatrixProduct are solvable in time \( \tilde{O}(n^{\rho(s)}(\sqrt{n^{s}})) \) where \( \rho(s) = \inf\{x : 2 \leq x \leq 3 \text{ and } \omega(1, 2 + 2s - x, 1) \geq x\} \). In particular, for \( d = \tilde{O}(n^{\omega/2}) \geq \tilde{O}(n^{0.156945}) \) all those problems are solvable in time \( \tilde{O}(n^2) \).

Similarly, one can look into the relation between sparsity and running time for pattern matching problems. Here, we obtain the following result:

**Theorem 19.** For a text of length \( n \) and a pattern of length \( m \), \( n \geq m \), with \( s_t \) and \( s_p \) relevant entries, respectively, the running time of \( \text{HamPM} \), \( \text{LessThanPM} \), \( \text{ThrPM} \) and \( L_{2p+1} \text{PM} \) is \( \tilde{O}(\sqrt{n \times s_p} + n) \).

We present the following application of the scaling/filtering framework: weighted mismatches. We distinguish between position weighted mismatches and character weighted mismatches. In the pattern matching setting, the former asks for \( O[i] = \sum_{j \neq P[j]} T[i+j] w(j) \), whereas the latter asks for \( O[i] = \sum_{j \neq T[i+j]} P[j] w(P[j]) \), for some given weight function \( w : \mathbb{Z} \rightarrow \mathbb{Z} \). We see that character weighted mismatches are expressible by a function \( w(x) \cdot 1[x \neq y] \) and get by Lemma 12 that Hamming Distance Pattern Matching with Character Weights is no harder than \( \text{HamPM} \) (up to a \( \log n \) factor). For position weights, we present the following:

**Theorem 20.** Hamming Distance Pattern Matching with Position Weights reduces to \( \tilde{O}(\log n) \) instances of \( \text{HamPM} \).

While it is no surprise that for example the technique of [32] can be applied to other \( \text{MatrixProd} \) problems, it is a nice side effect of our reduction that it can be applied “automatically” without looking deeper into the structure of any of the different \( \text{MatrixProd} \) problems involved. The reductions presented signify that regardless of whether we are looking for improved upper bounds, or new lower bounds, it is enough to concentrate on a single score function from the whole class of equivalent functions. In our opinion, Hamming distance is the “cleanest” score function, since it is the simplest – it assumes no arithmetic underlying structure of the alphabet (unlike e.g. \( L_1 \) distance) and not even an ordering of the alphabet.

---
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Lemma 12. For an integer weight function \( w \), the character weighted matches, that is \( w(x) \cdot 1[x = y] \), reduce to \( O(\log M) \) instances of Hamming distance and multiplication.

Proof. Let \( M \) be the upper bound on all values of \( w \) in the considered domain of inputs. Given two integers \( x, y \), we observe the following equality:

\[
w(x) \cdot [x = y] = \sum_{i=0}^{\log M} 2^i \cdot 1[w_i(x) = w_i(y)]
\]

where the filtering function \( w_i \) is defined based on \( w \):

\[
w_i(x) = \begin{cases} x & \text{if } i\text{-th bit of } w(x) \text{ is 1} \\ \star & \text{otherwise} \end{cases}
\]

Observing that \( 1[x = y] = 1 - \text{Ham}(x, y) \) finishes the proof. ▶

Lemma 13. An axis-orthogonal piecewise polynomial \( \odot \) of \( c \) summands of degree \( d \) reduces to \( O(d^c) \) multiplications.

Proof. Given an axis orthogonal piecewise polynomial \( F(x, y) = \sum_{i=1}^{c} P_i(x, y) \cdot 1[A_i x + B_i y + C_i > 0] \) of degree \( d \). Consider summand \( P_i(x, y) 1[A_i x + C_i > 0] \) (w.l.o.g. we assume that \( B_i = 0 \) and \( A_i \neq 0 \)). Consider a monomial of \( P_i(x, y) \), e.g. \( x^a y^b \). Define \( x' = x^a \) iff \( A_i x + C_i > 0 \) and \( x' = \star \) otherwise, and \( y' = y^b \). Then \( x^a y^b \odot 1[A_i x + C_i > 0] = x'y' \). ▶
Axis orthogonal piecewise polynomial \( \odot \) are no harder than multiplication in e.g. vector convolution or matrix multiplication. By Theorem 13 it reduces to multiplication in \( \mathbb{Z} \cup \{\ast\} \), which in turn reduces to multiplication in \( \mathbb{Z} \). Indeed, it is enough to consider a map \( \mathbb{Z} \cup \{\ast\} \rightarrow \mathbb{Z} \) that is identity on \( \mathbb{Z} \) and maps \( \ast \rightarrow 0 \).

\[ \textbf{Theorem 19.} \text{ For a text of length } n \text{ and a pattern of length } m, n \geq m, \text{ with } s_t \text{ and } s_p \text{ relevant entries, respectively, the running time of } \text{HAMPM}, \text{LESSHANPM}, \text{THRPM} \text{ and } L_{2p+1}\text{PM is } \tilde{O}(\sqrt{s_t s_p} + n). \]

\textbf{Proof.} Consider LESHANPM. The proof follows the non-sparse case. W.l.o.g. all the \( 2s_p \) actual entries are distinct integers (if it is not so, they can be made so using small \( \varepsilon > 0 \) shifts and then re-arranged back into integers preserving order). The \( s_p \) relevant entries of the pattern are sorted and partitioned into \( k \) buckets \( B_1, \ldots, B_k \) so that \( B_1 \) gets \( s_p/k \) smallest elements, \( B_2 \) following \( s_p/k \) smallest elements, etc. We get inter-bucket contribution for bucket \( B_i \) from convolution of \( P_i^R \) with \( T_i \), where \( P_i, T_i \) are binary strings such that \( P_i[j] = 1 \text{ iff } P[j] \in B_1 \cup \ldots \cup B_i \) and \( T_i[j] = 1 \text{ iff } T[j] \in B_i \). This in a total takes \( O(kn \log m) \) time for all \( k \) buckets. Intra-bucket contributions are captured in a brute force manner in \( O(s_t s_p/k) \) where each relevant text element is compared with at most \( s_p/k \) elements in its corresponding bucket. Choosing \( k \) to be \( \max(1, \sqrt{(s_t s_p)/(n \log m)}) \) gives the time bound of \( \tilde{O}(n + \sqrt{s_t s_p}) \).

\[ \textbf{Theorem 20.} \text{ Hamming Distance Pattern Matching with Position Weights reduces to } O(\log n) \text{ instances of } HAMPM. \]

\textbf{Proof.} We solve \( O(\log n) \) instances of HAMPM with filtering involved. This is done by constructing different pattern strings where \( P_i \) is defined as follows:

\[
P_i[j] = \begin{cases} P[j] & \text{i-th bit of } w(j) \text{ is } 1 \\ \ast & \text{otherwise.} \end{cases}
\]

Let \( O_i \) be the result vector of HAMPM between text \( T \) and pattern \( P_i \). The final result vector, \( O \), for the Hamming distance pattern matching with position weights can be computed such that \( O[k] = \sum_{i=0}^{\lceil \log W \rceil} 2^i \cdot O_i[k] \) where \( W \) is the maximum position weight. Given our assumption that \( W = \text{poly}(n) \), the result follows.

What remains is to show that one can get rid of \( \ast \) when e.g. computing Hamming distance. We show this in the pattern matching setting for simplicity. However this can be easily extended for matrix multiplication problems as well.

\[ \textbf{Lemma 9.} \text{ Hamming distance in } \mathbb{N} + \{\ast\} \text{ reduces preserving linearity to two instances of Hamming distance in } \mathbb{N}. \]

\textbf{Proof.} Let \( x, y \in \mathbb{N} + \{\ast\} \). To compute Ham\((x, y)\), we first use mapping that puts \( \ast \) into separate integer, and then apply correction that fixes distances between \( \ast \).

For the first instance:

\[
f(t) = \begin{cases} 0 & \text{if } t = \ast \\ t + 1 & \text{otherwise} \end{cases}
\]

As for the second instance:

\[
g(t) = \begin{cases} 0 & \text{if } t = \ast \\ 1 & \text{otherwise} \end{cases}
\]

Observe that \( \text{Ham}(x, y) = \text{Ham}(f(x), f(y)) - \text{Ham}(g(x), g(y)). \)
**B Supplementary reductions**

- **Theorem 21.** \( L_1 \) distance reduces to \( \min \) and multiplications. \( \min \) reduces to \( L_1 \) and multiplications.

**Proof.** \( \min(x, y) = x/2 + y/2 - |x - y|/2 \) and \( |x - y| = x + y - \min(x, y) \).

- **Lemma 22.** Dominance and \( \delta \)-threshold are equivalent.

**Proof.** Since both dominance and threshold are shift-invariant, we assume \( 0 \leq x, y \leq M \) for some \( M \) bounded by \( \text{poly}(n) \). Dominance reduces to one instance of threshold as \( \text{Dom}(x, y) = \text{Thr}_\delta(x, y) \) for any \( \delta > M \). Threshold reduces to two instances of dominance as \( \text{Thr}_\delta(x, y) = \text{Dom}(x + \delta, y) + \text{Dom}(x + \delta, y) \) for \( \delta > 0 \).

**Remark:** Thus, the result from [33] is implied by combining Theorem 8 with Lemma 22.

- **Lemma 23 ([26]).** Hamming distance reduces to 2 instances of dominance.

**Proof.** \( \text{Ham}(x, y) = \text{Dom}(x + 1, y) + \text{Dom}(-x + 1, -y) \).

- **Lemma 24 ([22]).** Dominance reduces to 2 instances of \( L_1 \), Hamming distance reduces to 3 instances of \( L_1 \).

**Proof.** \( \text{Dom}(x, y) = |x - (y + 1)|/2 - |x - y|/2 + 1/2 \) and \( \text{Ham}(x, y) = 1 + |x - y| - |x - (y + 1)|/2 - |(x + 1) - y|/2 \).

**C Example reductions**

Figures 2 and 3 illustrate our reductions from Theorems 7 and 8, respectively.

*p= 2 0 1 =T 0 2 1 3 0*

- **Figure 2** Our reduction from \( L_1 \text{PatternMatching} \) to \( \text{LessThanPatternMatching} \) in Theorem 7 instantiated for a pattern \( P \) of length \( m = 3 \) and a text \( T \) of length \( n = 6 \) over an alphabet of integers \( \{0, 1, 2, 3\} \), so \( M = 2^2 = 4 \).
Figure 3 Our reduction from \textsc{LessThanPatternMatching} to \textsc{HammingDistancePatternMatching} in Theorem 8 instantiated for a pattern $P$ of length $m = 4$ and a text $T$ of length $n = 6$ over an alphabet of integers $\{0, 1, 2, 3, 4, 5, 6, 7\}$, so $M = 2^3 = 8$. 
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1 Introduction

Pattern matching is one of the core problems in text processing algorithms. Given a text \( T \) of length \( n \) and a pattern \( P \) of length \( m \), \( m \leq n \), both over an alphabet \( \Sigma \), one searches for occurrences of \( P \) in \( T \) as a substring. A generalization of a pattern matching is to find substrings of \( T \) that are similar to \( P \), where we consider a particular string distance and ask for all \( m \)-substrings of \( T \) where the distance to \( P \) does not exceed a given threshold, or simply report the distance from \( P \) to every \( m \)-substring of \( T \). Typical distance functions considered are Hamming distance, \( \ell_1 \) distance, or in general \( \ell_p \) distances for some constant \( p \), assuming input is over a numerical, e.g. integer, alphabet.

For reporting all Hamming distances, Abrahamson [1] described an algorithm with the complexity of \( O(n \sqrt{m \log m}) \). Using a similar approach, the same complexity was obtained in [18] and later in conference works [3, 5] for reporting all \( \ell_1 \) distances. It is a major open problem whether near-linear time algorithm, or even \( O(n^{3/2-\varepsilon}) \) time algorithm, is possible for such problems. A conditional lower bound [6] was shown, via a reduction from matrix multiplication. This means that existence of combinatorial algorithm with runtime \( O(n^{3/2-\varepsilon}) \) solving the problem for Hamming distances implies combinatorial algorithms for boolean matrix multiplication with \( O(n^{3-\delta}) \) runtime, which existence is unlikely. If one is uncomfortable with poorly defined notion of combinatorial algorithms, one can apply the reduction to obtain a lowerbound of \( \Omega(n^{\omega/2}) \) for Hamming distances pattern matching.

1 Most of the work was done while the author was affiliated with ETH Zürich.
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where $2 \leq \omega < 2.373$ is a matrix multiplication exponent.\(^2\) Later, the complexity of pattern matching under Hamming distance and under $\ell_1$ distance was proven to be identical (up to polylogarithmic terms) [11, 19].

The mentioned hardness results serve as a motivation for considering relaxation of the problems, with $(1 + \varepsilon)$ multiplicative approximation being the obvious candidate. For Hamming distance, Karloff [14] was the first to propose an efficient approximation algorithm with a run time of $O(\frac{n}{\varepsilon} \log^3 m)$. The $\frac{1}{\varepsilon}$ dependency was believed to be inherent, as is the case for e.g. space complexity of sketching of Hamming distance, cf. [25, 12, 4]. However, for approximate pattern matching that was refuted by Kopelowitz and Porat [15, 16], by providing randomized algorithms with complexity $O(\frac{n}{\varepsilon} \log n \log m \log \frac{1}{\varepsilon} \log |\Sigma|)$ and $O(\frac{n}{\varepsilon} \log n \log m)$ respectively. Moving to $\ell_1$ distance, Lipsky and Porat [20] gave a deterministic algorithm with a run time of $O(\frac{n}{\varepsilon} \log m \log U)$, while later Gawrychowski and Uznański [10] have improved the complexity to a (randomized) $O(\frac{n}{\varepsilon} \log^2 n \log m \log U)$, where $U$ is the maximal integer value on the input. Additionally, we refer the reader to the line of work on other relaxations on exact the distance reporting [2, 7, 10, 3].

A folklore result (c.f. [20]) states that the randomized algorithm with a run time of $\tilde{O}(\frac{n}{\varepsilon})$ is in fact possible for any $\ell_p$ distance, $0 < p \leq 2$, with use of $p$-stable distributions and convolution.\(^3\) Such distributions exist only when $p \leq 2$, which puts a limit on this approach. See [22] for wider discussion on $p$-stable distributions. Porat and Efremenko [23] have shown how to approximate general distance functions between pattern and text in time $O(\frac{n}{\varepsilon} \log^2 m \log |\Sigma| \log B_d)$, where $B_d$ is upperbound on distance between two characters in $\Sigma$. Their solution does not immediately translates to $\ell_p$ distances, since it allows only for score functions of form $\sum d(t_{i+j}, p_j)$ where $d$ is arbitrary metric over $\Sigma$. Authors state that their techniques generalize to computation of $\ell_2$ distances, but the dependency $\varepsilon^{-2}$ in their approach is unavoidable. [20] observe that $\ell_2$ pattern matching can be in fact computed in $O(n \log m)$ time, by reducing it to a single convolution computation. This case and analogously case of $p = 4, 6, \ldots$ are the only ones where fast and exact algorithm is known.

We want to point that for $\ell_\infty$ pattern matching there is an approximation algorithm of complexity $O(\frac{n}{\varepsilon} \log m \log U)$ by Lipsky and Porat [20]. Moving past pattern matching, we want to point that in a closely related problem of computing $(\min, +)$-convolution there exists $O(\frac{n}{\varepsilon} \log \frac{n}{\varepsilon} \log U)$ time algorithm computing $(1 + \varepsilon)$ approximation, cf. Mucha et al. [21].

Two questions follow naturally. First, is there a $\tilde{O}(\frac{n}{\text{poly}(\varepsilon)})$ algorithm for $\ell_p$ norms pattern matching when $p > 2$? Second, is there anything special to $p = 0$ and $p = 1$ cases that allows for faster algorithms, or can we extend their complexities to other $\ell_p$ norms? To motivate further those questions, observe that in the regime of maintaining $\ell_p$ sketches in the turnstile streaming model (sequence of updates to vector coordinates), one needs small space of $\Theta(\log n)$ bits when $p \leq 2$ (cf. [13]), while when $p > 2$ one needs large space of $\Theta(n^{1 - 2/p} \log n)$ bits (cf. [9, 17]) meaning there is a sharp transition in problem complexity at $p = 2$. Similar phenomenon of transition at $p = 2$ is observed for $p$-stable distributions, and one could expect such transition to happen in the pattern matching regime as well.

In this work we show that for any constant $p \geq 0$ there is an algorithm of complexity $\tilde{O}(\frac{n}{\varepsilon})$, replicating the phenomenon of linear dependency on $\varepsilon^{-1}$ from Hamming distance and $\ell_1$ distance to all $\ell_p$ norms. Additionally this provides evidence that no transition at $p = 2$ happens, and so far to our understanding cases of $p > 2$ and $p < 2$ are of similar hardness.

\(^2\) Although the issue is that we do not even know whether $\omega > 2$ or not.

\(^3\) We use $\tilde{O}$ notation to hide factors polylogarithmic in $n, m, |\Sigma|, U$ and $\varepsilon^{-1}$.
1.1 Definitions and preliminaries

Model. In most general setting, our inputs are strings taken from arbitrary alphabet $\Sigma$. We use this notation only when structure of alphabet is irrelevant for the problem (e.g. Hamming distances). However, when considering $\ell_p$ distances we focus our attention over an integer alphabet $[U] \triangleq \{0, 1, \ldots, U - 1\}$ for some $U$. One can usually assume that $U = \text{poly}(n)$, and then $\log U$ term can be safely hidden in the $\mathcal{O}$ notation, however we provide the dependency explicitly in Theorem statements. Even without such assumption, we can assume standard word RAM model, in which arithmetic operations on words of size $\log U$ take constant time. Otherwise the complexities have an additional $\log U$ factor. We also denote $u = \log U$. While we restrict input integer values, we allow intermediate computation and output to consist of floating point numbers having $u$ bits of precision.

Distance between strings. Let $X = x_1x_2 \ldots x_n$ and $Y = y_1y_2 \ldots y_n$ be two strings. For any $p > 0$, we define their $\ell_p$ distance as

$$\ell_p(X, Y) = \left( \sum |x_i - y_i|^p \right)^{1/p}.$$ 

Particularly, $\ell_1$ distance is known as Manhattan distance, and $\ell_2$ distance is known as Euclidean distance. Observe that the $p$-th power of $\ell_p$ distance has particularly simpler form of $\ell_p(X, Y)^p = \sum|x_i - y_i|^p$.

The Hamming distance between two strings is defined as

$$\text{Ham}(X, Y) = |\{i : x_i \neq y_i\}|.$$ 

Adopting the convention that $0^0 = 0$ and $x^0 = 1$ for $x \neq 0$, we observe that $(\ell_p)^p$ approaches Hamming distance as $p \to 0$. Thus Hamming distance is usually denoted as $\ell_0$ (although $(\ell_0)^0$ is more precise notation).

Text-to-pattern distance. For text $T = t_1t_2 \ldots t_n$ and pattern $P = p_1p_2 \ldots p_m$, the text-to-pattern distance is defined as an array $S$ such that, for every $i$, $S[i] = d(T[i+1 \ldots i+m], P)$ for particular distance function $d$. Thus, for $\ell_p$ distance $S[i] = \left( \sum_{j=1}^m |t_{i+j} - p_j|^p \right)^{1/p}$, while for Hamming distance $S[i] = |\{j \in \{1, \ldots, m\} : t_{i+j} \neq p_j\}|$. Then $(1 + \varepsilon)$-approximate distance is defined as an array $S_\varepsilon$ such that, for every $i$, $(1 - \varepsilon) \cdot S[i] \leq S_\varepsilon[i] \leq (1 + \varepsilon) \cdot S[i]$.

Rounding and arithmetic operations. For any value $x$, we denote by $x^{(i)} = \lfloor x/2^i \rfloor \cdot 2^i$ the value with $i$ $y$ bits rounded. However, with a little stretch of notation, we do not limit value of $i$ to be positive. We denote by $\|r\|_c$ the norm modulo $c$, that is $\|r\|_c = \min(r \text{ mod } c, c - (r \text{ mod } c))$.

1.2 Our results

In this paper we answer favorably both questions by providing relevant algorithms. First, we show how to extend the deterministic $\ell_1$ distances algorithm into $\ell_p$ distances, when $p \geq 1$.

**Theorem 1.** For any $p \geq 1$ there is a deterministic algorithm computing $(1 + \varepsilon)$ approximation to pattern matching under $\ell_p$ distances in time $\mathcal{O}(\frac{n}{\varepsilon} \log m \log U)$ (assuming $\varepsilon \leq 1/p$).

We then move to the case of $\ell_p$ distances when $p < 1$. We show that it is possible to construct a randomized algorithm with the desired complexity.
Theorem 2. For $0 < p < 1$, there is a randomized algorithm computing $(1 + \varepsilon)$ approximation to pattern matching under $\ell_p$ distances in time $O(p^{-1} \varepsilon^{-1} n \log m \log^2 U \log n)$. The algorithm is correct with high probability.\footnote{Probability at least $1 - 1/n^c$ for arbitrarily large constant $c$.}

Finally, combining with existing $\ell_0$ algorithm from [16] we obtain as a corollary that for constant $p \geq 0$ approximation of pattern matching under $\ell_p$ distances can be computed in $\tilde{O}(\frac{n}{\varepsilon})$ time.

2 Approximation of $\ell_p$ distances

We start by showing how convolution finds its use in counting versions of pattern matching, either exact or approximation algorithms. Consider the case of pattern matching under $\ell_2$ distances. Observe that we are looking for $S$ such that $S[i]^2 = \sum_{j=-k}^{k} (t_j - p_k)^2 = \sum_j t_j^2 + \sum_k p_k^2 - 2 \sum_{j=-k}^{k} t_j p_k$. The last term is just a convolution of vectors in disguise and is equivalent to computing convolution of $T$ and reverse ordered $P$. Such approach can be applied to solving exact pattern matching via convolution (observing that $\ell_2$ distance is 0 iff there is an exact match).

We follow with a technique for computing exact text-to-pattern distance, for arbitrary distance functions, introduced by [20], which is a generalization of a technique used in [8]. We provide a short proof for completeness.

Theorem 3 ([20]). Text-to-pattern distance where strings are over arbitrary alphabet $\Sigma$ can be computed exactly in time $O(|\Sigma| \cdot n \log m)$.

Proof. For every letter $c \in \Sigma$, construct a new text $T^c$ by setting $T^c[i] = 1$ if $t_i = c$ and $T^c[i] = 0$ otherwise. A new pattern $P^c$ is constructed by setting $P^c[i] = d(c, p_i)$. Since $d(t_{i+j}, p_{j}) = \sum_{c \in \Sigma} T^c[i + j] \cdot P^c[j]$, it is enough to invoke $|\Sigma|$ times convolution.

Theorem 3 allows us to compute text-to-pattern distance exactly, but the time complexity $O(|\Sigma| n \log m)$ is prohibitive for large alphabets (when $|\Sigma| = \text{poly}(n)$). However, it is enough to reduce the size of alphabet used in the problem (at the cost of reduced precision) to reach desired time complexity. While this might be hard, we proceed as follows: we decompose our weight function into a sum of components, each of which is approximated by a corresponding function on a reduced alphabet.

We say that a function $d$ is effectively over smaller alphabet $\Sigma'$ if it is represented as $d(x, y) = d'(\iota_1(x), \iota_2(y))$ for some $\iota_1, \iota_2 : \Sigma \rightarrow \Sigma'$ and $d'$. It follows from Theorem 3 that text-to-pattern under distance $d$ can be computed in time $\tilde{O}(|\Sigma'| n)$ (ignoring the cost of computing $\iota_1$ and $\iota_2$).

Decomposition. Let $D(x, y) = |x - y|^p$ be a function corresponding to $(\ell_p)^p$ distance, that is $\ell_p(X,Y)^p = \sum_i D(x_i, y_i)$. Our goal is to decompose $D(x, y) = \sum \alpha_i(x, y)$ into small (polylogarithmic) number of functions, such that each $\alpha_i(x, y)$ is approximated by $\beta_i(x, y)$ that is effectively over alphabet of $O(\frac{1}{\varepsilon})$ size (up to polylogarithmic factors). Now we can use Theorem 3 to compute contribution of each $\beta_i$. We then have that $G(x, y) = \sum_i \beta_i(x, y)$ approximates $F$, and text-to-pattern distance under $G$ can be computed in the desired $\tilde{O}(\frac{n}{\varepsilon})$ time. We present such decomposition, useful immediately in case of $p \geq 1$ and as we see in section 2.2 with a little bit of effort as well in case when $0 < p \leq 1$. 

We provide a short proof for completeness.
Useful estimations. We use following estimations in our proofs. For \( p \geq 1 \)
\[
(1 - \varepsilon)^p \geq 1 - p\varepsilon, \quad \text{for } 0 \leq \varepsilon \leq 1, \quad (1) \\
(1 + \varepsilon)^p \geq 1 + p\varepsilon, \quad \text{for } 0 \leq \varepsilon \leq 1, \quad (2) \\
(1 - \varepsilon)^p \leq 1 - p\varepsilon(1 - 1/p), \quad \text{for } 0 \leq \varepsilon \leq 1/p, \quad (3) \\
a^b - (a - b)^p \leq pa^{b-1}b, \quad \text{for } a \geq b \geq 0. \quad \text{(follows from 2)} \quad (4)
\]

For \( p \leq 1 \)
\[
(1 - \varepsilon)^p \leq 1 - p\varepsilon, \quad \text{for } 0 \leq \varepsilon \leq 1, \quad (5) \\
(1 - \varepsilon)^p \geq 1 - 2\varepsilon \ln 2, \quad \text{for } 0 \leq \varepsilon \leq 1/2, \quad (6) \\
(1 + \varepsilon)^p \geq 1 + \varepsilon \ln 2, \quad \text{for } 0 \leq \varepsilon \leq 1, \quad (7) \\
a^b - (a - b)^p \leq 2pa^{b-1}b \ln 2, \quad \text{for } a \geq 2b \geq 0. \quad \text{(follows from 6)} \quad (8)
\]

2.1 Algorithm for \( p \geq 1 \)

In this section we prove Theorem 1. We start by constructing a family of functions \( F_i \), which are better refinements of \( F \) as \( i \) decreases.

First step. Let us denote
\[
F_i(x, y) = \left( \max(0, |x - y| - 2^i) \right)^p \quad \text{and} \quad f_i = F_i - F_{i+1}.
\]

Observe that \( F_u = 0 \) (for \( 0 \leq x, y \leq U \)). Moreover, there is a telescoping sum \( F_1 = \sum_{j=2}^{n} f_j \).

To better see the telescopic sum, consider case \( p = 1 \). We then represent \( F_u(x, y) = \sum_{i=0}^{U} f_i(x, y) = (-2^{-u} + 2^{-u+1}) + (-2^{-u+1} + 2^{-u+2}) + \ldots + (-2^{-1} + 2) + (|x - y| - 2^u) + 0 + \ldots + 0 \). Such decomposition (for \( p = 1 \)) was first considered, to our knowledge, in [20].

Second step. Instead of using \( x \) and \( y \) for evaluation of \( F_i \), we evaluate \( F_i \) using \( x \) and \( y \) with all bits younger than \( i \)-th one set to zero. Formally, define \( x^{(i)} = [x/2^i] \cdot 2^i \), \( y^{(i)} = [y/2^i] \cdot 2^i \). Now we denote
\[
G_i(x, y) = F_i(x^{(i)}, y^{(i)})
\]

Similarly as for \( f_i \), define \( g_i = G_i - G_{i+1} \). Using the same reasoning, we have \( G_u = 0 \). For integers \( i \leq 0 \) the functions \( F_i \) and \( G_i \) are the same (as we are not rounding) and therefore \( F_{-u} = G_{-u} = \sum_{i=-\infty}^{n} g_i \). Intuitively, \( g_i \) captures contribution of \( i \)-th bit of input to the output value (assuming all older bits are set and known, and all younger bits are unknown).

Third step. Let \( \eta \) be a value to be fixed later, depending on \( \varepsilon \) and \( p \). Assume w.l.o.g. that \( \eta \) is such that \( 1/\eta \) is an integer. We now define \( \tilde{g}_i \) as a refinement of \( g_i \), by replacing \( |x^{(i)} - y^{(i)}| \) with \( \|x^{(i)} - y^{(i)}\|_{B_i} \) and \( |x^{(i+1)} - y^{(i+1)}| \) with \( \|x^{(i+1)} - y^{(i+1)}\|_{B_i} \), where \( B_i = 2^i/\eta \), that is doing all the computation \textit{modulo} \( B_i \). To be precise, define
\[
\tilde{G}_i(x, y) = \left( \max(0, \|x^{(i)} - y^{(i)}\|_{B_i} - 2^i) \right)^p \\
\tilde{G}_{i+1}(x, y) = \left( \max(0, \|x^{(i+1)} - y^{(i+1)}\|_{B_i} - (2^{i+1}) \right)^p
\]

and then \( \tilde{g}_i = \tilde{G}_i - \tilde{G}_{i+1} \). Additionally, we denote for short \( \tilde{G}_i = \sum_{j=1}^{n} \tilde{g}_j \).
Intuitively, $\hat{g}_i$ approximates $g_i$ in the scenario of limited knowledge – it estimates contribution of $i$-th bit of input to the output, assuming knowledge of bits $i+1$ to $i+\log \eta^{-1}$ of input. We are now ready to provide an approximation algorithm to $(\ell_p)^p$ text-to-pattern distances.

▶ **Algorithm 4.**

**Input:**
- $T$ is the text,
- $P$ is the pattern,
- $\eta$ controls the precision of the approximation.

**Steps:**
1. For each $i \in \{-u, \ldots, u\}$ compute array $S_i$ being the text-to-pattern distance between $T$ and $P$ using $\hat{g}_i$ distance function (parametrized by $\eta$) using Theorem 3.
2. Output array $S[i] = \left(\sum_{j=-u}^{u} S_j[i]\right)^{1/p}$.

To get the $(1+\varepsilon)$ approximation we run the Algorithm 4 with $\eta = \frac{\varepsilon}{128}$.

Now, we need to show the running time and correctness of the result. Firstly, to prove the correctness, we divide summands $\hat{g}_i$ into three groups and reason about them separately. As computing $F_{-u}, G_{-u}$ (by summing $f_i$’s and $g_i$’s respectively) yields $(1+\varepsilon)$ multiplicative error, we will show that the difference between computing $g_i$ and $\hat{g}_i$ brings only an additional $(1+\varepsilon)$ multiplicative error.

▶ **Lemma 5.** For $i$ such that $|x - y| \leq 2^j$ both $g_i(x,y) = 0$ and $\hat{g}_i(x,y) = 0$.

**Proof.** As both $g_i$, $\hat{g}_i$ are symmetric functions, we can w.l.o.g. assume $x \geq y$. $\forall j \geq i$:

$$|x^{(j)} - y^{(j)}| = 2^j \left(\left\lfloor \frac{x}{2^j} \right\rfloor - \left\lfloor \frac{y}{2^j} \right\rfloor\right) \leq 2^j \left(\left\lfloor \frac{x}{2^j} \right\rfloor - \left\lfloor \frac{x - 2^j}{2^j} \right\rfloor\right) \leq 2^j.$$

Therefore $G_j = 0$ from which $g_i(x,y) = 0$ follows. And because $\|x^{(j)} - y^{(j)}\|_{B_i} \leq |x^{(j)} - y^{(j)}|$ we have $\hat{g}_i(x,y) = 0$ as well. ◀

▶ **Lemma 6.** For $i$ such that $|x - y| > 2^j \geq 4\eta|x - y|$ we have $g_i(x,y) = \hat{g}_i(x,y)$.

**Proof.** For $g_i(x,y) = \hat{g}_i(x,y)$ to hold, it is enough to show that both norms $\|\cdot\|$ and $\|\cdot\|_{B_i}$ are the same for $x^{(j)} - y^{(j)}$ and $x^{(i+1)} - y^{(i+1)}$. This happens if the absolute values of the respective inputs are smaller than $B_i/2$. Let us bound both $|x^{(j)} - y^{(j)}|$ and $|x^{(i+1)} - y^{(i+1)}|$:

$$\max(|x^{(j)} - y^{(j)}|, |x^{(i+1)} - y^{(i+1)}|) \leq |x - y| + 2^{i+1} \leq 2^{i+1}(1 + \frac{1}{8\eta}).$$

We can w.l.o.g. assume $\eta \leq 1/8$ in order to make $\frac{1}{8\eta}$ a dominant term in the parentheses and reach:

$$\max(|x^{(j)} - y^{(j)}|, |x^{(i+1)} - y^{(i+1)}|) \leq 2^{i+1}(1 + \frac{1}{8\eta}) \leq \frac{2^j}{2\eta} = B_i.$$ 

Therefore $\|x^{(j)} - y^{(j)}\|_{B_i} = |x^{(j)} - y^{(j)}|$ as well as $\|x^{(i+1)} - y^{(i+1)}\|_{B_i} = |x^{(i+1)} - y^{(i+1)}|$ which completes the proof. ◀

▶ **Lemma 7.** If $p \geq 1$ then for $i$ such that $4\eta|x - y| > 2^i$ we have $|g_i(x,y)| \leq 2p2^i \cdot |x - y|^{p-1}$. 

Proof. For the sake of the proof, we will w.l.o.g. assume $\eta \leq 1/8$. Denote $A = |x^{(i)} - y^{(i)}|$, $B = |x^{(i+1)} - y^{(i+1)}|$, $A' = \max(0, A - 2^i)$ and $B' = \max(0, B - 2^i)$. Observe that $|x - y| - 2^i \leq A \leq |x - y| + 2^i$ thus $|x - y| - 2 \cdot 2^i \leq A' \leq |x - y|$, and similarly $|x - y| - 2 \cdot 2^i + 1 \leq B' \leq |x - y|$ so $|A' - B'| \leq 2^i$. Assume w.l.o.g. that $A' \geq B'$. We bound

$$|g_i(x, y) = (A')^p - (A' - (A' - B'))^p| \leq p(A' - B')(A')^{p-1} \leq 2p2^i \cdot |x - y|^{p-1} \quad \text{(by (4))}$$

Lemma 8. If $p \geq 1$ then for $i$ such that $4\eta|x - y| > 2^i$ we have $|\tilde{g}_i(x, y)| \leq 2p2^i \cdot |x - y|^{p-1}$. Proof. Follows by the same proof strategy as in proof of Lemma 7, replacing $\| \cdot \|$ with $| \cdot |$. ▶

Theorem 9. $\tilde{G}_u = \sum_{i \geq u} \tilde{g}_i$ approximates $F_u$ up to an additive $32 \cdot p \cdot \eta \cdot |x - y|^p$ term.

Proof. We bound the difference between two terms:

$$|F_u(x, y) - \sum_{i = -u}^{u} \tilde{g}_i(x, y)| \leq \sum_{i = -u}^{\log_2(4\eta|x - y|)} (|\tilde{g}_i(x, y)| + |g_i(x, y)|) \leq 2 \cdot \left( \sum_{i = -\infty}^{\log_2(4\eta|x - y|)} 2^i \right) \cdot 2 \cdot p \cdot |x - y|^{p-1} \leq 32 \cdot \eta|x - y| \cdot p \cdot |x - y|^{p-1}$$

where the bound follows from Lemma 5, 6, 7 and 8. ▶

We now show that $F_u$ is a close approximation of $D$ (recall $D(x, y) = |x - y|^p$).

Lemma 10. For integers $x, y$ there is $D(x, y) \cdot (1 - (2 \ln 2)p/U) \leq F_u(x, y) \leq D(x, y)$.

Proof. For $x = y$ the lemma trivially holds, so for the rest of the proof we will assume $x \neq y$. As $x, y$ are integers only, their smallest non-zero distance is 1. As $-u < 0$ the $|x - y| - 2^{-u} > 0$ and we bound $|x - y| \cdot (1 - 1/U) \leq \max(0, |x - y| - 2^{-u}) \leq |x - y|$. By (1) (when $p \geq 1$) or (6) (when $p \leq 1$) the claim follows. ▶

By combining Theorem 9 with the Lemma 10 above we conclude that additive error of Algorithm 4 at each position is $(32p \cdot \eta + \frac{p}{2^i}) \cdot |x - y|^p = p(\varepsilon/4 + 1/U) \cdot |x - y|^p \leq p\varepsilon|x - y|^p$ (since w.l.o.g. $\varepsilon \geq 4/U$), thus the relative error is $(1 + p\varepsilon/2)$. Observe that each $\tilde{g}_i$ is effectively a function over the alphabet of size $B_i/2^i = 1/\eta$. Thus, the complexity of computing text-to-pattern distance using $\tilde{g}_i$ distance is $O(\eta^{-1} n \log m)$, and iterating over at most $2u$ summands makes the total time $O(\varepsilon^{-1} n \log m \log U)$.

Finally, since $p \geq 1$ and w.l.o.g. $\varepsilon \leq 1/p$, by (2) and (3) $(1 + p\varepsilon/2)$ approximation of $\ell_p^n$ distances is enough to guarantee $(1 + \varepsilon)$ approximation of $\ell_p$ distances.

2.2 Algorithm for $0 < p \leq 1$

In this section we prove Theorem 2. We note that the algorithm presented in the previous section does not work, since in the proof of Lemma 7 and 8 we used the convexity of function $|t|^p$, which is no longer the case when $p < 1$.

However, we observe that Lemma 5 and 6 hold even when $0 < p \leq 1$. To combat the situation where adversarial input makes the estimates in Lemma 7 and 8 to grow too large, we use a very weak version of hashing. Specifically, we pick at random a linear function
σ(t) = r · t, where r ∈ [1, 9] is a random independent variable. Such function applied to the input makes its bit sequences appear more “random” while preserving the inner structure of the problem.

Consider a following approach:

**Algorithm 11.**
1. Fix η = \( \frac{2^{p}}{3\ln 2} \).
2. Pick \( r \in [1, 9] \) uniformly at random.
3. Compute \( T' = r \cdot T \) and \( P' = r \cdot P \).
4. Use Algorithm 4 to compute \( S' \), text-to-pattern distance between \( T' \) and \( P' \) using \( \hat{G}_{-u} \) distance function.
5. Output \( S'' = S' \cdot r^{-1} \).

Now we analyze the expected error made by estimation from Algorithm 11. We denote the expected additive error of estimation of \( \ell_{p} \) distances as

\[
\text{err}(x, y) = \mathbb{E}_{r \in [1,9]} \left[ \left( \frac{1}{r} \right)^{p} \left| \hat{G}_{-u}(rx, ry) - |rx - ry| \right| \right].
\]

**Theorem 12.** The procedure of Algorithm 11 has the expected additive error \( \text{err}(x, y) \leq \frac{32^{p}}{\ln 2} \cdot |x - y|^{p} \).

**Proof.** Assume that \( x \neq y \), as otherwise the bound trivially follows. We bound the absolute error as follow, denoting \( k = \log(8\eta|x - y|) \).

\[
\text{err}(x, y) \leq \mathbb{E}_{r \in [1,9]} \left[ \left( \frac{1}{r} \right)^{p} \left| \hat{G}_{-u}(rx, ry) - F_{-u}(rx, ry) \right| \right] \]
\[
+ \mathbb{E}_{r \in [1,9]} \left[ \left| F_{-u}(rx, ry) - D(rx, ry) \right| \right] \]
\[
\leq \mathbb{E}_{r \in [1,9]} \left[ \sum_{i=-u}^{u} (\hat{g}_{i}(rx, ry) - g_{i}(rx, ry)) \right] \]
\[
+ \mathbb{E}_{r \in [1,9]} \left[ \left( \frac{1}{r} \right)^{p} 2^{\ln 2} \left( \frac{2}{1} \right)^{p} D(rx, ry) \right] \quad (1/r)^{p} \leq 1 \]
\[
\leq \sum_{i=-u}^{k} \mathbb{E}_{r \in [1,9]} \left[ |\hat{g}_{i}(rx, ry)| \right] + \mathbb{E}_{r \in [1,9]} \left[ \left| \sum_{i=-u}^{k} g_{i}(rx, ry) \right| \right] \]
\[
+ 2^{\ln 2} \left( \frac{2}{1} \right)^{p} |x - y|^{p} \quad \text{(Lemma 5, 6)}
\]

Now, we bound the first two summands separately in following lemmas.

**Lemma 13.** \( |\sum_{i=-u}^{k} g_{i}(rx, ry)| \) is upper bounded by \( 32^{p} \ln 2 \cdot \eta |x - y|^{p} \).

**Proof.** Since w.l.o.g. \( \eta \leq 1/32 \) thus \( 2^{k+1} \leq 1/2 \cdot r|x - y| \):

\[
\left| \sum_{i=-u}^{k} g_{i}(rx, ry) \right| \leq \sum_{i=-\infty}^{k} g_{i}(rx, ry) \]
\[
\leq |G_{k+1}(rx, ry) - D(rx, ry)| \]
\[
\leq ((r|x - y|)^{p} - (r|x - y| - 2^{k+1})^{p}) \]
\[
\leq r^{p} |x - y|^{p} \cdot 2p(2^{p})^{2^{k+1}} \cdot \frac{2^{k+1}}{r|x - y|} \quad \text{(by (8))} \]
\[
\leq 32^{p} \ln 2 \cdot \eta |x - y|^{p}. \quad \text{(r}^{p-1} \leq 1) \]
Lemma 14. For \( i \leq k = \log(8\eta|x-y|) \) we have \( \mathbb{E}_{r \in [1,9]} \left[ |\hat{g}_i(rx,ry)| \right] \leq (1152 + 192(ln 2))\eta|x-y|^p. \)

(Due to the space constraints, the proof of this Lemma is deferred to the appendix.)

By combining bounds from Lemma 13, and Lemma 14 we get:

\[
\text{err}(x,y) \leq \sum_{i=-u}^{k} \mathbb{E}_{r \in [1,9]} \left[ |\hat{g}_i(rx,ry)| \right] + \mathbb{E}_{r \in [1,9]} \left[ \sum_{i=-u}^{k} g_i(x,ry) \right] + 2(ln 2) \frac{p}{U} |x-y|^p
\]

\[
\leq 2(ln 2) \frac{p}{U} |x-y|^p + (32(ln 2)\eta|x-y|^p + \sum_{i=-u}^{k} (1152 + 192(ln 2))\eta|x-y|^p
\]

\[
\leq 2(ln 2) \frac{p}{U} |x-y|^p + (32(ln 2)\eta|x-y|^p + 2 \log U(1152 + 192(ln 2))\eta|x-y|^p
\]

\[
\leq 2(ln 2) \frac{p}{U} |x-y|^p + (32(ln 2) + 2 \log U(1152 + 192(ln 2)))\eta|x-y|^p
\]

\[
\leq 2(ln 2) \frac{p}{U} |x-y|^p + 2593 \log U \eta|x-y|^p
\]

\[
\leq \frac{6p}{6ln2} |x-y|^p + \frac{6p}{6ln2} |x-y|^p
\]

\[
\leq \frac{6p}{3ln2} |x-y|^p
\]

w.l.o.g. \( \varepsilon \geq \frac{12(ln 2)^2}{U} \)

To finish the proof of Theorem 2 we observe, that for any position \( i \) of output, Algorithm 11 outputs \( S''[i] \) such that \( \mathbb{E}_r |(S''[i])^p - (S[i])^p| \leq \frac{p^2}{3ln2} (S[i])^p \). By Markov’s inequality it means that with probability \( 2/3 \) the relative error of \( \ell_p \) approximation is at most \( \frac{p^2}{3ln2} \cdot \varepsilon \). Thus, by (5) and (7) relative error of \( \ell_p \) approximation is \( \varepsilon \) with probability at least \( 2/3 \). Now a standard amplification procedure follows: invoke Algorithm 11 independently \( t \) times and take the median value from \( S''[i], \ldots, S''[i] \) as the final estimate \( S_t[i] \). Taking \( t = \Theta(\log n) \) to be large enough makes the final estimate good with high probability, and by the union bound whole \( S_t \) is a good estimate of \( S \). The complexity of the whole procedure is thus \( \mathcal{O}(\log n \cdot \log U \cdot \eta^{-1} \cdot n \log m) = \mathcal{O}(p^{-1} \varepsilon^{-1} n \log m \log^2 U \log n) \).

3 Hamming distances

As a final note we comment on a particularly simple form that Algorithm 11 takes for Hamming distances (limit case of \( p = 0 \)).

\[
\hat{g}_i(x,y) = \begin{cases} 1 & \text{if } \|x^{(i)} - y^{(i)}\|_{B_1} = 1 \\ 0 & \text{otherwise}, \end{cases}
\]

with Algorithm being simply: pick at random \( r \in [1,9] \), apply it multiplicatively to the input, compute text-to-pattern distance using \( \sum \hat{g}_i \) function.

Taking a limit of \( p \to 0 \) in proof of Theorem 2, we reach that bound from Lemma 14 becomes

\[
\mathbb{E}_{r \in [1,9]} \left[ |\hat{g}_i(rx,ry)| \right] \leq 24\eta
\]

and since all other terms in error estimate have multiplicative term \( p \) in front, we reach

\[
\text{err}(x,y) \leq 2 \log U \cdot \mathbb{E}_{r \in [1,9]} \left[ |\hat{g}_i(rx,ry)| \right] \leq 48\eta \log U.
\]
Approximating Approximate Pattern Matching

We thus observe that expected relative error in estimation of Hamming distance is: $\mathbb{E}[S''[i] - S[i]] \leq 48\eta \log U \cdot S[i]$. With probability at least $2/3$ the relative error is at most $144\eta \log U$. Setting $\eta = \varepsilon \frac{\log U}{144}$ and repeating the randomized procedure $\Theta(\log n)$ with taking median for concentration completes the algorithm. The total runtime is, by a standard trick of reducing alphabet size to $2m$, $O(\frac{1}{\varepsilon} \log^2 m \log n)$, and while it compares unfavorably to algorithm from [16] (in terms of runtime), it gives another insight on why $\tilde{O}(n/\varepsilon)$ time algorithm is possible for Hamming distance version of pattern matching.
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We also bound $192(\ln 2)$.

Repeating reasoning from proof of Lemma 7, we get

Proof. First, we define symbols $A, B, A', B'$ to be parts of the $\hat{g}_i$.

\[
A = \| (x^{(i)} - (y)^{(i)}) B_i \\
B = \| (x^{(i+1)} - (y)^{(i+1)}) B_i \\
A' = \max(0, A - 2^i) \\
B' = \max(0, B - 2^{i+1})
\]

Repeating reasoning from proof of Lemma 7, we get

\[
|A' - B'| \leq 2 \cdot 2^i \\
\|rx - ry\|_{B_i} - 2 \cdot 2^i \leq A' \leq \|rx - ry\|_{B_i} \\
\|rx - ry\|_{B_i} - 2 \cdot 2^{i+1} \leq B' \leq \|rx - ry\|_{B_i}
\]

We also bound $B_i = 2^i/\eta \leq 2^k/\eta = 8|x - y|$. Now let’s bound the $|\hat{g}_i(rx, ry)|$. A simple bound that comes from the definition of $\hat{g}_i$ gives us:

\[
|\hat{g}_i(rx, ry)| = |A^p - B^p| \leq \max(A^p, B^p) \leq \|rx - ry\|_{B_i}^p. \\
\text{ (Use of 10,11)}
\]

Unfortunately, this bound is not tight enough for larger values of $\|rx - ry\|_{B_i}$, so for $\|rx - ry\|_{B_i} \geq 6 \cdot 2^i$, we prove stronger bound:

\[
|\hat{g}_i(rx, ry)| = |(A')^p - (B')^p| \\
= \max(A', B')^p - \min(A', B')^p \\
= \max(A', B')^p - (\max(A', B') - |A' - B'|)^p \\
= \max(A', B')^p \left(1 - \left(1 - \frac{|A' - B'|}{\max(A', B')}\right)^p\right) \\
\leq \|rx - ry\|_{B_i}^p \cdot \left(1 - \left(1 - \frac{2 \cdot 2^i}{\|rx - ry\|_{B_i} - 2 \cdot 2^i}\right)^p\right) \\
\leq \|rx - ry\|_{B_i}^p \cdot \left(1 - \left(1 - \frac{3 \cdot 2^i}{\|rx - ry\|_{B_i}}\right)^p\right) \\
\leq 6p(\ln 2)\|rx - ry\|_{B_i}^{p-1} \cdot 2^{2i} \quad \text{ (}\|rx - ry\|_{B_i} \geq 6 \cdot 2^i, \text{ by (6)}\)
\]

### A Omitted proofs

**Lemma 14.** For $i \leq k = \log(8\eta|x - y|)$ we have $E_{r\in[1,\eta]} \left[ |\hat{g}_i(rx, ry)| \right] \leq (1152 + 192(\ln 2))\eta|x - y|^p$.

**Proof.** First, we define symbols $A, B, A', B'$ to be parts of the $\hat{g}_i$.

\[
A = \| (x^{(i)} - (y)^{(i)}) B_i \\
B = \| (x^{(i+1)} - (y)^{(i+1)}) B_i \\
A' = \max(0, A - 2^i) \\
B' = \max(0, B - 2^{i+1})
\]

Repeating reasoning from proof of Lemma 7, we get

\[
|A' - B'| \leq 2 \cdot 2^i \\
\|rx - ry\|_{B_i} - 2 \cdot 2^i \leq A' \leq \|rx - ry\|_{B_i} \\
\|rx - ry\|_{B_i} - 2 \cdot 2^{i+1} \leq B' \leq \|rx - ry\|_{B_i}
\]

We also bound $B_i = 2^i/\eta \leq 2^k/\eta = 8|x - y|$. Now let’s bound the $|\hat{g}_i(rx, ry)|$. A simple bound that comes from the definition of $\hat{g}_i$ gives us:

\[
|\hat{g}_i(rx, ry)| = |A^p - B^p| \leq \max(A^p, B^p) \leq \|rx - ry\|_{B_i}^p. \\
\text{ (Use of 10,11)}
\]

Unfortunately, this bound is not tight enough for larger values of $\|rx - ry\|_{B_i}$, so for $\|rx - ry\|_{B_i} \geq 6 \cdot 2^i$, we prove stronger bound:

\[
|\hat{g}_i(rx, ry)| = |(A')^p - (B')^p| \\
= \max(A', B')^p - \min(A', B')^p \\
= \max(A', B')^p - (\max(A', B') - |A' - B'|)^p \\
= \max(A', B')^p \left(1 - \left(1 - \frac{|A' - B'|}{\max(A', B')}\right)^p\right) \\
\leq \|rx - ry\|_{B_i}^p \cdot \left(1 - \left(1 - \frac{2 \cdot 2^i}{\|rx - ry\|_{B_i} - 2 \cdot 2^i}\right)^p\right) \\
\leq \|rx - ry\|_{B_i}^p \cdot \left(1 - \left(1 - \frac{3 \cdot 2^i}{\|rx - ry\|_{B_i}}\right)^p\right) \\
\leq 6p(\ln 2)\|rx - ry\|_{B_i}^{p-1} \cdot 2^{2i} \quad \text{ (}\|rx - ry\|_{B_i} \geq 6 \cdot 2^i, \text{ by (6)}\)
\]
The norm function $\|x\|_{B_i} = \min(x \mod B_i, B_i - (x \mod B_i))$ is in fact a triangle wave function varying between 0 and $B_i/2$ with periodicity of $B_i$. So if the input is a random variable that follows uniform distribution at interval that is larger than its period (in our case $B_i$), the output has piece-wise uniform distribution, and its probability density function can be bounded by two times the probability density function of the uniform distribution for the whole domain. Formally, if $X = U(a, b)$ with $b - a \geq B_i$ then for $Y = \|X\|_{B_i}$ its probability density function $f_Y(y)$ is:

$$f_Y(y) \leq \frac{2}{B_i/2} \text{ for } 0 \leq y \leq B_i/2$$

(13)

As the input in the expression $\|rx - ry\|_{B_i}$ to the norm function is uniformly distributed between $a = |x - y|$ and $b = 9|x - y|$ and $B_i \leq 8|x - y|$, we can use 13 to bound the probability density function of the $Z = \|rx - ry\|_{B_i}$ by $f_Z(y) \leq \frac{2}{\pi B_i/2}$.

Now when we have the approximate probability density function (namely its upper bound) we can condition on the value of $\|rx - ry\|_{B_i}$ to be able to use the bounds for small and large values of $\|rx - ry\|_{B_i}$.

$$E_{r \in [1,9]} \left[ \hat{g}_t(rx, ry) \right] =$$

$$= E_{r \in [1,9]} \left[ \hat{g}_t(rx, ry) \right] \|rx - ry\|_{B_i} \leq 6\eta B_i \right] \text{Pr}_{r \in [1,9]} \left[ \|rx - ry\|_{B_i} \leq 6\eta B_i \right] +$$

$$+ E_{r \in [1,9]} \left[ \hat{g}_t(rx, ry) \right] \|rx - ry\|_{B_i} > 6\eta B_i \right] \text{Pr}_{r \in [1,9]} \left[ \|rx - ry\|_{B_i} > 6\eta B_i \right]$$

We bound those two summands separately. Now, bound on the first part:

$$E_{r \in [1,9]} \left[ \hat{g}_t(rx, ry) \right] \|rx - ry\|_{B_i} \leq 6\eta B_i \right] \text{Pr}_{r \in [1,9]} \left[ \|rx - ry\|_{B_i} \leq 6\eta B_i \right] \leq$$

$$\leq E_{r \in [1,9]} \left[ \hat{g}_t(rx, ry) \right] \|rx - ry\|_{B_i} \leq 6\eta B_i \right] 24\eta$$

$$\leq E_{r \in [1,9]} \left[ \|rx - ry\|_{B_i} \|rx - ry\|_{B_i} \leq 6\eta B_i \right] 24\eta$$

(by 12)

$$\leq (6\eta B_i)^2 24\eta$$

$$\leq 24\eta(6 \cdot 2^p)$$

$$\leq 24 \cdot 6\eta(8\eta|x - y|)^p$$

$$\leq 1152\eta|x - y|^p$$

And on the second part:

$$E_{r \in [1,9]} \left[ \hat{g}_t(rx, ry) \right] \|rx - ry\|_{B_i} \leq 6\eta B_i \right] \text{Pr}_{r \in [1,9]} \left[ \|rx - ry\|_{B_i} > 6\eta B_i \right] \leq$$

$$\leq E_{r \in [1,9]} \left[ 6p(ln 2)\|rx - ry\|_{B_i} \|rx - ry\|_{B_i} > 6\eta B_i \right] \cdot \text{Pr}_{r \in [1,9]} \left[ \|rx - ry\|_{B_i} > 6\eta B_i \right]$$
\[
\begin{align*}
\ldots \leq & \int_1^9 6p(\ln 2) \|rx - ry\|_{B_i}^{p-1} \cdot 2^i \cdot 1 [\|rx - ry\|_{B_i} > 6\eta B_i] \, dr \\
\leq & 6p(\ln 2) \cdot 2^i \int_0^{B_i/2} z^{p-1} \cdot \frac{2}{B_i/2} \cdot 1 [z > 6\eta B_i] \, dz \\
\leq & p(\ln 2) \frac{24}{B_i} \cdot 2^i \int_0^{B_i/2} z^{p-1} \, dz \\
\leq & (\ln 2) \frac{24}{B_i} \cdot 2^i \left(\frac{B_i}{2}\right)^p \\
\leq & 24(\ln 2) B_i^{p-1} \cdot 2^i \\
\leq & 24(\ln 2) 2^p \eta^{-p+1} \\
\leq & 24(\ln 2)(8\eta \|x - y\|) \eta^{-p+1} \\
\leq & 192(\ln 2) \eta \|x - y\|^p
\end{align*}
\]

So finally, we reach:

\[
\begin{align*}
E_{r \in [1, 9]} \left[|\overline{g}_i(rx, ry)|\right] & = E_{r \in [1, 9]} \left[|\overline{g}_i(rx, ry)| \left(\|rx - ry\|_{B_i} \leq 6\eta B_i\right) \Pr_{r \in [1, 9]} \left[\|rx - ry\|_{B_i} \leq 6\eta B_i\right] + \\
& \quad + E_{r \in [1, 9]} \left[|\overline{g}_i(rx, ry)| \left(\|rx - ry\|_{B_i} > 6\eta B_i\right) \Pr_{r \in [1, 9]} \left[\|rx - ry\|_{B_i} > 6\eta B_i\right] \right] \\
& \leq 1152\eta \|x - y\|^p + 192(\ln 2) \eta \|x - y\|^p \\
& \leq (1152 + 192(\ln 2)) \eta \|x - y\|^p
\end{align*}
\]
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1 Introduction
String matching is one of fundamental problems in computer science, and it can be applied to many practical problems. In many applications string matching has variants derived from exact matching (which can be collectively called generalized matching), such as order-preserving matching [19, 20, 22], parameterized matching [4, 7, 8], jumbled matching [9], overlap matching [3], pattern matching with swaps [2], and so on. These problems are characterized by the way of defining a match, which depends on the application domains of the problems. In financial markets, for example, people want to find some patterns in
the time series data of stock prices. In this case, they would like to know more about some pattern of price fluctuations than exact prices themselves [15]. Therefore, we need a definition of match which is appropriate to handle such cases.

The Cartesian tree [27] is a tree data structure that represents an array, only focusing on the results of comparisons between numeric values in the array. In this paper we introduce a new metric of match, called Cartesian tree matching, which means that two strings match if they have the same Cartesian trees. If we model the time series stock prices as a numerical string, we can find a desired pattern from the data by solving a Cartesian tree matching problem. For example, let’s assume that the pattern we want to find looks like the picture on the left of Figure 1, which is a common pattern called the head-and-shoulder [15] (in fact there are two versions of the head-and-shoulder: one is the picture in Figure 1 and the other is the picture reversed). The picture on the right of Figure 1 is the Cartesian tree corresponding to the pattern on the left. Cartesian tree matching finds every position of the text which has the same Cartesian tree as the picture on the right of Figure 1.

Even though order-preserving matching [19, 20, 22] can also be applied to finding patterns in time series data, Cartesian tree matching may be more appropriate than order-preserving matching in finding patterns. For instance, let’s assume that we are looking for the pattern in Figure 1 in time series stock prices. An important characteristic of the pattern is that the price hit the bottom (head), and it has two shoulders before and after the head. But the relative order between the two shoulders (i.e., which one is higher) does not matter. If we model this pattern into order-preserving matching, then order-preserving matching imposes a relative order between two shoulders $S[2]$ and $S[6]$. Moreover, it imposes an unnecessary order between two valleys $S[3]$ and $S[5]$. Hence, order preserving matching may not be able to find such a pattern in time series data. In contrast, the pattern in Figure 1 can be represented by one Cartesian tree, and therefore Cartesian tree matching is a more appropriate metric in such cases.

In this paper we define string matching problems based on Cartesian tree matching: single pattern matching for a text of length $n$ and a pattern of length $m$, and multiple pattern matching for a text of length $n$ and $k$ patterns of total length $m$, and we present efficient algorithms for them. We also define an index data structure called Cartesian suffix tree as in the cases of parameterized matching and order-preserving matching [8, 13], and present an efficient algorithm to build the Cartesian suffix tree. To obtain efficient algorithms for Cartesian tree matching, we define a representation of the Cartesian tree, called the parent-distance representation.

![Figure 1](image-url) Example pattern $S = (6, 2, 5, 1, 4, 3, 7)$ and its corresponding Cartesian tree.
In Section 2 we give basic definitions for Cartesian tree matching. In Section 3 we propose an $O(n + m)$ time algorithm for single pattern matching. In Section 4 we present an $O((n + m) \log k)$ deterministic time or $O(n + m)$ randomized time algorithm for multiple pattern matching. In Section 5 we define the Cartesian suffix tree, and present an $O(n)$ randomized time algorithm to build the Cartesian suffix tree of a string of length $n$.

### 2 Problem Definition

#### 2.1 Basic notations

A string is a sequence of characters in an alphabet $\Sigma$, which is a set of integers. We assume that the comparison between any two characters can be done in $O(1)$ time. For a string $S$, $S[i]$ represents the $i$-th character of $S$, and $S[i..j]$ represents a substring of $S$ starting from $i$ and ending at $j$.

#### 2.2 Cartesian tree matching

A string $S$ can be associated with its corresponding Cartesian tree $CT(S)$ according to the following rules [27]:

- If $S$ is an empty string, $CT(S)$ is an empty tree.
- If $S[1..n]$ is not empty and $S[i]$ is the minimum value among $S$, $CT(S)$ is the tree with $S[i]$ as the root, $CT(S[1..i - 1])$ as the left subtree, and $CT(S[i + 1..n])$ as the right subtree.

Since each character in string $S$ corresponds to a node in Cartesian tree $CT(S)$, we can treat each character as a node in the Cartesian tree.

Cartesian tree matching is the problem to find all the matches in the text which have the same Cartesian tree as a given pattern. Formally, we define it as follows:

► **Definition 1 (Cartesian tree matching).** Given two strings text $T[1..n]$ and pattern $P[1..m]$, find every $1 \leq i \leq n - m + 1$ such that $CT(T[i..i + m - 1]) = CT(P[1..m])$.

For example, let’s consider a sample text $T = (41, 36, 15, 8, 41, 23, 28, 16, 26, 22, 56, 29, 12, 61)$. If we find the pattern in Figure 1, which is $P = (6, 2, 5, 1, 4, 3, 7)$, we can find a match at position 5 of the text, i.e., $CT(T[5..11]) = CT(P[1..7])$. Note that the matched text is not a match in order-preserving matching [20, 22] because the relative order between $T[6] = 23$ and $T[10] = 22$ is different from that between $P[2] = 2$ and $P[6] = 3$, but it is a match in Cartesian tree matching.

### 3 Single Pattern Matching in $O(n + m)$ Time

#### 3.1 Parent-distance representation

In order to solve Cartesian tree matching without building every possible Cartesian tree, we propose an efficient representation to store the information about Cartesian trees, called the parent-distance representation.

► **Definition 2 (Parent-distance representation).** Given a string $S[1..n]$, the parent-distance representation of $S$ is an integer string $PD(S)[1..n]$, which is defined as follows:

$$PD(S)[i] = \begin{cases} i - \max_{1 \leq j < i} \{j : S[j] \leq S[i]\} & \text{if such } j \text{ exists} \\ 0 & \text{otherwise} \end{cases}$$
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For example, the parent-distance representation of string \( S = (2, 5, 4, 2, 2, 1) \) is \( PD(S) = (0, 1, 2, 3, 1, 0) \). Note that \( S[j] \) in Definition 2 represents the parent of \( S[i] \) in Cartesian tree \( CT(S[1..n]) \). Furthermore, if there is no such \( j \), \( S[i] \) is the root of Cartesian tree \( CT(S[1..i]) \).

Theorem 3 shows that the parent-distance representation has a one-to-one mapping to the Cartesian tree, so it can substitute the Cartesian tree without any loss of information.

**Theorem 3.** Two strings \( S_1 \) and \( S_2 \) have the same Cartesian trees if and only if \( S_1 \) and \( S_2 \) have the same parent-distance representations.

**Proof.** If two strings have different lengths, they have different Cartesian trees and different parent-distance representations, so the theorem holds. Therefore, we can only consider the case where \( S_1 \) and \( S_2 \) have the same length. Let \( n \) be the length of \( S_1 \) and \( S_2 \). We prove the theorem by an induction on \( n \).

If \( n = 1 \), \( S_1 \) and \( S_2 \) will always have the same Cartesian trees with only one node. Furthermore, they will have the same parent-distance representation (0). Therefore, the theorem holds when \( n = 1 \).

Let’s assume that the theorem holds when \( n = k \), and show that it holds when \( n = k + 1 \).

(\( \Rightarrow \)) Assume that \( S_1[1..k + 1] \) and \( S_2[1..k + 1] \) have the same Cartesian trees (i.e., \( CT(S_1[1..k + 1]) = CT(S_2[1..k + 1]) \)). There are two cases.

- If \( S_1[k + 1] \) and \( S_2[k + 1] \) are not roots of the Cartesian trees, let \( S_1[j] \) be the parent of \( S_1[k + 1] \), and \( S_2[l] \) the parent of \( S_2[k + 1] \). Since \( CT(S_1[1..k + 1]) = CT(S_2[1..k + 1]) \), we have \( j = l \). If we remove \( S_1[k + 1] \) from Cartesian tree \( CT(S_1[1..k + 1]) \), we obtain the tree \( CT(S_1[1..k]) \), where the left subtree of \( S_1[k + 1] \) is attached to its parent \( S_1[j] \). If we remove \( S_2[k + 1] \) from \( CT(S_2[1..k + 1]) \), we obtain \( CT(S_2[1..k]) \) in the same way. Since \( CT(S_1[1..k + 1]) = CT(S_2[1..k + 1]) \), we get \( CT(S_1[1..k]) = CT(S_2[1..k]) \), and therefore \( PD(S_1[1..k]) = PD(S_2[1..k]) \) by induction hypothesis. Since \( PD(S_1)(k + 1) = k + 1 - j \) and \( PD(S_2)(k + 1) = k + 1 - l \) (and \( j = l \)), we have \( PD(S_1) = PD(S_2) \).

- If \( S_1[k + 1] \) and \( S_2[k + 1] \) are roots, we remove \( S_1[k + 1] \) and \( S_2[k + 1] \) to get \( CT(S_1[1..k]) \) and \( CT(S_2[1..k]) \). Since \( CT(S_1[1..k + 1]) = CT(S_2[1..k + 1]) \), we have \( CT(S_1[1..k]) = CT(S_2[1..k]) \), and therefore \( PD(S_1)(1..k) = PD(S_2)(1..k) \) by induction hypothesis. Since \( PD(S_1)(k + 1) = PD(S_2)(k + 1) = 0 \) in this case, we get \( PD(S_1) = PD(S_2) \).

(\( \Leftarrow \)) Assume that \( S_1[1..k + 1] \) and \( S_2[1..k + 1] \) have the same parent-distance representations (i.e., \( PD(S_1)(1..k + 1) = PD(S_2)(1..k + 1) \)). Since \( PD(S_1)(1..k) = PD(S_2)(1..k) \), we have \( CT(S_1[1..k]) = CT(S_2[1..k]) \) by induction hypothesis. From \( CT(S_1[1..k]) \), we can derive \( CT(S_1[1..k + 1]) \) as follows. If \( PD(S_1)(k + 1) > 0 \), let \( x = S_1[k + 1] - PD(S_1)(k + 1) \). We insert \( S_1[k + 1] \) into \( CT(S_1[1..k]) \) so that the parent of \( S_1[k + 1] \) is \( x \) and the original right subtree of \( x \) becomes the left subtree of \( S_1[k + 1] \). If \( PD(S_1)(k + 1) = 0 \), \( S_1[k + 1] \) is the root of \( CT(S_1[1..k + 1]) \) and \( CT(S_1[1..k]) \) becomes the left subtree of \( S_1[k + 1] \). We derive \( CT(S_2[1..k + 1]) \) from \( CT(S_2[1..k]) \) in the same way. Since \( CT(S_1[1..k]) = CT(S_2[1..k]) \) and \( PD(S_1)(k + 1) = PD(S_2)(k + 1) \), we can conclude that \( CT(S_1[1..k + 1]) = CT(S_2[1..k + 1]) \).

Therefore, we have proved that there is a one-to-one mapping between Cartesian trees and parent-distance representations.

### 3.2 Computing parent-distance representation

Given a string \( S[1..n] \), we can compute the parent-distance representation in linear time using a stack, as in [13, 14]. The main idea is that if two characters \( S[i] \) and \( S[j] \) for \( i < j \) satisfy \( S[i] > S[j] \), \( S[i] \) cannot be the parent of \( S[k] \) for any \( k > j \). Therefore, we will only store \( S[i] \) which does not have such \( S[j] \) while scanning from left to right. If we store such \( S[i] \) only,
Algorithm 1 Computing parent-distance representation of a string.

1: procedure PARENT-DIST-REP(S[1..n])
2:  ST ← an empty stack
3:  for i ← 1 to n do
4:      while ST is not empty do
5:          (value,index) ← ST.top
6:          if value ≤ S[i] then
7:              break
8:      ST.pop
9:  if ST is empty then
10:     PD(S)[i] ← 0
11:  else
12:     PD(S)[i] ← i − index
13:     ST.push((S[i],i))
14: return PD(S)

they form a non-decreasing subsequence of S. When we consider a new value, therefore, we can pop values that are larger than the new value, find its parent, and push the new value and its index into the stack. Algorithm 1 describes the algorithm to compute PD(S).

Furthermore, given the parent-distance representation of string S, we can compute the parent-distance representation of any substring S[i..j] easily. To compute PD(S[i..j])[k], we need only check whether the parent of S[i + k − 1] is within S[i..j] or not (i.e., the parent is outside if PD(S)[i + k − 1] ≥ k).

\[
PD(S[i..j])[k] = \begin{cases} 
0 & \text{if } PD(S[i + k − 1]) ≥ k \\
PD(S)[i + k − 1] & \text{otherwise.}
\end{cases} \tag{1}
\]

For example, the parent-distance representation of string S = (2,7,5,6,4,3,1) is PD(S) = (0,1,2,1,4,5,0). For PD(S[2..7]), we can use the above equation and compute the value at each position in constant time, getting PD(S[2..7]) = (0,0,1,0,0,0).

3.3 Failure function

We can define a failure function similar to the one used in the KMP algorithm [21].

Definition 4 (Failure function). The failure function \(\pi\) of string P is an integer string such that:

\[
\pi[q] = \begin{cases} 
\max\{k : CT(P[1..k]) = CT(P[q − k + 1..q])\} & \text{for } 1 \leq k < q \\
0 & \text{if } q = 1
\end{cases}
\]

That is, \(\pi[q]\) is the largest k such that the prefix and the suffix of P[1..q] of length k have the same Cartesian trees. For example, assuming that P = (5,7,4,6,1,3,2), the corresponding failure function is \(\pi = (0,1,1,2,3,4,1)\). We can see that CT(P[1..4]) = CT(P[3..6]) from \(\pi[6] = 4\). We will present an algorithm to compute the failure function of a given string in Section 3.5.
Algorithm 2: Text search of Cartesian tree matching.

1: procedure CARTESIAN-TREE-MATCH(T[1..n], P[1..m])
2: \(PD(P) \leftarrow \text{PARENT-DIST-REP}(P)\)
3: \(\pi \leftarrow \text{FAILURE-FUNC}(P)\)
4: \(len \leftarrow 0\)
5: \(DQ \leftarrow \text{an empty deque}\)
6: for \(i \leftarrow 1\) to \(n\) do
7: \(\text{Pop elements (value, index) from back of } DQ \text{ such that } value > T[i]\)
8: \(\text{while } len \neq 0 \text{ do}
9: \quad \text{if } PD(T[i-len..i])[len + 1] = PD(P)[len + 1] \text{ then}
10: \quad \quad \text{break}
11: \quad \text{else}
12: \quad \quad len \leftarrow \pi[len]
13: \quad \quad \text{Delete elements (value, index) from front of } DQ \text{ such that } index < i-len
14: \quad \text{len} \leftarrow len + 1
15: \quad \text{DQ.push_back}((T[i], i))
16: \text{if } len = m \text{ then}
17: \quad \text{print "Match occurred at } i - m + 1"
18: \quad \text{len} \leftarrow \pi[len]
19: \quad \text{Delete elements (value, index) from front of } DQ \text{ such that } index \leq i - len

3.4 Text search

As in the original KMP text search algorithm, we can use the failure function in order to achieve linear time text search: scan the text from left to right, and use the failure function every time we find a mismatch between the text and the pattern. We apply this idea to Cartesian tree matching.

In order to perform a text search using \(O(m)\) space, we compute the parent-distance representation of the text \textit{online} as we read the text, so that we don’t need to store the parent-distance representation of the whole text, which would cost \(O(n)\) space. Furthermore, among the text characters which are matched with the pattern, we only have to store elements that form a non-decreasing subsequence by using a deque (instead of a stack in Section 3.2) in order to delete elements in front. Using this idea, we can keep the size of the deque to be always smaller than or equal to \(m\). Therefore, we can perform the text search using \(O(m)\) space. Algorithm 2 shows the text search algorithm of Cartesian tree matching. In line 9 we need to compute \(x = PD(T[i-len..i])[len + 1]\). If the deque is empty, then \(x = 0\). Otherwise, let \((value, index)\) be the element at the back of the deque. Then \(x = i-index\). This computation takes constant time. Just before line 14, we do not compare \(PD(T[i])\) and \(PD(P)[1]\) when \(len = 0\), because they always match. Therefore, we can safely perform line 14.

3.5 Computing failure function

We compute the failure function \(\pi\) in a way similar to the text search, as in the KMP algorithm. However, we can compute the parent-distance representation of the pattern in \(O(m)\) time before we compute the failure function. Hence we don’t need a deque and the computation is slightly simpler than text search. Algorithm 3 shows the procedure to compute the failure function.
Algorithm 3 Computing failure function in Cartesian tree matching.

1: procedure FAILURE-FUNC(P[1..m])
2: PD(P) ← PARENT-DIST-REP(P)
3: len ← 0
4: π[1] ← 0
5: for i ← 2 to m do
6:   while len ≠ 0 do
7:     if PD(P[i − len..i])[len + 1] = PD(P[1..len + 1])[len + 1] then
8:       break
9:   else
10:      len ← π[len]
11:     len ← len + 1
12:    π[i] ← len

3.6 Correctness and time complexity

Since our algorithm for Cartesian tree matching including text search and the computation of the failure function follow the KMP algorithm, it is easy to see that our algorithm correctly finds all occurrences (in the sense of Cartesian tree matching) of the pattern in the text. Since our algorithm checks one character of the parent-distance representation in constant time, it takes \(O(n)\) time for text search and \(O(m)\) time to compute the failure function, as in KMP algorithm. Therefore, our algorithm requires \(O(m + n)\) time for Cartesian tree matching using \(O(m)\) space.

3.7 Cartesian tree signature

There is an alternative representation of Cartesian trees, called Cartesian tree signature [14]. The Cartesian tree signature of \(S[1..n]\) is an array \(L[1..n]\) such that \(L[i]\) equals the number of the elements popped from the stack in the \(i\)-th iteration of Algorithm 1. Furthermore, the Cartesian tree signature can be represented as a bit string \(1^{L[1]}01^{L[2]}0\ldots1^{L[n]}0\) of length less than \(2n\), which is a succinct representation of a Cartesian tree. For example, the Cartesian tree signature of string \(S = (2, 7, 5, 6, 4, 3, 1)\) is \(L = (0, 0, 1, 0, 2, 1, 2)\), and its corresponding bit string is 0010011011010110101.

We can use this representation to perform Cartesian tree matching. While we compute the Cartesian tree signature, we store one more array \(D[1..n]\), which is defined as follows: If \(S[i]\) is never popped out from the stack, \(D[i] = 0\). Otherwise, let \(S[j]\) be the value which popped \(S[i]\) out from the stack, and \(D[i] = j - i\). For string \(S = (2, 7, 5, 6, 4, 3, 1)\), we have \(D = (6, 1, 2, 1, 1, 1, 0)\).

Using array \(D\), we can delete one character at the front of string \(S[1..n]\) in constant time. In order to get Cartesian tree signature \(L'\) and its corresponding \(D'\) for \(S[2..n]\), we do the following: If \(D[1] > 0\), we decrease \(L[D[1] + 1]\) by one and erase \(L[1]\) from \(L\). If \(D[1] = 0\), we just erase \(L[1]\). After that, we delete \(D[1]\) from \(D\) to get \(D'\). For example, if we want to delete one character at the front of \(S = (2, 7, 5, 6, 4, 3, 1)\), we decrease \(L[D[1] + 1] = L[7]\) by one, and delete \(L[1]\) and \(D[1]\). This results in \(L' = (0, 1, 0, 2, 1, 1)\) and \(D' = (1, 2, 1, 1, 1, 0)\). These arrays are the correct Cartesian tree signature and its corresponding array \(D\) of \(S[2..7] = (7, 5, 6, 4, 3, 1)\). In this way, we can perform Algorithm 2 using the Cartesian tree signature. Computing the failure function can also be done in a similar way.
Figure 2 Aho-Corasick automaton for $P_1 = (4, 2, 3, 1, 5), P_2 = (3, 1, 4, 2), P_3 = (1, 2, 3, 5, 4)$.

Note that the Cartesian tree signature can represent a Cartesian tree using less space than the parent-distance representation, but it needs an auxiliary array $D$ to perform string matching, which uses the same space as the parent-distance representation. For Cartesian tree matching, therefore, it uses more space than Algorithm 2.

4 Multiple Pattern Matching in $O((n + m) \log k)$ Time

In this section we extend Cartesian tree matching to the case of multiple patterns. Definition 5 gives the formal definition of multiple pattern matching.

Definition 5 (Multiple pattern Cartesian tree matching). Given a text $T[1..n]$ and patterns $P_1[1..m_1], P_2[1..m_2], ..., P_k[1..m_k]$, where $m = m_1 + m_2 + \cdots + m_k$, multiple pattern Cartesian tree matching is to find every position in the text which matches at least one pattern, i.e., it has the same Cartesian tree as that of at least one pattern.

We modify the Aho-Corasick algorithm [1] using the parent-distance representation defined in Section 3.1 to do multiple pattern matching in $O((n + m) \log k)$ time.

4.1 Constructing the Aho-Corasick automaton

Instead of using the patterns themselves in the Aho-Corasick automaton, we use their parent-distance representations to make an automaton. Each node in the automaton corresponds to the prefix of the parent-distance representation of some pattern. We maintain two integers $idx$ and $len$ for every node such that the node corresponds to the parent-distance representation of the pattern prefix $P_{idx}[1..len]$. If there are more than one possible indexes, we store the smallest one. Each node also has a state transition function $trans(x)$, which gets an integer $x$ as an input and returns the next node, or report that there is no such node. We can construct the trie and the state transition function for every node in $O(m \log k)$ time, assuming that we use a balanced binary search tree to implement the transition function. Figure 2 shows an Aho-Corasick automaton for three patterns $P_1 = (4, 2, 3, 1, 5), P_2 = (3, 1, 4, 2), P_3 = (1, 2, 3, 5, 4)$, where we use the parent-distance representations of the patterns, $PD(P_1) = (0, 0, 1, 0, 1), PD(P_2) = (0, 0, 1, 2), PD(P_3) = (0, 1, 1, 1, 2)$ to construct the automaton.
Algorithm 4 Computing failure function in multiple pattern matching.

1: procedure MULTIPLE-FAILURE-FUNC($P_1$, $P_2$, ..., $P_k$)
2: for $i ← 1$ to $k$ do
3: \[PD(P_i) ← PARENT-DIST-REP(P_i)\]
4: \[TR ← \text{Build trie with } PD(P_i)\’s\]
5: for node ← breadth-first traversal of the trie do
6: \[len ← len[node]\]
7: \[idx ← idx[node]\]
8: \[\pi[node] ← TR.root\]
9: \[ptr ← \text{parent of node in the trie}\]
10: while $ptr \neq TR.root$ do
11: \[ptr ← \pi[ptr]\]
12: \[plen ← len[ptr]\]
13: \[x ← PD(P_{dx}[len - plen..len])[plen + 1]\]
14: if $ptr.trans(x)$ exists then
15: \[\pi[node] ← ptr.trans(x)\]
16: break

The failure function \(\pi\) of the Aho-Corasick automaton is defined as follows: Let \(q_i\) be a node in the automaton, and \(s_j\) be the substring that node \(q_i\) represents in the trie. Let \(s_k\) be the longest proper suffix of \(s_j\) which matches (in the sense of Cartesian tree matching) prefix \(s_k\) of some pattern \(P_k\). The failure function of \(q_i\) is defined as node \(q_k\) (i.e., \(\pi[q_i] = q_k\)). The dotted lines in Figure 2 shows the failure function of each node. For example, node \(q_7\) represents \(P_2[1..4]\), and its failure function \(q_2\) represents \(P_2[1..2]\). We can see that \(P_2[1..2]\) matches \(P_2[3..4]\) (i.e., \(PD(P_2[1..2]) = PD(P_2[3..4]) = (0, 0)\)), which is the longest proper suffix of \(P_2[1..4]\) that matches a prefix of some pattern. Note that the parent-distance representation of \(s_k\) may not be the suffix of the parent-distance representation of \(s_j\). For example, \(q_7\) has the parent-distance representation \((0, 0, 1, 2)\), but its failure function \(q_2\) has the parent-distance representation \((0, 0)\) which is not a suffix of \((0, 0, 1, 2)\).

Algorithm 4 computes the failure function of the trie. As in the original Aho-Corasick algorithm, we traverse the trie with breadth-first order (except the root) and compute the failure function. The main difference between Algorithm 4 and the Aho-Corasick algorithm is at line 13, where we decide the next character to match. According to the definition of the trie, \(node\) corresponds to the parent-distance representation of \(P_{dx}[1..len]\), and so the parent of \(node\) corresponds to the parent-distance representation of \(P_{dx}[1..len - 1]\). In the while loop from line 10 to 16, \(ptr\) corresponds to the parent-distance representation of some suffix of \(P_{dx}[1..len - 1]\), because \(ptr\) is a node that can be reached from the parent of \(node\) following the failure links. Since \(ptr\) corresponds to some string of length \(plen\), we can conclude that \(ptr\) represents \(P_{dx}[len - plen..len - 1]\). We want to check whether \(P_{dx}[len - plen..len]\) matches some node in the trie, so we should check whether \(ptr\) has the transition using \(x = PD(P_{dx}[len - plen..len])[plen + 1]\). If \(ptr\) has the transition \(ptr.trans(x)\), it corresponds to \(P_{dx}[len - plen..len]\), and we can conclude that \(\pi[node] = ptr.trans(x)\). If \(ptr\) doesn’t have such a transition, there is no node that represents \(P_{dx}[len - plen..len]\), and thus we have to continue the loop.

For example, suppose that we compute the failure function of \(q_7\) in Figure 2. From \(idx[q_7] = 2\) and \(len[q_7] = 4\), we know that \(q_7\) represents \(P_2[1..4]\), and so \(q_4\), which is the parent of \(q_7\), represents \(P_2[1..3]\). We begin the while loop starting from \(ptr = \pi[q_4] = q_3\).
Since \( \text{len}[q_3] = 2 \), we know that \( q_3 \), which represents \( P_3[1..2] \), matches \( P_2[2..3] \). In order to check whether \( P_2[2..4] \) matches some node in the trie, we compute \( x = PD(P_2[2..4])[3] = 2 \) and check whether \( q_3, \text{trans}(x) \) exists. Since there is no such transition, we continue the while loop with \( \text{ptr} = \pi(q_3) = q_1 \). We know that \( q_1 \), which represents \( P_1[1..1] \), matches \( P_2[3..3] \) from \( \text{len}[q_1] = 1 \). In order to check whether \( P_2[3..4] \) matches some node, we compute \( x = PD(P_2[3..4])[2] = 0 \) and check whether \( q_1, \text{trans}(x) \) exists. Since there is such a transition, we conclude that \( \pi(q_1) = q_1, \text{trans}(0) = q_2 \). Note that \( x \) may change during the while loop, which is not the case in the Aho-Corasick algorithm.

While computing the failure function, we can also compute the output function in the same way as the Aho-Corasick algorithm. The output function of node \( q_i \) is the set of patterns which match some suffix of \( s_i \). This function is used to output all possible matches at the node.

### 4.2 Multiple pattern matching

Using the automaton defined above, we can solve multiple pattern Cartesian tree matching in \( O(n \log k) \) time. The text search algorithm is essentially the same as that of the Aho-Corasick algorithm, following the trie and using the failure links in case of any mismatches. As in the single pattern case, we compute the parent-distance representation of the text online in the same way as Algorithm 2 (using a deque) to ensure \( O(m) \) space. The time complexity of our multiple pattern Cartesian tree matching is \( O((n + m) \log k) \) using \( O(m) \) space, where the \( \log k \) factor is included due to the binary search tree in each node. Since there can be at most \( k \) outgoing edges from each node, we can perform an operation in the binary search tree in \( O(\log k) \) time. Combined with the time-complexity analysis of the Aho-Corasick algorithm, this shows that our algorithm has the time complexity of \( O((n + m) \log k) \). We can reduce the time complexity further to randomized \( O(n + m) \) time by using a hash instead of a binary search tree [12].

### 5 Cartesian Suffix Tree in Randomized \( O(n) \) Time

In this section we apply the notion of Cartesian tree matching to the suffix tree as in the cases of parameterized matching and order-preserving matching [8, 13]. We first define the Cartesian suffix tree, and show that it can be built in randomized \( O(n) \) time or worst-case \( O(n \log n) \) time using the result from Cole and Hariharan [12].

#### 5.1 Defining Cartesian suffix tree

The Cartesian suffix tree is an index data structure that allows us to find an occurrence of a given pattern \( P[1..m] \) in randomized \( O(m) \) time or worst-case \( O(m \log n) \) time, where \( n \) is the length of the text string. In order to store the information of Cartesian suffix trees efficiently, we again use the parent-distance representation from Section 3.1. Definition 6 gives the formal definition of the Cartesian suffix tree.

**Definition 6 (Cartesian suffix tree).** Given a string \( T[1..n] \), the Cartesian suffix tree of \( T \) is a compacted trie built with \( PD(T[i..n]) \cdot (-1) \) for every \( 1 \leq i \leq n \) (where the special character \( -1 \) is concatenated to the end of \( PD(T[i..n]) \)) and string \( (-1) \).

Note that we append a special character \( -1 \) to the end of each parent-distance representation to ensure that no string is a prefix of another string.
Figure 3 shows an example Cartesian suffix tree of $T = (2, 7, 5, 6, 4, 3, 11, 9, 10, 8, 1)$. Each edge actually stores the suffix number, start position, and end position instead of the parent-distance representation itself. For example, node $A$ corresponds to substring $T[1..5]$ or $T[6..10]$, whose parent-distance representation is $PD(T[1..5]) = PD(T[6..10]) = (0, 1, 2, 1, 4)$. Hence, the edge that goes into node $A$ stores the suffix number 1 or 6, start and end positions 3 and 5.

5.2 Constructing Cartesian suffix tree

There are several algorithms efficiently constructing the suffix tree, such as McCreight’s algorithm [24] and Ukkonen’s algorithm [26]. However, the distinct right context property [16, 8] should hold in order to apply these algorithms, which means that the suffix link of every internal node should point to an explicit node. The Cartesian suffix tree does not have the distinct right context property. In Figure 3, the internal node marked with $A$ does not satisfy this property because $PD(T[2..6]) = PD(T[7..11]) = (0, 0, 1, 0)$ and thus there is no explicit node corresponding to parent-distance representation $(0, 0, 1, 0)$.

In order to handle this issue, we use an algorithm due to Cole and Hariharan [12]. This algorithm can construct a compacted trie for a quasi-suffix collection, which satisfies the following properties:

1. A quasi-suffix collection is a set of $n$ strings $s_1, s_2, ..., s_n$, where the length of $s_i$ is $n+1-i$.
2. For any two different strings $s_i$ and $s_j$, $s_i$ should not be a prefix of $s_j$.
3. For any $i$ and $j$, if $s_i$ and $s_j$ have a common prefix of length $l$, $s_{i+1}$ and $s_{j+1}$ should have a common prefix of length at least $l-1$.

A collection of parent-distance representations for the Cartesian suffix tree satisfies all of the above properties. The first two properties are trivial. Furthermore, if $s_i = PD(T[i..n]) \cdot (-1)$ and $s_j = PD(T[j..n]) \cdot (-1)$ have a common prefix of length $l$, i.e., $PD(T[i..i+l-1]) = PD(T[j..j+l-1])$, we can show that $PD(T[i+1..i+l-1]) =$
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$PD(T[j + 1..j + l - 1])$ by Equation 1. Therefore, $s_{i+1} = PD(T[i + 1..n]) \cdot (-1)$ and $s_{j+1} = PD(T[j + 1..n]) \cdot (-1)$ have a common prefix of length $l - 1$ or more, showing the third property holds.

One more property we need to perform Cole and Hariharan’s algorithm is a character oracle, which returns the $i$-th character of $s_j$ in constant time. We can do this in constant time using Equation 1, once the parent-distance representation of $T$ is computed.

Since we have all properties needed to perform Cole and Hariharan’s algorithm, we can construct a Cartesian suffix tree in randomized $O(n)$ time using $O(n)$ space [12]. In the worst case, it can be built in $O(n \log n)$ time by using a binary search tree instead of a hash table to store the children of each node in the suffix tree, because the alphabet size $|\Sigma|$ is $O(n)$. We can also modify our algorithm to construct a Cartesian suffix tree online, using the idea in [23, 25].

6 Conclusion

We have defined Cartesian tree matching and the parent-distance representation of a Cartesian tree. We developed a linear time algorithm for single pattern matching and an $O((n + m) \log k)$ deterministic time or $O(n + m)$ randomized time algorithm for multiple pattern matching. Finally, we defined an index data structure called Cartesian suffix tree, and showed that it can be constructed in $O(n)$ randomized time. We believe that the notion of Cartesian tree matching, which is a new metric on string matching and indexing over numeric strings, can be used in many applications.

There have been many works on approximate generalized matching. For example, there are results for approximate order-preserving matching [11], approximate jumble matching [10], approximate swapped matching [5], and approximate parameterized matching [6, 18]. There are also results on computing the period of a generalized string, such as computing the period in the order-preserving model [17]. Since Cartesian tree matching is first introduced in this paper, many problems including approximate matching and computing the period in the Cartesian tree matching model are future research topics.
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1 Introduction

The Burrows-Wheeler transform (BWT) [6] is a transformation permuting all symbols of a given string $T$. It is obtained by sorting all cyclic rotations (conjugates) of $T$ with respect to the lexicographical order and writing the last character of the $i$-th sorted cyclic rotation in a linear manner from $i = 1$ to $i = |T|$. The BWT tends to group identical characters together. All cyclic rotations of a given string share the same BWT. However, there are strings that are not the BWT of any string (e.g., $bcbaab$ cannot be reversed). A variant, called the bijective BWT [15], is a bijective transformation. It is based on the Lyndon factorization [7] of the input string. In this variant, the output consists of the last symbols of the lexicographically sorted cyclic rotations of all Lyndon factors of the input. Since the Lyndon factorization of a string is uniquely defined, the bijective BWT induces a bijection between strings of a given length $n$ and multisets of Lyndon words of total length $n$.

In the following, we call the BWT traditional to ease the distinguishability of both transformations. It is well known that the traditional BWT has many applications in data compression [1] and text indexing [9, 10, 11]. For the latter, the algorithms for pattern searching are based on the backward search [20]: given a pattern $P$ and the traditional BWT
of $T$, the occurrences of $P$ in a text $T$ can be computed with $O(|P|)$ backward search steps. In this light, one may ask whether it is possible to build similar index data structures by exchanging the traditional BWT with the bijective BWT.

In this article, we answer affirmatively the above question: We show that searching a pattern $P$ on the bijective BWT can be conducted with $O(|P|\hat{p})$ backward search steps, where $\hat{p}$ is the number of distinct factors in the Lyndon factorization of the longest pre-Lyndon suffix of $P$, where $\hat{p}$ is known to be in $O(\log |P|)$ [13]. Thus, we can reduce the number of backward search steps to $O(|P| \log |P|)$.

Our results are based on combinatorial properties of Lyndon words and the bijective BWT. They may have applications in distributed implementations of the BWT index [14] or in practical database systems storing dynamic yet compressed data [4, 5].

2 Preliminaries

Our computational model is the word RAM model with word size $\Omega(\log n)$. Accessing a word costs $O(1)$ time. We write $[b(I)\ldots e(I)] = I$ for an interval $I$ of natural numbers.

2.1 Strings

Let $\Sigma$ denote a finite alphabet. We call an element $T \in \Sigma^*$ a string. Its length is denoted by $|T|$. Given an integer $j$ with $1 \leq j \leq |T|$, we access the $j$-th character of $T$ with $T[j]$. Concatenating a string $T \in \Sigma^*$ $k$ times is abbreviated by $T^k$. A bit vector is a string on the binary alphabet $\{0,1\}$.

When $T$ is represented by the concatenation of $X,Y,Z \in \Sigma^*$, i.e., $T = XYZ$, then $X$, $Y$ and $Z$ are called a prefix, substring and suffix of $T$, respectively; A prefix $X$, substring $Y$, or suffix $Z$ is called proper if $X \neq T$, $Y \neq T$, or $Z \neq T$, respectively. For two integers $i,j$ with $1 \leq i \leq j \leq |T|$, let $T[i..j]$ denote the substring of $T$ that begins at position $i$ and ends at position $j$ in $T$. If $i > j$, then $T[i..j]$ is the empty string. In particular, the suffix starting at position $j$ of $T$ is called the $j$-th suffix of $T$, and denoted with $T[j..]$. An occurrence of a substring $S$ in $T$ is treated as a sub-interval of $[1..|T|]$ such that $S = T[b(S)\ldots e(S)]$.

The longest common prefix (LCP) of two strings $S$ and $T$ is the longest string that is a prefix of both $S$ and $T$. The length of the LCP of two strings $S$ and $T$ is given by the function $\text{lcp}(S,T)$ returning an integer $\ell$ such that $T[1..\ell] = S[1..\ell]$ and either (a) $T[\ell + 1] \neq S[\ell+1]$ or (b) $\ell = \min(|T|,|S|)$ holds.

Lexicographic Order. We denote the lexicographic order with $\prec$. Given two string $S$ and $T$, then $S \prec T$ if $S$ is a prefix of $T$ or there exists an integer $\ell$ with $1 \leq \ell \leq \min(|S|,|T|)$ such that $S[1..\ell - 1] = T[1..\ell - 1]$ and $S[\ell] < T[\ell]$. We write $S \lessdot T$ if the infinite concatenation $S^\omega := SSS\ldots$ is lexicographically smaller than $T^\omega := TTT\ldots$. For instance, $ab \prec aba$ but $aba \lessdot ab$.

Support Data Structures. Given a string $T \in \Sigma^*$, a character $c \in \Sigma$, and an integer $j$, the rank query $T.\text{rank}_c(j)$ counts the occurrences of $c$ in $T[1..j]$, and the select query $T.\text{select}_c(j)$ gives the position of the $j$-th $c$ in $T$. We stipulate that $\text{rank}_c(0) = \text{select}_c(0) = 0$.

2.2 Lyndon Words

Given a string $T = T[1..n]$, its $i$-th conjugate $\text{conj}_i(T)$ is defined as $T[i+1..n]T[1..i]$ for an integer $i$ with $0 \leq i \leq n-1$. We say that $T$ and every of its conjugates belongs to the conjugate class $\text{conj}(T) := \{\text{conj}_0(T), \ldots, \text{conj}_{n-1}(T)\}$. If a conjugate class contains exactly
one conjugate that is lexicographically smaller than all other conjugates, then this conjugate is called a Lyndon word \[16\]. Equivalently, a string \(T\) is said to be a Lyndon word if and only if \(T \prec S\) for every proper suffix \(S\) of \(T\). A Lyndon word is border-free, i.e., there is no Lyndon word \(T = SUS\) with \(S \in \Sigma^+\) and \(U \in \Sigma^*\). A pre-Lyndon word is a string that is a prefix of a Lyndon word.

The Lyndon factorization \[7\] of \(T \in \Sigma^+\) is the factorization of \(T\) into a sequence of lexicographically non-increasing Lyndon words \(T_1 \cdots T_t\), where (a) each \(T_x \in \Sigma^+\) is a Lyndon word, and (b) \(T_x \geq T_{x+1}\) for each \(1 \leq x < t\).

Lemma 1 ([8, Algo. 2.1]). The Lyndon-factorization of a string can be computed in linear time.

Each Lyndon word \(T_x\) is called a Lyndon factor. We denote the multiset of \(T\)’s Lyndon factors by \(\text{LynF}(T) := \{T_1, \ldots, T_t\}\). There is a bijection between \(\text{LynF}(T)\) and \(T\) in such a sense that \(\text{LynF}(T)\) uniquely defines \(T\). That is because we can restore \(T\) by

1. sorting the Lyndon factors of \(\text{LynF}(T)\) in lexicographically descending order, and
2. subsequently concatenating them.

The last factor \(T_t\) is special, as it has the following property:

Lemma 2 ([8, Prop. 1.9]). The last Lyndon factor of a string \(T\) is the smallest suffix of \(T\).

We borrow from [13, Sect. 2.2] the notation \(\text{lfs}_T(j) := T_j \cdots T_t\) for the suffix of \(T\) starting with the \(j\)-th Lyndon factor. For what follows, we fix a string \(T[1..n]\) over an alphabet \(\Sigma\) with size \(\sigma\). We use the string \(T := \text{acababdababcababbab}\) as our running example. Its Lyndon factorization is \(\text{LynF}(T) = \{\text{ac}, \text{ababd}, \text{ababc}, \text{ababb}, \text{ab}\}\). The suffix \(\text{lfs}_T(4)\) is \(T_4T_5 = \text{ababbab}\).

2.3 Bijective Burrows-Wheeler transform

We denote the bijective BWT of \(T\) by \(\text{BBWT}\), where \(\text{BBWT}[i]\) is the last character of the \(i\)-th string in the list storing the conjugates of all Lyndon factors \(T_1, \ldots, T_t\) of \(T\) sorted with respect to \(\prec_\omega\). Figure 1 shows \(\text{BBWT}\) for our running example.

Gill and Scott [12] and Mantaci et al. [19] postulated that \(\text{BBWT}\) can be built in linear time. However, we could only verify an algorithm running in \(O(n \lg n / \lg \lg n)\) time in the word RAM model with \(\sigma = n^{O(1)}\), provided by Bonomo et al. [3]. This algorithm processes all Lyndon factors in their lexicographical order, starting with the largest one. Since the algorithm processes all Lyndon factors in text order, we can use it to build \(\text{BBWT}\) online, i.e., we can build \(\text{BBWT}\) up to the Lyndon factor of a string \(T\) that starts with the longest pre-Lyndon suffix of the currently read \(T\). That is because all previous Lyndon factors cannot change when appending characters to \(T\).

Theorem 3. The \(\text{BBWT}\) can be constructed online in \(O(n \lg n / \lg \lg n)\) time for a string of length \(n\).

This is an interesting property, since the only known online technique [23, 22] for computing the traditional BWT needs the text to be given in reversed order (starting with the last character).
Figure 1 Constructing BBWT and restoring the original input. The Lyndon factors are colored in dark yellow. Middle: Restoring the Lyndon factor ab with the backward search, where the array $F$ is defined by $F[i] := c$ if $C[c - 1] + 1 \leq i \leq C[c]$. Right: Lyndon factors of $T$ restored by visiting all cycles of BBWT.

### 3 Backward Search Algorithm

For finding patterns, our index applies the same backward search as the FM-index [9], which we briefly review. Prior to that, we define some necessary data structures:

**Text Data Structures.** Let SA and ISA denote the *suffix array* [18] and the *inverse suffix array* of $T$, respectively. The entry $SA[i]$ is the starting position of the $i$-th lexicographically smallest suffix such that $T[SA[i].. \prec T[SA[i + 1]..$ for all integers $i$ with $1 \leq i \leq n - 1$. The Burrows-Wheeler transform (BWT) [6] of $T$ is the string BWT with $BWT[i] = T[n]$ if $SA[i] = 1$ and $BWT[i] = T[SA[i] - 1]$ otherwise, for every $i$ with $1 \leq i \leq n$.

**FM-Index.** The FM-index uses BWT with the following auxiliary data structures:
- an array $C$ with $\sigma \log n$ bits, where $C[c]$ is the number of occurrences of those characters in $T$ that are smaller than $c$ (for each character $c$ with $1 \leq c \leq \sigma$), and
- a data structure that supports rank queries on $BWT$.

Given a pattern $P$ whose characters are drawn from $\Sigma$, the occurrences of $P$ in $T$ are represented by $\range(P)$ storing an interval of $SA$ such that $SA[i]$ is a starting position of an occurrence of $P$ for each $i \in \range(P)$. More formally, $\range(P)$ denotes the range in $BWT$ such that

$$T[SA[j]..SA[j] + |P| - 1] = P \text{ if and only if } j \in \range(P).$$  \hfill (1)
We obtain $R_i = \text{range}(P[i..])$ from $R_{i+1} = \text{range}(P[i+1..])$ with a backward search step
\[
\begin{align*}
    b(R_i) &= C[P[i]] + \text{BWT.gr}(P[(R_{i+1})] + 1) \\
    e(R_i) &= C[P[i]] + \text{BWT.gr}(e(R_{i+1})).
\end{align*}
\]

(2)

We stipulate that the range of the empty string is $[1..n]$. Starting with the range of the empty string $\text{range}(P[i+1..])$ and applying Equation (2) iteratively, we can find all occurrences of the pattern $P$ in $T$ with $|P|$ rank operations.

If we exchange BWT with BBWT, we need to take special care of a so-called rewinding. Suppose that we matched an occurrence of $P[i+1..]$ starting at position $j + 1$ in $T$.

- If both text positions $j$ and $j + 1$ are contained in a Lyndon factor $T_x$ for an integer $x$ with $1 \leq x \leq t$, the backward search step
\[
C[P[i]] + \text{BBWT.gr}(P[i](\text{ISA}[i + 1]))
\]
yields the occurrence of $P[i..]$ starting at position $j$ in $T$.

- Otherwise, $j$ and $j + 1$ are contained in two different Lyndon factors. Let $T_x$ be the Lyndon factor with $b(T_x) = j + 1$ (and hence the text position $j$ is contained in $T_{x-1}$). Then the backward search gives $\text{ISA}[e(T_x)]$, i.e., the starting position of the last conjugate of $T_x$ (in SA-order, cf. the cycle representing the Lyndon factor $ab$ in Figure 1).

We call the second case rewinding, as the backward search counts down from the $i$-th conjugate to the $(i-1)$-th conjugate, but rewinds from the zeroth-conjugate (i.e., $T_x$ itself) to the last conjugate. Whenever we expect that no rewinding will happen, we can find a pattern with the backward search of the FM-index:

\[\blacktriangleright \text{Lemma 4.} \text{ Given a text } T \text{ and a pattern } P \text{ such that each occurrence of } P \text{ in } T \text{ is contained in a Lyndon factor of } T, \text{ we can compute these occurrences with the backward search of the FM-index on the BBWT with } |P| \text{ rank operations.} \]

\[\begin{align*}
\begin{figure}
\centering
\begin{tabular}{c c c c}
\hline
$U$ & $V$ \\
\hline
$T_x$ & $T_{x+1}$ \\
\hline
$U'$ & $V'$ \\
\end{tabular}
\caption{Setting of the proof of Lemma 6.}
\end{figure}
\end{align*}\]

Proof. Since all occurrences of $P$ are contained in Lyndon factors of $T$, the backward search finds no occurrence of $P[i..]$ starting at the beginning $b(T_x)$ of a Lyndon factor $T_x$ in $T$, for $2 \leq i \leq |P|$ and $1 \leq x \leq t$. \[\blacktriangleleft\]

\section{3.1 Lyndon Patterns}

We first focus on the special case that the pattern itself is a Lyndon word. Subsequently, we show the general case (Section 3.2) by applying the Lyndon factorization to the pattern $P$ and introduce an enhancement to the backward search for obtaining $\text{range}(P[i..])$ from $\text{range}(P[i+1..])$ in the case that the suffix $P[i+1..]$ starts with a Lyndon factor of $T$. For all this we need a little helper lemma:

\[\blacktriangleright \text{Lemma 5 ([8, Prop. 1.10]).} \text{ The longest prefix of } T \text{ that is a Lyndon word is the first Lyndon factor } T_1 \text{ of } T. \text{ Given } \text{LynF}(T) = \{T_1, \ldots, T_t\}, \text{ LynF}(T) = \{T_1\} \cup \text{LynF}(T_2 \cdots T_t). \]

\[\text{CPM 2019}\]
To find arbitrary patterns, we need to understand what happens during the rewinding. Figure 3 visualizes this setting. Assume that our claim is not true. Then there is an index $T_x \leq y \leq T_z$ such that there is no occurrence of $P$ in $T$ starting at position $b(T_x)$ in $T$.

**Lemma 6.** Let $T$ be a string with $\text{Lyn}(T) = \{T_1, \ldots, T_t\}$, and let $P$ be a pattern. If $P$ is a Lyndon word, then there is no occurrence of $P$ in $T$ that crosses the border of two Lyndon factors, i.e., each occurrence of $P$ in $T$ is contained in a Lyndon factor $T_x$ ($1 \leq x \leq t$).

**Proof.** Assume to the contrary that $P = UV$, where $U \in \Sigma^+$ is a suffix of $T_x$ and $V \in \Sigma^+$ is a prefix of $T_{x+1} \cdots T_t$ for an integer $x$ with $1 \leq x < t$. This setting is illustrated in Figure 2.

Since $T_x$ is the longest Lyndon prefix of $T_x \cdots T_t$ (see Lemma 5), it is not possible that $U = T_x$ (otherwise we could extend $T_x$ to $UV$ to form a longer Lyndon word). We conclude that $U$ is a proper suffix of $T_x$. Since $T_x$ is a Lyndon word, we have $T_x \prec U'$ for every proper suffix $U'$ of $T_x$ (including $U$). This implies that $T_x V \prec U'V$, and in particular $T_x V \prec UV$. Since the pattern $P$ is a Lyndon word, we have $V' \succ P = UV \succ T_x V$ for every suffix $V'$ of $V$ (including $V$ itself).

Putting everything together, we have that $T_x V$ is lexicographically smaller than its proper suffixes, and $T_x V$ thus is a Lyndon word. However, this again contradicts the setting that $T_x$ is the longest Lyndon prefix of $T_x \cdots T_t$.

Combining this result with Lemma 4 yields:

**Corollary 7.** Given a pattern $P$ that is a Lyndon word, we can find all its occurrences with $|P|$ rank operations of the FM-index built on BBWT.

### 3.2 General Case

To find arbitrary patterns, we need to understand what happens during the rewinding. Suppose that we matched $P[i..]$ in $T$ with the backward search. Further suppose that an occurrence of $P[i..]$ starts at position $b(T_y)$ in $T$. Then we claim that $T_y$ belongs to a consecutive set of Lyndon factors $T_x, \ldots, T_z$ with $x \leq y \leq z$ such that there is an occurrence of $P[i..]$ starting at position $b(T_{y'})$ in $T$ for each Lyndon factor $T_{y'}$ with $x \leq y' \leq z$. Figure 3 visualizes this setting. Assume that our claim is not true. Then there is an index $y'$ with $x \leq y' \leq z$ and there is no occurrence of $P[i..]$ starting at position $b(T_{y'})$ in $T$. This contradicts $T_x \geq T_{y'} \geq T_z$. We conclude our observation with the following lemma.

**Lemma 8.** If a string $P$ is a prefix of $T_x$ and $T_z$, then $P$ is a prefix of $T_y$ for each integer $y$ with $x \leq y \leq z$.

Suppose that we matched $P[i..]$ and that there are occurrences of $P[i..]$ starting with Lyndon factors of $T$. These Lyndon factors are consecutive according to Lemma 8. Let these Lyndon factors be $T_x, \ldots, T_z$. Moreover, $P[i..]$ starts with a Lyndon factor of $P$ according to Lemma 6, i.e., $P[i..] = \text{lfs}_P(w)$ for an integer $w$ with $1 \leq w \leq p$. A further backward search step causes a rewinding for all occurrences of $P[i..]$ starting at $b(T_x), \ldots, b(T_z)$, where the following cases can occur:

- If $T[e(T_x)] = P[i - 1]$, but $T[b(T_{x+1})..]$ does not have $\text{lfs}_P(w)$ as a prefix, then the backward search carries on a false occurrence.
- If $T[b(T_x) - 1] = P[i - 1]$, we would expect that the backward search reports that an occurrence of $P[i - 1..]$ starts at $T[b(T_x) - 1]$ (we assume that $T[e(T_y)] = P[i - 1]$).
However, this is not the case because of the rewinding, either reporting the text position \( e(T_y) \) or dismissing this occurrence if \( e(T_y) \neq P[i-1] \). In either case, we say that there is a \textit{missed occurrence} of \( P[i-1..] \) starting at \( b(T_y) - 1 \).

- If \( T[e(T_y)] = P[i-1] \) but \( T[e(T_{y+1})] \neq P[i-1] \) for an integer \( y \) with \( x \leq y \leq z - 1 \), then the rewinding discards the occurrence of \( P[i..] \) starting at \( T[b(T_{y+1})] \) although \( T[b(T_{y+1})] = T[e(T_y)] = P[i-1] \). This looks like that the occurrence of \( P[i..] \) starting at \( T[b(T_{y+1})] \) becomes a missed occurrence. However, since \( T[b(T_y)] \) and \( T[b(T_{y+1})] \) are the starting positions of occurrences of \( P[i..] \), the occurrence of \( P[i..] \) starting at \( T[b(T_y)] \) takes over the job from the occurrence starting at \( T[b(T_{y+1})] \) after the rewinding, i.e., we obtain the starting position \( T[e(T_y)] = T[b(T_{y+1})] - 1 \) of the occurrence of \( P[i-1..] \) after rewinding it.

- Similarly, the setting \( T[e(T_y)] \neq P[i-1] \) but \( T[e(T_{y+1})] = P[i-1] \) for an integer \( y \) with \( x \leq y \leq z - 1 \) seems to cause a false occurrence after rewinding the occurrence of \( P[i..] \) starting at \( b(T_y) \), but actually this occurrence takes over the job from the occurrence starting at \( T[b(T_{y+1})] \).

- In all other cases, for \( x + 1 \leq y \leq z \), \( T[e(T_{y-1})] \) if \( x \leq y \leq z - 1 \) seems to cause a false occurrence after rewinding the occurrence of \( P[i..] \) starting at \( b(T_{y-1}) \) takes the job from the occurrence starting at \( b(T_y) \) after the rewinding.

\[
\begin{array}{cccccccccc}
T_1 & T_2 & T_3 & T_4 & T_5 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 & 15 & 16 & 17 & 18 & 19 \\
\text{a} & \text{c} & \text{a} & \text{b} & \text{a} & \text{b} & \text{d} & \text{a} & \text{b} & \text{a} & \text{b} & \text{c} & \text{a} & \text{b} & \text{a} & \text{b} & \text{b} & \text{a} & \text{b} \\
\end{array}
\]

\[T = \]

\[\text{P}_2 \quad \text{P}_3 \quad \text{P}_2 \quad \text{P}_3 \quad \text{P}_2 \quad \text{P}_3 \quad \text{P}_2 \quad \text{P}_3 \]

\[\text{rewind} \quad \text{rewind} \quad \text{rewind} \]

\[\text{Figure 4} \quad \text{Backward search of a pattern } P \text{ with } \text{LynF}(P) = \{P_1, P_2 = ab, P_3 = ab\} \text{ in our running example } T = \text{acabababacababab} \text{ after } |P_2P_3| \text{ steps. The sub-pattern } P_2P_3 \text{ has occurrences starting at the starting positions of the Lyndon factors } T_2, T_3, \text{ and } T_4 \text{ of the text. The effects of the rewinding depend on } P_1. \text{ If } P_1 \text{ ends with } c, \text{ then we derive a \textit{missed} occurrence from } \text{Ifs}_P(2) \text{ and } T_2. \text{ If } P_1 \text{ ends with } b, \text{ then we derive a \textit{false} occurrence from } \text{Ifs}_P(2) \text{ and } T_1.\]

In what follows, we study ways to limit the number of false and missed occurrences. We say that a false (resp. missed) occurrence of \( P \) is \textit{derived from} \( P_w \) and \( T_z \) (resp. \( T_x \)) if it emerges on the rewinding at \( T[b(T_z)] \) (resp. \( T[b(T_x)] \)). See Figure 4 for an example. According to Lemma 6 there are at most \( p \) rew windings, and hence at most \( p \) false and missed occurrences. (We lower this upper bound in the subsequent section). The false occurrences can be easily maintained in a separate list, in which each element corresponds to a false occurrence (more precisely, applying \text{SA} to such an element yields its corresponding starting position in the text). Each element of the list is subject to the backward search (Equation (3)) like the range itself (Equation (2)). Whenever a backward search step of an element of the list yields not an occurrence (e.g., we obtain the element \text{ISA}[j] by a backward search step from \( P[i+1..] \) to \( P[i..] \), but find out that \( T[j] \neq P[i] \)), then the false occurrence will also vanish from the range such that we no longer need to manage that element. Similarly, we keep track of the missed occurrences. For that, we take advantage of the fact that the entries of \text{BBWT} corresponding to Lyndon factors are lexicographically sorted (see the dark
yellow marked entries in Figure 1). To move from the beginning of a Lyndon factor to the end of its preceding Lyndon factor, it suffices to locate the previously larger Lyndon factor and apply a backward search step on it (to intentionally cause a rewinding). For that, we add a bit vector \( B_1 \) marking the entries in BBWT corresponding to a Lyndon factor (and not to one of its conjugates) with ‘1’. Then \( B_1, \text{select}_1(t − x + 1) \) corresponds to \( T_x \) and the position \( \text{ISA}[b(T_x) − 1] = \text{ISA}[e(T_x−1)] \) is found by applying a backward search step to \( B_1, \text{select}_1(t − x) \). Again, we keep the missed occurrences in a list whose elements are (each individually) subject to the backward search. Finally, when we want to report all occurrences of the complete pattern, we take the computed range \( \text{range}(P) \), add all elements of the list of missed occurrences, and remove all elements of the list of the false occurrences. By doing so, we can restore the property of Equation (1). With the lists for the missed and false occurrences and the bit vector \( B_1 \), we can state the following theorem generalizing the backward search for arbitrary patterns.

**Theorem 9.** Given a text \( T \) and a pattern \( P \), we can compute all occurrences of \( P \) in \( T \) with the FM-index built on BBWT with \( O(|P||p|) \) rank operations, where \( p \) is the number of Lyndon factors of \( P \).

In the following, we improve the \( O(|P||p|) \) bound on the number of rank operations. There is a problem with matching a pattern whose Lyndon factorization consists of the same Lyndon factor that is equal to some Lyndon factors of the text. An example for such a case is given by \( T = P = a^n \). Here, \( P \) has \( n \) Lyndon factors, and therefore our current upper bound on the number of rank operations stated in Theorem 9 is only \( O(n^2) \). Multiple occurrences of the same Lyndon factors (a) in the text as well as (b) in the pattern make the matching difficult. However, as we will see, we can cope with both individually.

First, we start with (a) the text; (b) is treated in Section 3.3. Our solution is to build the bijective BWT on all distinct Lyndon factors of \( T \) (along with their conjugates), remembering the number of occurrences of a Lyndon factor, such that the Lyndon factorization \( T = T_1 \cdots T_t \) becomes \( T = \tilde{T}_1 \cdots \tilde{T}_{t'} \), where \( \tilde{T}_1, \cdots \tilde{T}_{t'} \) are distinct Lyndon words with \( \tilde{T}_x \prec \tilde{T}_{x+1} \) for \( 1 \leq x \leq t' \) and \( 1 \leq \tau_j \leq t' \), for every \( 1 \leq x \leq t' \) it holds that (a) \( \tau_j \geq 1 \) and (b) there is an integer \( y \) with \( y \geq x \) such that \( \tilde{T}_y = T_y \). The set \( \{\tilde{T}_1, \cdots, \tilde{T}_{t'}\} \) is called the composed Lyndon factorization of \( T \). Given \( \tilde{T}_x = T_y \), we stipulate that \( b(\tilde{T}_x) \) is the starting position of the leftmost Lyndon factor \( T_{y−\tau_x+1} \) with \( T_{y−\tau_x} = \tilde{T}_x \). For instance, the composed Lyndon factorization of \( T = bbabababa \) is \( T = T_1^2 T_2 T_3 \) with \( T_1 = b, T_2 = ab, \text{and } T_3 = a \). The starting position \( b(T_2) = 3 \).

Now suppose that the Lyndon factor \( P_w \) occurs \( k_w \) times in \( \text{LynF}(P) \), and suppose that \( P_w \) is the rightmost occurrence of them, i.e., \( P_{w−k_w} \neq P_{w−k_w+1} = \cdots = P_{w−1} = P_w \neq P_{w+1} \). Whenever we match \( \text{LSF}(w) \) with the beginning of the rightmost Lyndon factor \( T_y \) equal to \( \tilde{T}_x \) with \( |\tilde{T}_x| \leq |\text{LSF}(w)| \) occurring \( \tau_x \) times in \( T \), we can directly match \( P_{w−k_w}^{-1}\text{LSF}(w) \) if \( \tau_x \geq k_w \), skipping the backward search for \( P[b(P_{w−k_w+1})..b(P_w)] \) such that we directly match \( P[b(P_{w−k_w+1})..] \) for one occurrence \( O \) starting at \( T[b(\tilde{T}_x)] \). For that, we assumed that \( \tilde{T}_x = P_{w−j} \) for every integer \( j \) with \( 0 \leq j \leq k_w - 1 \). This is true due to the following lemma:

**Lemma 10.** Given an occurrence of \( P_w \) that starts at position \( b(T_x) \) in \( T \), \( \text{LSF}(w) \) is not a proper prefix of \( T_x \) if and only if \( P_w = T_x \).

*Proof.* Assume that \( \text{LSF}(w) \) is not a proper prefix of \( T_x \). Switching the roles of \( P \) and \( T \) in Lemma 6, we yield that \( T_x \) cannot cross the border between \( P_w \) and \( P_{w+1} \). Since \( |\text{LSF}(w)| \geq |T_x| \), it holds that \( P_w = T_x \) (otherwise we could extend \( T_x \) to a longer Lyndon factor).
The further matching of the occurrence \( O \) is conducted separately to the backward search with the range of occurrences \( \text{range}(P[b(P_w..)]) \). If \( \tau_x < k_w \), then we cannot extend the currently matched occurrence, and thus can ignore to follow this occurrence. We call this technique of skipping consecutive Lyndon factors a \textit{composed jump}.

The composed jump allows us to proceed as follows: We only count missed occurrences \( O \) that were not derived from a missed occurrence (i.e., an occurrence belonging to the range and not part of the list of missed occurrences), which we call in the following \textit{freshly} missed occurrences. We do not count a missed occurrence \( O' \) that is derived from a missed occurrence \( O \). Instead, we only update the position of \( O \) to \( O' \) in the list of missed occurrences. This is justified as we cannot create a freshly missed occurrence during a later backward search step:

**Lemma 11.** Let an occurrence of \( \text{lfsp}(w) \) start at position \( b(\tilde{T}_x) \) in \( T \) and let \( |\tilde{T}_x| < |\text{lfsp}(w)| \). If there is a missed occurrence derived from \( \text{lfsp}(w) \) and \( \tilde{T}_x \), there is no \( w' < w \) such that \( \text{lfsp}(w') \) and \( \tilde{T}_x \) derive a freshly missed occurrence.

**Proof.** By Lemma 10, \( P_w = \tilde{T}_x \). Assume that there is a freshly missed occurrence derived from \( \text{lfsp}(w') \) and \( \tilde{T}_x \) for the largest such \( w' < w \). Then \( P_w' \cdots P_{w-1} = P_w \) and \( \text{lfsp}(w') = P_w \text{lfsp}(w) = P_x \text{lfsp}(w + 1) \). Hence, \( P_w = \tilde{T}_x \) is a suffix of \( \tilde{T}_{x-1} \) (cf. Figure 5). Since \( \tilde{T}_{x-1} \) is a Lyndon word with \( \tilde{T}_x \geq \tilde{T}_{x-1} \), \( \tilde{T}_{x-1} = \tilde{T}_x = P_w = P_{w-1} \) must hold. However, this contradicts the distinctness of \( \tilde{T}_x \) in the composed Lyndon factorization.

### 3.3 Improving the Number of Ranks

In this section, we study the case of multiple occurrences of the same Lyndon factor in the pattern to improve the bound to \( O(|P|p') \) rank operations, where \( p' \) is the number of different Lyndon factors of \( P \). For that we show two lemmas:

**Figure 6** Setting of the proof of Lemma 12 that seems to derive a false occurrence. A necessary condition to derive a false occurrence from \( \text{lfsp}(w) \) and \( \tilde{T}_x \) is that \( \tilde{T}_x \) is the last Lyndon factor having \( \text{lfsp}(w) \) as a prefix (left). Since \( \tilde{T}_x \) must be border-free, \( \tilde{T}_x = P_w \) holds (right).

**Lemma 12.** If \( P_{w-1} = P_w = P_{w+1} \), then a false occurrence derived from \( \text{lfsp}(w) \) disappears after matching \( |P_w| \) characters.
Proof. Assume that there is a false occurrence derived from $\text{lfs}_P(w)$ and $\tilde{T}_x$. Then (a) an occurrence of $\text{lfs}_P(w)$ starts at position $b(\tilde{T}_x)$ in $T$ and (b) $P_{w-1}$ is a suffix of $\tilde{T}_x$. See also Figure 6. Since a Lyndon word is border-free, $\tilde{T}_x = P_w$. However, we derived a false occurrence from $\text{lfs}_P(w)$ and $\tilde{T}_x$ such that $\tilde{T}_{x+1}$ cannot start with $P_{w+1}$. This is a contradiction, since we found an occurrence of $\text{lfs}_P(w)$ starting at position $b(\tilde{T}_x)$ in $T$, $\tilde{T}_x = P_w$, and therefore $\tilde{T}_{x+1}$ must start with $P_{w+1}$.

\[ \begin{array}{cccc}
\tilde{T}_{x-1} & P_{w-1} & P_w & P_{w-1} \\
\text{lfs}_P(w) & & & \\
\end{array} \]

\[ \text{Figure 7} \] Setting of the proof of Lemma 13 that seems to derive a missed occurrence.

Lemma 13. Given an occurrence of $P_w$ starts at position $b(\tilde{T}_x)$ in $T$, a missed occurrence derived from $\text{lfs}_P(w)$ and $\tilde{T}_x$ disappears after matching $|P_w|$ characters if $|\text{lfs}_P(w)| \leq |\tilde{T}_x|$ and $P_{w-1} = P_w$.

Proof. Suppose that there is a missed occurrence derived from $\text{lfs}_P(w)$ and $\tilde{T}_x$. We have the following setting, which is sketched in Figure 7:

- $\tilde{T}_x$ is the leftmost Lyndon factor of the composed Lyndon factorization of $T$ that starts with $\text{lfs}_P(w)$, and
- $P_{w-1}$ is a suffix of $\tilde{T}_{x-1}$.

Then $P_w \preceq \text{lfs}_P(w) \preceq \tilde{T}_x$ ($P_w$ is a prefix of $\text{lfs}_P(w)$ and $\text{lfs}_P(w)$ is a prefix of $\tilde{T}_x$)

$\preceq \tilde{T}_{x-1}$ (Definition of the composed Lyndon factorization)

$\preceq P_{w-1}$, ($\tilde{T}_{x-1}$ is a Lyndon word and $P_{w-1}$ one of its suffixes)

contradicting the assumption $P_{w-1} = P_w$.

A conclusion is that all longest consecutive appearances of the same Lyndon factors $P_w = \ldots = P_{w+j}$ for integers $1 \leq w \leq p$ and $j \geq 0$ can cause at most one newly missed and one false occurrence in total (which we need to keep track of). In other words, we know that we only have to care about $p'$ freshly missed and false occurrences. Thus, we can improve the number of rank operations to $O(|P|p')$.

3.4 Longest Pre-Lyndon Word

To obtain $O(|P| \log |P|)$ rank operations, we need the notion of the longest pre-Lyndon suffix $\lambda_P$, which is the smallest integer such that $\text{lfs}_P(w + 1)$ is a prefix of $P_w$ for every $\lambda_P \leq w \leq p$. In our running example (cf. Figure 1), $\lambda_T = 4$ since $T_5$ is a prefix of $T_4$, but $T_4$ is not a prefix of $T_3$.

Then $\text{lfs}_P(w)c^{|X|+1} = \begin{array}{cccc}
P_w & \ldots & \text{lfs}_P(w + 1) & c^{|X|+1} \\
\text{lfs}_P(w + 1) & & & \\
\text{lfs}_P(w + 1) & X & & \\
\end{array} \]

\[ \text{Figure 8} \] Setting of the proofs of Lemmas 14 and 18, where $\text{lfs}_P(w + 1)c^{|X|+1}$ is a Lyndon word because $\text{lfs}_P(w + 1)$ is a prefix of $P_w$ and $c^{X|+1} \succ X$. 


Lemma 14. The string \( \text{lfs}_p(w) \) is a pre-Lyndon word for every \( \lambda_p \leq w \leq p \).

Proof. Since \( \text{lfs}_p(w+1) \) is a prefix of \( P_w \), there is a suffix \( X \) of \( P_w \) with \( P_w = \text{lfs}_p(w+1)X \) (cf. Figure 8). Given a \( c \in \Sigma \) with \( c^{X+1} \succeq X \), \( \text{lfs}_p(w)c^{X+1} = \text{lfs}_p(w+1)X\text{lfs}_p(w+1)c^{X+1} \) is a Lyndon word.

We borrow the following facts from literature:

Lemma 15 ([13, Lemma 11]). \( P_w \) is not a proper prefix of \( \text{lfs}_p(w+1) \) for every integer \( w \) with \( 1 \leq w \leq \lambda_p - 1 \).

\[
P[j..]X = \begin{array}{c|c|c}
P_w & \text{lfs}_p(w) & X \\
\hline
Y & \text{lfs}_p(w+1) \\
\hline
\ell & \ell
\end{array}
\]

Figure 9 Setting of the proofs of Corollary 16 and Lemma 19, where \( a \) and \( b \) are characters with \( a < b \), and \( Y = P_w[1..\ell] = \text{lfs}_p(w+1)[1..\ell] \). There is no such string \( X \) that \( P[j..]X \) is a Lyndon word.

Corollary 16. \( \text{lfs}_p(\lambda_p) \) is the longest pre-Lyndon suffix of \( P \).

Proof. Assume that there is a longer pre-Lyndon suffix \( P[j..] \). This suffix has to start with a Lyndon factor \( P_w \) for an integer \( w \) with \( 1 \leq w \leq p \), otherwise \( \text{lfs}_p(w) \prec P[j..] \) with \( w \) such that \( b(P_w) < j \leq e(P_w) \) (since every proper suffix of \( P_w \) is lexicographically larger than \( P_w \), and therefore \( \text{lfs}_p(w) \) would be a longer pre-Lyndon suffix.

According to Lemma 15, there is an \( \ell := \text{lcp}(P_w, \text{lfs}_p(w+1)) \) with \( \ell < \min(|P_w|, |\text{lfs}_p(w+1)|) \). Then \( P_w[\ell+1] > \text{lfs}_p(w+1)[\ell+1] \) and therefore \( \text{conj}_{P_w}(\text{lfs}_p(w)X) = \text{lfs}_p(w+1)XP_w \prec P_w\text{lfs}_p(w+1)X = \text{lfs}_p(w)X \), regardless of the choice of the string \( X \) (cf. Figure 9).

Lemma 17 ([13, Lemma 12]). \( p' - \lambda_p = \mathcal{O}(\log |P|) \) where \( p' \) is the number of distinct Lyndon factors of \( P \).

The next lemmas show the usefulness of \( \lambda_p \):

Lemma 18. Given an integer \( w \) with \( 1 \leq w \leq \lambda_p - 1 \), \( \text{lfs}_p(w+1) \) is not a prefix of \( P_w \).

Proof. Assume to the contrary that \( \text{lfs}_p(w+1) \) is a prefix of \( P_w \), and \( P_w = \text{lfs}_p(w+1)X \) for a string \( X \in \Sigma^* \). Given a character \( c \in \Sigma \) with \( c^{X+1} \succeq X \), \( \text{lfs}_p(w)c^{X+1} = \text{lfs}_p(w+1)X\text{lfs}_p(w+1)c^{X+1} \) is a Lyndon word, contradicting the fact that \( \text{lfs}_p(\lambda_p) \) is the longest pre-Lyndon word of \( P \) (cf. Corollary 16 and Figure 8).

Lemma 19. Given an occurrence of \( \text{lfs}_p(w) \) with \( w < \lambda_p \) that starts at position \( b(T_x) \) in \( T \) for an integer \( x \) with \( 1 \leq x \leq t' \), we have \( T_x = P_w \).

Proof. Since \( \text{lfs}_p(\lambda_p) \) is the longest pre-Lyndon suffix of \( P \) (see Corollary 16), \( \text{lfs}_p(w) \) is not a pre-Lyndon suffix of \( P \). According to Lemma 18, \( \text{lfs}_p(w+1) \) is not a prefix of \( P_w \). Let \( \ell := \text{lcp}(P_w, \text{lfs}_p(w+1)) < \min(|P_w|, |\text{lfs}_p(w+1)|) \). Then \( P_w[\ell+1] > \text{lfs}_p(w+1)[\ell+1] \) according to the Lyndon factorization of \( P \), and therefore \( P_w \) is the longest Lyndon word of \( T \) having an occurrence that starts at position \( b(T_x) \) in \( T \), i.e., \( T_x = P_w \). That is because a longer Lyndon factor \( T_x \) would contain \( P_w\text{lfs}_p(w+1)[1..\ell+1] \), which is lexicographically larger than \( \text{conj}_{P_w}(P_w\text{lfs}_p(w+1)[1..\ell+1]) = \text{lfs}_p(w+1)[1..\ell+1]P_w \) (cf. Figure 9).
The above lemmas allow us to derive the following consequence:

**Corollary 20.** There is no freshly missed occurrence derived from $lsf_P(w)$ for every integer $w$ with $w < \lambda_P$. If one of those $lsf_P(w)$ derives a false occurrence, then this false occurrence disappears until the range $\text{range}(P)$ is matched.

**Proof.** Suppose there is an occurrence of $lsf_P(w)$ starting at position $b(\hat{T}_x)$ in $T$, for a composed Lyndon factor $\hat{T}_x$ with $1 \leq x \leq t'$. According to Lemma 19, $P_w = \hat{T}_x$. Since $w < \lambda_P \leq p$, we have that $|\hat{T}_x| = |P_w| < |lsf_P(w)|$. Then with Lemma 11 we obtain that $lsf_P(w)$ and $\hat{T}_x$ cannot derive a freshly missed occurrence. By Lemma 15, $P_{w-1}$ is not a proper prefix of $lsf_w(P)$, such that after matching $lcp(P_{w-1}, lsf_w(P))$ characters, a possibly derived false occurrence will disappear, and thus does not need to be tracked.

With Lemma 17 we obtain:

**Theorem 21.** Given a text $T$ and a pattern $P$, we can compute all occurrences of $P$ in $T$ with the FM-index built on the bijective BWT of the composed Lyndon factors of $T$ with $O(|P| \log |P|)$ rank operations.

Finally, we explain how to detect whether an occurrence of a suffix of the pattern starts at the beginning of a Lyndon factor of the text. For that, after each backward search step, we use the bit vector $B_t$ introduced in Section 3.2 marking now the entries corresponding to the composed Lyndon factors in $BBWT$. If $\text{range}(P[i..]) = [b..e]$ and $B_t.rank_1(e) - B_t.rank_1(b - 1)$ is positive, then there is an occurrence of $P[i..]$ starting at position $b(\hat{T}_x)$ in $T$ (after applying a composed jump) for every $x$ with $t' - B_t.rank_1(e) + 1 \leq x \leq t' - B_t.rank_1(b - 1)$. In this case, $P[i..] = lsf_P(w)$ for an integer $w$ with $1 \leq w \leq p$ due to Lemma 6.

## 4 Construction and Outlook

Having the backward search technique of Theorem 21, we can construct and use an online $BBWT$ index data structure when combining the $BBWT$ construction algorithm of Theorem 3 with a dynamic data structure for rank and select queries.

**Theorem 22.** Given a text $T$ of length $n$ whose characters are drawn from an alphabet of size $\sigma$, we can build a text index on the bijective BWT of $T$ online in $O(n \log n/\log \log n)$ time. The text index supports searching for all occurrences of a pattern $P$ in $O(|P| \log |P| \log n/\log \log n)$ time. The index uses $O(|BBWT| + H_0(B_{\log n}) + o(\log n)) + O(\sigma \log n)$ bits, where $BBWT$ is the bijective BWT of the composed Lyndon factorization. It returns a range and a list of positions in $SA$ corresponding to starting positions of suffixes having $P$ as a prefix.

**Proof.** We use the dynamic representation of Navarro and Nekrich [21] for the wavelet tree of the FM-index, as well as for the bit vector $B_t$. This data structure can be constructed in $O(n \log n/\log \log n)$ time and can answer each type of query in optimal $O(\log n/\log \log n)$ time. Our space bound is due to this data structure. The array $C$ is stored in a plain form using $\sigma \log n$ bits.

To actually report the matched positions in the text, we can use the approach of Mäkinen and Navarro [17] who apply run-length compression on the traditional BWT and store a suffix array entry for each run in the BWT, thus achieving $r \log n$ bits additional cost for this suffix array sampling, where $r$ is the number of runs in the BWT. It is straightforward to adapt this technique for the bijective BWT: For that, we keep $B_t$, but run-length compress $BBWT$. The time bounds remain the same if $\sigma = O(\log^{(1)} n)$ [17].
Open Problems

We are unaware of an algorithm for which it is proven that it can build BBWT in linear time. It seems hard to find a relation to suffix array construction algorithms, since the context of the suffixes with respect to the lexicographic order and the context of the Lyndon words with respect to \( \prec_\omega \) is different.

We are aware of a recently found redundancy [2] in the traditional BWT, and wonder whether this result translates to the bijective variant.
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Abstract

This paper presents and proves a new non-trivial upper bound on the number of maximal repeats of compressed strings. Using Theorem 1 of Raffinot’s article “On Maximal Repeats in Strings”, this upper bound can be directly translated into an upper bound on the number of nodes in the Compacted Directed Acyclic Word Graphs of compressed strings.

More formally, this paper proves that the number of maximal repeats in a string with \( z \) (self-referential) LZ77-factors and without \( q \)-th powers is at most \( 3q(z+1)^3 - 2 \). Also, this paper proves that for \( 2000 \leq z \leq q \) this upper bound is tight up to a constant factor.
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1 Introduction

A repeat of a string \( S \) is a substring of \( S \) which occurs at least twice in \( S \). A repeat \( P \) of \( S \) is a maximal repeat, if every string which properly contains \( P \) occurs less often in \( S \) than \( P \) itself. Usually there are much less maximal repeats than repeats. Nevertheless the set of maximal repeats still contains all of the information about the repeats. These repeats have, as shown by Gusfield in [9], many applications in computational biology. A good overview of the importance of repeats in computational biology together with a deeper analysis of local repeats is also given by Nicolas et al. in [10] on ResearchGate.

Maximal repeats are also closely linked to string compression and succinct data structures: Furuya et al. show in their recent arXiv-article [8] that there is a connection between maximal repeats and the grammar compression algorithm RePair and they use this connection to create an improved version of this algorithm. Raffinot proves in [12] that there is a natural one-to-one correspondence between the maximal repeats of a string and the number of internal nodes in its Compacted Directed Acyclic Word Graph (CDAWG).

The CDAWG of a string is a useful data structure which was introduced by Blumer et al. in [2] and has most advantages of suffix trees and acyclic directed word graphs while usually being much smaller than each of them. The CDAWG is therefore a powerful tool for string processing.

![Figure 1](image-url) The suffix tree of \( a^7 \) (= aaaaaaaa).
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One might hope that well-compressible strings have highly structured suffix trees and thereby small CDAWGs. This, however, is unfortunately not the case. Even the arguably best compressible string, \(a^{q-1}\), which does have the simple looking suffix tree shown in Figure 1, also has the CDAWG shown in Figure 2 with \(q-2\) internal nodes. This shows that there is no non-trivial upper bound on either the number of nodes of a CDAWG of a string \(S\) or the number of maximal repeats of \(S\) which is only dependent on the compressed size of \(S\). This fact may also explain the apparent lack of research regarding the number of nodes in CDAWGs of general compressible strings.

There are, however, some non-trivial bounds for the number of nodes in CDAWGs which take the structure of the underlying strings into account. For example Blumer et al. suggest in \([2]\) that the number of nodes in a CDAWG of an English lower-case string \(S\) is between 0.26 times the length of \(S\) and 0.29 times the length of \(S\). Blumer et al. prove in \([3]\) formulas for the average size of the CDAWG of a random string. Stronger results have been found by Radoszewski and Rytter who prove in \([11]\) that the number of nodes of the CDAWG of Thue-Morse words is linear in the compressed size of the word and thereby logarithmic in the size of the word itself. A similar result is shown by Epifanio et al. in \([6]\) for Sturmian words.

Belazzougui et al. prove in \([1]\) that the number of edges in the CDAWG of the string is bounded from below by the number of self-referential LZ77-factors. Therefore a string \(S\) over the alphabet \(\Sigma\) with \(z\) LZ77-factors has at least \(\frac{z}{127} - 1\) maximal repeats. This lower bound is met, for example, by a string in which every character occurs only once. While this string is not compressible, it does not have maximal repeats.

While Raffinot was motivated by the possibility of translating the better-known results for CDAWGs to maximal repeats, this paper’s motivation was the other way round. The main goal was to find a new, more general upper bound for the number of nodes in the CDAWGs of compressed strings and it turned out to be very useful that Raffinot’s result can be applied the other way round too.

The number \(z\) of LZ77-factors proved itself to be a very useful indicator of the complexity of strings in the past. For example Charikar et al. proved in \([4]\) that even the minimal number of non-self-referential LZ77-factors is a lower bound for the smallest grammar compression. The self-referential version of LZ77 was used for example by Tanimura in \([13]\) in order to show that the size of the \(t\)-truncated suffix tree is bounded by \(zt\). Additionally, since high powers lead to CDAWGs with a high number of nodes, the additional structure of the string is measured by the highest power \(q-1\) in the string.

Using these two variables, this paper gives an upper bound for the number of maximal repeats and the number of nodes in the CDAWG which is proven in section 3:

\[\text{Theorem 1.}\]

Let \(S\) be a string. Let \(z\) be the number of (self-referential) LZ77-factors in an LZ77-decomposition of \(S\). Let \(q\) be a number such that \(S\) does not contain \(q\)-th powers. Then the number of maximal repeats in \(S\) is bounded from above by \(3q(z + 1)^3 - 2\). Also, the Compacted Directed Acyclic Word Graph (CDAWG) of \(S\) has at most \(3q(z + 1)^3\) nodes.

Additionally this paper shows:
Theorem 2. For $2000 \leq z \leq q$ there is a string $S$ without $q$-th powers which can be expressed by $z$ (self-referential) LZ77-factors and which has at least $\frac{1}{500}q^3$ maximal repeats.

This result, which is proven in section 4, shows that for $2000 \leq z \leq q$ the upper bound given by Theorem 1 is tight up to a constant factor.

2 Definitions

Let $\Sigma$ be an alphabet. A string with length denoted by $|S|$ is the concatenation of characters $S[0]S[1] \cdots S[|S| - 1]$ of $\Sigma$. For the sake of convenience we also define $S[-1] = \$$. Suppose $S[|S|] = \$$. The substring $S[i..j]$ with $0 \leq i \leq j \leq |S| - 1$ is the concatenation $S[i]S[i+1] \cdots S[j]$. For $i > j$ the substring $S[i..j]$ is defined to be the empty string with length 0. A prefix is a substring of the form $S[0..j]$ and a suffix is a substring of the form $S[i..|S| - 1]$. A maximal pair of $S$ is a triple $(n,m,l) \in \mathbb{N}^3$ with $l \geq 1$ such that $S[n..n+l-1]$ is equal to $S[m..m+l-1]$ and this property can not be extended to any side. More formally:

- $\forall i \in \mathbb{N}$ with $0 \leq i < l : S[n+i] = S[m+i]$ but
- $S[n-1] \neq S[m-1]$ and
- $S[n+l] \neq S[m+l]$.

Since for a maximal pair $(n,m,l)$ the inequality $S[n-1] \neq S[m-1]$ holds, the indices $n$ and $m$ can not be equal. Furthermore, only $S[n..n+l-1]$ and $S[m..m+l-1]$ are required to be in $S$. The characters $S[n-1], S[m-1], S[n+l], S[m+l]$ may be outside of $S$. This implies that $S[n..n+l]$ and $S[m..m+l]$ are in $S$.

The distance $d$ of a maximal pair $(n,m,l)$ is the distance $d = m - n$ of the two starting indices.

A maximal repeat of a string $S$ is a substring $S[n..n+l-1]$ such that there is a maximal pair $(n,m,l)$ for some indices $n, m$.

For example, in the string $\text{banana}$, the substring $\text{na}$ is not a maximal repeat, because every occurrence of $\text{na}$ is preceded by $\text{a}$. The substring $\text{ana}$, however, is a maximal repeat with maximal pair given by $(1, 3, 3)$. The distance of this maximal pair is 2.

A (self-referential) LZ77-decomposition of a string $S$ is a factorization $S = F_1F_2 \ldots F_z$ in LZ77-factors $F_1, F_2, \ldots, F_z$ such that for all $i \in 1, 2, \ldots, z$

- the factor $F_i$ is a single character or
- the substring $F_i$ occurs twice in $F_1F_2 \ldots F_z$. (i.e. there is an occurrence of $F_i$ in $F_1F_2 \ldots F_i$ which does not use the last character of $F_1F_2 \ldots F_i$)

In this paper, all LZ77-decompositions are allowed to be self-referential. Therefore we will only use the term LZ77-decomposition.

Normally the LZ77-definition requires the number of LZ77-factors of a string to be minimized. Since all theorems of this paper also hold for non-minimized LZ77-decompositions, this minimization is not required in this paper.

For example, see the following strings on the left-hand side with possible corresponding LZ77-factors, separated by “$\cdot$”, on the right-hand side:

- $01001010 = 0 \cdot 1 \cdot 0 \cdot 010 \cdot 10$,
- $\text{banana} = b \cdot a \cdot n \cdot \text{ana}$,
- $\text{aaaa} = a \cdot \text{aaa}$ and
- $\text{aaaa} = a \cdot a \cdot a \cdot a$ (not minimal).

A period of a string $S$ is a number $\Delta$ such that all characters in $S$ with distance $\Delta$ are equal. If the minimal period $\Delta_{\min}$ of a non-empty string $S$ is at most $\frac{|S|}{2}$, the string $S$ is a fractional power with exponent $\frac{|S|}{\Delta_{\min}}$.
Fractional powers are also called repetitions in the literature. However, in order to keep them apart from the maximal repeats, the name fractional power will be used.

3 Upper Bound

The main goal of this section is to prove that the number of maximal repeats of a string $S$ that can be written with $z$ LZ77-factors and that does not contain a $q$-th power is bounded from above by $3q(z + 1)^3 - 2$.

While it is easier to count the number of maximal pairs than to count the number of maximal repeats directly, there might be many maximal pairs for a single maximal repeat. Therefore, it is necessary to choose a subset of the maximal pairs which presents every maximal repeat at least once and which does not contain too many elements.

The following two lemmata will lead to a suitable subset of the maximal pairs, by showing that it is sufficient to count the maximal pairs $(n, m, l)$ in which $n$ is smaller than $m$ and $n$ as well as $m$ are close to the boundary between two LZ77-factors.

Lemma 3. The triple $(n, m, l)$ is a maximal pair if and only if $(m, n, l)$ is a maximal pair.

Proof. This lemma follows directly from the symmetry of the definition of maximal pairs.

Lemma 4. Let $S$ be a string. Let $F_1F_2\ldots F_{z+1} = S$ be an LZ77-decomposition of $S$ and $s_1, s_2, \ldots, s_z, s_{z+1}$ be the starting indices of the LZ77-factors in $S$. Let $(n, m, l)$ be a maximal pair in $S$. Then there is a maximal pair $(n', m', l)$ such that the equation $S[n..n + l - 1] = S[n'..n' + l - 1]$ holds and the intervals $[n', n' + l]$ and $[m', m' + l]$ contain starting indices $s_j$ and $s_k$ respectively.

Proof. Let $n'$ and $m'$ the minimal indices such that $S[n - 1..n + l] = S[n' - 1..n' + l]$ and $S[m - 1..m + l] = S[m' - 1..m' + l]$. By construction $(n', m', l)$ is a maximal pair and $S[n..n + l - 1] = S[n'..n' + l - 1]$ holds.

Assume the interval $[n' - 1, n' + l]$ is inside an interval $[s_i, s_i + |F_i| - 1]$ and thereby inside the LZ77-factor $F_i$.

Since the interval contains more than one character, every substring of $F_i$ has an earlier occurrence. This contradicts the minimality of $n'$.

Therefore the last index in the interval $[n' - 1, n' + l]$ lies inside another LZ77-factor than the first index in this interval. This implies the interval $[n', n' + l]$ contains some starting index $s_j$. Similarly, the interval $[m', m' + l]$ contains some starting index $s_k$.

The next two lemmata will show some properties of maximal pairs with overlap. These properties will be important in the proof of the upper bound for the subset of maximal pairs.

Lemma 5. Let $S$ be a string. Let further $(n_a, m_a, l_a)$ and $(n_b, m_b, l_b)$ be different maximal pairs in $S$ such that there is an index $c$ with $c \in [n_a, n_a + l_a]$ and $c \in [n_b, n_b + l_b]$. Then the distances $d_a = m_a - n_a$ and $d_b = m_b - n_b$ are unequal.

Proof. By contradiction:

Assume The equation $d_a = d_b$ holds:

This implies $n_a - n_b = m_a - m_b$

Case 1: $n_a = n_b$ (see for example Figure 3):

Using $n_a = n_b$ and thereby $m_a = m_b$, it follows that $l_a \neq l_b$ holds. This, however implies

$$0 < \min(l_a, l_b) < \max(l_a, l_b)$$

(1)
and thereby

\[ S[n_a + \min(l_a, l_b)] \leq S[m_a + \min(l_a, l_b)]. \]

Hence, either \((n_a, m_a, l_a)\) or \((n_b, m_b, l_b)\) is not a maximal pair.

Therefore this case is not possible.

**Case 2:** \(n_a \neq n_b\) (see for example Figure 4):

Without loss of generality \(n_a > n_b\) holds. Since \(n_a \leq c\) and \(c \leq n_b + l_b\) hold, the inequality

\[ 0 \leq n_a - n_b - 1 < l_b \quad (2) \]

follows and using \(n_a - n_b = m_a - m_b\) we get

\[ S[n_a - 1] = S[n_b + (n_a - n_b - 1)] \leq S[m_b + (n_a - n_b - 1)] = S[m_b + (m_a - m_b - 1)] = S[m_a - 1] \]

Hence, \((n_a, m_a, l_a)\) is not a maximal pair.

Therefore this case is not possible.

Since all cases contradict the assumption, the distances \(d_a\) and \(d_b\) are unequal.

**Lemma 6.** Let \(S\) be a string. Let further \((n_a, m_a, l_a)\) and \((n_b, m_b, l_b)\) be maximal pairs in \(S\) with distances \(d_a \neq d_b\). Define the difference of the distances \(\Delta_d = d_a - d_b\). Then \(S[\max(n_a, n_b)\. \min(n_a + l_a, n_b + l_b) - 1]\) is \(|\Delta_d|\)-periodic.

**Proof.** Without loss of generality \(n_a \geq n_b\) holds. Then \(\max(n_a, n_b) = n_a\) holds and the string \(S[\max(n_a, n_b)\. \min(n_a + l_a, n_b + l_b) - 1]\) has length \(\min(l_a, n_b - n_a + l_b)\).

Let \(x\) be a natural number such that \(0 \leq x < |\Delta_d| < \min(l_a, n_b - n_a + l_b)\) holds.
• Figure 5 Case 1 of Lemma 6. The characters $\sigma_{i+2}$ and $\sigma_{j+2}$ have to be equal because of their position in $(n_b, m_b, l_b)$ and the characters $\sigma_{j+2}$ and $\sigma_{i+4}$ have to be equal because of their position in $(n_a, m_a, l_a)$.

• Figure 6 Case 2 of Lemma 6. The characters $\sigma_{i+2}$ and $\sigma_{j+4}$ have to be equal because of their position in $(n_a, m_a, l_a)$ and the characters $\sigma_{j+4}$ and $\sigma_{i+4}$ have to be equal because of their position in $(n_b, m_b, l_b)$.

Case 1: $\Delta_d < 0$ (see for example Figure 5):
In this case
\[
0 \leq n_a - n_b \leq x + (n_a - n_b)
\]
\[
x + (n_a - n_b) < n_b - n_a + l_b + (n_a - n_b) = l_b
\]
and
\[
0 < x + |\Delta_d| < l_a
\]
hold. Therefore
\[
S[n_a + x] = S[n_b + x + (n_a - n_b)]
\]
\[
= S[m_b + x + (n_a - n_b)]
\]
\[
= S[m_a + x - (m_a - m_b) + (n_a - n_b)]
\]
\[
= S[m_a + x - \Delta_d]
\]
\[
= S[m_a + x + |\Delta_d|]
\]
\[
= S[n_a + x + |\Delta_d|]
\]
holds.

Case 2: $\Delta_d > 0$ (see for example Figure 6):
In this case
\[
0 \leq x < l_a
\]
and
\[
0 < x + |\Delta_d| = x + \Delta_d = x + (m_a - m_b) - (n_a - n_b) \leq x + (m_a - m_b)
\]
\[
x + (m_a - m_b) = x + \Delta_d + (n_a - n_b)
\]
\[
= x + |\Delta_d| + (n_a - n_b) < n_b - n_a + l_b + (n_a - n_b) = l_b
\]
Then the number of different maximal pairs $(\Delta_1$ and $i,j$ is bounded from above by was presented in the book of Crochemore and Rytter in [5]. The original Lemma comes from the article [7] of Fine and Wilf.

Theorem 8. Let $S$ be a string with periods $\Delta_1$ and $\Delta_2$ such that $\Delta_1 + \Delta_2 \leq |P|$. Then $\gcd(\Delta_1, \Delta_2)$ is a period of $P$.

With all this preparation it is now possible to count maximal pairs around given indices:

Lemma 7 (Weak Periodicity Lemma). Let $P$ be a string with periods $\Delta_1$ and $\Delta_2$ such that $\Delta_1 + \Delta_2 \leq |P|$. Then $\gcd(\Delta_1, \Delta_2)$ is a period of $P$.

Proof. By contradiction:

Assume there are at least $(18q \cdot \lceil \log_q(|F_1F_2\ldots F_i|) \rceil) + 1$ different maximal pairs with the restrictions given by the prerequisites:

We will now use the pigeonhole principle until we get two pairs of maximal pairs which have a huge overlap and similar distances.

For each of these maximal pairs $(n_k, m_k, l_k)$ at least one of the following options hold:

- At least half of the interval $[n_k, n_k + l_k - 1]$ lies before $s_i$ (i.e. $n_k + \frac{l_k}{2} \leq s_i$), or
- At least half of the interval $[n_k, n_k + l_k - 1]$ lies after $s_i - 1$ (i.e. $n_k + \frac{l_k}{2} \geq s_i$).

Since there are two options and at least $(18q \cdot \lceil \log_q(|F_1F_2\ldots F_i|) \rceil) + 1$ maximal pairs at least one of these options hold for

$$\left\lceil \frac{(18q \cdot \lceil \log_q(|F_1F_2\ldots F_i|) \rceil + 1)}{2} \right\rceil = (9q \cdot \lceil \log_q(|F_1F_2\ldots F_i|) \rceil) + 1$$

maximal pairs. By symmetry we can assume without loss of generality that there are $(9q \cdot \lceil \log_q(|F_1F_2\ldots F_i|) \rceil) + 1$ of the given maximal pairs satisfying $n_k + \frac{l_k}{2} \leq s_i$. 

\[ S[n_a + x] = S[n_b + x + (m_a - m_b)] \]
\[ = S[n_b + x + (m_a - m_b)] \]
\[ = S[n_a + x + (m_a - m_b)] \]
\[ = S[n_a + x + (m_a - m_b)] \]
\[ = S[n_a + x + \Delta_d] \]
\[ = S[n_a + x + |\Delta_d|] \] holds.

Therefore for all numbers $x$ with $0 \leq x < x + |\Delta_d| < n(n_a, n_b - n_a + l_b)$ the equation $S[n_a + x] = S[n_a + x + |\Delta_d|]$ holds. Therefore the string $S[\max(n_a, n_b) \min(n_a + l_a + n_b - 1]$ is $|\Delta_d|$-periodic.

To use the periodicities we will utilize the following lemma. The simplification used here was presented in the book of Crochemore and Rytter in [5]. The original Lemma comes from the article [7] of Fine and Wilf.

Lemma 7 (Weak Periodicity Lemma).}
Since all of these \((9q \cdot \log_q(|F_1 F_2 \ldots F_i|)) + 1\) maximal pairs \((n_k, m_k, l_k)\) satisfy both \(s_i \in [n_k, n_k + l_k]\) and \(s_{i+1} \notin [n_k, n_k + l_k]\), the inequality \(l_k \leq |F_1 F_2 \ldots F_i|\) holds.

Taking the logarithm yields

\[
0 = \log_q(1) \leq \log_q(l_k) \leq \log_q(|F_1 F_2 \ldots F_i|) \leq [\log_q(|F_1 F_2 \ldots F_i|)].
\]

Since every \(\log_q(l_k)\) lies in at least one of the \([\log_q(|F_1 F_2 \ldots F_i|)]\) intervals \([h, h+1]\) with \(0 \leq h < [\log_q(|F_1 F_2 \ldots F_i|)]\), the pigeonhole principle yields that there has to be a natural number \(L'\) such that

\[
\left(\frac{9q \log_q(|F_1 F_2 \ldots F_i|) + 1}{\log_q(|F_1 F_2 \ldots F_i|)}\right) \geq 9q + 1
\]

of these maximal pairs have length \(L' \leq \log_q(l_k) \leq 1 + L'\).

For \(L = qL'\) this gives a natural number \(L\) such that \(L \leq l_k \leq qL\) holds for these \(9q + 1\) maximal pairs.

Therefore there is a real number \(\theta\) such that

- for at least \(3q + 1\) of these \(9q + 1\) maximal pairs \(L \leq l_k \leq \theta L\) holds and
- for at least \(6q + 1\) of these \(9q + 1\) maximal pairs \(\theta L \leq l_k \leq qL\) holds.

With the given restrictions \(s_i \in [n_k, n_k + l_k]\) and \(s_j \in [m_k, m_k + l_k]\) from the main assumption as well as \(n_k + \frac{\theta L}{2} \leq s_i \leq m_k\) from the application of the pigeonhole principle it follows that \(n_k + \frac{\theta L}{2} \leq s_i \leq n_k + l_k\) and \(m_k \leq s_j \leq m_k + l_k\). Therefore

\[
s_j - s_i - \frac{l_k}{2} \leq (m_k + l_k) - \left(n_k + \frac{l_k}{2}\right) - \frac{l_k}{2} = m_k - n_k = d_k \text{ and}
\]

\[
d_k = m_k - n_k = m_k - (n_k + l_k) + l_k \leq s_j - s_i + l_k
\]

hold and \(d_k\) lies in the interval \([s_j - s_i - \frac{l_k}{2}, s_j - s_i + l_k]\).

Of the \(6q + 1\) maximal pairs \((n_k, m_k, l_k)\) with \(\theta L \leq l_k \leq qL\), each \(d_k\) is in at least one of the \(6q\) intervals \([s_j - s_i - \frac{l_k}{2}, s_j - s_i + l_k]\) with \(0 \leq h < 6q\). Therefore, the pigeonhole principle yields that at least

\[
\left\lfloor 6q + 1\right\rfloor \cdot \frac{1}{2qL} = \left\lfloor (6q + 1) \cdot \frac{1}{2qL} \right\rfloor = \frac{1}{2qL}
\]

of these maximal pairs have distances \(d_a, d_b\) with \(|d_a - d_b| \leq \frac{1}{4}L\). Using Lemma 5 and Lemma 6 as well as \(n_k + \frac{\theta L}{2} \leq n_k + \frac{l_k}{2} \leq s_i\) and \(s_i \leq n_k + l_k\) for all these maximal pairs, we obtain that there is a maximal pair \((n_\alpha, m_\alpha, l_\alpha)\) such that \(n_\alpha \leq s_i - \frac{\theta L}{2} L\) and such that \(S[n_\alpha..s_i - 1]\) has a period of \(0 < \Delta_\alpha \leq \frac{1}{4}L\).

Similarly it can be shown that of the \(3q + 1\) maximal pairs \((n_k, m_k, l_k)\) with \(L \leq l_k \leq \theta L\), there is a maximal pair \((n_\beta, m_\beta, l_\beta)\) such that \(n_\beta \leq s_i - \frac{1}{2} L\) and such that \(S[n_\beta..s_i - 1]\) has a period of \(0 < \Delta_\beta \leq \frac{1}{4}L\).

Since \(S[n_\alpha..s_i - 1]\) is not a fractional power with exponent greater than or equal to \(q\), we obtain \(s_i - \frac{n_\alpha}{\Delta_\alpha} < q\). With \(\frac{\theta L}{2} \leq \frac{\theta L}{2} \leq s_i - n_\alpha\) and \(\Delta_\alpha \leq \frac{1}{2}L\) it follows that \(\theta < \frac{q}{2}\) and hence \(\Delta_\beta \leq \frac{1}{4}L\). 

Since \(S[n_\alpha..s_i - 1]\) has length of at least \(\frac{1}{4}L\) and is \(\Delta_\alpha\)-periodic as well as \(\Delta_\beta\)-periodic with \(\Delta_\alpha + \Delta_\beta \leq \frac{1}{4}L\) the periodicity lemma is applicable and shows that \(S[n_\max(n_\alpha, n_\beta) .. s_i - 1] = \gcd(\Delta_\alpha, \Delta_\beta)\)-periodic. This implies that \(S[s_i - \Delta_\alpha..s_i - 1]\) is \(\gcd(\Delta_\alpha, \Delta_\beta)\)-periodic. Since \(S[n_\alpha..s_i - 1]\) is \(\Delta_\alpha\)-periodic and at least one substring with length \(\Delta_\alpha\) is \(\gcd(\Delta_\alpha, \Delta_\beta)\)-periodic, even \(S[n_\alpha..s_i - 1]\) is \(\gcd(\Delta_\alpha, \Delta_\beta)\)-periodic.
However with $\gcd(\Delta_\alpha, \Delta_\beta) \leq \Delta_\beta \leq \frac{q}{2}L$ this implies that the substring $S[n_\alpha s_i - 1]$ with at least $\frac{q}{2}L$ characters has a period with length of at most $\frac{q}{2}L$. Therefore $S[n_\alpha s_i - 1]$ is a fractional power with exponent greater than or equal to $q$.

This however contradicts the assumption and thereby proves the theorem. $\blacksquare$

Now it is time to prove Theorem 1 which was stated in the introduction:

> **Theorem 1.** Let $S$ be a string. Let $z$ be the number of (self-referential) LZ77-factors in an LZ77-decomposition of $S$. Let $q$ be a number such that $S$ does not contain $q$-th powers. Then the number of maximal repeats in $S$ is bounded from above by $3q(z + 1)^3 - 2$. Also, the Compacted Directed Acyclic Word Graph (CDAWG) of $S$ has at most $3q(z + 1)^3$ nodes.

**Proof.** Lemma 3 shows that it is sufficient to count maximal pairs $(n_k, m_k, l_k)$ with $n_k < m_k$. Lemma 4 shows that we can additionally require $s_i \in [n_k, n_k + l_k]$ and $s_j \in [m_k, m_k + l_k]$ for some starting indices $s_i$ and $s_j$ of the string by the factor $q$. Since the first LZ77-factor is always a single character, the equation $|F_i| = 1 = q^0$ holds. Since $S$ does not contain a $q$-th power, every LZ77-factor can at most multiply the length of the string by the factor $q$. Therefore $|F_1 F_2 \ldots F_i| \leq q |F_1 F_2 \ldots F_{i-1}|$ holds. Induction therefore yields $|F_1 F_2 \ldots F_i| \leq q^{i-1}$. This implies $\log_q(\{F_1 F_2 \ldots F_i\}) \leq i - 1$

Since $S$ does not occur in $S$, the last LZ77-factor of $S$ consists of only the character $S = S[[S]]$. Since $n_k < n_k \leq |S| - l_k$ holds, the inequality $n_k + l_k < |S|$ holds as well. This implies that $s_z + 1$ is not contained in $[n_k, n_k + l_k]$.

Using Theorem 8 and summing up over all pairs $(s_i, s_j)$ with $s_i \leq s_j$ and $s_i \leq s_z$ yield that there are at most

$$
\sum_{i=1}^{z+1} \sum_{j=i}^{z+1} (18q \cdot \log_q(|F_1 F_2 \ldots F_i|)) \leq 18q \sum_{i=1}^{z+1} (i - 1) = 18q \sum_{i=1}^{z} (i - 1)(z + 2 - i) = 18q \sum_{i=1}^{z} (-i^2 + i(z + 3) - (z + 2)) = 3q(z^3 + 3z^2 - 4z) \leq 3q(z + 1)^3 - 2
$$

maximal repeats in $S$.

Raffinot shows in Theorem 1 of [12] that the maximal repeats of a string $S$ are exactly the representatives of the internal states of the CDAWG of $S$. This implies that the CDAWG of $S$ has at most $3q(z + 1)^3$ states. $\blacksquare$

## 4 Tightness

The goal of this section is to prove that for every $q$, $z$ with $2000 \leq z \leq q$ there are strings without $q$-th powers which can be described with $z$ LZ77-factors and which have at least $\frac{1}{500}qz^3$ maximal repeats. This also proves that the upper bound given in the last section can not be improved by more than a constant factor.

The proof of Theorem 8 suggests that high powers are necessary in order to have many maximal repeats. We therefore create a string $V_{v,q,q}$ consisting of nested $2q$-th powers first and then build a bigger string consisting of $V_{v,q,q}$ and some shortened copies of $V_{v,q,q}$.
We therefore define for natural numbers $v$, $d$, $q$ and $c$ with $v \geq 1$ and $d \leq q$:

\[ V_{0,v,c} := \sigma_0, \]
\[ V_{v,c,q} := (V_{v-1,q,q})^\sigma_c(V_{v-1,q,q})^c, \]
\[ L_{v,c,q} := (V_{v-1,q,q})^c\sigma_c(V_{v-1,q,q})^c, \]
\[ R_{v,c,q} := (V_{v-1,q,q})^\sigma_c(V_{v-1,q,q})^q, \]
\[ C_{v,c,q} := L_{1,c,q}L_{2,c,q} \cdots L_{v-1,c,q}V_{v,c,q}R_{v-1,c,q} \cdots R_{2,c,q}R_{1,c,q} \]
\[ S_{v,d,q} := V_{v,q,q} \left( \prod_{i=1}^{d} \$C_{v,q-i,q} \right). \]

In order to find the highest power and the number of LZ77-factors, it is first necessary to show, that the $C_{v,q-i,q}$ are indeed proper substrings of $V_{v,q,q}$.

**Lemma 9.** For $c \leq q - 1$ the string $L_{1,c,q}L_{2,c,q} \cdots L_{w,c,q}$ is a proper suffix of $V_{w,q,q}$ and the string $R_{w,c,q} \cdots R_{2,c,q}R_{1,c,q}$ is a proper prefix of $V_{w,q,q}$.

**Proof.** This can easily be shown with an induction over $w$. ▼

**Corollary 10.** For $c \leq q - 1$ the string $C_{v,c,q}$ is a proper substring of $V_{v,q,q}$

This corollary leads to an upper bound for the highest power as well as for the necessary number of LZ77-factors of $S_{v,d,q}$.

**Lemma 11.** The string $S_{v,d,q}$ does not contain a $(2q + 1)$-th power.

**Proof.** by contradiction:

Assume there is a $q + 1$-th power $P$ in $S_{v,d,q}$.

The power $P$ can not contain a $\$ because the character $\$ occurs only $d \leq q$ times in $S_{v,d,q}$. Therefore, using the previous lemma, the power $P$ has to be a substring of $V_{v,q,q}$.

The power $P$ can not contain a $\sigma_v$ because the character $\sigma_v$ occurs only once in $V_{v,q,q}$. Therefore the power $P$ has to be a substring of $(V_{v-1,q,q})^q$.

The power $P$ can not contain a $\sigma_{v-1}$ because the character $\sigma_{v-1}$ occurs only $q$ times in $(V_{v-1,q,q})^q = (V_{v-2,q,q})^q v_{v-1}(V_{v-2,q,q})^q$. Therefore the power $P$ has to be a substring of $(V_{v-2,q,q})^{2q}$. It can be inductively shown that $P$ can not contain $\sigma_j$ for $j \in \{v-2, v-3, \ldots, 1\}$ because the character $\sigma_j$ occurs only $2q$ times in $(V_{j,q,q})^{2q} = (V_{j-1,q,q})^{2q} v_{j}(V_{j-1,q,q})^{2q}$. Therefore the power $P$ has to be a substring of $(V_{j-1,q,q})^{2q}$.

Since there are no characters left, this is a contradiction.

Therefore the string $S_{v,d,q}$ does not contain a $(2q + 1)$-th power. ▼

**Lemma 12.** The string $S_{v,d,q}$ can be written with at most $1 + 3v + 2d$ LZ77-factors.

**Proof.** Since the string $V_{0,v,c}$ consist of a single letter, it can be written with a single LZ77-factor. By induction, the string $V_{v,c,q} = V_{v-1,q,q} \cdot (V_{v-1,q,q})^{c-1} \cdot \sigma_v \cdot (V_{v-1,q,q})^c$ can be written with at most $1 + 3v$ LZ77-factors. Using Corollary 10 yields that the string $S_{v,d,q} := V_{v,q,q} \left( \prod_{i=1}^{d} \$C_{v,q-i,q} \right)$ can be written with at most $1 + 3v + 2d$ LZ77-factors. ▼

In order to give a lower bound of the maximal repeats of $S_{v,d,q}$, we show that for natural numbers $w$, $l$, $m$ and $r$ with $1 \leq w \leq v - 1$ and $1 \leq m + 1 \leq q - d \leq l$, $r \leq q - 1$

\[ M_{w,l,m,r,q} := L_{1,l,q}L_{2,l,q} \cdots L_{w,l,q}(V_{w,q,q})^m R_{w,r,q} \cdots R_{2,r,q}R_{1,r,q}. \]

are maximal repeats of $S_{v,d,q}$.
Lemma 13. For
\[ w \leq v - 1 \quad m + 1 \leq l, r \leq q - 1 \]
the string \( M_{w,l,m,r,q} \) is a proper prefix of \( C_{v,l,q} \) and a proper suffix of \( C_{v,r,q} \).

Proof. Using Lemma 9 the string \((V_{w,q,q})_m^R_{w,r,q} \ldots R_{2,r,q} R_{1,r,q}\) is a prefix of \((V_{w,q,q})_m^{m+1}\) which is a proper prefix of \( L_{w+1,l,q} \). Therefore \( M_{w,l,m,r,q} \) is a proper prefix of \( C_{v,l,q} \). Similarly \( M_{w,l,m,r,q} \) is a proper suffix of \( C_{v,r,q} \).</p>

Corollary 14. If \( 1 \leq w \leq v - 1 \) and \( 1 \leq m + 1 \leq q - d \leq l, r \leq q - 1 \) hold, the string \( M_{w,l,m,r,q} \) is a maximal repeat of \( S_{v,d,q} \).

Proof. Since \( M_{w,l,m,r,q} \) is a proper prefix of \( C_{v,l,q} \), the string \( \sigma^* M_{w,l,m,r,q} \) appears in \( S_{v,d,q} \). Since \( M_{w,l,m,r,q} \) is a proper prefix of \( C_{v,r,q} \), the string \( \sigma^* M_{w,l,m,r,q} \) appears in \( S_{v,d,q} \). These two occurrences form a maximal pair. Therefore, the string \( M_{w,l,m,r,q} \) is a maximal repeat of \( S_{v,d,q} \).

Corollary 15. The string \( S_{v,d,q} \) has at least \((v - 1)(q - d)d^2\) maximal repeats.

Combining Lemma 11, Lemma 12 and Corollary 15 yields Theorem 2 as given in the introduction:

Theorem 2. For \( 2000 \leq z \leq q \) there is a string \( S \) without \( q \)-th powers which can be expressed by \( z \) LZ77-factors and which has at least \( \frac{1}{5000} qz^3 \) maximal repeats.

Proof. Define \( S = S_{\lceil \frac{z}{9} \rceil, \lfloor \frac{z}{3} \rfloor - 1, \lfloor \frac{z}{2000} \rfloor} \). Using Lemma 11 the string \( S \) has no \( q \)-th power. Using Lemma 12 the string \( S \) can be described with \( 1 + 3 \lfloor \frac{z}{9} \rfloor + 2 (\lfloor \frac{z}{3} \rfloor - 1) \leq z \) LZ77-factors. Using Corollary 15 the string \( S \) has at least
\[
\left( \left\lfloor \frac{z}{9} \right\rfloor - 1 \right) \left( 1 + \frac{z}{2} - \left\lfloor \frac{z}{3} \right\rfloor - 1 \right) \left( 1 + \frac{z}{3} - 1 \right)^2 \\
\geq \left( \frac{z}{9} - 2 \right) \left( \frac{q}{2} - 3 - \frac{z}{3} \right) \left( \frac{z}{3} - 2 \right)^2 \\
\geq \left( \frac{z}{9} - 2 \left\lfloor \frac{z}{2000} \right\rfloor \right) \left( \frac{q}{2} - 3 \left\lfloor \frac{z}{2000} \right\rfloor - \frac{z}{3} \right) \left( \frac{z}{3} - 2 \left\lfloor \frac{z}{2000} \right\rfloor \right)^2 \\
= \left( \frac{1}{9} - 2 \frac{1}{2000} \right) \left( \frac{1}{2} - \frac{3}{2} \frac{1}{2000} - \frac{1}{3} \right) \left( \frac{1}{3} - 2 \frac{1}{2000} \right)^2 qz^3 \\
\geq \frac{1}{500} qz^3
\]
maximal repeats.

5 Conclusion

Since Theorem 1 suggests that well-compressed strings with many maximal repeats also have high powers and Theorem 8 even suggests that these high powers are not hidden inside the maximal repeats but are either a prefix or a suffix of them, it seems promising to do some more research on the maximal repeats of strings with high powers.

It might be possible to derive a data structure from the CDAWG by merging nodes stemming from similar powers of the same base. This data structure and its size as well as its usability will be determined in future work.
There are three more problems which should be researched:
The upper bound for the number of maximal repeats and the maximal repeats of the string given in section 4 differ by a factor of almost 1500. Even for strings with very high powers the factor is almost 500. This huge gap leaves room for further investigation.

The string in section 4 uses that the highest power is bigger than the parameter \(d\). If the highest power is smaller than the number of LZ77-factors, the number of maximal repeats is only \(c p^3 z\) for some constant \(c\). It is an open question, whether the upper bound given by Theorem 1 is still tight up to constant for strings without high powers.

While the upper bound for the number of maximal repeats \(3q(z+1)^3\) presented in this paper is tight up to a constant factor, the string \(\sigma_1 \sigma_2 \ldots \sigma_{z-2}(\sigma_{z-1})^{q-1}\) has \(z\) LZ77-factors, no \(q\)-th power but a \((q-1)\)-power and has only the \(q-2\) maximal repeats \((\sigma_{z-1})^i\) with \(1 \leq i \leq q-2\). Therefore, some additional structures should be taken into account in order to get a good estimate for the number of maximal repeats in a string.
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1 Introduction

The dichotomic search [18] is one of the most basic tool for locating the position of a target value \( x \) within a sorted list of \( n \) elements. This scheme, that has a classical “divide-and-conquer” flavour, is a good algorithmic compromise in many situations, because it is straightforward to implement and nonetheless guarantees a \( \Theta(\log n) \) number of comparisons between \( x \) and the \( n \) elements of the list.
**General context.** In this paper, we are interested in the case when the list and the target values are *words*, that are emitted by a *source*. Then, the comparison between two words is the usual (lexicographic) comparison, and the performance of the dichotomic selection on words is measured by the total number of *symbol comparisons*. More precisely, we study algorithms that are designed in the book of Crochemore, Hancart, and Lecroq [7, chapter 4]. In this context, the list is fixed and many target values are searched: it is then natural to consider the list sorted (thanks to a precomputation step), and use dichotomic principles. Such algorithms are notably the basis for efficient implementations of searching in the suffix array [19, 2, 22, 16, 21], which is a widely used index structure in text algorithmics [14, 7].

We focus on a particular algorithm described in [7, Chapter 4], and called here *clever-dicho-select*. The authors explain there that the sorting precomputation is not actually sufficient to build an efficient search procedure: one needs to use a supplementary structure, called the *lcp*-array in [17, 20, 15, 12, 10] that stores the length of longest common prefixes between consecutive strings of the list. The precomputation step which determines the *lcp*-array has a worst-case complexity linear in the total number of symbols of all words in the list. With these two precomputation steps at hand (the sorting precomputation and the *lcp*-array precomputation), the technique becomes very efficient for searching for a string of length *m* in a list of *n* strings with $O(m + \log n)$ symbol comparisons (in the worst-case). Remark that the usual algorithm that reads the word *x* and uses a *lexicographic tree* or *trie* for finding the longest common prefix of the target value *x* within the list of strings (which is the minimal information needed to locate the position of *x*) yields $O(m)$ symbol comparisons.

**Motivations.** There are three motivations for such a work.

(a) We wish to perform a precise analysis of variants of the dichotomic search algorithm on strings in the following framework described with four features: (i) the performance is measured in terms of the number of *symbol comparisons*; (ii) we adopt a *probabilistic* or *average-case* point of view which is significantly different from the worst-case one; (iii) we are interested in the *asymptotics*, when the number *n* of strings become large, and accordingly choose to deal with infinite words (to be detailed later); (iv) finally, we wish to determine the precise constants involved in the analysis.

(b) A main motivation is also to better understand how the structure of data influence the performance of algorithms. In many real applications, such data, of highly composite nature, are often aggregates of elementary symbols, (such as bits, bytes, characters...). It is then legitimate to consider such data as *words*, and the elementary cost is now the comparisons between symbols. This present work follows a series of recent works of the authors [27, 6, 4] where they revisited the *probabilistic* analysis of a panel of some classic sorting and selecting algorithms from this point of view (for instance Quicksort). Here we take the same perspective and wish to analyze the general dichotomic strategy, from the basic algorithm to the more clever version of [7, Chapter 4], when it operates on complex data.

(c) Our probabilistic modelling first involves the concept of a *source*, that describes how the input words (the elements of the list *L*, and the searched element *x*) are emitted. Such a source denoted by $\mathcal{M}$ extends the notion of a numeration process (see [25]), and

---

1 Other strategies are possible apart from the dichotomic principles for the problem searching in a sorted list of strings (see [1, 11]).

2 The used structure is in fact the *lcp*-table which is a slight variation of the usual *lcp*-array, as we will describe later.
any (infinite) word emitted by the source $\mathcal{M}$ can be viewed as the expansion of a real number of the unit interval in “base” $\mathcal{M}$. Besides this source $\mathcal{M}$, that emits the input words, there appears also a second implicit source (the regular binary source $\mathcal{B}$), which models the dichotomy process. The interplay of these two sources is then central in our analyses. Even though such an interplay between two sources often arises in numeration contexts, and is well studied there (see for instance [3, 8]), notably in relation to the various Changing Base algorithms, it came as a surprise for us that it also arises in our analyses.

**Main results.** In the context of our analysis, defined by the four features described in (a), we analyze in Theorem 9 the clever-dicho-select algorithm. We first analyze the precomputation step, that builds (and stores) the \textit{lcp}–table (an integer array of length $2n + 1$ which is a slight variation of the usual \textit{lcp}–array), and prove that the mean complexity cost for building the table is of order $\Theta(n)$. Then, we analyse the mean complexity cost of the algorithm itself and prove that it is of order $\Theta(\log n)$. It is thus quasi-optimal$^3$ on average. We precisely study the constants hidden in the $\Theta$, and relate them to the main characteristics of the source, and, in particular, to the interplay between the two sources described in (c): the input source that emits the words, and the dichotomic source which models the dichotomic process.

**Methodology.** We first exhibit the main costs for evaluating the time complexity of the algorithm, that are not highlighted in the previous work [7]. These costs are read on the two main structures, the dichotomic tree $D(L)$ which underlies the partitioning process, together with trie $T(L)$ built on the list $L$ (which was not explicit in [7]). We also introduce another strategy for computing the \textit{lcp}–table related to an original parameter called \textit{dic}. Then, we perform the average-case analysis of the main costs: we mainly deal with what we call costs \textit{with toll} on the trie $T(L)$ (defined in Eq. (5)), and we adapt the analytic combinatorics methodology for such an analysis, as described both in [5] and [26].

**Plan of the paper.** Section 2 first recalls the general framework of the dichotomic strategy. Then, Section 3 focuses on the selection problems on words; it presents the clever-dicho-select algorithm, and exhibits its main costs of interest. Finally, Section 4 is devoted to the probabilistic analysis of these costs, and proves the quasi-optimality (on average) of the clever-dicho-select algorithm.

## 2 Basic Dichotomic Selection

Let us consider an ordered set $\mathcal{X}$. The problem \textsc{Select} $(L, x)$ takes as input a list $L$ of $n$ distinct elements of $\mathcal{X}$, together with an element $x \notin L$, and determines the rank of $x$ in $L$, namely the integer $i$ for which $x$ will be the $i$-th smallest element in the sorted set $L \cup \{x\}$.

When the list $L = (L_1, \ldots, L_n)$ is already sorted, the well-known dichotomic strategy may be used. It deals with the extended list $\overline{L} := (L_0, L_1, \ldots, L_n, L_{n+1})$, where two guards are added to the initial list $L$, a strict infimum $L_0$ and a strict supremum $L_{n+1}$ satisfying the strict inequalities $L_0 < y < L_{n+1}$ for any $y \in \mathcal{X}$. The dichotomy principle uses the function $\text{mid} : (b, e) \mapsto \lfloor (b+e)/2 \rfloor$, and determines the rank of $x$ in $L \cup \{x\}$, i.e., the index $i \in [1 \ldots n+1]$ for which $L_{i-1} < x < L_i$. The algorithm \textsc{Dicho-Select} is described in Fig. 1 (left).

$^3$ compared to the bound $\Theta(\log n)$ obtained on average when dealing with a precomputed trie.
Dicho-Select \((L, x)\)
\[
\begin{align*}
b &:= 0 \\
e &:= n + 1 \\
\text{while } b + 1 < e \text{ do} & \\
m &:= \lfloor (b + e)/2 \rfloor \\
\text{if } L_m < x \text{ then} & \\
b &:= m \\
\text{else} & \\
e &:= m \\
\text{return } e
\end{align*}
\]

**Figure 1** The dicho-select algorithm (left). The dichotomic tree \(D_n (n = 5)\) (right).

With each cardinality \(n\), the dichotomy strategy associates a binary tree \(D_n\), called the dichotomic tree (Fig. 1, right). Such a tree describes the partitioning process on any ordered list of cardinality \(n\), with indices in \([1..n]\), and deals with extended indices in \([0..n + 1]\).

**Definition 1** (Dichotomic tree). The dichotomic tree \(D_n\) associated with a cardinality \(n\) is a binary tree, with \(n\) internal nodes and \(n + 1\) external nodes. Each node is labelled by a pair \((b, e)\) with \(0 \leq b < e \leq n + 1\). Moreover,
- if \(b + 1 < e\), the node labelled by \((b, e)\) is internal: it contains the index \(m = \text{mid}(b, e)\) and has two children, labelled by \((b, m)\) (on the left) and \((m, e)\) (on the right);
- if \(b + 1 = e\), the node labelled by \((b, e)\) is external: it has no children.

An integer pair \((c, d)\) is dichotomic if it appears as a label of a node in \(D_n\).

When the dicho-select algorithm is called on a sorted list \(L\) of cardinality \(n\), the dichotomic tree \(D_n\) is adapted to the list \(L\) (and its extended version \(\overline{L}\)): an internal node \((b, e)\) contains the key \(L_m\) with \(m = \text{mid}(b, e)\). The tree is thus called the dichotomic tree of the list \(L\), and denoted by \(D(L)\). During the execution of Dicho-Select on the input \((L, x)\), the tree \(D(L)\) is used as a binary search tree, and a comparison is performed at node \((b, e)\) between the key \(x\) and the key \(L_m\) with \(m = \text{mid}(b, e)\).

The sequence of visited nodes forms a path in \(D(L)\), that is called the execution path \(\Pi(L, x)\). It leads to an external node with label \((i - 1, i)\) such that \(L_{i-1} < x < L_i\). The part \(\Pi(L, x)\) that excludes the last (external) node and thus only gathers its internal nodes, is called the internal execution path and denoted by \(\overline{\Pi}(L, x)\). The length of this path, denoted by \(|\overline{\Pi}(L, x)|\) and defined as the number of its nodes, is a central parameter of dicho-select\((L, x)\):

**Lemma 2.** The total number \(G(L, x)\) of key comparisons performed by dicho-select on the input \((L, x)\) is equal to the length \(|\overline{\Pi}(L, x)|\) of the internal execution path \(\overline{\Pi}(L, x)\) of dicho-select in \(D(L)\) on input \(x\). When the cardinality \(n\) of \(L\) belongs to \([2^{p-1}..2^p - 1]\), the length of the path \(\overline{\Pi}(L, x)\) satisfies \(|\overline{\Pi}(L, x)| \in \{p - 1, p\}\). When \(n = 2^p - 1\), one has \(|\overline{\Pi}(L, x)| = p\), for any \(x\).

## 3 Dichotomic selection for words

### 3.1 General context

The dicho-select algorithm is straightforwardly adapted to words, as shown in [7]. The book describes the framework that appears in practical issues, where one deals with a list \(L\) of finite words (called strings), that may be possibly prefixes of other strings inside \(L\), and where the searched string \(x\) may belong to \(L\). This makes the pseudo code of [7] rather subtle and sometimes difficult to understand.
As we focus on asymptotic features, when both the cardinality of the list, and the length of strings tend to \( \infty \), we are led to the case when the keys (both the elements of the list \( L \) and the searched element \( x \)) are infinite words. Furthermore, we suppose that all words in \( L \) are distinct and the word \( x \) does not belong to \( L \). This makes the precise structure of algorithms more readable and their main parameters more apparent: this leads to a clearer asymptotic complexity analysis, notably on average.

We will design various algorithms of dichotomic flavour that adapt the Dicho-Select algorithm to the context of infinite words, built over some finite ordered alphabet \( \Sigma \). We now deal with two different orderings, the partial prefix order \( \preceq \) (defined on prefixes), and the lexicographic order \( \leq \) (defined on infinite words). For two finite words \( w, w' \) on the alphabet \( \Sigma \), we denote \( w \preceq w' \) (or \( w' \preceq w \)) if \( w \) is a prefix of \( w' \). We denote by \( \Gamma(x, y) \) the longest common prefix between two words \( x \) and \( y \) and by \( \gamma(x, y) \) its length, here called the coincidence\(^4\) between \( x \) and \( y \). Then, the number of symbol comparisons needed to compare the words \( x \) and \( y \) is equal to \( \gamma(x, y) + 1 \), and the main complexity parameter is the total number of symbol comparisons performed by the algorithm.

### 3.2 The trie structure

The trie structure (see [13, 23]) is the main tree structure for solving problems on words. Fig. 2 gives an example of a trie built on a list \( L \) with seven words on \( \Sigma := \{a, b, c\} \).

\[ L_1 \quad \text{aaabcbca...} \]
\[ L_2 \quad \text{aaacacbac...} \]
\[ L_3 \quad \text{bacaabbba...} \]
\[ L_4 \quad \text{bacabacacc...} \]
\[ L_5 \quad \text{bcabbbbbbc...} \]
\[ L_6 \quad \text{caacccaaac...} \]
\[ L_7 \quad \text{ccbacbcbb...} \]

**Figure 2** On the left, a list \( L \) with seven words, with its minimal prefix set \( P(L) \) (underlined). On the right, the trie \( T(L) \).

\[ \text{Proposition 4. The minimal number of symbol comparisons needed to solve the selection problem } \text{Select}(L, x) \text{ on words (without prior knowledge on the input } (L, x) \text{) is exactly the length of the branch } B(L, x) \text{ of the trie } T(L \cup \{x\}) \text{ leading to the external node associated with } x. \]

\(^4\) This parameter is usually denoted as \( \text{LCP}(x, y) \) and reads as (length of) the least common prefix. As we both deal with the prefix itself, and its length, we prefer the notations \( \Gamma \) and \( \gamma \).
The trie structure has been deeply analyzed in various contexts (see for instance [18, 9, 24]). In a quite general probabilistic framework of a source \( \mathcal{M} \) with entropy \( h(\mathcal{M}) \) (defined in [25, 6] and later recalled in Section 4.1), the following holds, in terms of number of symbol comparisons, and on average, when the cardinality \( n \) of the list \( L \) tends to \( \infty \) (see [5]):

- the asymptotic cost of building the trie \( T(L) \) is equivalent to \( \left[1/h(\mathcal{M})\right]n \log n \);
- the asymptotic size of the minimal prefix set \( P(L) \) is equivalent to \( \left[1/h(\mathcal{M})\right]n \log n \);
- the asymptotic cost \( |B(L, x)| \) of inserting \( x \) in \( T(L) \) is equivalent to \( \left[1/h(\mathcal{M})\right]n \log n \).

But, in the present context, the list \( L \) is assumed to be ordered. The main questions are now as follows: Is it possible to take advantage of the ordering of the list \( L \), with a clever use of the dichotomic strategy? Can this be done without explicitly building or storing the trie \( T(L) \)? Are these dichotomic algorithms close to the lower bound \( |B(L, x)| \)?

The \textsc{clever-dicho-select} algorithm proposed in [7] (and recalled later in Section 3.4) answers all these questions in an affirmative way.

Even though the trie \( T(L) \) is not explicitly built during the execution of our further algorithms of type \textsc{Dicho-Select} on words, our analyses “read” operations made by the algorithms simultaneously on the two trees, the dichotomic tree \( D(L) \) and the trie \( T(L) \).

With a node labelled by \((b, e)\) in the dichotomic tree \( D(L) \), we first consider the two elements \( L_\epsilon \) and \( L_{\infty} \) of the list \( \mathcal{L} \) (that may be fictive guards for \( e = 0 \) or \( b = n + 1 \)), then the prefix \( \Gamma[b, e] := (L_\epsilon, L_{\infty}) \) which is the largest common prefix between \( L_\epsilon \) and \( L_{\infty} \), and finally its length \( \gamma[b, e] \). In the case when \( b = 0 \) or \( e = n + 1 \), we let \( \Gamma[b, e] := \varepsilon \) (the empty word) and \( \gamma[b, e] = 0 \). This gives rise to the \( \Gamma(L) \) tree that is a decoration\(^5\) of the dichotomic tree \( D(L) \) and contains at each node \((b, e)\) of \( D(L) \) the prefix \( \Gamma[b, e] \) (see Fig. 5, right). This prefix \( \Gamma[b, e] \) also identifies a node of the trie \( T(L) \) and the associated branch in \( T(L) \), from the root to this node.

A path \( \Pi(L, x) \) of \( D(L) \) leading to an external node of label \((i - 1, i)\) gives rise to the branch labelled with \( \Gamma[i - 1, i] \) in the trie \( T(L) \). Then, inserting \( x \) in \( T(L) \) yields the branch \( B(L, x) \) in the trie \( T(L \cup \{x\}) \). The sequence of prefixes \( \Gamma[m, x] := \Gamma(L_m, x) \) is increasing (for the prefix order \( \preceq \)) along the path \( \Pi(L, x) \), and the strategy of the algorithm defines how \( \Gamma[m, x] \) is computed along \( \Pi(L, x) \). We describe in the following three different strategies; we explain why the first two ones, defined in Section 3.3, are not efficient, and how they can be adapted in Section 3.4 to lead to the \textsc{clever-dicho-select} Algorithm that is proven quasi-optimal in Section 4.2.

### 3.3 First two variants of dichotomic search on strings

Substituting the key-comparison “\( L_m < x \)” in \textsc{dicho-select}(\( L, x \)) with the red block of Fig. 3 (left) implementing the comparison between words gives rise to the algorithm \textsc{word-dicho-select}(\( L, x \)) described in Fig. 3 (left). The \textsc{word-dicho-select} algorithm appears to be quite naive, since it recomputes from scratch the prefix \( \Gamma[m, x] \) along the path \( \Pi(L, x) \).

It does not use the important following property due to the ordering of the list:

\[ \text{Lemma 5. For a node of } \Pi(L, x) \text{ with label } (b, e) \text{ and index } m := \text{mid}(b, e), \text{ and for any } x \in [L_\epsilon, L_{\infty}], \text{ the inequality holds: } \Gamma[m, x] \succeq \min(\Gamma[b, x], \Gamma[e, x]) = \Gamma[b, e]. \]

Lemma 5 leads to a more efficient algorithm, the \textsc{dicho-select-WMIN} algorithm described in Fig. 3 (right), where the added blue lines maintain along the path \( \Pi(L, x) \) the

\[ \text{\footnote{This means that } } \Gamma(L) \text{ has the same structure as } D(L) \text{ with some extra information at nodes.} \]
current coincidences $\ell_b := \gamma[b,x]$ and $\ell_e := \gamma[e,x]$ between the searched key $x$ and the two ends of the interval $[b, L_e]$ it belongs to. However, the Dicho-Select-WMin algorithm is not optimal. The following indeed holds along the execution path $\Pi(L, x)$:

- At node $(b, e)$, the algorithm deals with prefixes $w$ that satisfy $\Gamma[b, e] \leq w \leq \Gamma[m, x]$;
- At the successor node with label $(b', e')$, the strict inequality $\Gamma[b', e'] < \Gamma[m, x]$ may hold; thus, the algorithm may go backwards along the branch $B(L, x)$, repeating the same symbol comparisons;

<table>
<thead>
<tr>
<th>Word-Dicho-Select $(L, x)$</th>
<th>Dicho-Select-W-Min $(L, x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b := 0; e := n + 1$</td>
<td>$b := 0; e := n + 1$</td>
</tr>
<tr>
<td>while $b + 1 &lt; e$ do</td>
<td>while $b + 1 &lt; e$ do</td>
</tr>
<tr>
<td>$\ell := 0$ ;</td>
<td>$\ell_b := 0; \ell_e := 0$ ;</td>
</tr>
<tr>
<td>while $x[\ell] = L_m[\ell]$ do</td>
<td></td>
</tr>
<tr>
<td>$\ell := \ell + 1$</td>
<td>$\ell := \ell + 1$</td>
</tr>
<tr>
<td>if $L_m[\ell] &lt; x[\ell]$ then $b := m$ else $e := m$</td>
<td></td>
</tr>
<tr>
<td>return $e$</td>
<td>return $e$</td>
</tr>
</tbody>
</table>

\[Figure 3\] The two algorithms: the word-dicho-select (left), the dicho-select-wmin (right).

### 3.4 A clever version that uses the LCP-table

This is why the authors of \cite{7} propose to precompute the set $\{\gamma[b, e] | (b, e) \in D(L)\}$ that only depends on $L$ (and not on $x$). When stored in an array (see Section 3.5), it is called in \cite{7} the LCP–table and it slightly extends the notion of LCP–array which restricts to pairs of consecutive strings in $L$. Then, the authors prove that precise comparisons, at each node $(b, e)$ of the path $\Pi(L, x)$, between the four values

$$\gamma[b, x], \gamma[e, x], \gamma[b, m], \gamma[e, m], \text{ with } m := \text{mid}(b, e)$$

avoids backwards steps and thus redundant symbol comparisons, as it is now stated.

\textbf{Lemma 6.} Consider a node of $\Pi(L, x)$ with label $(b, e)$, together with the four coincidences $\ell_b = \gamma[b, x], \ell_e = \gamma[e, x], \gamma[b, m], \gamma[e, m]$. There are five (exclusive) cases in order to determine $\ell_m = \gamma[m, x]$, the successor pair $(b', e')$ (and thus the next pair $(\ell_b', \ell_e')$):

- In the first four cases, the following holds:
  1. if $\gamma[b, x] > \gamma[b, m]$, then $\ell_m = \gamma[b, m], (b', e') = (b, m)$.
  2. if $\gamma[e, x] > \gamma[e, m]$, then $\ell_m = \gamma[e, m], (b', e') = (m, e)$.
  3. if $\gamma[b, x] < \gamma[b, m]$, then $\ell_m = \ell_b, (b', e') = (m, e)$.
  4. if $\gamma[e, x] < \gamma[e, m]$, then $\ell_m = \ell_e, (b', e') = (b, m)$.

The equality $\max(\ell_b', \ell_e') = \max(\ell_b, \ell_e)$ holds; the clever-dicho-select algorithm does not perform any comparison and does not discover any new symbol;

- In the remaining case (5), when $\gamma[b, x] = \gamma[b, m]$ and $\gamma[e, x] = \gamma[m, e]$, then a computation is needed for $\ell_m$ and $(b', e')$. The inequality $\max(\ell_b', \ell_e') \geq \max(\ell_b, \ell_e)$ holds; The algorithm performs $\max(\ell_b, \ell_e) + 1$ symbol comparisons and discovers $\max(\ell_b, \ell_e) + 1$ new symbols. Case (5) corresponds to a node $(b, e)$ of the path $\Pi(L, x)$ (called a forward node) for which one of the two conditions (i) or (ii) hold.
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(i) \(\gamma[m, x] > \max(\gamma[b, x], \gamma[e, x])\)

(ii) \(\gamma[m, x] = \max(\gamma[b, x], \gamma[e, x]) = \max(\gamma[b, m], \gamma[e, m])\)

The set of forward nodes (called the forward set) of \(\Pi(L, x)\) is denoted as \(F(L, x)\).

Fig. 4 (left) leads to an easy proof of Lemma 6, explicitly based on the trie structure \(T(L)\): it represents the branch \(B(L, x)\) of the trie \(T(L)\) (in blue) with the relative possible positions of the three branches that respectively lead to \(L_b, L_c, L_m\). It focuses on the case where \(\ell_b \leq \ell_e\), which leads to four possible cases (2), (4) (5i), (5ii) of Lemma 6.

**Figure 4** On the left, description of the four cases (2), (4), (5(i)), (5(ii)) of Lemma 6 that occur when \(\gamma[e, x] \geq \gamma[b, x]\). On the right, description of the CLEVER-DICO-SELECT Algorithm.

**Proof of Lemma 6.** When the inequality \(\Gamma[e, x] \geq \Gamma[b, x]\) holds, we deal with the branch \(L_e\), and consider the positions (defined by the prefixes \(\Gamma[m, e]\) and \(\Gamma[e, x]\)) where the branches \(L_m\) and \(x\) are hung on the branch \(L_e\): As the two words \(L_m\) and \(x\) satisfy (with respect to the lexicographic order) \(L_m < L_e\) and \(x < L_e\), these branches are hung on the left of the branch \(L_e\): there are three cases for their relative positions:

- **case (2):** \(\Gamma[e, x] > \Gamma[e, m]\) ; **case (4):** \(\Gamma[e, x] < \Gamma[e, m]\) ; **case (5):** \(\Gamma[e, x] = \Gamma[e, m]\).

(2) The equality \(\Gamma[m, x] = \Gamma[e, m]\) holds. As the branch \(x\) holds on the left of \(L_e\), this shows that \(x \in [L_m, L_e]\). Then the next \((b', e')\) is \((m, e)\).

(4) The equality \(\Gamma[m, x] = \Gamma[e, x]\) holds. As the branch \(x\) holds on the left of \(L_e\), this shows that \(x \in [L_b, L_m]\). Then the next \((b', e')\) is \((b, m)\).

(5) The two branches \(x\) and \(L_m\) are hung at the same position on \(L_e\), and both lie on the left of \(L_e\). Then there exists a red path, (empty in the case (5ii)) which begins at prefix \(\Gamma[e, x] = \Gamma[m, e]\) and represents the common suffix between \(L_m\) and \(x\) (empty in the case (5ii)). The comparison between \(L_m\) and \(x\) has to be performed, and begins at prefix \(\Gamma[e, x]\). Remark that the equality \(\Gamma[b, x] = \Gamma[b, m]\) also holds in this case. \(\blacksquare\)
Then, Lemma 6 gives rise to the clever-dicho-select algorithm described in Fig. 4 (right), whose complexity is now summarized in the following Proposition.

**Proposition 7.** Consider a list $L$, with its precomputed set $\gamma(L)$. Then, the total number of symbol comparisons performed by CLEVER-DICHO-SELECT on the input $(L, x)$ is

$$C(L, x) = |B(L, x)| + |F(L, x)|,$$

where $B(L, x)$ is the branch that leads to $x$ in the trie $T(L \cup \{x\})$, and $F(L, x)$ is the subset of forward nodes in the internal execution path $\Pi(L, x)$ of the dichotomic tree $D(L)$.

### 3.5 Precomputing the LCP–table

In Section 3.2, the $\Gamma(L)$ tree was defined as a decoration of the tree $D(L)$. Here, we only need the knowledge of an array of length $2n + 1$ (Fig. 5, bottom right). This array (called the LCP–table in [7]) contains the value $\gamma[b, e]$ at index $i(b, e) \in [0 \ldots 2n]$ defined as: $i(b, e) = b$, if $(b, e)$ is external, and $i(b, e) = n + \mid b \rangle (b, e)$, if $(b, e)$ is internal.

The computation of the LCP–table proposed in the book [7] is based on a bottom-up strategy, and has a complexity closely related to the path length of the trie $T(L)$, of order $\Theta(n \log n)$ (on average). We present here a new algorithm, based a top-down strategy. When called on the triple $(0, n + 1, 0)$ the algorithm Build-lcp-table, described in Fig. 5 (left), computes the LCP–table and the number $A(L)$ of symbol comparisons performed clearly involves the difference $\gamma[b, m] + \gamma[m, e] - 2\gamma[b, e]$ at each node $[b, e]$ of $D(L)$.

**Algorithm 5.1 Build-lcp-table**

```
BUILD-LCP-TABLE(b, e, \ell)
if b = 0 or e = n + 1 then
  \ell' := 0
else
  \ell' := \ell
  while \ell_b[\ell'] = L_e[\ell'] do
    \ell' := \ell' + 1
  end
  \gamma[b, e] := \ell'
if b + 1 < e then m := \mid b \rangle (b, e)
  BUILD-LCP-TABLE(b, m, \ell')
  BUILD-LCP-TABLE(m, e, \ell')
```

**Figure 5** On the left, the algorithm for computing the LCP–table. On the right, the $\Gamma(L)$-tree and the LCP–table related to the list $L$ of Fig. 2, together with some examples for $\text{Int}(w)$ and $\text{Dic}(w)$.

We now provide an alternative expression for the cost $A(L)$. Consider indeed an internal node of the trie $T(L)$ related to the prefix $w$ and associate with it the largest integer interval $\text{Int}(w) := [a, b]$ for which $w = \Gamma[a, b]$. The cardinality of $\text{Int}(w)$ is the number $N_w$ of elements of $L$ which begin with $w$. The interval $\text{Int}(w)$ is not dichotomic\(^6\) (in general). We

---

\(^6\) A pair $(a, b)$ is dichotomic if it labels a node in the dichotomic tree $D(L)$. 

---
denote by $\text{Dic}(w)$ its decomposition into largest possible dichotomic intervals (see Fig. 5 for some examples), and by $\text{dic}(w)$ the cardinality of the decomposition $\text{Dic}(w)$. There are now two results: first, the parameter $\text{dic}$ arises as a basic cost for $A(L)$ — second, there is a relation between the two parameters $\text{dic}(w)$ and the cardinality $N_w$.

**Proposition 8.** The number $A(L)$ of symbol comparisons used by Algorithm Build-lcp-table for computing the LCP-table for list $L$ is expressed as

$$A(L) = (2n + 1 - E_n) + \sum_{w \in \Gamma(L), w \neq x} \text{dic}(w),$$

and involves the number $E_n$ of nodes on the extreme (left and right) branches of $D(L)$ together with the cardinality $\text{dic}(w)$ of the dichotomic decomposition for every internal node $w$ of the trie $T(L)$. One has $E_n = \Theta(\log n)$ and the following estimate holds,

$$\text{dic}(w) \leq 2 + 2 \log_2 N_w.$$  

**4 Probabilistic analyses of the dichotomic process**

The algorithm clever-Dicho-Select algorithm involves thus three parameters:
- The length $|B(L, x)|$ of the branch which leads to $x$ in the trie $T(L \cup \{x\})$; this is a classical parameter, and an instance of a cost with toll (see Eq. (5)). It only depends on probabilistic properties of the input source and does not involve the dichotomic process.
- The other two parameters are more difficult to analyze, because they involve both the trie $T(L)$ and the dichotomic tree $D(L)$, and thus two sources (as Section 4.3 will explain).
- We only propose trivial bounds for the number $|F(L, x)|$ of forward nodes in the dichotomic path $\Pi(L, x)$, namely $1 \leq |F(L, x)| \leq |\Pi(L, x)|$.
- As Proposition 8 shows, the cost $A(L)$ for computing the LCP-table for $L$ is defined from the cost $\text{dic}$. This is not a cost with toll, but it can bounded from above and below with two costs with toll.

Moreover, the basic structure that underlies the whole dichotomic strategy on the list $L$ is the $\Gamma(L)$ tree, that contains at each node $(b, e)$ the prefix $\Gamma[b, e]$ of length $\gamma[b, e]$. The mean value of the coincidence $\gamma[b, e]$ at a random node $(b, e)$ of depth $\ell$ is also a central parameter, and we give some hints in Section 4.3 for a possible further study.

**4.1 The input source and its parameterization**

We consider a source $\mathcal{M}$ on an ordered finite alphabet $\Sigma$ which will both produce the elements of the list $L$ and the searched word $x$ (called the input source). A source is a (probabilistic) mechanism which emits a symbol from the alphabet $\Sigma$, at each discrete time $t = 0, 1, \ldots$. It produces infinite words in $\Sigma^\mathbb{N}$ and is defined by the set of probabilities

$$p_w := \Pr[\text{a word begins with the prefix } w], \quad (w \in \Sigma^\ast).$$

Figure 6 (top) recalls the parameterization of a source (see also [6]): using, for each $k$, the equality $\sum_{w \in \Sigma^k} p_w = 1$ and the lexicographic order on $\Sigma^k$, builds a sequence of quasi-disjoint intervals $I_w$, with $|I_w| = p_w$. When $k$ tends to $\infty$, each word $y$ is written (almost everywhere) as $y = M(t)$, with $t \in [0, 1]$. The increasing mapping $M : [0, 1] \to \Sigma^\mathbb{N}$ maps reals to infinite words. Using an analogy with numeration, we say that the infinite word $M(t)$ is the expansion of the real $t$ in “base” $\mathcal{M}$, and (conversely) the real $t$ is the parameter of the word $y$. 
Classical sources are obtained in this general framework: all the memoryless sources – the regular ones, for which all the probabilities \(p_w\) of the prefixes \(w \in \Sigma^k\) are equal, as well as the non regular ones –, but also Markov chains, and finally a class of more correlated sources, as described in [25]. Figure 6 (bottom) describes the parameterization of two regular sources: the binary one (in blue), and the ternary one (in green).

In this context, the Dirichlet generating series of the sources, defined as

\[
\Lambda(s) := \sum_{w \in \Sigma^*} p_w^s, \quad \Lambda_k(s) := \sum_{w \in \Sigma^k} p_w^s, \tag{3}
\]

play a prominent role, as highlighted in [25]. The source is said to be tame if these functions considered as functions of a complex variable \(s\) have good properties near the vertical line \(\Re s = 1\) (see [6] and details in the Appendix); it notably possesses an entropy,

\[
h(M) := \lim_{k \to \infty} \frac{1}{k} \sum_{w \in \Sigma^k} p_w \log p_w = \lim_{k \to \infty} \frac{1}{k} \frac{d}{ds} \Lambda_k(s) \bigg|_{s=1}. \tag{4}
\]

The source is said to be periodic if the series \(\Lambda(s)\) is periodic.

The Dirichlet series of a regular source associated with an alphabet of cardinality \(b\) admit nice expressions,

\[
\Lambda_k(s) = b^k \cdot b^{-ks} = b^{k(1-s)}, \quad \Lambda(s) = (1 - b^{1-s})^{-1}.
\]

This shows that a \(b\)-regular source is tame and periodic of period \(2\pi i / (\log b)\), with an entropy equal to \(\log b\).

The intervals that appear at depth \(k\) in Figure 6 (top) define the parameterization \(M\). They are called the fundamental intervals (of depth \(k\)). They satisfy \(I_w := \{u \mid M(u) \text{ begins with } w\}\). They may be defined via the coincidence \(\gamma\), as \(I_k(t) = \{u \in [0,1] \mid \gamma(M(t), M(u)) \geq k\}\).

Both the elements of the list \(L\) and the searched word \(x\) will be produced by the source \(M\). We first draw \((n + 1)\) real numbers \((t, u_1, \ldots, u_n)\) in the \([0,1]\) interval, in a uniform and independent way; then, we sort \((u_1, u_2, \ldots, u_n)\), and rewrite this \(n\)-uple as an ordered \(n\)-uple.
Dichotomic Selection on Words: A Probabilistic Analysis

(t_1 < t_2 < \cdots < t_n); we let x = M(t), and L_i := M(t_i) for i ∈ [1 \ldots n]. As the mapping M is increasing, the list L is sorted in the increasing order. The parameter t_i of the word L_i is the i-th smallest element (also called the i-th statistics) of the random n-uple (u_1, u_2, \ldots, u_n).

4.2 Probabilistic analysis of the Clever-Dicho-Select algorithm

With a list L and a finite prefix w, we have associated in Section 3.5 the parameter N_w := \Gamma_L(L) that is the number of elements of L which begin with w. The internal nodes of the trie T(L) are labelled with prefixes w for which N_w(L) ≥ 2. The variable N_w plays a central role in the analysis of the trie parameters, notably those that are associated with a toll function x : N → \mathbb{N} and obtained as a sum taken over the internal nodes:

X(L) := \sum_{w | N_w \geq 2} x(N_w).

(5)

This class of parameters X (called costs with toll) contains for instance the path length (for x(k) = k) and the number of internal nodes (for x(k) = 1.) The asymptotic mean value of such parameters has been deeply studied, notably in [5], and it depends both on the toll and the characteristics of the source, in particular its entropy. Even though the cost \texttt{dich}(w) is not a cost with toll, the inequality 1 ≤ \texttt{dich}(w) ≤ 2 \log_2 N_w + 2 stated in Proposition 8 bounds it with two costs with toll. We then obtain the main result of the paper, for which a sketch of proof is given in the Appendix.

\textbf{Theorem 9.} Consider a good input source M and a random input (L, x) with |L| = n as described in Section 4.1. Then asymptotically:

- the mean value B_n of the length |B(L, x)| satisfies B_n \sim \frac{1}{\overline{h}(M)} \log n ;
- the mean value F_n of the cardinality of the forward set satisfies 1 ≤ F_n ≤ \log_2 (n + 1) ;
- the mean value A_n of the cost A(L) for building the γ(L) array satisfies

\[ \frac{n}{\overline{h}(M)} [1 + P(\log n)] \leq A_n \leq \frac{n}{\overline{h}(M)} [1 + Q(\log n)] \left( \frac{2}{\log 2} \sum_{k \geq 2} \frac{\log k}{k(k - 1)} \right) ; \]

where P and Q are two periodic functions of very small amplitude which only appear when the source is periodic.

4.3 Probabilistic analysis of the Γ(L) tree: the second source

We now consider the probabilistic behaviour of the main structure that underlies the algorithm, namely the Γ(L) tree. We focus here on the case of pure dichotomy where the cardinality n of the list satisfies n + 1 = 2^p for some integer p > 0, and, thus, the dichotomic tree D_n (denoted by \hat{D}_p) is complete.

A node (b, e) at depth ℓ in \hat{D}_p satisfies b = a 2^{p-\ell}, e = (a + 1) 2^{p-\ell} for some integer a ∈ [0 \ldots 2^p - 1]. This node is associated in the Γ(L) tree with the pair (L_b, L_e), whose parameters t_b and t_e are resp. the b-th and the e-th statistics of the n-uple (u_1, u_2, \ldots, u_n), i.e., the elements of respective ranks b and e in the sorted n-uple (t_1, t_2, \ldots, t_n). They thus satisfy, with classical results on i-th statistics recalled in the Appendix,

\[ [t_b, t_e] \approx [v_b, v_e] , \quad \text{with} \quad v_b = b 2^{-p} = a 2^{-\ell} , \quad v_e := e 2^{-p} = (a + 1) 2^{-\ell} . \]

(6)

This estimate holds for p \to \infty and any ℓ ≤ p . Then, any node (b, e) of depth ℓ in \hat{D}_p is (asymptotically for p \to \infty) associated with a fundamental interval [v_b, v_e] of depth ℓ of the regular binary source B.
This provides an (asymptotic) geometric interpretation of the coincidence $\gamma_{b,e}$ (when $p \to \infty$): this is the largest integer $k$ for which there exists a fundamental interval $I_w$ of depth $k$ (of the source $M$) that contains the given fundamental interval $[v_b,v_e]$ of the source $B$. Such an interplay between two sources – here the sources $M$ and $B$ – is deeply studied in the context of dynamical systems (see for instance the results of [3, 8]), at least when the depth $\ell$ tends to $\infty$. A more precise view of this (asymptotic) interplay between these two sources will be central in a further analysis of the $\Gamma(L)$ tree.

The parameter $D_{ic}$ may be also described thanks to the interplay of the two sources: it is indeed related to the decomposition of a fundamental interval of the source $M$ in terms of fundamental intervals of the source $B$.

**Conclusion.** The present study has introduced the $\Gamma(L)$ tree and the parameter $D_{ic}$. The $\Gamma(L)$ tree underlies any algorithm based on dichotomic process, and we feel that the parameter $D_{ic}$ plays an important role in this process and should be further studied for itself.
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A.1 Proof of Proposition 8. Relation (1)

Proof. Consider a node with prefix $w$ in the trie $T(L)$. We denote by $[A_w, B_w]$ the maximal interval $[A, B]$ for which $w = \Gamma[A, B]$, and the decomposition of $[A_w, B_w]$ into largest dichotomic intervals, of the form

$$\text{Dic}(w) := \{[b_1, e_1], [b_2, e_2], \ldots, [b_k, e_k]\},$$

with $b_1 = A_w$, $e_{j-1} = b_j$ for $j \in [2..k]$, $e_k = B_w$. 


We denote by $\text{dic}(w)$ the cardinality of $\text{Dic}(w)$, namely the number of dichotomic intervals it contains (with the previous notations, one has $\text{Dic}(w) = k$).

This decomposition is easily built in a bottom-up strategy. We begin with the decomposition of $[A_w, B_w]$ into dichotomic intervals of length one in $D(L)$. As soon as there exists in the decomposition two adjacent nodes in $D(L)$ with the same predecessor, we replace them by their common predecessor. The recursive procedure halts at depth $\ell$ in $D(L)$ with two possible cases: one node of depth $\ell$, or two adjacent nodes of depth $\ell$ with a different predecessor. For each dichotomic interval $[b, e]$ in $D(L)$ (distinct of the root), denote the predecessor of $[b, e]$ by $\text{pred}(b, e)$. We now prove that the two conditions are equivalent:

- the prefix $w$ satisfies the inequality $\Gamma[\text{pred}(b, e)] \prec w \preceq \Gamma[b, e]$;
- the dichotomic interval $[b, e]$ belongs to the set $\text{Dic}(w)$.

Indeed, when $[b, e] \in \text{Dic}(w)$, then first $\Gamma[b, e] \succeq w$, and second the interval $[b, e]$ is a largest dichotomic interval, then its predecessor $\Gamma[\text{pred}(b, e)]$ satisfies the strict inequality $\Gamma[\text{pred}(b, e)] \prec w$.

Conversely, when the prefix $w$ satisfies the inequality $\Gamma[\text{pred}(b, e)] \prec w \preceq \Gamma[b, e]$, the interval $[b, e]$ is a largest dichotomic interval for which $\Gamma[b, e] \succeq w$, and thus the inequality $\Gamma[\text{pred}(b, e)] \prec w \preceq \Gamma[b, e]$ holds.

There is thus a bijection between the two multi-sets

$$\{\text{Dic}(w) \mid w \text{ internal node of } T(L)\}, \quad \{w \mid \exists (b, e) \in D(L), \ \Gamma[\text{pred}(b, e)] \prec w \preceq \Gamma[b, e]\}.$$

As the cardinality of the last multi-set coincides with the number of (positive) comparisons that are needed to compute the $\gamma(L)$ array, this ends the proof.

### A.2 Proof of Proposition 8. Bound for $\text{dic}(w)$ given in Eq. (2)

This bound will be established thanks to the next lemmas 10, 12 and 13.

**Lemma 10.** Let $n > 0$ and $D_n$ be a dichotomic tree of height $h = \lfloor \log_2 n \rfloor$. Each node $(b, e) \in D_n$ corresponds to a dichotomic interval $[b, e]$ of length $e - b$. At depth $0 \leq \ell \leq h$, all nodes in $D_n$ correspond with intervals of length either $\lfloor \frac{N}{2^\ell} \rfloor$ or $\lfloor \frac{n}{2^\ell} \rfloor + 1$.

**Proof.** The root interval $[0, n]$ has length $n$. If $n$ is even, left and right intervals children have both length $n/2$ and, if $n$ is odd, left and right intervals children have respectively length $\lceil n/2 \rceil$ and $\lfloor n/2 \rfloor + 1$. Hence the property of the lemma holds at depth $\ell = 1$. By recursion, suppose now that at a given depth $\ell$ and posing $N = \lfloor \frac{n}{2^\ell} \rfloor$, all intervals have length either $N$ or $N + 1$. We can check easily (for instance using binary expansion of $n$) that $\lfloor N/2 \rfloor = \lfloor n/2^{\ell+1} \rfloor$, and also $\lfloor (N + 1)/2 \rfloor = \lfloor n/2^{\ell+1} \rfloor$ if $N$ is even and $\lfloor (N + 1)/2 \rfloor = \lfloor n/2^{\ell+1} \rfloor + 1$ if $N$ is odd. Hence the property holds at depth $\ell + 1$. 

So at a given depth, dichotomic intervals can only take two lengths. Abusing notation, for a fixed dichotomic tree $D_n$, we note $\text{Dic}(i, f)$ the decomposition of the interval $[i, f]$ as a union of minimal cardinality of disjoint (apart from their extremities) dichotomic intervals. We also define $\text{dic}(i, f)$ as this minimal cardinality. We now want to upper bound the parameter $\text{dic}(i, f)$. We will use the following definition:

**Definition 11.** For a dichotomic tree $D_n$, an interval $(i, f)$ is said to be left (resp. right) aligned if there exists a dichotomic interval $(b, e)$ such that $i = b$ and $e \geq f$ (resp. $f = e$ and $b \leq i$).

First we examine the case of an interval $(i, f)$ which is aligned on the left.
Lemma 12. Let \( n > 0 \) and a dichotomic tree \( D_n \). Let consider a pair \((b, f)\) with \( 0 \leq b < f \leq n \) such that \([b, f]\) is left aligned on a dichotomic interval \([b, e]\). We have

\[
dic(b, f) \leq 1 + \log_2(f - b).
\]

Proof. If \([b, f]\) is dichotomic, \( dic(b, f) = 1 \) and the lemma holds. We assume now that \([b, f]\) is not dichotomic. There exists \( e < e' \) such that

\[
[b, e] \subsetneq [b, f] \subsetneq [b, e'],
\]

and \([b, e], [b, e']\) are dichotomic intervals with \( (b, e') = \text{pred}(b, e) \) (meaning \( [(b + e')/2] = e\)). Consequently \([e, e']\) is also a dichotomic interval of \( D_n \) of length \( b - e + \epsilon \) (for some \( \epsilon \in \{0, 1\} \), see Lemma 10). The first and largest interval of \( \text{Dic}(b, f) \) is the dichotomic interval \([b, e]\). We can thus write \( \text{dic}(b, f) = 1 + \text{dic}(e, f) \). Since \([e, f]\) is left aligned on the dichotomic interval \([e, e']\) we can iterate. Using the fact that in the next iteration we decompose an interval \([e, f]\) of length \( f - e \leq f/2 \), we get the bound \( \text{dic}(b, f) \leq 1 + 2 \log_2(f - b) \). \(\)

The lemma can be adapted when the interval is right aligned. We can now examine the general case \((i, f)\) with \( 0 \leq i < f \leq n \) as illustrated in Fig. 7.

Lemma 13. Let \( n > 0 \) and a dichotomic tree \( D_n \). Let consider a pair \((i, f)\) with \( 0 \leq i < f \leq n \). We have

\[
dic(i, f) \leq 2 + 2 \log_2(f - i).
\]

Proof. Let \([b, e]\) the dichotomic interval of maximal length such that \([i, f] \subset [b, e]\). Then posing \( m = [(b + e)/2] \), we decompose the interval \([i, f]\) according to this splitting point \( m \) into two intervals \([i, m] \cup [m, f]\). Those two intervals are respectively aligned on the right and the left of two dichotomic consecutive intervals \([b, m]\) and \([m, e]\) of length less than \( f - i \). We can also check that \( \text{Dic}(i, f) = \text{Dic}(i, e) + \text{Dic}(e, f) \). Finally we apply the previous lemma to prove the result.

Now going back to usual notation of the paper, this yields the estimate of Eq. (2) in Proposition 8.

A.3 Exact expression for \( \text{dic}(w) \) in the pure dichotomic case

In the case of a pure dichotomy, there is an exact expression for \( \text{dic}(w) \), in terms of the parameter \(|x|_1\) that denotes the number of ‘1’ in the binary writing of the integer \( x \). This makes more precise the estimate given in Lemma 12.

Lemma 14. In the pure dichotomic case, the following holds:

- Consider a pair \((b, f)\) such that the interval \([b, f]\) is left aligned. Then \( \text{dic}(b, f) = |f - b|_1 \).
- Consider a pair \((i, e)\) such that the interval \([i, e]\) is right aligned on a dichotomic interval \([b, e]\). Then \( \text{dic}(i, e) = |i - b|_1 \)

Proof. The proof is omitted.
Figure 7 A dichotomic tree with an interval $I$ (in light green). It decomposes in two intervals (yellow) which are respectively aligned on the left and on the right.

A.4 Proof of Theorem 9: Average-case analysis of a cost with toll in a trie built on a good general source

In this section, $x : \mathbb{N} \to \mathbb{R}$ denotes a toll function, and, for a trie built on a list of words $L$, $X$ is the total cost defined in (5)

$$X(L) := \sum_{w | N_w \geq 2} x(N_w),$$

where $N_w$ is the number of elements of $L$ which begin with $w$.

There are three main steps in the analysis of the expectation of parameter $X$.

First step. We begin to deal with the Poisson model $\mathcal{P}_z$, where the cardinality of the list $N$ is a random variable which follows the law

$$\Pr[N = n] = e^{-z} \frac{z^n}{n!}.$$

With a toll $x$, we associate its Poisson transform

$$P_x(z) := e^{-z} \sum_{n \geq 0} x(n) \frac{z^n}{n!},$$

which coincides with the expectation $\mathbb{E}_z[x]$ of the cost $x$ in the Poisson model. In the model $\mathcal{P}_z$, the cardinality $N_w$ follows a Poisson law of rate $zp_w$ that involves the fundamental probability $p_w$ of the source. This is the main advantage of the Poisson model.

We then deal with the Poisson transforms $P_X(z)$ and $P_x(z)$ that resp. coincide with the expectations of $X$ and $x$ in the Poisson model, and averaging Relation (5) in the model $\mathcal{P}_z$ entails a relation between the two Poisson transforms

$$P_X(z) := \mathbb{E}_z[X] = \sum_{w \in \Sigma^*} \mathbb{E}_z[x(N_w)] = \sum_{w \in \Sigma^*} P_x(z p_w).$$  (7)
Then, the function \( P_X(z) \) writes as a harmonic sum built on the function \( P_x \). The Mellin transform is a good tool for dealing with harmonic sums and the Mellin transform \( P_X^*(s) \) factorizes and involves the \( \Lambda \) generating function of the source (defined in (3)),

\[
P_X^*(s) = \Lambda(-s) \cdot P_x^*(s).
\]

On the other side, the Mellin transform of \( P_x \) satisfies,

\[
P_x^*(s) = \sum_{k \geq 2} \frac{x(k)}{k!} \int_0^\infty e^{-z} z^k z^{-1} dz = \sum_{k \geq 2} \frac{x(k)}{k!} \Gamma(k + s) = \sum_{k \geq 2} \frac{x(k)}{k} \frac{\Gamma(k + s)}{\Gamma(k)}.
\]

**Second step.** We now wish to return first to \( P_X(z) \) (the expectation of \( X \) in the Poisson model), then extract the coefficients of order \( n \) in \( P_X \) to obtain the expectation \( E_{[n]}[X] \) of \( X \) in the usual model where \( N \) is fixed and equal to \( n \) (this is called the Bernoulli model). This step is called the Depoissonisation step and may be performed with Depoissonisation techniques or via the Rice Formula, as it is explained in [26]. In [26], the author shows that the Rice method may be applied as soon as the function

\[
\psi(s) := \frac{P_X^*(s)}{\Gamma(-s)} = \frac{P_x^*(s)}{\Gamma(-s)} \cdot \Lambda(-s)
\]

is tame on a domain \( \mathcal{R} \) (meaning “meromorphic on \( \mathcal{R} \) and of polynomial growth when \(|3s| \to \infty \) inside \( \mathcal{R} \)).

For the two costs that bound the function \( \text{Dic} \), namely, the function \( x(k) = 1 \) (associated with the size of the trie) but also the function \( x(k) = \log k \), the ratio \( P_x^*(s)/\Gamma(s) \) is tame on a domain \( \mathcal{R} := \{ s \mid \Re s > 1 - a \} \) for some \( a > 0 \) and even analytic (without poles). In our context, the \( \Lambda \) function of the source is also tame on such a domain\(^7\) \( \mathcal{R} \).

The Rice method deals with the product of the two functions

\[
\psi(s) := \frac{P_X^*(s)}{\Gamma(-s)} = \frac{P_x^*(s)}{\Gamma(-s)} \cdot \Lambda(-s), \quad L_n(s) := \frac{(-1)^{n+1} n!}{s(s-1)(s-2)\ldots(s-n)}
\]

and provides the estimate for the expectation \( E_{[n]}[X] \), as

\[
E_{[n]}[X] = \left[ \sum_{k \mid s_k \in \mathcal{R}} \text{Res} \left[ L_n(s) \cdot \psi(s); s = s_k \right] + \frac{1}{2i\pi} \int_{\mathcal{C}} L_n(s) \cdot \psi(s) \, ds \right],
\]

where the sum is taken over the poles \( s_k \) of \( \psi \) inside a region \( \mathcal{R} \) of tameness. We have now to choose a region \( \mathcal{R} \) for tameness, exhibit the poles that appear in this region and compute the associated residues.

**Periodicity of the source.** In this general context of good sources, the series \( \Lambda(s) \) has always a simple pole at \( s = 1 \) inside the domain \( \mathcal{R} \). And there are two possibilities

(i) The pole \( s = 1 \) is the unique pole on the vertical line \( \Re s = 1 \), with a residue equal to the inverse of the entropy, \( 1/h(\mathcal{M}) \);

(ii) There exists another pole \( s \neq 1 \) on the line \( \Re s = 1 \), and then there is an infinite family of poles regularly spaced on this line, of the form \( s_k = 1 + 2i k \rho \pi \) for some \( \rho \) and any \( k \in \mathbb{Z} \).

\(^7\) We say here that the source is good.
In the first case, the source is aperiodic; in the second case, the function \( s \mapsto \Lambda(s) \) is periodic, and the source itself is said to be periodic. At a first glance, the case (ii) seems to be quite particular. However, as we explain in Section 4.1, this cases arises as soon as the source is regular, i.e. associated with an alphabet of size \( b \) and probabilities \( p_i = 1/b \). In this case, one has \( \Lambda(s) = (1 - b^{-s})^{-1} \) and the parameter \( \rho \) equals \( 1/(\log b) \).

The residue sum involves the function \( P_x \) defined in (8), and there are two possibilities for the residue sum:

\[
\frac{n}{h(M)} \cdot P_x^*(1) \quad \text{(case (i))}, \quad \frac{n}{h(M)} \left[ \sum_{k \in \mathbb{Z}} n^{s_k - 1} \cdot P_x^*(s_k) \right] \quad \text{(case (ii))}.
\]

Remark that the factor of the second sum provides a periodic function of the variable \( \log \rho \cdot n \). This ends the proof.

A.5 Towards the analysis of coincidence \( \gamma(b, e) \)

Consider a node \((b, e)\) of depth \( \ell \) in \( D(L) \), the longest common prefix \( \Gamma[b, e] := \Gamma[L_b, L_e] \), its length denoted as \( \gamma(b, e) \), and the two parameters \( t_b, t_e \) of \( L_b, L_e \). With any integer \( k \), we associate the set \( V_k \) that gathers all the ends of fundamental intervals of the source \( M \) of depth \( k \). There are three cases for the cardinality \( J_k(b, e) \) of the intersection \( V_k \cap [b, t_e] \), i.e., \( J_k(b, e) = 0, 1 \) or \( J_k(b, e) \geq 2 \).

The interval \([b, t_e]\) is close to the interval \([v_b, v_e]\). For an interval \((b, e)\) at depth \( \ell \), the pair \((t_b, t_e)\) indeed admits the joint distribution \( f_{b,e,n} \) on the triangle \( T := \{(x, y) \mid 0 \leq x \leq y \leq 1 \} \) defined as

\[
f_{b,e,n}(x, y) = \frac{n!}{(b - 1)!(e - b - 1)!(n - e)!} x^{b-1} (1-y)^{e-b-1} y^{n-e} \quad (n = 2^p).
\]

It is then easy to exactly compute the expectation and the variance of the main parameters \( t_b, t_e, |t_b - t_e|, (1/2)(t_e + t_b) \) which allows to compare the two intervals \([t_b, t_e]\) and \([v_b, v_e]\).

These variances are always negligible with respect to their expectations (for \( n = 2^p \to \infty \)), and there is a concentration phenomenon for these distributions.

(a') For a good source, there is an asymptotic Gaussian law on the logarithms \( \ell_k(\cdot) \) of the lengths of the fundamental intervals \( I_k(\cdot) \) (for \( k \to \infty \)) (see [25]).
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1 Introduction

Research in comparative genomics, which studies the structure and evolution of genomes from different species, has motivated a number of interesting graph colouring problems. In this paper we focus on the multiple genome alignment problem, where one takes a set of sequenced genomes, lets the genes be the vertex set of a graph $G$, and joins by an edge any pair of genes whose similarity (determined by their nucleotide sequences) exceeds a given threshold. The vertices are also coloured to indicate the species to which each gene belongs. This leads to a coloured graph $(G, c)$, where $c : V(G) \rightarrow \{1, 2, \ldots\}$ denotes the colouring of $G$. We emphasize that $c$ is not necessarily proper (that is, adjacent vertices may have the same colour).

One seeks to better understand the evolutionary processes affecting these genomes by attempting to partition similar genes into orthologous sets (that is, collections of genes that originated from the same ancestral species but diverged following a speciation event). This translates into partitioning $V(G)$ such that each part (i) contains no more than one vertex of each colour, and (ii) induces a connected component. These two conditions ensure that each part contains vertices representing an orthologous set of similar genes. In addition, one seeks to find a partition that is in some sense optimal.

When Zheng et al. [14] considered this model, one approach they followed was to try to delete as few edges as possible such that the connected components of the resulting graph $G'$ are colourful, that is, contain no more than one vertex of any colour; in this case the connected components give the partition of $V(G)$. This led them to the Orthogonal Partition problem, introduced in [8], also known as the Colourful Components problem [1, 2, 7]. (Note that a graph is colourful if each of its components is colourful.)

\begin{table}[h]
  \centering
  \begin{tabular}{|l|l|}
    \hline
    **Colourful Components** & \\
    \hline
    \textbf{Instance}: & A coloured graph $(G, c)$ and an integer $p \geq 1$ \\
    \textbf{Question}: & Is it possible to modify $G$ into a colourful graph $G'$ by deleting at most $p$ edges? \\
    \hline
  \end{tabular}
\end{table}

The focus of this paper is on the companion problem Colourful Partition, which was introduced by Adamaszek and Popa [1]. A partition is colourful if every partition class induces a connected colourful graph. The size of a partition is its number of partition classes.

\begin{table}[h]
  \centering
  \begin{tabular}{|l|l|}
    \hline
    **Colourful Partition** & \\
    \hline
    \textbf{Instance}: & A coloured graph $(G, c)$ and an integer $k \geq 1$ \\
    \textbf{Question}: & Does $(G, c)$ have a colourful partition of size at most $k$? \\
    \hline
  \end{tabular}
\end{table}

Let us immediately demonstrate with an example that Colourful Components and Colourful Partition are distinct: a colourful partition with the fewest parts might require the deletion of more edges than the minimum needed to obtain a colourful graph. This has not previously been clearly established. Later, we will find a family of instances on which the problems have different complexities (see Corollary 11).

\begin{itemize}
  \item \textbf{Example 1.} Let $G$ have vertices $u_1, \ldots, u_k, v_1, \ldots, v_k, w, w'$ and edges $ww'$ and $u_iw, u_iw'$, $vw, vw'$ for $i \in \{1, \ldots, k\}$. Let $c$ assign colour $i$ to each $u_i$ and $v_i$, colour $k + 1$ to $w$ and colour $k + 2$ to $w'$. Then $\{(u_1, \ldots, u_k, w), (v_1, \ldots, v_k, w')\}$ is a colourful partition for $(G, c)$ of size 2, which we obtain by deleting $2k + 1$ edges. However, deleting the $2k$ edges $v_iw$ and $v_iw'$ for $i \in \{1, \ldots, k\}$ also yields a colourful graph (with a colourful partition of size $k + 1$). See Figure 1 for an illustration.
\end{itemize}
**Known Results.** Adamaszek and Popa [1] proved, among other results, that Colourful Partition does not admit a polynomial-time approximation within a factor of $n^{1+\epsilon}$, for any $\epsilon > 0$ (assuming $P \neq NP$). A coloured graph $(G, c)$ is $\ell$-coloured if $1 \leq c(u) \leq \ell$ for all $u \in V(G)$. Bruckner et al. [2] proved the following two results for Colourful Components. The first result follows from observing that for $\ell = 2$, the problem becomes a maximum matching problem in a bipartite graph after removing all edges between vertices coloured alike. This observation can also be used for Colourful Partition.

Tu Theorem 2 ([2]). Colourful Partition and Colourful Components are polynomial-time solvable for 2-coloured graphs.

Tu Theorem 3 ([2]). Colourful Components is NP-complete for 3-coloured graphs of maximum degree 6.

The situation for trees is different than for general graphs (see Example 1). A tree $T$ has a colourful partition of size $k$ if and only if it can be modified into a colourful graph by at most $k - 1$ edge deletions. Hence, the problems Colourful Partition and Colourful Components are equivalent for trees. The following hardness and FPT results are due to Bruckner et al. [2] and Dondi and Sikora [7]. Note that trees of diameter at most 3 are stars and double stars (the graph obtained from two stars by adding an edge between their central vertices), for which both problems are readily seen to be polynomial-time solvable. A subdivided star is the graph obtained by subdividing the edges of a star.

Tu Theorem 4 ([2]). Colourful Partition and Colourful Components are polynomial-time solvable for coloured trees of diameter at most 3, but NP-complete for coloured trees of diameter 4.

Tu Theorem 5 ([7]). Colourful Partition and Colourful Components are polynomial-time solvable for coloured paths (which have path-width at most 1), but NP-complete for coloured subdivided stars (which are trees of path-width at most 2).

Tu Theorem 6 ([2]). Colourful Partition and Colourful Components are FPT for coloured trees, when parameterized by the number of colours.

Tu Theorem 7 ([7]). Colourful Partition and Colourful Components are FPT for coloured trees, when parameterized by the number of colourful components (or equivalently, by the size of a colourful partition).

In addition to Theorem 6, Bruckner et al. [2] showed that Colourful Components is FPT for general coloured graphs when parameterized by the number of colours $\ell$ and the number of edge deletions $p$. Misra [10] considered the size of a minimum vertex cover as the parameter.
Finding a Small Number of Colourful Components

Theorem 8 ([10]). Colourful Components is FPT when parameterized by vertex cover number.

Our Contribution. Our main focus is the Colourful Partition problem. We consider particular graph classes and, for FPT results, parameters. Our choices have a clear motivation as, guided by past work, we seek the key to understanding the problem’s (in)tractability. That is, our aims are: (i) to improve known NP-hardness results by obtaining tight results and to generalize tractability results for Colourful Partition (Section 3); (ii) to prove new results analogous to those known for Colourful Components (Section 3) and to show that the two problems are different (Sections 3 and 4); and (iii) to use the new results to determine suitable parameters for obtaining FPT results (Section 4). Along the way we also prove some new results for Colourful Components.

First, we show an analogue of Theorem 3 by proving that Colourful Partition is NP-complete even for 3-coloured 2-connected planar graphs of maximum degree 3. The bounds on this result are best possible, as Colourful Partition is polynomial-time solvable for 2-coloured graphs (Theorem 2) and for graphs of maximum degree 2 (trivial). We show that it also gives us a family of instances on which Colourful Components and Colourful Partition have different complexities.

Second, we focus on coloured trees. Due to Theorem 6, Colourful Partition is polynomial-time solvable for \( \ell \)-coloured trees for every fixed \( \ell \). Hence the coloured trees in the hardness proofs of Theorems 4 and 5 use an arbitrarily large number of colours. They also have arbitrarily large degree. We define the colour-multiplicity of a coloured graph \((G,c)\) as the maximum number of vertices in \(G\) with the same colour. We prove that Colourful Partition is NP-complete even for coloured trees of maximum degree 6 and colour-multiplicity 2. As both problems are equivalent on trees, we obtain the same result for Colourful Components (note that the graphs in the proof of Theorem 3 are not trees).

Third, we fix the number \(k\) of colourful components, which gives us the \(k\)-Colourful Partition problem. For every \(k \geq 1\), this problem is polynomial-time solvable for \(\ell\)-coloured trees (due to Theorem 7) and for \(\ell\)-coloured graphs for every fixed \(\ell\) (such graphs have at most \(k\ell\) vertices). We prove that 2-Colourful Partition is NP-complete for split graphs and for coloured planar bipartite graphs of maximum degree 3 and path-width 3, but polynomial-time solvable for coloured graphs of treewidth at most 2. The latter two results form our main results. They complement Theorem 5, which implies NP-completeness of Colourful Partition for path-width 2.

In Section 4 we show that Colourful Partition and Colourful Components are FPT when parameterized by the treewidth and the number of colours. This generalizes Theorem 6. Our choice for this combination of parameters was guided by our results from Section 3. Our results imply that for the six natural parameters: number of colourful components; maximum degree; number of colours; colour-multiplicity; path-width; treewidth; and all their possible combinations, we have obtained either para-NP-completeness or an FPT algorithm for Colourful Partition. This motivates the search for other parameters for this problem. As the vertex cover number of the subdivided stars in the proof of Theorem 5 can be arbitrarily large, it is natural to consider this parameter. As an analogue to Theorem 8, we prove that Colourful Partition is FPT when parameterized by vertex cover number. A vertex \(u\) of a coloured graph \((G,c)\) is uniquely coloured if its colour \(c(u)\) is not used.

\(^1\) Since this paper was submitted, Chlebikova and Dallard have independently extended some of our results [5].
on any other vertex of $G$. It is easy to show $\text{NP}$-hardness for \textsc{Colourful Partition} and \textsc{Colourful Components} for instances with no uniquely coloured vertices (see also Theorem 12). By uncovering a surprising connection with the Robertson-Seymour graph minors project, we also prove that, when parameterized by the number of non-uniquely coloured vertices, \textsc{Colourful Components} is para-$\text{NP}$-hard and \textsc{Colourful Partition} is FPT. Thus there are families of instances on which the two problems have different parameterized complexities.

2 Preliminaries

All our graphs are simple, with no loops or multiple edges. Let $G = (V, E)$ be a graph. A subset $U \subseteq V$ is connected if it induces a connected subgraph of $G$. For a vertex $u \in V$, $N(u) = \{v \mid uv \in E\}$ is the neighbourhood of $u$, and $\deg(u) = |N(u)|$ is the degree of $u$. A graph is cubic if every vertex has degree exactly 3. A connected graph on at least three vertices is 2-connected if it has no vertex whose removal disconnects the graph. A graph $G = (V, E)$ is split if $V$ can be partitioned into two (possibly empty) sets $K$ and $I$, where $K$ is a clique and $I$ is an independent set. A mapping $c : E \to \{1, 2, 3\}$ is a proper 3-edge colouring of $G$ if $c(e) \neq c(f)$ for any two distinct edges $e$ and $f$ with a common end-vertex. A set $S \subseteq V$ is a vertex cover of $G$ if $G - S$ is an independent set. The \textsc{Vertex Cover} problem asks if a graph has a vertex cover of size at most $s$ for a given integer $s$. The vertex cover number $\text{vc}(G)$ of a graph $G$ is the minimum size of a vertex cover in $G$. We use the following lemma.

\textbf{Lemma 9 ([4])}. \textsc{Vertex Cover} is $\text{NP}$-complete for 2-connected cubic planar graphs with a proper 3-edge colouring given as input.

A tree decomposition of a graph $G$ is a pair $(T, X)$ where $T$ is a tree and $X = \{X_i \mid i \in V(T)\}$ is a collection of subsets of $V(G)$, called bags, such that
1. $\bigcup_{i \in V(T)} X_i = V(G)$;
2. for every edge $xy \in E(G)$, there is an $i \in V(T)$ such that $x, y \in X_i$; and
3. for every $x \in V(G)$, the set $\{i \in V(T) \mid x \in X_i\}$ induces a connected subtree of $T$.

The width of $(T, X)$ is $\max\{|X_i| - 1 \mid i \in V(T)\}$, and the treewidth of $G$ is the minimum width over all tree decompositions of $G$. If $T$ is a path, then $(T, X)$ is a path decomposition of $G$. The path-width of $G$ is the minimum width over all path decompositions of $G$.

For some of our proofs we use variants of the \textsc{Satisfiability} problem. Note here only that in instances of the $\text{NP}$-complete problem \textsc{Not-All-Equal \text{Positive} 3-Satisfiability} [12], each clause contains three positive literals and the problem is to find a truth assignment $\tau$ where each clause contains at least one true literal and at least one false literal. In this context we call such a $\tau$ satisfying.

In the remainder of this paper, proofs of results and claims marked (▲) are omitted.

3 Classical Complexity

We will prove four hardness results and one polynomial-time result on \textsc{Colourful Partition}. Note that \textsc{Colourful Partition} belongs to $\text{NP}$. We start by proving the following result.

\textbf{Theorem 10}. \textsc{Colourful Partition} is $\text{NP}$-complete for 3-coloured 2-connected planar graphs of maximum degree 3.

\textbf{Proof Sketch}. We use a reduction from \textsc{Vertex Cover}. By Lemma 9 we may assume that we are given a 2-connected cubic planar graph $G$ with a proper 3-edge colouring $c$. From $G$ and $c$ we construct a coloured graph $(G', c')$ as follows.
For each $e \in E(G)$ with $c(e) = i$, create a vertex $v_e$ with colour $c'(v_e) = i$ in $G'$ (a red vertex).

For every vertex $v \in V(G)$ with incident edges $e_1$, $e_2$, $e_3$ (with colours 1, 2, 3, respectively), create a copy of the 3-coloured 9-vertex gadget shown in Figure 2 (a blue set), and connect it to the red vertices $v_{e_1}$, $v_{e_2}$ and $v_{e_3}$, as shown in the same figure.

Note that $G'$ is 3-coloured, 2-connected, planar and has maximum degree 3. We claim that $G$ has a vertex cover of size at most $s$ if and only if $G'$ has a colourful partition of size at most $3n + s$. ▶

The coloured graph $(G', c')$ constructed in the proof of Theorem 10 can be modified into a colourful graph by omitting exactly one edge adjacent to each red vertex and exactly three edges inside each blue component. It can be readily checked that this is the minimum number of edges required. Hence COLOURFUL COMPONENTS is polynomial-time solvable on these coloured graphs $(G', c')$, whereas COLOURFUL PARTITION is NP-complete. Thus we have:

**Corollary 11.** There exists a family of instances on which COLOURFUL COMPONENTS and COLOURFUL PARTITION have different complexities (assuming $P \neq NP$).

We now present our second, third and fourth NP-hardness results. The last condition in Theorem 12 shows that the number of uniquely coloured vertices is not a useful parameter.

**Theorem 12 (♠).** COLOURFUL PARTITION and COLOURFUL COMPONENTS are NP-complete for coloured trees with maximum degree at most 6, colour-multiplicity 2, and no uniquely coloured vertices.

**Theorem 13 (♠).** 2-COLOURFUL PARTITION is NP-complete for coloured split graphs.

**Theorem 14 (♠).** 2-COLOURFUL PARTITION is NP-complete for coloured planar bipartite graphs of maximum degree 3 and path-width 3.

We complement Theorem 14 with a positive result (Theorem 15) whose bounds are best possible due to Theorem 14. The idea behind it is that the sets $V_1$ and $V_2$ of a colourful partition of size 2 form connected subtrees in a tree decomposition. Branching over all options, we “guess” two vertices $a$ and $b$ of one bag assigned to different sets $V_i$. By exploiting the treewidth-2 assumption we can translate the instance into an equivalent instance of 2-Satisfiability.\(^2\)

\(^2\) A graph has treewidth at most 2 if and only if every 2-connected component is a series-parallel graph. This fact can be used for an alternative proof of Theorem 15.
Figure 3 Illustration of the polynomial-time algorithm for treewidth 2. Top: an input graph (the vertex colouring is not represented), with a partition cutting \((a, b)\), i.e. \(a\) is in one part, \(b\) is in the other. Bottom-left: a tree-decomposition of the graph satisfying Properties 1, 2 and 3. The bags in the head subtree are in bold. Precuts computed as in Claim 19 are shown using colours on the top line of bags that have precuts. For example, the bag \(\{d, b, f\}\) is precut on \((d, b)\), as can be verified directly in the graph (if \(d\), \(b\) and \(f\) are not all in the same part of an \((a, b)\)-partition, then \(d\) must be in the same part as \(a\)). Here \(f\) is attached to \(b\), and \(e\) is attached to \(a\) but not to \(b\). Bottom-right: the tree decomposition showing a possible output of the 2-Satisfiability formula, where the colours represent the values of each \(x_u\).

Theorem 15. 2-Colourful Partition is polynomial-time solvable for coloured graphs of treewidth at most 2.

Proof. Let \((G, c)\) be a coloured graph on \(n\) vertices such that \(G\) has treewidth at most 2. Without loss of generality we may assume that \(G\) is connected. We may assume that \(G\) is not colourful, otherwise we are trivially done. If \(G\) has treewidth 1, then it is a tree and we apply Theorem 7. Hence we may assume that \(G\) has treewidth 2. Let \((T, X)\) be a tree decomposition of \(G\) of width 2 (so all bags of \(X\) have size at most 3). We can obtain this tree decomposition in linear time [13]. Let us state and then explain two properties that we may assume hold for \((T, X)\). These properties, along with the main definitions necessary for our algorithm, are illustrated in Figure 3.

1. For any two adjacent nodes \(i, j\) in \(T\), one of \(X_i\) and \(X_j\) strictly contains the other.
2. All bags are pairwise distinct.

In fact, what we will show is that if we find that \((T, X)\) does not have these two properties, then we can make simple changes to obtain a tree decomposition that does. First, if there are two adjacent nodes \(i, j\) in \(T\) such that neither \(X_i\) nor \(X_j\) contains the other, we remove the edge \(ij\) from \(T\), create a new node \(k\) that is adjacent to both \(i\) and \(j\) and let \(X_k = X_i \cap X_j\). Note that \(X_k \neq \emptyset\), as \(G\) is connected. We now have a tree decomposition that has Property 1 unless \(X_i = X_j\) for a pair of adjacent nodes \(i\) and \(j\). But now for every pair of identical bags \(X_i\) and \(X_j\), we delete \(j\) and make each of its neighbours adjacent to \(i\) and so obtain a tree decomposition with Properties 1 and 2.
Let $a$ and $b$ be a fixed pair of adjacent vertices in $G$. Almost all of the remainder of this proof is concerned with describing an algorithm that decides whether or not $G$ has a colourful partition of size 2 in which $a$ and $b$ belong to different parts. Clearly such an algorithm suffices: we can apply it to each of the $O(n^2)$ pairs of adjacent vertices in $G$ to determine whether $G$ has any colourful partition of size 2 (since such a partition must separate at least one pair of adjacent vertices).

As $a$ and $b$ are adjacent, there is at least one bag that contains both of them. We may assume that this bag is $X_0 = \{a, b\}$; otherwise we add a new node 0 to $T$ with $X_0 = \{a, b\}$ and make 0 adjacent to $i$ such that $X_i$ is a (larger) bag that contains both $a$ and $b$.

We orient all edges of $T$ away from 0 and think of $T$ as being rooted at 0. We write $i \rightarrow j$ to orient an edge from $i$ to $j$. If $i \rightarrow j$ is present in $T$, then $i$ is the parent of $j$ and $j$ is a child of $i$. The head subtree of $T$ is the subtree obtained by removing all 1-vertex bags along with all their descendants. For any oriented edge $i \rightarrow j$ in $T$, we have either $X_i \subseteq X_j$ or $X_j \subseteq X_i$, by Property 1. The tree $T[i]$ is the subtree of $T$ rooted at $i$; in particular $T = T[0]$. The set $V[i]$ denotes $\bigcup_{j \in V(T[i])} X_j$. As we shall explain, we may assume the following property.

3. For any node $i$ of $T$, the subgraph $G[V[i]]$ induced by $V[i]$ is connected.

It is possible that we must again modify the tree decomposition to obtain this property. Suppose that it does not hold for some node $i$. That is, the vertices of $V[i]$ can be divided into two sets $U$ and $W$ such that there is no edge from $U$ to $W$ in $G$. We create two trees $T_{i,U}$ and $T_{i,W}$ that are isomorphic to $T[i]$; for each vertex $j$ in $T[i]$, we let $j_U$ and $j_W$ be the corresponding nodes in $T_{i,U}$ and $T_{i,W}$ respectively and let $X_{j_U} = X_j \cap U$, $X_{j_W} = X_j \cap W$. Then the tree decomposition is modified by replacing $T[i]$ by $T_{i,U}$ and $T_{i,W}$ and making each of $i_U$ and $i_W$ adjacent to the parent of $i$. (The vertex $i$ certainly has a parent since $i = 0$ would imply that $G$ is not connected.) If at any point we create a node whose associated bag is empty or identical to that of its parent, we delete it and make its children (if it has any) adjacent to its parent. Note that although the number of bags may increase through this operation, the sum of the sizes of the bags of $T$ can only decrease, and at least one bag gets its size reduced, so overall this operation only needs to be applied a polynomial number of times. In this way we obtain a decomposition that now satisfies each of Properties 1, 2 and 3.

We say that a colourful partition $P = (V_1, V_2)$ of $G$ is an $(a, b)$-partition if $a \in V_1$ and $b \in V_2$ and we say that $P$ cuts a pair $(u_1, u_2)$ if $u_1 \in V_1$ and $u_2 \in V_2$. We emphasize that the order is important. A colourful partition $P$ respects a bag $X$ if $X \subseteq V_1$ or $X \subseteq V_2$. Note that every colourful partition respects all 1-vertex bags. Let $X$ be a bag that contains vertices $u$ and $v$. Then $X$ is precut on $(u, v)$ if every $(a, b)$-partition either cuts $(u, v)$ or respects $X$. Note that $X_0$ is precut on $(a, b)$ by definition. We now prove three structural claims.

\> Claim 16. If an $(a, b)$-partition $P$ respects a bag $X_i$, then it respects every $X_j$ with $i \rightarrow j$.

\> Proof. Consider the set $C$ of bags that are not respected by $P$. Then $C$ is the intersection of the set of bags containing at least one vertex from $V_1$ and the set of bags containing at least one vertex from $V_2$. Since both $V_1$ and $V_2$ are connected in $G$, the set of nodes whose bags contain at least one vertex from $V_1$ and the set of nodes whose bags contain at least one vertex from $V_2$ induce subtrees of $T$. Hence their intersection, $C$, is a set of nodes that also induce a subtree of $T$. Since $(a, b)$ is not respected by $P$, we know $0 \not\in C$. This means that if $i$ is not in $C$, then for every other vertex $j \in T[i]$, $j$ cannot be in $C$. \<

\> Claim 17. Let $i \rightarrow j$ be an oriented edge of $T$ with $X_i = \{u, v\}$ and $|X_j| = 3$. If $X_i$ is precut on $(u, v)$, then $X_j$ is precut on $(u, v)$.
Proof. By Property 1, we know that \( X_i \subseteq X_j \), so \( X_j \) contains \( u \) and \( v \). Suppose \((u, v)\) is a precut on \( X_i \), and let \( P \) be an \((a, b)\)-partition. If \( P \) cuts \((u, v)\) then we are done. Otherwise, \( P \) respects \( X_i = \{u, v\} \), so by Claim 16, \( P \) also respects \( X_j \). Thus \((u, v)\) is a precut on \( X_j \). 

\[ \triangleright \text{Claim 18.} \text{ Let } i \rightarrow j \text{ be an oriented edge of } T \text{ with } X_i = \{u, v, w\} \text{ and } |X_j| = 2 \text{ such that } X_i \text{ is precut on } (u, v). \text{ If } X_j = \{v, w\}, \text{ then } X_j \text{ is precut on } (w, v). \text{ If } X_j = \{u, w\}, \text{ then } X_j \text{ is precut on } (u, w). \]

Proof. Let \( P = (V_1, V_2) \) be an \((a, b)\)-partition of \( G \). Suppose \( P \) does not respect \( X_j \). Then if \( X_j \) contains \( w \), we must have that \( w \) is in the same part of the partition as the other vertex – either \( u \) or \( v \) – of \( X_j \). By Claim 16, \( P \) does not respect \( X_i \), so we know \( u \in V_1 \) and \( v \in V_2 \). Thus if \( X_j = \{v, w\} \), then \( w \in V_1 \), and if \( X_j = \{u, w\} \), then \( w \in V_2 \).

By Claim 16 and the fact that 1-vertex bags are respected, for every node \( i \) not in the head subtree of \( T \), \( X_i \) is respected by every \((a, b)\)-partition of \( G \).

\[ \triangleright \text{Claim 19.} \text{ For every node } i \text{ in the head subtree, } X_i \text{ is precut on some pair of its vertices, and these precuts can be computed in linear time.} \]

Proof. We show that Claim 19 holds by proving a slightly stronger statement: for all \( d \), for each node \( j \) in the head subtree at distance \( d \) from 0, \( X_j \) is a precut on some pair of its vertices, and if \( X_j \) contains three vertices, then it is a precut on some pair \((u, v)\) such that \( X_i = \{u, v\} \) where \( i \) is the parent of \( j \). We prove this by induction on \( d \). The base case holds as \( X_0 \) is precut on \((a, b)\). For the inductive case, suppose that \( j \) is some node at distance \( d > 0 \) with parent \( i \). As \( i \) and \( j \) are in the head subtree, each of \( X_i \) and \( X_j \) has either two or three vertices. Suppose first that \( X_j = \{u, v, w\} \), and then we may assume that \( X_i \) is, say, \( \{u, v\} \). (Recall that \( X_i \subseteq X_j \) or \( X_i \subseteq X_j \) by Property 1.) By the induction hypothesis, we know that \( X_i \) is precut on \((u, v)\) or on \((v, u)\) and so, by Claim 17, \( X_j \) is precut in the same way. Now suppose that \( X_j \) has two vertices and \( X_i = \{u, v, w\} \). Since \( X_0 \) has two vertices, it follows that \( X_i \neq X_0 \), so \( i \) has a parent \( h \), and we can suppose that \( X_h = \{u, v\} \). By the induction hypothesis, without loss of generality we may assume \( X_h \) is precut on \((u, v)\), so \( X_i \) is precut on \((u, v)\) by the same argument as above. Then, as \( X \) has no identical bags by Property 2, we find that \( X_j = \{u, w\} \) or \( X_j = \{v, w\} \). By Claim 18, \( X_j \) is precut.

We say that two vertices \( u \) and \( v \) of \( G \) are attached if they are adjacent or \( X \) contains the bag \( \{u, v\} \). If \( u \) and \( v \) are not attached, then they are detached.

\[ \triangleright \text{Claim 20.} \text{ Let } X_i = \{u, v, w\} \text{ be a 3-vertex bag precut on } (u, v). \text{ If } w \text{ and } u \text{ (or } w \text{ and } v \text{) are detached, then in every } (a, b)\text{-partition of } G \text{ the vertices } v \text{ and } w \text{ (respectively } w \text{ and } u \text{) are in the same colourful set.} \]

Proof. Let \( P = (V_1, V_2) \) be an \((a, b)\)-partition. If \( P \) respects \( X_i \), then \( w \) is in the same colourful set as both \( u \) and \( v \). Thus we may assume that \( P \) does not respect \( X_i \) and so \( u \in V_1 \) and \( v \in V_2 \), since \( X_i \) is precut on \((u, v)\). We may assume without loss of generality that \( w \) is detached from \( u \) and so we must show that \( w \in V_2 \).

Let us assume instead that \( w \in V_1 \) and derive a contradiction. By the connectivity of \( G[V_1] \), there exists an induced path \( Q \) on \( \ell \) edges in \( G[V_1] \) that connects \( u \) to \( w \). As \( u \) and \( w \) are detached, they are not adjacent, so \( \ell \) is at least 2. No internal vertex of \( Q \) is in \( X_i \) since \( u \) and \( w \) are its end-vertices and \( v \) is not in \( V_1 \). Let \( X_{i_1}, \ldots, X_{i_\ell} \) be bags of \( X \) such that \( X_{i_j} \) is a bag that contains the pair of vertices joined by the \( j \)th edge of \( Q \). We take a walk in \( T \) from \( i_1 \) to \( i_\ell \) by stitching together paths from \( i_j \) to \( i_{j+1}, 1 \leq j \leq \ell - 1 \). As \( X_{i_j} \) and \( X_{i_{j+1}} \) correspond to incident edges of \( Q \), and both \( X_{i_j} \) and \( X_{i_{j+1}} \) contain the internal
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We now claim that we add clauses (or pairs of clauses) on two variables equivalent to the following statements:

For each bag $X_i$ precut on some pair $(u, v)$,

$$x_u \lor \neg x_v$$

(4)

$$\neg x_u \Rightarrow \neg x_v \quad \forall w \in V[i] \setminus \{u\}$$

(5)

$$x_v \Rightarrow x_w \quad \forall w \in V[i] \setminus \{v\}$$

(6)

For each bag $X_i = \{u\}$ of size 1,

$$x_w = x_u \quad \forall w \in V[i] \setminus \{u\}$$

(7)

For each bag $\{u, v, w\}$ of size 3 precut on $(u, v)$

$$x_w = x_u \text{ if } w \text{ is detached from } v$$

(8)

$$x_w = x_v \text{ if } w \text{ is detached from } u$$

(9)

We now claim that $G$ has an $(a, b)$-partition if and only if $\phi$ is satisfiable.

First suppose that $G$ has an $(a, b)$-partition $P$. For each vertex $u$ in $G$, set $x_u = \text{true}$ if $u \in V_1$, and $x_u = \text{false}$ otherwise. As $P$ cuts $(a, b)$, Statements (1) and (2) are satisfied. As $P$ is colourful, Statement (3) is satisfied.

Consider a bag $X_i$ precut on $(u, v)$. Two cases are possible: either $P$ cuts $(u, v)$, or $X$ is respected by $P$. In the first case we have $x_u = \text{true}$ and $x_v = \text{false}$, which is enough to satisfy Statements (4), (5) and (6). In the second case, $x_u = x_v$ (which satisfies Statement (4)), and by Claim 16, for each $j$ in $T[i]$, $X_j$ is respected by $P$. Thus all vertices in $V[i]$ are in the same subset $V_1$ or $V_2$, hence they have the same value of $x_w$, which satisfies Statements (5) and (6).

For Statement (7), note that each bag $X_i$ of size 1, and, by Claim 16, every bag $X_j$ such that $j$ is a descendent of $i$ is always respected, so all values of $x_w$ for $w \in V[i]$ are identical. Statements (8) and (9) follow from Claim 20.

Now suppose $\phi$ is satisfiable. We construct two disjoint sets $V_1$ and $V_2$ by putting a vertex $u$ in $V_1$ if $x_u = \text{true}$ in $V_1$ and in $V_2$ otherwise. We show $(V_1, V_2)$ is an $(a, b)$-partition of $G$. By Statements (1) and (2), $a \in V_1$ and $b \in V_2$. By Statement (3), two vertices of the same colour cannot belong to the same set. It remains to prove that both sets are connected.
In fact, we shall prove by induction on \( d \), that for the set of vertices belonging to bags of nodes at distance at most \( d \) from \( 0 \) in \( T \), the two subsets found by dividing the set according to membership of \( V_{1} \) or \( V_{2} \) each induce a connected subgraph of \( G \). For the base case, we consider \( X_{0} = \{ a, b \} \) and the two subsets contain a single vertex so we are done. For the inductive case, we consider a node \( j \) at distance \( d > 0 \) from \( 0 \). Let \( i \) be the parent of \( j \) in \( T \). It is enough to show that any vertex in \( X_{j} \setminus X_{i} \) is in the same component of \( G[V_{1}] \) or \( G[V_{2}] \) as a vertex of \( X_{i} \) assigned to the same set (\( V_{1} \) or \( V_{2} \)).

Let us first assume that \( X_{j} \) is in the head subtree. If \(|X_{j}| = 2\), then \( X_{j} \subseteq X_{i} \) so we may assume that \( X_{j} = \{ u, v, w \} \) and also that \( X_{i} = \{ u, v \} \), and \( X_{i} \) and \( X_{j} \) are both precut on \( (u, v) \) (using Claims 17 and 19).

We distinguish three cases.

\( \triangleright \) **Case 1.** \( x_{u} = x_{v} = \text{true} \).

Considering Statement (6) for bag \( X_{i} \), we have \( x_{w} = \text{true} \), as well as \( x_{w'} = \text{true} \) for every vertex \( w' \in V[i] \setminus X_{i} \). Hence \( V[i] \subseteq V_{1} \). By Property 3, \( G[V[i]] \) is connected, so \( w \) is in the same component of \( G[V_{1}] \) as \( v \).

\( \triangleright \) **Case 2.** \( x_{u} = x_{v} = \text{false} \).

Symmetrically to Case 1, we can show that \( w \) is in the same component of \( G[V_{2}] \) as \( u \).

\( \triangleright \) **Case 3.** \( x_{u} \neq x_{v} \).

By Statement (4), in this case we have \( x_{u} = \text{true} \) and \( x_{v} = \text{false} \). Suppose that \( x_{w} = \text{true} \) (the case for \( x_{w} = \text{false} \) again follows symmetrically). Since \( x_{w} \neq x_{v} \), by Statement (9), \( w \) must be attached to \( u \). If there is an edge from \( u \) to \( w \), then we are done. If there is no such edge, then \( X \) has a bag \( X_{k} = \{ u, w \} \), and \( k \) must be a child of \( j \). As \( k \) is in the head subtree, \( X_{k} \) is precut on \( \{ u, w \} \) or \( \{ w, u \} \) by Claim 19. By Statements (5) and (6), since \( x_{u} = x_{w} = \text{true} \), \( x_{w'} = \text{true} \) for every \( w' \in V[k] \setminus \{ u, w \} \) and thus \( V[k] \subseteq V_{1} \). Since \( G[V[k]] \) is connected and contains both \( u \) and \( w \), we are done.

Now we consider the case when \( X_{j} \) is not in the head subtree. Thus \( X_{j} \) is in a subtree that has at its root a bag containing a single vertex \( u \) and, by Statement (7), every vertex in the bags of the subtree are in the same subset \( V_{1} \) or \( V_{2} \) as \( u \) and these vertices together induce a connected subgraph. Thus, as \( u \) is also in the parent of the root of the subtree (since \( G \) is connected, the parent is not empty), we are done.

Thus we have a polynomial-time algorithm to decide \( 2\text{-COLOURFUL PARTITION} \) on the instance \((G, c)\). First we compute in polynomial time a tree-decomposition \((T, \mathcal{X})\) of \( G \) with Properties 1, 2 and 3. Then for every pair of adjacent vertices \( a \) and \( b \) in \( G \), we check whether there is a colourful \((a, b)\)-partition of size 2 in polynomial time using the corresponding \( 2\text{-SATISFIABILITY} \) formula \( \phi \).

## 4 Parameterized Complexity

Guided by some observations on the aforementioned hardness constructions, we present three new FPT results in this section. The first one generalizes Theorem 6.

\( \triangleright \) **Theorem 21 (\( \spadesuit \)).** \( \text{COLOURFUL PARTITION} \) and \( \text{COLOURFUL COMPONENTS} \) are FPT when parameterized by treewidth plus the number of colours.

The proof of our second FPT result uses similar arguments to the proof sketch of Theorem 8 given in [10]. However, its details are different, as optimal solutions for \( \text{COLOURFUL PARTITION} \) do not necessarily translate into optimal solutions for \( \text{COLOURFUL COMPONENTS} \).
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Theorem 22. Colourful Partition is FPT when parameterized by vertex cover number.

Proof Sketch. In fact we will show the result for the optimization version of Colourful Partition. Let \((G, c)\) be a coloured graph. We will prove that we can find the size of a minimum colourful partition (one with smallest size) in FPT time. By a simple greedy argument, we can find a vertex cover \(S\) of \(G\) that contains at most \(2\text{vc}(G)\) vertices. It is therefore sufficient to show that Colourful Partition is FPT when parameterized by \(|S|\).

If two vertices of \(G\) have the same colour then they will always be in different colourful components of \(G\). Thus if two vertices with the same colour are adjacent, we can delete the edge that joins them, that is, we may assume that \(c\) is a proper colouring of \(G\) (note that deleting edges from \(G\) maintains the property that \(S\) is a vertex cover). Since \(S\) is a vertex cover, \(T = V(G) \setminus S\) is an independent set. Let \(C\) be the set of colours used on \(G\).

We claim that we can safely apply Rule 1 (♠) and apply it exhaustively. We again denote the resulting instance by \((G, c)\) and let \(T = V(G) \setminus S\). Note that now \(|T_i(S')| \leq s\) for every \(i \in C\) and every \(S' \subseteq S\). Consequently, the number of vertices of \(T\) with colour \(i\) is at most \(s^2\).

Note that this means that \(|T| \leq |C|s2^s\) and thus the total number of vertices in \(G\) is at most \(s + |C|s2^s\). Hence, it remains to bound the size of \(C\) by a function of \(s\).

We let \(C_T\) denote the set of colours that appear on vertices of \(T\) but not on vertices of \(S\). For two colours \(i, j \in C_T\), if \(T_i(S') = T_j(S')\) holds for all \(S' \subseteq S\), then we say that \(i\) and \(j\) are clones and note that these colours are interchangeable. For a colourful partition \(P = (V_1, \ldots, V_k)\) for \(G\), we let \(P_S = (V_1 \cap S, \ldots, V_k \cap S)\) be the partition of \(S\) induced by \(P\) (note that in this case we allow some of the blocks to be empty).

We consider each partition \(Q\) of \(S\). If a block of \(Q\) is not colourful, then we discard \(Q\).

Otherwise we determine a minimum colourful partition \(P\) for \(G\) with \(P_S = Q\); note that such a partition \(P\) may not exist, as it may not be possible to make the blocks of \(Q\) connected (by using vertices \(T\) in addition to edges both of whose endpoints lie in \(S\)). We will choose the colourful partition for \(G\) that has minimum size overall. Let \(Q\) be a partition of \(S\) in which each block is colourful.

Rule 2. If there are \(s\) distinct colours \(i_1, \ldots, i_s\) in \(C_T\) that are pairwise clones, then delete all vertices with colour \(i_s\) from \(G\).

We claim that we can safely apply Rule 2 (♠) and apply it exhaustively; again call the resulting graph \(G\) and define \(S\) and \(T\) as before.

Claim 23 (♠). \(|C_T| \leq (s - 1)(s + 1)2^s\).

We continue as follows. The number of different colours used on vertices of \(S\) is at most \(s\). Hence \(C \setminus C_T\) has size at most \(s\). Recall that for every colour \(i \in C\), the number of vertices of \(T\) with colour \(i\) is at most \(s^2\). We combine these two facts with Claim 23 to deduce that \(|V| = |S| + |T| \leq s + |C|s2^s = s + |C \setminus C_T|s2^s + |C_T|s2^s \leq s + s^22^s + (s - 1)(s + 1)2^s\).

Then by brute force we can compute a minimum colourful partition \(P\) for \(G\) subject to the restriction that \(P_S = Q\) in \(f(s)\) time for some function \(f\) that only depends on \(s\).

The correctness of our FPT-algorithm follows from the above description. It remains to analyze the running time. Applying Rule 1 exhaustively takes \(O(2^s|C|) = O(2^sn)\) time, as the number of different subsets \(S' \subseteq S\) is \(2^s\). We then branch into at most \(s^s\) directions by
We showed that without loss of generality that Theorem 24. ▶

The Disjoint Connected Subgraphs problem takes as input a graph $G$ with $r$ pairwise disjoint subsets $Z_1, \ldots, Z_r$ of $V(G)$ for some $r \geq 1$. It asks whether we can partition $V(G) \setminus (Z_1 \cup \cdots \cup Z_r)$ into sets $S_1, \ldots, S_r$ such that every $S_i \cup Z_i$ induces a connected subgraph of $G$. Robertson and Seymour introduced this problem in their graph minor project and proved that it is cubic-time solvable as long as $Z_1 \cup \cdots \cup Z_r$ has constant size [11].

**Theorem 24.** When parameterized by the number of non-uniquely coloured vertices, Colourful Components is para-NP-complete, but Colourful Partition is FPT.

**Proof.** The Multiterminal Cut problem is to test for a graph $G$, integer $p$ and terminal set $S$, if there is a set $E'$ with $|E'| \leq p$ such that every terminal in $S$ is in a different component of $G - E'$. This problem is NP-complete even if $|S| = 3$ [6]. To prove the first part, give each of the three vertices in $S$ colour 1 and the vertices in $G - S$ colours 2, $\ldots$, $|V| - 2$.

To prove the second part, let $(G, c)$ be a coloured graph and $k$ be an integer. We assume without loss of generality that $G$ is connected. Let $Q$ with $|Q| = q$ be the set of non-uniquely coloured vertices. If $k \geq q$, then place each of the $q$ vertices of $Q$ in a separate component and assign the uniquely coloured vertices to components in an arbitrary way subject to maintaining connectivity of the $q$ components. This yields a colourful partition of $(G, c)$ of size at most $k$. Now assume that $k \leq q - 1$. We consider every possible partition of $Q$ into $k$ sets $Z_1, \ldots, Z_k$, where some of the sets $Z_i$ may be empty. It remains to solve Disjoint Connected Subgraphs on the input $(G, Z_1, \ldots, Z_k)$. Note that $|Z_1| + \cdots + |Z_k|$ has size $q$. Hence, by the above result of Robertson and Seymour [11], solving Disjoint Connected Subgraphs takes cubic time. As there are $O(q^q)$ partitions to consider, the result follows. ▶

5 Conclusions

We showed that Colourful Partition and Colourful Components are NP-complete for coloured trees of maximum degree at most 6 (and colour-multiplicity 2). What is their complexity for coloured trees of maximum degree $d$ for $3 \leq d \leq 5$? Colourful Components is known to be NP-complete for 3-coloured graphs of maximum degree 6 (Theorem 3); we also ask if one can prove a result analogous to Theorem 10: what is its complexity for coloured graphs of maximum degree 3? Our main result is that 2-Colourful Partition is NP-complete for coloured (planar bipartite) graphs of path-width 3 (and maximum degree 3), but polynomially solvable for coloured graphs of treewidth 2. We believe that the latter result can be extended to $k$-Colourful Partition ($k \geq 3$), but leave this for future research. A more interesting question is if the problem is FPT for treewidth 2 when parameterized by $k$. 
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In the $k$-mismatch problem we are given a pattern of length $m$ and a text and must find all locations where the Hamming distance between the pattern and the text is at most $k$. A series of recent breakthroughs have resulted in an ultra-efficient streaming algorithm for this problem that requires only $O(k \log \frac{m}{k})$ space [Clifford, Kociumaka, Porat, SODA 2019]. In this work, we consider a strictly harder problem called dictionary matching with $k$ mismatches, where we are given a dictionary of $d$ patterns of lengths $\leq m$ and must find all their $k$-mismatch occurrences in the text, and show the first streaming algorithm for it. The algorithm uses $O(kd \log^k d \cdot \text{polylog } m)$ space and processes each position of the text in $O(kd \log^k d \cdot \text{polylog } m + \text{occ})$ time, where $\text{occ}$ is the number of $k$-mismatch occurrences of the patterns that end at this position. The algorithm is randomised and outputs correct answers with high probability.
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1 Introduction
The pattern matching problem is the fundamental problem of string processing and has been studied for more than 40 years. Most of the existing algorithms are deterministic and assume the word-RAM model of computation. Under these assumptions, we must store the input in full, which is infeasible for modern massive data applications. The streaming model of computation was designed to overcome the restrictions of the word-RAM model. In this model, we assume that the text arrives as a stream, one character at a time. The characters are assumed to be integers that fit in $O(\log n)$-bit machine words, where $n$ is the length of the stream. Each time a new character of the text arrives, we must update the output. The space complexity of an algorithm is defined to be all the space used, including the space we need to store the information about the pattern(s) and the text. The time complexity of an algorithm is defined to be the time we spend to process one character of the text. The streaming model of computation aims for algorithms that use as little space and time as possible. All streaming algorithms we discuss in this paper are randomised by necessity. They can err with probability inverse-polynomial in the length of the input.

The first sublinear-space streaming algorithm for exact pattern matching was suggested by Porat and Porat in FOCS 2009 [26]. For a pattern of length $m$, their algorithm uses $O(\log m)$ space and $O(\log m)$ time per character. Later, Breslauer and Galil gave a $O(\log m)$-space and $O(1)$-time algorithm [8].

The first algorithm for dictionary matching was developed by Aho and Corasick [1]. The algorithm assumes the word-RAM model of computation, and for a dictionary of $d$ patterns of length at most $m$, uses $\Omega(md)$ space and $O(1 + \text{occ})$ amortised time per
character, where $occ$ is the number of the occurrences ending at this position. Apart from the Aho–Corasick algorithm, other word-RAM algorithms for exact dictionary matching include [3, 4, 7, 13, 14, 16, 19, 21, 22, 27]. In ESA 2015, Clifford et al. [9] showed a streaming dictionary matching algorithm that uses $O(d \log m)$ space and $O(\log \log (m + d) + occ)$ time per character. In ESA 2017, Golan and Porat [18] showed an improved algorithm that uses the same amount of space and $O(1 + occ)$ time per character for constant-size alphabets.

In the $k$-mismatch problem we are given a pattern of length $m$ and a text and must find all alignments of the pattern and the text where the Hamming distance is at most $k$. By reduction to the streaming exact pattern matching, Porat and Porat [26] showed the first streaming $k$-mismatch algorithm with space $O(k^3 \log^2 m / \log \log m)$ and time $O(k^2 \log^5 m / \log \log m)$. The complexity has been subsequently improved in [10, 11, 17]. The current best algorithm uses only $O(k \log m)$ space and $O(k \log m (\sqrt{\log k} + \log^3 m))$ time per character [11].

In the problem of dictionary matching with $k$ mismatches, we are given a set (dictionary) of $d$ patterns of maximal length $m$ and must find all their $k$-mismatch occurrences in the text. This problem is strictly harder than both $k$-mismatch and dictionary matching, and on the other hand, it is well-motivated by practical applications in cybersecurity and bioinformatics. In the word-RAM model, dictionary matching with $k$ mismatches has been addressed in [2, 24, 25]. Muth and Manber [24] gave a randomised algorithm for $k = 1$, and Baeza-Yates and Navarro [2] and Navarro [25] gave the first algorithms for a general value of $k$. The time complexity of the algorithms is good on average, but in the worst case can be $\Omega(md)$ per character.

### 1.1 Our results

In this work, we commence a study of dictionary matching with $k$ mismatches in the streaming model of computation. Our contribution is twofold. First, we show a streaming dictionary matching algorithm that uses space sublinear in $m$ and time sublinear in both $m$ and $d$ (Section 4). Similar to previous work on streaming pattern matching, we assume that we receive the dictionary first, preprocess it (without accounting for the preprocessing time), and then receive the text.

**Theorem 1.** For any $k \geq 1$, there is a streaming algorithm that solves dictionary matching with $k$ mismatches in $\tilde{O}(kd \log^k d)$ space and $\tilde{O}(k \log^k d + occ)$ worst-case time per arriving character. The algorithm is randomised and its answers are correct w.h.p. Both false-positive and false-negative errors are allowed.

Hereafter $occ$ is the number of $k$-mismatch occurrences of the patterns that end at the currently processed position of the text, i.e., it is at most $d$ and typically it is much smaller than the total number of the occurrences of the patterns in the text. Our algorithm makes use of a new randomised variant of the $k$-errata tree (Section 3), a famous data structure of Cole, Gottlieb, and Lewenstein for dictionary matching with $k$ mismatches [12]. This variant of the $k$-errata tree allows to improve both the query time and the space requirements and can be considered as a generalisation of the $z$-fast tries [5, 6], that have proved to be useful in many streaming applications. Compare our result to a streaming algorithm that can be obtained by a repeated application of the $k$-mismatch algorithm [11]:

1 $\tilde{O}$ hides a multiplicative factor polynomial in $\log m$ and w.h.p. means that the error probability is at most $1/n^c$ for an arbitrary given constant $c$. 
Corollary 2 (of Clifford, Kociumaka, and Porat [11]). For any \( k \geq 1 \), there is a streaming algorithm for dictionary matching with \( k \) mismatches that uses \( \tilde{O}(dk) \) space and \( \tilde{O}(d\sqrt{k}) \) time per character. The algorithm is randomised and its answers are correct w.h.p.

As it can be seen, the time complexity of Corollary 2 depends on \( d \) in linear way, which is prohibitive for applications where the stream characters arrive at a high speed and the size of the dictionary is large, up to several thousands of patterns, as we must be able to process each character before the next one arrives to benefit from the space advantages of streaming algorithms.

Our second contribution is a space lower bound for streaming dictionary matching with mismatches. In Section 6 we show the following claim by reduction from the Index problem (see the proof for the definition):

Lemma 3. Any streaming algorithm for dictionary matching with \( k \) mismatches such that its answers are correct w.h.p. requires \( \Omega(kd) \) bits of space.

2 Preliminaries: Fingerprints and sketches

In this section, we give the definitions of two hash functions that we use throughout the paper. We first give the definition of Karp–Rabin fingerprints that let us decide whether two strings are equal.

Definition 4 (Karp–Rabin fingerprints, Karp–Rabin [20]). For a fixed prime \( p \) and \( r \in [0, p-1] \) chosen uniformly at random, the Karp–Rabin fingerprint of a string \( S = S[1]S[2]...S[m] \) is defined as a quadruple \( \Phi(S) = (\varphi(S), \varphi^R(S), r^{[S]} \mod p, r^{-|[S]| \mod p}) \), where \( \varphi(S) = \sum_{i=1}^{m} S[i] \cdot r^{m-i} \mod p \) and \( \varphi^R(S) = \sum_{i=1}^{m} S[i] \cdot r^{i-1} \mod p \).

Fact 5. For \( r \in [0, p-1] \) chosen uniformly at random, the probability of two distinct strings of equal lengths \( \ell \leq n \) over the integer alphabet \([0, p-1]\) to have equal Karp–Rabin fingerprints is at most \( m/p \).

Consider a string \( Z \) that is equal to the concatenation of two strings \( X \) and \( Y \) of length at most \( m \), that is \( Z = XY \). We can compute in \( O(1) \) time \( \varphi(Z) \) given \( \varphi(X) \) and \( \varphi(Y) \), and \( \varphi(Z) \) given \( \varphi(X) \) and \( \varphi(Y) \). Furthermore, given the Karp–Rabin fingerprint of \( S[1]S[2]...S[m] \), we can compute the Karp–Rabin fingerprint of \( S[m]S[m-1]...S[1] \) in \( O(1) \) time.

We now remind the definition of \( k \)-mismatch sketches that will allow us to decide whether two strings are at Hamming distance at most \( k \).

Definition 6 (\( k \)-mismatch sketch, Clifford, Kociumaka, and Porat [11]). For a fixed prime \( p \) and \( r \in [0, p-1] \) chosen uniformly at random, the \( k \)-mismatch sketch \( sk_k(S) \) of a string \( S = S[1]S[2]...S[m] \) is defined as a tuple \( (\phi_0(S), \phi_1(S), \phi_2(S), ... , \phi_k(S), \Phi(S)) \), where \( \phi_j(S) = \sum_{i=1}^{m} S[i] \cdot i^j \mod p \) and \( \phi'_j(S) = \sum_{i=1}^{m} S[i]^2 \cdot i^j \mod p \) for \( j \geq 0 \).

Lemma 7 (Clifford, Kociumaka, and Porat [11]). Given the sketches \( sk_k(S_1) \) and \( sk_k(S_2) \) of two strings of equal lengths \( \ell \leq m \), in \( \tilde{O}(k) \) time one can decide (with high probability) whether the Hamming distance between \( S_1 \) and \( S_2 \) is at most \( k \). If so, one can report each mismatch \( p \) between \( S_1 \) and \( S_2 \) as well as \( S_1[p] \) and \( S_2[p] \). The algorithm uses \( O(k) \) space.

Lemma 8 (Clifford, Kociumaka, and Porat [11]). We can construct one of the sketches \( sk_k(S_1), sk_k(S_2) \), or \( sk_k(S_1S_2) \), given the other two in \( \tilde{O}(k) \) time using \( O(k) \) space, provided that all the processed strings are over the alphabet \([0, p-1]\) and are of length at most \( m \). Furthermore, we can compute \( sk_k(S^m) \), where \( S^m \) is a concatenation of \( m \) copies of \( S \), in \( \tilde{O}(k) \) time as well under the same assumption.
Algorithm based on the randomised $k$-errata tree

In this section, we show a streaming algorithm for dictionary matching with $k$ mismatches based on a new randomised implementation of the $k$-errata tree, a data structure introduced by Cole, Gottlieb, and Lewenstein [12].

Lemma 9. There is a streaming algorithm for dictionary matching with $k$ mismatches that uses $\tilde{O}(k \cdot (m + d \log d))$ space and $\tilde{O}(k \log d + occ)$ time per character, where $occ$ is the number of the occurrences. On request, the algorithm can output the mismatches in $\tilde{O}(k)$ time per occurrence. The algorithm is randomised and its answers are correct w.h.p.

We start by showing a randomised version of the $k$-errata tree. The $k$-errata tree [12] is a data structure that supports dictionary look-up with $k$ mismatches queries: Given a query string $Q$, find all patterns in the dictionary that are at the Hamming distance at most $k$ from it. The $k$-errata tree is a collection of compact tries that can answer a dictionary look-up with $k$ mismatches for a string $Q$ of length $m$ in time $O(m + \log^k d \log \log m + occ)$. The query algorithm consists of $O(\log^k d)$ calls to a procedure called PrefixSearch. This procedure takes three arguments, a compact trie $\tau$, a node $u$ (or a position on an edge) in $\tau$, and a string $S$, and must find the longest path in $\tau$ that starts at $u$ and is labelled by a prefix of $S$.

In our case, $\tau$ is always one of the compact tries of the $k$-errata tree, and $S$ is always one of the suffixes of $Q$. Cole, Gottlieb, and Lewenstein [12] showed that one can use the suffix tree on the patterns in the dictionary to answer the PrefixSearch queries deterministically in $O(\log \log m)$ time after $O(m)$-time shared preprocessing. Unfortunately, this solution uses too much space and time for our purposes. In the randomised version of the $k$-errata tree, we implement each of the compact tries as a $z$-fast trie:

Fact 10 (z-fast tries, Belazzougui et al. [6]). Consider a string $S$ and suppose that we can compute the Karp—Rabin fingerprint of any prefix of $S$ in $t_\phi$ time. A compact trie on a set of $r$ strings of length at most $m$ can be implemented in $O(r)$ space to support the following queries in $O(t_\phi \cdot \log m)$ time: Given $S$, find the highest node $v$ such that the longest prefix of $S$ present in the trie is a prefix of the label of the root-to-$v$ path. The answers are correct w.h.p.$^2$

This gives an efficient implementation of all PrefixSearch queries if $u$ is the root of a compact trie, but there are more details for the general case. We provide full details, as well as the definition of the $k$-errata tree, in Appendix A.

Lemma 11. A dictionary of $d$ patterns of maximal length $m$ can be preprocessed into a data structure which we call randomised $k$-errata tree that uses $\tilde{O}(kd \log^k d)$ space and allows retrieving all the patterns that are within Hamming distance $k$ from $Q$ or one of its prefixes in $\tilde{O}(k \log^k d + occ)$ time, assuming that we know the $k$-mismatch sketches of all prefixes of $Q$. The answers are correct w.h.p.

We are now ready to give the proof of Lemma 9.

Proof of Lemma 9. During the preprocessing step, the algorithm builds the $k$-errata tree for the reverses of the patterns. During the main step, the algorithm maintains the Karp—Rabin fingerprints and the $k$-mismatch sketches of the $m$ longest prefixes of the text in a round-robin fashion updating them in $\tilde{O}(k)$ time when a new character arrives (Lemma 8). If the text

\footnote{Error probability comes from the collision probability for Karp—Rabin fingerprints.}
ends with a $k$-mismatch occurrence of some pattern $P_i$, there is a suffix of the text of length $|P_i| \leq m$ such that the Hamming distance between it and some pattern in the dictionary is bounded by $k$. It means that we can retrieve all occurrences of such patterns by using the randomised $k$-errata tree for the reverse of the $m$-length suffix of the text. We can retrieve the fingerprint and the $k$-mismatch sketch of any substring of this suffix in $\tilde{O}(k)$ time (Lemma 8), and therefore perform the dictionary look-up query in $\tilde{O}(k \log^k d + \text{occ})$ time. In total, the algorithm uses $\tilde{O}(k \cdot (m + d \log^k d))$ space and $\tilde{O}(k \log^k d + \text{occ})$ time per character.

## 4 Improving space

The algorithm of Corollary 2 is efficient in terms of space, but not in terms of time. The algorithm of Lemma 9 is efficient in terms of time, but not in terms of space. In this section, we show that it is possible to achieve sublinear dependency on $m$ for space, and in $m$ and $d$ for time:

**Theorem 12.** There is a streaming algorithm that solves the problem of dictionary matching with $k$ mismatches, for any $k \geq 1$, in $\tilde{O}(kd \log^k d)$ space and $\tilde{O}(k \log^k d + \text{occ})$ amortised time per character. The algorithm is randomised and its answers are correct w.h.p. Both false-positive and false-negative errors are allowed.

Note that the time complexity of the algorithm is amortised. In Appendix 5 we show how to de-amortise the running time to obtain our main result, Theorem 1. The techniques that we use have flavour similar to [9–11,18], but make a significant step forward to allow both mismatches and multiple patterns.

**Definition 13** ($k$-period, Clifford et al. [10]). The $k$-period of a string $S = S[1]S[2]\ldots S[m]$ is the minimal integer $\pi > 0$ such that the Hamming distance between $S[\pi + 1,m]$ and $S[1,m-\pi]$ is at most $2k$.

**Observation 14.** If the $k$-period of $S$ is larger than $d$, there can be at most one $k$-mismatch occurrence of $S$ per $d$ consecutive positions of the text.

Hereafter we assume $k \log \log d < \log^k d$ (all logs are base two), which is true for any $d \geq 3$ and $k \geq 1$. For $d = 1,2$ we can use Corollary 2 to achieve the complexities of Theorem 1. Furthermore, we assume that the lengths of the patterns are at least $3d$, for shorter patterns we can use the algorithm of Lemma 9. We partition the dictionary into two smaller dictionaries: the first dictionary $D_1$ contains the patterns $P_i$ such that the $k$-period of their suffix $\tau_i = P_i[|P_i| - 2d + 1,|P_i|]$ is larger than $d$, and the second dictionary $D_2$ contains patterns $P_i$ such that the $k$-period of their suffix $\tau_i$ is at most $d$. In Section 4.2 we show a streaming algorithm that finds all $k$-mismatch occurrences of the patterns in $D_1$, and in Section 4.3 a streaming algorithm for $D_2$. We run the two algorithms in parallel to obtain Theorem 12.

### 4.1 Reminder: The $k$-mismatch algorithm of Porat and Porat

We first give an outline of the $k$-mismatch algorithm of Porat and Porat [26] and explain how it can be applied to the dictionary matching setting.

Porat and Porat showed that the $k$-mismatch problem for a pattern $P$ can be reduced to exact pattern matching in the following way. Let $Q = \{q_1, q_2, \ldots, q_{\log m/\log \log m}\}$ be the set of the first $\log m/\log \log m$ primes larger than $\log m$, and $R = \{r_1, r_2, \ldots, r_{k \log m/\log \log m}\}$
be the set of the first $k \log m / \log \log m$ primes larger than $\log m$. A subpattern $(P_i)^{\ell}_{q,r}$ of a pattern $P_i$ is defined by two primes $q \in Q, r \in R$ and an integer $1 \leq \ell \leq q \cdot r$, namely, $P^\ell_{q,r} = P[\ell]P[q \cdot r + \ell]P[2q \cdot r + \ell] \ldots$ and so on until the end of $P$. The prime number theorem implies that $q \in \tilde{O}(1)$ and $r \in \tilde{O}(k)$, and therefore for a fixed $q, r$ there are $\tilde{O}(k)$ subpatterns.

Lemma 15 (Porat–Porat [26]). Consider an alignment of the pattern $P_i$ and the text. Given the subset of the subpatterns of $P_i$ that match exactly at this alignment, there is a deterministic $\tilde{O}(k^2)$-time algorithm that outputs “No” if the Hamming distance between $P_i$ and $T$ is larger than $k$, and the true value of the Hamming distance otherwise.

Using this reduction, we show a streaming algorithm that uses $\tilde{O}(k^3d)$ space and processes each character of the text in $\tilde{O}(k^2 \log \log(m + d))$ time. On request, the algorithm can tell in $\tilde{O}(k^2)$ time if there is a $k$-mismatch occurrence of a pattern $P_i$ that ends at the current position of the text. During the preprocessing step, for each pair of primes $q \in Q, r \in R$, we build a compact trie on the reverses of the subpatterns $(P_i)^{\ell}_{q,r}$. Furthermore, we preprocess each trie (using a depth-first traversal) to be able to tell in $O(1)$ time if the reverse of the subpattern $(P_i)^{\ell}_{q,r}$ is a prefix of the reverse of the subpattern $(P_i)^{\ell}_{r,q}$.

During the main stage, for each pair of primes $q \in Q, r \in R$ and an integer $1 \leq \ell \leq q \cdot r$ we define a text substring $T^{q,r}_\ell = T[\ell]T[q \cdot r + \ell]T[2q \cdot r + \ell] \ldots$ and so on until the end of $T$. We then run the streaming dictionary matching algorithm of Clifford et al. [9] for the substring $T^{q,r}_\ell$ and the dictionary of subpatterns $(P_i)^{\ell'}_{q,r}$, where $i = \{1, 2, \ldots, d\}$ and $1 \leq \ell' \leq q \cdot r$. At each position, the streaming dictionary matching algorithm outputs the id of the longest subpattern that matches at this position. In total for each pair of primes there are $\tilde{O}(k)$ substrings and $\tilde{O}(kd)$ subpatterns per substring, and therefore the algorithm uses $\tilde{O}(k^3d)$ space and $\tilde{O}(k \log \log(m + kd))$ time per character, the latter is because each time a new character $T[p]$ arrives, where $p = q \cdot r + \ell$, we must update exactly one substring $T^{q,r}_\ell$ (and over all $q \in Q, r \in R$, there are $\tilde{O}(k \log \log(m + kd))$ substrings to update).

Using the compact tries built at the preprocessing step, we can then check, for any subpattern $(P_i)^{\ell}_{q,r}$, if it matches at this position in $O(1)$ time and therefore can decide if there is a $k$-mismatch occurrence of $P_i$ in $\tilde{O}(k^2)$ by Lemma 15.

4.2 Streaming algorithm for patterns with large periods

In this section, we show a streaming algorithm for the dictionary $D_1$ such that the $k$-period of their suffix $\tau_i = P_i|P_i| - 2d + 1, |P_i|$ is at least $d$.

Lemma 16. If for each pattern in the dictionary $D_1$ the $k$-period of its $2d$-length suffix is larger than $d$, then there is a streaming algorithm for dictionary matching with $k$ mismatches that uses $\tilde{O}(kd \log^k d)$ space and $\tilde{O}(k \log^k d + occ)$ amortised time per character. The algorithm is randomised and its answers are correct w.h.p.

Note that any $k$-mismatch occurrence of a pattern $P_i$ ends with a $k$-mismatch occurrence of $\tau_i$. The first step of our algorithm is to retrieve the occurrences of $\tau_i$. To do so, we run the streaming algorithm of Lemma 9. At each position of the text, the algorithm outputs all indices $i$ such that there is a $k$-mismatch occurrence of $\tau_i$ ending at this position. After having found the occurrences of $\tau_i$, our second step is to check if they can be extended into full occurrences of $P_i$ which we do with the help of the streaming algorithm explained in Section 4.1.

We now analyse the complexity of the algorithm. To find occurrences of the suffixes $\tau_i$, we need $\tilde{O}(kd \log^k d)$ space and $\tilde{O}(k \log^k d + occ)$ time per character. The algorithm of Section 4.1 uses $\tilde{O}(k^3 d)$ space and $\tilde{O}(k \log \log(m + kd))$ time per character. To test if an
occurrence of $\tau_i$ can be extended into an occurrence of $P_i$, we need $\tilde{O}(k^2)$ time. Importantly, by Observation 14, there is at most one $k$-mismatch occurrence of $\tau_i$ per $d$ positions of the text. Hence, we will need $\tilde{O}(k^2d)$ time to test all $k$-mismatch occurrences of the suffixes $\tau_i$ that end at any $d$ consecutive positions of the text. Lemma 16 follows.

4.3 Streaming algorithm for patterns with small periods

In this section, we show a streaming algorithm for the second dictionary $D_2$ that contains patterns $P_i$ such that the $k$-period of their suffix $\tau_i = P_i[|P_i| - 2d + 1, |P_i|]$ is at most $d$.

Lemma 17. If for each pattern in the dictionary $D_2$ the $k$-period of its $2d$-length suffix is smaller than $d$, then there is a streaming algorithm for dictionary matching with $k$ mismatches that uses $\tilde{O}(kd \log^2 d)$ space and $\tilde{O}(k \log^6 d + occ)$ amortised time per character. The algorithm is randomised and its answers are correct w.h.p.

We define $\tau'_i$, $|\tau'_i| \geq |\tau_i|$, to be the longest suffix of $P_i$ with the $k$-period at most $d$. Two cases are possible:

1. The suffix $\tau'_i$ equals $P_i$ (in other words, the $k$-period of $P_i$ is at most $d$);
2. The suffix $\tau'_i$ is a proper suffix of $P_i$.

We first assume that Case 1 holds for all the patterns in $D_2$, and then extend the algorithm to Case 2 as well. We start by showing a simple but important property of patterns with small periods.

Lemma 18. Consider a position $r$ of the text. Let $j \cdot d$ be the largest multiple of $d$ that is smaller than $r$ and $L$ be the longest suffix of $T[j \cdot d - m + 1, j \cdot d]$ with the $2k$-period at most $d$. Every $k$-mismatch occurrence of $P_i \in D_2$ in $T$ that ends at the position $r$ is fully contained in $LT[j \cdot d + 1, r]$.

Proof. Consider an occurrence $T[\ell, r]$ of a pattern $P_i \in D_2$ that ends at the position $r$. Since the length of $P_i$ is at most $m$, $\ell \geq r - m + 1 > j \cdot d - m + 1$. Now, let $\rho \leq d$ be the $k$-period of $P_i$. Since the Hamming distance between $T[\ell, r]$ and $P_i$ is at most $k$, the $2k$-period of $T[\ell, r]$ is at most $\rho$. Indeed, the Hamming distance between $T[\ell + \rho - 1, r]$ and $T[\ell, r - \rho + 1]$ is at most $2k$ plus the Hamming distance between $P_i[\rho, |P_i|]$ and $P_i[1, |P_i| - \rho + 1]$ which can be upper bounded by $2k$ in its turn. Therefore, the $2k$-period of $T[\ell, j \cdot d]$ is at most $\rho$ and hence it is contained in $L$.

4.3.1 Algorithm for Case 1

We are now ready to describe the algorithm for the Case 1. During the preprocessing stage, we build the $k$-errata tree for the reverses of all the patterns in $D_2$. During the main stage of the algorithm, we maintain the suffix $L$ and an associated data structure $D$. The data structure $D$ will be used to answer the following queries in $\tilde{O}(k)$ time: Given a suffix of $L$ defined by its starting and ending positions, return its $4k$-mismatch sketch.

Let us first explain how we maintain $L$. We initialize $L$ with an empty string and update it each $d$ characters. While reading the next $d$ characters of the text, that is a substring $T[(j - 1) \cdot d + 1, j \cdot d]$, we compute the $4k$-mismatch sketches of its $d$ prefixes in $\tilde{O}(kd)$ time (Lemma 8). After having reached $T[j \cdot d]$, we update $L$. It suffices to compute the longest suffix of $T[j \cdot d - m + 1, j \cdot d]$ such that the Hamming distance between it and its copy shifted by $\rho$ positions, for $\rho = 1, \ldots, d$, is at most $2k$. For a fixed value of $\rho$, we use binary search and the $4k$-mismatch sketches. Suppose we want to decide whether the Hamming distance between $T[\ell, j \cdot d - \rho + 1]$ and $T[\ell + \rho, j \cdot d]$ is at most $4k$. First note that we must only consider the case when $T[\ell, j \cdot d]$ is fully contained in $LT[(j - 1) \cdot d + 1, j \cdot d]$.
Observation 19. If $T[\ell, j \cdot d]$ is longer than $L[T[(j - 1) \cdot d + 1, j \cdot d]]$, then its $2k$-period is larger than $d$.

Proof. If the $2k$-period of $T[\ell, j \cdot d]$ is at most $d$, the $2k$-period of $T[\ell, (j - 1) \cdot d]$ is at most $d$. If $T[\ell, (j - 1) \cdot d]$ is longer than $L$, we obtain a contradiction.

Since we are only interested in the case when $T[\ell, j \cdot d]$ is fully contained in $L[T[(j - 1) \cdot d + 1, j \cdot d]]$, both $T[\ell, j \cdot d - \rho + 1]$ and $T[\ell + \rho, j \cdot d]$ can be represented as a concatenation of a suffix of $L$ and a substring of $T[(j - 1) \cdot d + 1, j \cdot d]$. We can retrieve the $4k$-mismatch of any suffix of $L$ in $\tilde{O}(k)$ time using the data structure $D$ and the $4k$-mismatch sketch of any substring of $T[(j - 1) \cdot d + 1, j \cdot d]$ using Lemma 8. Therefore, we can compute the $4k$-mismatch sketches of both strings and hence the Hamming distance between them in $\tilde{O}(k)$ time using Lemma 7. In total, we need $\tilde{O}(dk)$ time to update $L$, or $\tilde{O}(k)$ amortised time per character.

We now define the data structure $D$ and explain how we update it. Suppose that after the latest update the $2k$-period of $L$ is $\rho \leq d$ and consider a partitioning of $L$ into non-overlapping blocks of length $\rho$. We say that a block contains a mismatch if, for some $i$, its $i$-th character is different from the $i$-th character of the preceding block. For convenience, we also say that the first block in $L$ is mismatch-containing.

Observation 20. The total number of the blocks containing a mismatch is $O(k)$.

Proof. By definition, the Hamming distance between $L[1, |L| - \rho + 1]$ and $L[\rho + 1, |L|]$ is at most $4k$, and it upper bounds the number of the blocks containing a mismatch.

$D$ consists of two parts. First, we store a binary search tree on the set of the starting positions of all blocks containing a mismatch. Secondly, for each block $L[(j - 1) \cdot \rho + 1, j \cdot \rho]$ containing a mismatch we store the $4k$-mismatch sketch of each of its suffixes, as well as the sketch of the suffix of $L$ that starts at the position $(j - 1) \cdot \rho + 1$. In total, $D$ occupies $\tilde{O}(k^2d)$ space.

Lemma 21. We can update $D$ in $\tilde{O}(k^2)$ amortised time per character. After it has been updated, we can compute the $4k$-mismatch sketch of any suffix of $L$ in $\tilde{O}(k)$ time.

Proof. Using the $4k$-mismatch sketches for $L[\rho, |L|]$ and $L[1, |L| - \rho + 1]$, we can find the $O(k)$ blocks containing a mismatch in $\tilde{O}(k)$ time. We can then re-build the binary search tree in $\tilde{O}(k)$ time and compute the sketches for the $O(k)$ mismatch-containing blocks in $\tilde{O}(k^2d)$ time.

Given a starting position $\ell$ of a suffix of $L$, we use the binary search tree to determine the streak of blocks without mismatches it belongs to, and retrieve the sketch of the suffix starting just after the streak in $\tilde{O}(k)$ time. The remaining part consists of a number of repetitions of the block containing the position $\ell$ prepended with the suffix of the block. We can compute the sketch of the block and of its suffix in $\tilde{O}(k)$ time, and therefore we can compute the sketch of the remaining part in $\tilde{O}(k)$ time using Lemma 8.

Let $T[r]$ be the latest arrived character of the text. To retrieve the $k$-mismatch occurrences that end at the position $r$, we use the $k$-errata tree for the reverses of the patterns in $D_2$ that we build during the preprocessing stage. Let $j \cdot d$ be the largest multiple of $d$ that is at most $r$ and let $L$ be defined as above. By Lemma 18, any $k$-mismatch occurrence of pattern $P \in D_2$ that ends at $r$ must be equal either to a suffix of $T[j \cdot d + 1, r]$, or to the concatenation of some suffix of $L$ and $T[j \cdot d + 1, r]$. The data structure $D$ allows to compute the $4k$-mismatch sketch (and therefore $k$-mismatch) of any suffix of $L$ in $\tilde{O}(k)$ time. We can
also compute the $4k$-mismatch sketch of any of the $d$ latest suffixes of the text in $\tilde{O}(k)$ time. Therefore, we can retrieve the $k$-mismatch occurrences of the patterns for a current position in $\tilde{O}(k \log^k d + \text{occ})$ time using the $k$-errata tree. In total, the algorithm for Case 1 uses $\tilde{O}(kd \log^k d)$ space and $\tilde{O}(k \log^k d + \text{occ})$ amortised time per character.

### 4.3.2 Extension to Case 2 and wrapping up

Consider now Case 2. Note first that the $2k$-period of a string $P_i[|P_i| - |\pi'_i|, |P_i|]$, which is $\pi'_i$ extended by one character, must be at least $d$, and therefore by Observation 14 there can be at most one $k$-mismatch occurrence of $P_i[|P_i| - |\pi'_i|, |P_i|]$ per $d$ positions of the text. We use the techniques of the algorithm for Case 1 to retrieve the occurrences of $P_i[|P_i| - |\pi'_i|, |P_i|]$, and then use the techniques of the algorithm for patterns with large periods (Lemma 16) to extend the retrieved occurrences.

In more detail, consider a position $r$ of the text. As before, let $j \cdot d$ be the largest multiple of $d$ that is smaller than $r$ and $L$ be the longest suffix of $T[j \cdot d - m + 1, j \cdot d]$ with the $2k$-period at most $d$. Let now $L'$ be the suffix $L$ extended by one character to the left, i.e. $L' = T[j \cdot d - |L|, j \cdot d]$. By definition, the $(2k+1)$-period of $L'$ is at most $d - 1$. Furthermore, similar to Lemma 18, we can show that any $k$-mismatch occurrence of $P_i[|P_i| - |\pi'_i|, |P_i|]$ ending at the position $r$ must be fully contained in $L'T[j \cdot d + 1, r]$.

Similarly to the previous section, we can maintain $L'$ and the associated data structure $D'$ using $\tilde{O}(k^2 d)$ space and $\tilde{O}(k^2 d)$ time per character. Using $D'$, we can compute the $4k$-mismatch (and therefore $k$-mismatch) sketch of any suffix of $L'T[j \cdot d + 1, r]$ in $\tilde{O}(k)$ time and hence we can find the occurrences of $P_i[|P_i| - |\pi'_i|, |P_i|]$ in $\tilde{O}(k \log^k d + \text{occ})$ time per character. We now need to decide which of the found occurrences can be extended into full occurrences of $P_i$. In order to do this, we run the algorithm of Section 4.1. When we find an occurrence of $P_i[|P_i| - |\pi'_i|, |P_i|]$, we test it in $\tilde{O}(k^2)$ time.

In total, the algorithm for Case 2 uses $\tilde{O}(kd \log^k d + k^2 d)$ space and $\tilde{O}(k \log^k d + \text{occ})$ amortised time per character. Lemma 17 and Theorem 12 follow.

### 5 Proof of Theorem 1 – de-amortisation

Recall that the streaming algorithm of Theorem 12 is comprised of the algorithms of Lemma 16 and of Lemma 17 ran in parallel. Below we explain how to de-amortise these two algorithms. We use a standard approach called the tail trick that was already used in [9–11].

#### 5.1 De-amortised algorithm with a delay

First, note that there is an easy way to de-amortise the algorithm of Lemma 16 if we allow delaying the occurrences by $d$ characters. In order to do that, we divide the text into non-overlapping blocks of length $d$, and de-amortise the processing time of a block over the next block, by running $\Theta(k + \log d)$ steps of the computation per character. We will need to memorize the occurrences that end at the last $2d$ positions of the text, but this requires only $\mathcal{O}(d)$ space and we can afford it.

We now show how to de-amortise the algorithm for Case 1 of Lemma 17. This time, we will not need the delay. The only step of the algorithm that requires de-amortisation is updating $L$ and $D$. We can de-amortise this step in a standard way. Namely, we de-amortise the time we need for an update by running $\Theta(k \log d)$ steps of the computation per each of the next $d$ characters of text. We also maintain the sketches of the $2d$ longest prefixes of the text in a round-robin fashion using $\tilde{O}(kd)$ space and $\mathcal{O}(k)$ time. If we need to extract the
sketch of some suffix of $L$ before the update is finished, we use the previous version of the data structure and the sketches of the $2d$ latest suffixes of the text to compute the required values using Lemma 8.

Finally, we show how to de-amortise the algorithm of Case 2 of Lemma 17, again with a delay of $d$ characters. Recall that this algorithm first finds the $k$-mismatch occurrences of the suffixes $P_i[|P_i| - |\tau_i'|, |P_i|]$ using an algorithm similar to the algorithm for Case 1 of Lemma 17, which can be de-amortised with no delay as explained above, and then tests these occurrences using the algorithm of Section 4.1, which can be de-amortised with a delay of $d$ characters. Importantly, there are at most $d$ occurrences that need to be tested per $d$ characters, so we can memorize them until we can test them. The claim follows.

### 5.2 Removing the delay

We now show how to remove the delay. Recall that we assume the patterns to have lengths larger than $3d$. We partition each pattern $P_i = H_i Q_i$, where $Q_i$ is the suffix of $P_i$ of length $d$, and $H_i$ is the remaining prefix. The idea is to find occurrences of the prefixes $H_i$ and of the suffixes $Q_i$ independently, and then to see which of them form an occurrence of $P_i$.

As above, we have three possible cases: the $k$-period of $H_i[|H_i| - 2d + 1, |H_i|]$ is larger than $d$; the $k$-period of $H_i$ is at most $d$; the $k$-period of $H_i$ is larger than $d$ but the $k$-period of $H_i[|H_i| - 2d + 1, |H_i|]$ is at most $d$.

In the second case, we do not need to change much. For the current position $r$ of the text we consider the largest $j \cdot d$ such that $r - j \cdot d \geq d$ and define $L$ to be the longest suffix of $T[j \cdot d - m + 1, j \cdot d]$ such that its $2k$-period is at most $d$. We store the $k$-errata tree on the reverses of $P_i = H_i Q_i$ and run the de-amortised algorithm described in the previous section that maintains the suffix $L$. Any $k$-mismatch occurrence of a pattern $P_i$ is fully contained in the concatenation of $L$ and a suffix of the text of length $3d$, and therefore we can find all such occurrences using the $k$-errata tree as above.

We now explain how we remove the delay in the first and third cases. To find the occurrences of $Q_i$ we use the streaming algorithm of Lemma 9. To find the occurrences of $H_i$ we use the de-amortised version of the algorithm of Lemma 16 or of Lemma 17, as appropriately, that report the occurrences with a delay of at most $d$ characters. It means that at the time when we find an occurrence of $Q_i$, the corresponding occurrence of $H_i$ is already reported, so it is easy to check whether they form an occurrence of $P_i$. The only technicality is that we need to store the occurrences of $H_i$ that we found while processing the last $d$ characters of the text.

To this end, we use a dynamic hashing scheme [15]. The scheme allows to store a dynamic dictionary in linear space and with high probability guarantees constant look-up and update times. The answers to the look-up queries are always correct. Note that we can modify the data structure slightly to have constant time per operation if we allow the answers to be correct only with high probability (which we can afford), namely, if an operation takes too much time, we can simply abandon it.

We use the scheme for each of the last $d$ positions of the text. Namely, consider a position $p$ of the text and suppose that we found a set of $k$-mismatch occurrences of the prefixes $H_i$ that end at $p$. Consider one of the prefixes, $H_i$, and let the Hamming distance between a prefix $H_i$ and the text be $h \leq k$. Recall that by Fact 23 there are $\mathcal{O}(\log^k d)$ nodes of the $k$-errata tree labelled by $Q_i$. For each such node $u$ of the $k$-errata tree, we insert a pair $(u, h)$ into the dictionary. In case we insert a pair $(u, h)$ several times for different prefixes $H_i$’s, we associate $(u, h)$ with the set of such prefixes. Note that at any moment the total size of the dictionaries is $\tilde{\mathcal{O}}(d \log^k d)$ as each of the patterns $H_i$ has at most one $k$-mismatch occurrence over each $d$ consecutive positions of the text.
Suppose we are at a position $p$ of the text and we have run a dictionary look-up query and found the $O(\log^4 d)$ nodes in the tries of the $k$-errata tree corresponding to the suffixes $Q_i$ that occur at this position with at most $k$ mismatches. For each such node $u$ we know the Hamming distance $h'$ between the occurrences and the text. We then go to the dictionary at the position $(p - 2d)$ and look up pairs $(u, k - h'), (u, k - h' - 1), \ldots, (u, 0)$. If they are in the dictionary, we report all $H_i$'s associated with these pairs. This step takes $O(k \log^4 d + \text{occ})$ time.

6 Proof of Lemma 3 – space lower bound

In the communication complexity setting the Index problem is stated as follows. We assume that there are two players, Alice and Bob. Alice holds a binary string of length $n$, and Bob holds an index $i$ encoded in binary. In a one-round protocol, Alice sends Bob a single message (depending on her input and on her random coin flips) and Bob must compute the $i$-th bit of Alice’s input using her message and his random coin flips correctly with probability $> 2/3$.

The length of Alice’s message (in bits) is called the randomised one-way communication complexity protocol for the Index problem as follows. Lemma 3 follows.

Given a streaming algorithm for dictionary matching with $k$ mismatches, we can construct a randomised one-way communication complexity protocol for the Index problem as follows. As above, let $d$ be the size of the dictionary, and assume that $n = kd$. Split Alice’s string into $d$ blocks of length $k$. Let $\#, \$, $\$, \$, $\$ be distinct characters different from $\{0, 1\}$. For the $j$-th block $B_j$ create a string $P_j = (\$)_{j=1}^{k+1} \$ $B_j$, where $(\$)_{k+1}$ means that we repeat the character $\$ $(k + 1)$ times. For Bob’s input $i = k \cdot q + r$ we create a string $T$ which is equal to $(\$)_{k+1}$ concatenated with a string of length $k + 1$ obtained from $(\$)_{k+1}$ by changing the $(r + 1)$-th bit to 0. A streaming dictionary matching with $k$ mismatches for the set of patterns $P_i$ and $T$ will output a $k$-mismatch occurrence of $B_q$ at the position $2k + 2$ of the text iff the $r$-th bit of Alice’s input is equal to 0. Therefore, if Alice preprocesses $P_j$ as in the streaming algorithm and sends the result to Bob, Bob will be able to continue to run the streaming algorithm on $T$ to decide the $i$-th bit of Alice’s input. Therefore, the lower bound for communication complexity of the Index problem is a space lower bound for any streaming algorithm for dictionary matching with mismatches. Lemma 3 follows.
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A Proof of Lemma 11 – randomised $k$-errata tree

We will first remind the definition of the $k$-errata tree of Cole et al. [12], and then show a randomised implementation of this data structure.

A.1 Reminder: the $k$-errata tree

Consider a dictionary $D$ of $d$ patterns of maximal length $m$. We start with the compact trie $T$ for the dictionary $D$, and decompose it into heavy paths.

Definition 22. The heavy path of $T$ is the path that starts at the root of $T$ and at each node $v$ on the path branches to the child with the largest number of leaves in its subtree (heavy child), with ties broken arbitrarily. The heavy path decomposition is defined recursively, namely, it is defined to be a union of the heavy path of $T$ and the heavy path decompositions of the off-path subtrees of the heavy path.

During the recursive step, we construct a number of new compact tries. For each heavy path $H$, and for each node $u \in H$ consider the off-path trees hanging from $u$. First, we create a vertical substitution trie for $u$. Let $a$ be the first character on the edge $(u, v) \in H$. Consider an off-path tree hanging from $u$, and let $b \neq a$ be the first character on the edge from $u$ to this tree. For each pattern in this off-path tree, we replace $b$ by $a$. We consider a set of patterns obtained by such a substitution for all off-path trees hanging from $u$ and build a new compact trie for this set. Next, we create horizontal substitution tries for the node $u$. We create a separate horizontal substitution trie for each off-path tree hanging from $u$. To do so, we take the patterns in it and cut off the first characters up to and including the first character on the edge from $u$ to this tree, and then build a compact trie on the resulting set of patterns. To finish the recursive step we build the $(k-1)$-errata trees for each of the new vertical and horizontal tries.

From the construction, it follows that the $k$-errata tree is a set of compact tries, and each string $S$ in the tries originates from a pattern in the dictionary $D$. We mark the end of the path labelled by $S$ by the id of the pattern it originates from.

Queries. A dictionary look-up with $k$ mismatches for a string $Q$ is performed in a recursive way as well. We will make use of a procedure called PrefixSearch. This procedure takes three arguments: a compact trie, a starting node $u$ (or a position on an edge) in this trie, and a query string $Q'$, and must output a pointer to the end of the longest path starting at $u$ and labelled by a prefix of $Q'$. For the purposes of recursion, we introduce a mismatch credit –
the number of mismatches that we are still allowed to make. We start with the mismatch
credit $\mu = k$. The algorithm first runs a \texttt{PrefixSearch} in the trie $T$ for the query string $Q$
starting from the root. If $\mu = 0$ and the path is labelled by $Q$, the algorithm returns the ids
of the patterns in $D$ that are associated with the end of the path. Otherwise, we consider the
heavy paths $H_1, H_2, \ldots, H_j$ traversed by the \texttt{PrefixSearch}. Let $u_i$ be the position where the
\texttt{PrefixSearch} leaves the heavy path $H_i$, $1 \leq i \leq j$. Note that for $i < j$, $u_i$ is necessarily a node
of $T$, and for $i = j$ it can be a position on an edge. We can divide all the patterns in $D$ into
four groups: (I) Patterns hanging off some node $u$ in a heavy path $H_i$, where $u$ is located
above $u_i$, $1 \leq i \leq j$; (II) Patterns in the subtrees of $u_i$’s children not in the heavy path $H_{i+1}$, for
$1 \leq i < j$; (III) Patterns in the subtree of the position in $H_j$ that is just below $u_j$; (IV) If $u_j$ is a node, then patterns in the subtrees of $u_j$’s children not in the heavy path $H_j$.

We process each of these groups of patterns independently. Consider a pattern $P$ in
group I, and let it hang from a node $u \in H_i$, where $u$ is above $u_i$. Let $\ell$ be the length
of the label of $u$, then $Q$ and any pattern $P$ in this subtree have a mismatch at the position
$\ell + 1$. When creating vertical substitution tries, we removed this mismatch. Therefore, we
can retrieve all such patterns that are at the Hamming distance $\leq k$ from $Q$ by running the
algorithm recursively with mismatch credit $\mu - 1$ in the $(k - 1)$-errata tree that we
created for the vertical substitution trie for the node $u$. The patterns of groups II and IV are
processed in a similar way but using the $(k - 1)$-errata trees for the horizontal substitution
trees. Finally, to process the patterns of group III, we run the algorithm with mismatch
credit $\mu - 1$ starting from the position that follows $u_j$ in $H_j$.

This algorithm correctly retrieves the subset of the patterns in $D$ that are at Hamming
distance $\leq k$ from $Q$ but can be slow as it makes many recursive calls. Cole et al. showed
that the number of recursive calls can be reduced to logarithmic by introducing grouping on
the substitution tries. In more detail, for each heavy path we consider its vertical substitution
tries and build a weight-balanced tree, where the leaves of the weight-balanced tree are the
vertical substitution tries, in the top-down order, and for each node of the tree, we create a
new trie by merging the tries below it. For each of these group vertical substitution tries
we build the $(k - 1)$-errata tree. We group the horizontal substitution tries in a similar
way, namely, we consider each node $u$ and build a weight-balanced tree on the horizontal
substitution tries that we created for the node $u$.

\textbf{Fact 23} (Cole et al. [12]). The id of any pattern in $D$ occurs in the compact tries of the
$k$-errata tree $O(|\log^k d|)$ times, and as a corollary the total size of the tries is $O(d |\log^k d|)$.

To speed up the algorithm, we search a logarithmic number ($O(|\log d|)$) of group substitution
tries instead of searching each substitution trie individually. In total, we run $O(|\log^k d|)$
\texttt{PrefixSearch} operations.

\textbf{Remark 24.} We will use the $k$-errata tree to retrieve the patterns that are within Hamming
distance $k$ from the query string $Q$ or from one of its prefixes. Recall that we mark each
node of the $k$-errata tree corresponding to an end of a dictionary pattern. Furthermore,
during the preprocessing step, we compute a pointer from each node to its nearest marked
ancestor. At the end of each \texttt{PrefixSearch} we follow the pointers and retrieve the patterns
corresponding to the marked nodes between the end and the start of the \texttt{PrefixSearch}. The
number of the \texttt{PrefixSearch} operations that we perform does not change.

It remains to explain how we perform the \texttt{PrefixSearch} operations. Cole et al. gave a
deterministic implementation of \texttt{PrefixSearch} that requires $O(md)$ extra space and $O(m)$
time of preprocessing, which is too much for our purposes. In the next section, we will show
a randomised implementation of \texttt{PrefixSearch} which requires both less space and less time.
A.2 Randomised implementation of the k-errata tree

Recall from above that the k-errata tree is a collection of compact tries. In the randomised version of the k-errata tree, we replace each of them with a z-fast trie (see Fact 10). We also store the k-mismatch sketch of the label of every node of the tries, which requires $\tilde{O}(kd \log^k d)$ space in total.

We now explain how we answer dictionary look-up with $k$ mismatches. Recall that each dictionary look-up with $k$ mismatches is a sequence of calls to the PrefixSearch procedure, and therefore it suffices to give an efficient implementation of PrefixSearch. We first explain how to implement this operation if it starts at the root of some compact trie of the k-errata tree. Assuming that we can retrieve the Karp–Rabin fingerprint of any substring of $Q$ in $O(1)$ time, Fact 10 immediately implies that a PrefixSearch starting at the root of a compact trie can be implemented in $O(\log m)$ time. Note that if the end of the PrefixSearch is a position on an edge of the trie, then the functionality of the z-fast tries will allow us retrieving only the edge this position belongs to, but not the position itself. As we show below, it is sufficient for our purposes.

We now give an implementation of a PrefixSearch starting at an arbitrary position of a compact trie by reducing it first to a PrefixSearch that starts at a node of the trie and then to a PrefixSearch that starts at the root of the trie. We first show a reduction from a PrefixSearch that starts at an arbitrary position on an edge to a PrefixSearch that starts at a node. As we explained above, we might know the edge this starting position belongs to, but not the position itself. However, from the description of the query algorithm in Section A.1 it follows that the algorithm will continue along the edge by running PrefixSearch operations until it either runs out of the mismatch credit or reaches the lower end of the edge. We will fast-forward to the lower end of the edge using the k-mismatch sketches. Namely, let $Q'$ be the query string when we entered the current tree (note that we do not change the tree when retrieving patterns of group III). Importantly, the string $Q'$ is a suffix of $Q$. We want to check whether we can reach the lower end of the edge and not run out of the mismatch credit. In other words, we want to compare the number of mismatches between the label $S$ of the lower end of the edge and the prefix $S'$ of $Q'$ of length $|S|$, and the mismatch credit. We use the k-mismatch sketches for this task. We store the sketch of $S$, and the sketch of $S'$ can be computed in $\tilde{O}(k)$ time as it is a substring of $Q$. Having computed the sketches, we can compute the Hamming distance between $S$ and $S'$ using Lemma 7. If the Hamming distance is larger than the available mismatch credit, we stop, otherwise, we continue the PrefixSearch from the lower end of the edge.

Finally, we show an implementation of a PrefixSearch for a string $Q'$ that starts at a node $u$ of a trie. Let $S$ be the label of $u$. Our task is equivalent to performing a PrefixSearch starting from the root of a trie for a string $SQ'$. Recall that Fact 10 assumes that we can extract the Karp–Rabin fingerprints of any prefix of $SQ'$. We do not know the Karp–Rabin fingerprints of the prefixes of $SQ'$, but we can compute them as follows. First, we use the k-mismatch sketches similar to above to compute the at most $k$ mismatches that occurred on the way from the root of the trie to $u$. After having computed the mismatches, we can compute any of the fingerprints in $\tilde{O}(k)$ time by taking the fingerprint of the corresponding substring of $Q$ and “fixing” it in at most $k$ positions.

So, we can answer a dictionary look-up with $k$ mismatches query in $\tilde{O}(k \log^k d + occ)$ time, and to compute the mismatches for each of the retrieved patterns in $\tilde{O}(k)$ time per pattern if requested.
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1 Introduction

One of the major tasks in processing data streams is trend analysis. In this work, we focus on a specific representative trend of streaming data, namely, periodicity. The motivation for analyzing the periodicity trend is that it can be used for detecting anomalies in streams, for example, in streams of financial data.

The study of periodicity in data streams was initiated by Ergün et al. in [20]. For a stream of length \( n \), they showed a one-pass streaming algorithm to compute the length of the shortest period of the stream in polylogarithmic space assuming that the length of the period is at most \( n/2 \). On the other hand, they showed that there is no sublinear-space algorithm for computing periods of length larger than \( n/2 \). Motivated by real-life applications, where data streams are almost never exactly periodic, this work was later extended to allow approximate periods with mismatches and wildcards [18,19].

We consider a different relaxation of the notion of periods, that of quasi-periodicity. Quasi-periodicity has been extensively studied in the RAM model of computation, starting from the early works of Apostolico and Ehrenfeucht [7], and by now is a well-established approach to detecting repetitive structure of a string when the classical definition of periodicity fails. There are two basic definition of quasi-periods that allow detecting different kinds of repetitive structure of a string: covers and seeds. Informally, a cover of a string \( T \) is a substring \( C \) of \( T \) such that every position of \( T \) lies within some occurrence of \( C \). A string \( S \) is said to be a seed of \( T \) if \( S \) is a cover of some string containing \( T \) as a substring. The shortest cover and the shortest seed of a string can be computed in linear time; see [8] and [30,31].
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a much older $O(n \log n)$-time algorithm [27]), respectively. Other works include computing all covers [37, 38] and shortest covers of all prefixes of a string [2, 11, 34]; left and right seeds being notions intermediate between covers and seeds [14, 16]; combinatorial studies on covers [3, 15]; computing approximate quasi-periodicities called enhanced covers [1, 22], partial covers [32, 36], partial seeds [33], approximate covers [4–6, 39], approximate seeds [13], and other variations [25, 35]; as well as quasi-periodicities that consist of multiple strings, called λ-seeds, k-seeds, and λ-seeds [17, 23, 24, 26, 41].

In this work, we commence a study of quasi-periodicity in streams. Recall that in the streaming model of computation, the input arrives as a stream, one character at a time, and we must account for all the space used, including the space used to store the input. We show two streaming algorithms for computing the shortest cover of a string of length $n$. We start by showing a two-pass algorithm that uses $O(\log^2 n)$ space (Section 3, Theorem 12) and then show a one-pass streaming algorithm that uses $O(\sqrt{n \log n})$ space (Section 4, Theorem 18). Both algorithms run in near-linear time. The algorithms are randomized and compute the answer incorrectly with probability inverse-polynomial in $n$. We also show that there is no sublinear-space one-pass streaming algorithm for computing the shortest seed of a string (Section 6).

2 Preliminaries

We assume that the characters of a string $T$ are numbered 1 through $|T|$. By $T[i]$ we denote the $i$-th character of $T$ and by $T[i, j]$ we denote $T[i] \ldots T[j]$ which we call a substring of $T$. If $i = 1$, the substring $T[i, j]$ is called a prefix of $T$, and if $j = |T|$, a suffix of $T$. For strings $T$ and $X$, we denote $\text{Occ}_T(X) = \{i : T[i, i + |X| - 1] = X\}$.

2.1 Periods and quasi-periods

Definition 1 (Periods, borders). We say that a positive integer $p$ is a period of a string $T$ if $T[i] = T[i + p]$ for all $i = 1, \ldots, |T| - p$. By $\text{per}(T)$ we denote the smallest period of $T$. The string $T$ is called periodic if $2 \text{per}(T) \leq |T|$. We say that a string $B$ is a border of $T$ if $B$ is both a prefix and a suffix of $T$.

Lemma 2 (Fine and Wilf’s periodicity lemma [21]). If a string $Q$ has two periods $p$ and $q$ and $p + q \leq |Q|$, then $Q$ also has a period $\gcd(p, q)$.

Let $\text{Occ}_T(X) = \{a_1, \ldots, a_m\}$ such that $a_1 < \cdots < a_m$. We say that $a_j, \ldots, a_k$, for $1 \leq j \leq k \leq m$, form a chain of occurrences of $X$ in $T$ if for every $i = j + 1, \ldots, k$, we have $a_i - a_{i-1} \leq \lfloor |X|/2 \rfloor$. A chain is called maximal if $k = m$ or $a_{k+1} - a_k > |X|/2$.

Corollary 3 (of Lemma 2). Every chain of occurrences of $X$ in $T$ is an arithmetic progression with difference $\text{per}(X)$.

Proof. Assume to the contrary that $a_i - a_{i-1} \neq \text{per}(X) = d$ for some chain $a_j, \ldots, a_k$ and $j < i \leq k$. Then $a_i - a_{i-1}$ is a period of $X$. By the periodicity lemma, it is a multiple of $d$. Hence, $a_{i-1} + d \in \text{Occ}_T(X)$, a contradiction. △

For a set of integers $A = \{a_1, \ldots, a_m\}$, $a_1 < a_2 < \cdots < a_m$, by $\text{maxgap}(A)$ we denote the maximum distance between consecutive elements of $A$: $\text{maxgap}(A) = \max\{a_i - a_{i-1} : i = 2, \ldots, m\}$.
We say that a string \( C \) is a cover of a string \( T \) if
\[
\maxgap(\text{Occ}_T(C)) = |C|.
\]
We say that a string \( C \) is a seed of \( T \) if \( |C| \leq |T| \) and \( C \) is a cover of some string containing \( T \) as a substring.

**Definition 4 (Covers, seeds).** A string \( C \) is a cover of a string \( T \) if
\[
\text{maxgap}(\text{Occ}_T(C) \cup \{-|C| + 1, |T| + 1\}) = |C|.
\]

**Example 5.** \( aaba \) is the shortest cover and \( aba \) is a shortest seed of \( aabaabaa \).

**Observation 6.** Any cover of a string \( T \) is a border of \( T \). Moreover, the shortest cover of \( T \) is not periodic.

### 2.2 Reminder: Streaming pattern matching

**Definition 7 (Rabin–Karp fingerprint [28, 40]).** The Rabin–Karp fingerprint of a string \( X = X[1] \ldots X[\ell] \) is defined as
\[
\phi(X) = (\sum_{i=1}^{\ell} X[i] \cdot r^i) \mod p,
\]
where \( p \) is a prime and \( r \) is a random integer in \( \mathbb{F}_p \). We assume that together with the Rabin–Karp fingerprint we store \( r^\ell \mod p \) and \( r^{-\ell} \mod p \).

If we choose \( p \) to be large enough, then the collision probability of any two \( \ell \)-length strings \( X \) and \( Y \), where \( \ell \leq n \), will be at most \( 1/n^{O(1)} \) [28, 40]. We will also need the following fact which follows immediately from the definition.

**Fact 8.** Let \( X, Y \) be two strings and \( Z = XY \) be their concatenation. From the Rabin–Karp fingerprints of two of the strings \( X, Y, Z \) one can compute the Rabin–Karp fingerprint of the third string in \( O(1) \) time using the formula:
\[
\phi(Z) = (\phi(X) + r^{|X|} \cdot \phi(Y)) \mod p.
\]

**Corollary 9.** Let \( X \) be a string and \( Z = X^\alpha \) be the \( \alpha \)-th power of \( X \) for positive integer \( \alpha \), i.e. the concatenation of \( \alpha \) copies of \( X \). From the Rabin–Karp fingerprint of \( X \) one can compute the Rabin–Karp fingerprint of \( Z \) in \( O(\log \alpha) \) time.

We recall the main idea of the streaming pattern matching algorithm by Porat and Porat [40] in a simplified form by Breslauer and Galil [12]. The algorithm takes as an input a pattern \( Q \) and a streaming text \( T \) of length \( n \), and outputs all occurrences of \( Q \) in \( T \). The algorithm is randomized and can output an incorrect answer with probability inverse-polynomial in \( n \). It uses \( O(\log |Q|) \) space and takes \( O(\log |Q|) \) time per text character.

We assume that the algorithm receives the pattern first, in a form of a stream, and computes the Rabin–Karp fingerprints of \( Q \) and of the prefixes \( Q[1, 2^j] \) for all \( j \). During the main stage, the algorithm stores \( O(\log |Q|) \) levels of positions of \( T \). Positions in level \( j \) are occurrences of \( Q[1, 2^j] \) in the suffix of the current text \( T \) of length \( 2^{j+1} \). The algorithm stores the Rabin–Karp fingerprints of the prefixes of \( T \) up to each of these positions. If there are at least \( 3 \) such positions at one level, then, by the periodicity lemma, all the positions form a chain (that is, a single arithmetic progression with difference \( \text{per}(Q[1, 2^j]) \)); see Corollary 3. This allows storing the aforementioned information very compactly, using only \( O(\log |Q|) \) space in total. Finally, the algorithm stores the Rabin–Karp fingerprint of the current text. When a new character \( T[i] \) arrives, the algorithm considers the leftmost position \( \ell_j \) in each level \( j \). If \( i - \ell_j + 1 \) is smaller than \( 2^{j+1} \), the algorithm does nothing. Otherwise if the fingerprints imply that \( \ell_j \) is an occurrence of \( Q[1, 2^{j+1}] \), the algorithm promotes it to the next level, and if \( \ell_j \) is not an occurrence of \( Q[1, 2^{j+1}] \), the algorithm discards it. When a position reaches the level \( j = \lfloor \log |Q| \rfloor + 1 \), which corresponds to the whole pattern \( Q \), it is an occurrence of \( Q \) and the algorithm outputs it. For more details, see [40].
3 Two-pass algorithm for shortest cover

In this section we give a two-pass streaming algorithm for computing the length of the shortest cover of a stream $T$ of given length $n$. We start with the following simple observation.

Lemma 10. There is a streaming algorithm that checks if $T$ ($|T| = n$) has a cover of length $\ell$ in $O(\log \ell)$ space and $O(1)$ time per character. The algorithm is randomized and has error probability inverse-polynomial in $n$.

Proof. We apply the streaming pattern matching algorithm [12] to compute the subsequent elements of the set $A = \text{Occ}_T(T[1, \ell])$. It suffices to check if

$$\maxgap(A \cup \{-\ell + 1, n + 1\}) \leq \ell.$$  

In the first pass of the algorithm, we identify $O(\log n)$ candidates for the length of the shortest cover. In the second pass, we apply Lemma 10 to verify the candidates.

For a positive integer $x$, let $I(x) = [x, \frac{3}{2} x)$. Let us consider a sequence $x_1, x_2, \ldots, x_r$ of length $r = O(\log n)$ such that $\{1, \ldots, n\} \subseteq \bigcup_{i=1}^r I(x_i)$. From now on let us focus on a single $x = x_i$. In the first pass, our goal is to find a candidate for the shortest cover of length in the interval $I(x)$. To this end, we run streaming pattern matching for $X = T[1, x]$ in $T$. We choose the candidate using the following algorithm:

Algorithm 1: Find-Candidate($x$).

1. Find the maximal chain of occurrences of $X = T[1, x]$ in $T$ that starts at position 1.
   Let $d$ be its length.
2. Let $i \in \text{Occ}_T(X)$ be the last position that starts a maximal chain of occurrences of length $d$. Choose $n - i + 1$ as the candidate.
   If the candidate is outside the interval $I(x)$, we discard it.

Lemma 11. If the shortest cover $C$ of $T$ ($|T| = n$) has length $|C| \in I(x)$, then $|C| = n - i + 1$ where $i$ is the last position that starts a maximal chain of occurrences of $X$ of length $d$ and $d$ is the length of the maximal chain of occurrences of $X$ that contains position 1.

Proof. Let $a_1, \ldots, a_d$ be the maximal chain of occurrences of $X$ in $T$ that starts with $a_1 = 1$. Corollary 3 asserts that every chain is an arithmetic progression with difference $\text{per}(X)$. Hence, by Observation 6, $|C| \geq a_d + x - 1$ ($|C| > a_d + x - 1$ if $d > 1$), so $C$ contains the whole chain. Clearly, any occurrence of $C$ at position $j$ in $T$ implies a chain of length at least $d$ starting at $j$. Moreover, it is easy to show that in this case the maximal chain starting at position $j$ has length exactly $d$. Indeed, assume to the contrary that it has length at least $d + 1$ and $j'$ is its $(d + 1)$-th element. If $j' + x - j \leq |C|$, then this would imply that the chain starting at position 1 also has length at least $d + 1$. Otherwise, $C$ would be periodic with period $\text{per}(X)$, contradicting Observation 6.

Let $i' < i$ be two positions where a maximal chain of length $d$ starts. We will show that $i'$ cannot be the last occurrence of $C$. Then $i - i' > \frac{x}{2}$, so $n - i' + 1 > n - i + 1 + \frac{x}{2} \geq \frac{3}{2} x$. Hence, $n - i' + 1 \notin I(x)$. This shows that only the last position where a maximal chain of length $d$ starts may be the last occurrence of the shortest cover of length in $I(x)$.  

\[\]
**Theorem 12.** The length of the shortest cover of a string of length $n$ can be computed by a two-pass streaming algorithm which uses $O(\log^2 n)$ space and $O(n \log n)$ time in each pass. The algorithm is randomized and has error probability inverse-polynomial in $n$.

**Proof.** In the first pass we run Find-Candidate($x_i$) for each $i = 1, \ldots, r$. The algorithm requires only $O(1)$ time and space in addition to the streaming pattern matching algorithm [12] for pattern $X_i = T[1, x_i]$ in text $T$. Indeed, at each moment it suffices to store the rightmost inclusion-maximal chain of occurrences of $X_i$, represented in $O(1)$ space as an arithmetic sequence. We compute the length $d$ of the first chain. Afterwards, when a chain ends, we can compute the $d$-th element from its end (if any) and store it until the next such element is encountered.

This produces at most $r = O(\log n)$ candidates for the length of the shortest cover. In the second pass, we use Lemma 10 to verify them. The complexities of the algorithm follow. The error probability follows from the union bound.

---

### 4 One-pass algorithm for shortest cover

In this section we give a one-pass streaming algorithm for computing the length of the shortest cover of a stream $T$ of given length $n$. It consists of two processes that we run in parallel. The first one finds the length of the shortest cover if it is at most $\sqrt{n \log n}$ and the second if it is greater than $\sqrt{n \log n}$.

#### 4.1 Covers of small length

Our first algorithm computes the length of the shortest cover if it is at most $\sqrt{n \log n}$. It is based on the online algorithm of Breslauer [11] which we briefly recall below.

**Definition 13 (Super-primitivity).** A string is called **super-primitive** if it is equal to its shortest cover.

The algorithm makes use of three arrays $B, C, R$, where $B[i]$ is the length of the longest proper border of the prefix $T[1, i]$, $C[i]$ is the length of the shortest cover of $T[1, i]$, and $R[i]$ is not defined if $T[1, i]$ is not super-primitive and otherwise stores the length of the longest prefix of $T$, up to the latest arrived character $T[k]$, such that $T[1, i]$ is its cover. In the end, $C[n]$ contains the length of the shortest cover of the text.

The algorithm applies the Knuth–Morris–Pratt algorithm [29] that computes $B$ in $O(n)$ space and time.

---

**Algorithm 2: Compute-Shortest-Cover.**

1. for $k = 1$ to $n$ do
   - $B[k] =$ the length of the longest proper border of $T[1, k]$
   - if $B[k] > 0$ and $R[C[B[k]]] \geq k - C[B[k]]$ then
     - #If the shortest cover of $B[k]$ covers $T[1, k]$
     - #then it is the shortest cover of $T[1, k]$
     - $C[k] = C[B[k]]$; $R[C[k]] = k$
   - else #If $B[k] = 0$ or $C[B[k]]$ does not cover $T[1, k]$, then $T[1, k]$ is
     - #super-primitive
     - $C[k] = k$; $R[k] = k$
We now explain our streaming algorithm that computes the length of the shortest cover if it is at most $\sqrt{n \log n}$. Similar to the algorithm of Breslauer, it uses three arrays $B'$, $C'$, and $R'$. $B'[i]$ is defined to be the largest $0 \leq i' \leq \sqrt{n \log n}$, $i' < i$, such that $T[1,i]$ has a border of length $i'$. $C'[i]$ is the length of the shortest cover of $T[1,i]$ if it is at most $\sqrt{n \log n}$ (and otherwise undefined), and $R'[i]$, for $1 \leq i \leq \sqrt{n \log n}$ is not defined if $T[1,i]$ is not super-primitive and otherwise stores the length of the longest prefix of $T$, up to the latest arrived character $T[k]$, such that $T[1,i]$ is its cover.

Our algorithm proceeds exactly as the algorithm of Breslauer except that it uses $C'$, $R'$, $B'$ instead of $C, R, B$. To compute $B'$, we use the following straightforward corollary of [29].

> Corollary 14 (of Knuth, Morris, Pratt [29]). There is a (deterministic) streaming algorithm that computes $B'$ using $O(\sqrt{n \log n})$ space and $O(n)$ time.

**Proof.** We take as a basis the Knuth–Morris–Pratt algorithm. We then note that to compute $B'[k]$ it suffices to know only $B'[k-1]$ and the first $\sqrt{n \log n}$ entries of the array $B'$. The complexities follow.

Let $T[k]$ be the last arrived character of $T$. The algorithm first computes $B'[k]$. If $B'[k] > 0$, it checks if the shortest cover of $T[1,B'[k]]$ covers $T[1,k]$ (using the condition $R'[C'[B'[k]]] \geq k - C'[B'[k]]$) and, if so, sets $C'[k] = C'[B'[k]]$ and $R'[C'[k]] = k$. Otherwise, if $k \leq \sqrt{n \log n}$, it sets $C'[k] = R'[k] = k$, else it leaves $C'[k]$ undefined. The final answer is $C'[n]$.

The algorithm uses $O(\sqrt{n \log n})$ space and $O(n)$ time in total. We now argue that the algorithm is correct. From Observation 6 it follows that any cover of $T[1,k]$ must be its border. That is, the only possible candidates for the shortest cover of $T[1,k]$ that have length $\leq \sqrt{n \log n}$ are the borders of $T[1,k]$ of length $\leq \sqrt{n \log n}$. Correctness of our algorithm for the case $B'[k] = 0$ follows. For the case $B'[k] > 0$ we use the following claim:

> Fact 15 (Breslauer [11]). If a string $W$ is a cover of a string $Z$, and another string $V$, such that $|W| \leq |V|$, is a border of $Z$, then $W$ is a cover of $V$. Hence, if a string $Z$ has two covers $W$ and $V$, such that $|W| \leq |V|$, then $W$ is a cover of $V$.

It follows that if the length of the shortest cover of $T[1,k]$ is at most $\sqrt{n \log n}$, then it is the length of the shortest cover of $T[1,B'[k]]$, which concludes the proof.

### 4.2 Covers of large length

We now give an algorithm that computes the length of the shortest cover of $T$ if it is larger than $\sqrt{n \log n}$. Let $x_1, \ldots, x_r$ and $I(x)$ be defined as in Section 3. For all $x_{r+1} > \sqrt{n \log n}$, we seek for the shortest cover of length in $I(x_i)$ (if any). From now on we focus on a single $x = x_i$. Let $X = T[1,x]$.

Let $a$ be the last element of the maximal chain of occurrences of $X$ in $T$ that starts at position 1 and $x' = a + x - 1$, $X' = T[1,x']$. We obtain the following lemma as a corollary of Lemma 11.

> Lemma 16. If the shortest cover $C$ of $T$ has length $|C| \in I(x)$, then $\max \text{Occ}_T(C) = \max \text{Occ}_T(X')$.

**Proof.** It suffices to note that the last position that starts a maximal chain of occurrences of $X$ of length $d$ is exactly the last occurrence of $X'$. Indeed, any occurrence of $X'$ starts a chain of occurrences of $X$ of length at least $d$ (and conversely). If the length of the chain was greater than $d$, then $X'$ would also occur $\text{per}(X)$ positions later.
In the beginning, we compute the maximal chain of occurrences of \( X \) in \( T \) that starts at position 1 and compute \( x' \) and \( \varphi(X') \). We then continue with streaming pattern matching to find all occurrences of \( X' \) in \( T \). We note that we can do the preprocessing for the streaming pattern matching algorithm simultaneously with computing \( X' \).

One small technical difficulty here is that \( x' \) is known only once we know that the initial chain of occurrences of \( X \) does not extend, which can take place at position \( x' + \frac{x}{2} \). To overcome this, whenever a new occurrence of \( X \) in the chain is found, say at position \( j \), we assume that \( x' = j + x - 1 \) and start the pattern matching algorithm for \( X' = T[1, x'] \). If the next occurrence in the same chain is found, \( x' \) is overwritten. Note that the pattern matching algorithm for \( X' \) always looks for occurrences of prefixes of \( X' \) of lengths being powers of two, so it can be easily updated when the chain is extended.

We use the following key observation.

> Observation 17. For every maximal chain of occurrences of \( X' \) in \( T \), only the last position in it can be an occurrence of the shortest cover \( C \).

\( X' \) can be periodic and there can be many occurrences of \( X' \) in \( T \), but by Observation 17, only the last position in every maximal chain can be an occurrence of \( C \). Occurrences that satisfy this condition are henceforth called relevant. We maintain a stack of relevant occurrences (the topmost one can be non-relevant). When a new occurrence \( p \) of \( X' \) arrives, we check if it is in the same maximal chain at the occurrence in the top of the stack. If it is, we first pop from the stack, and then push \( p \) to the stack (in other words, we replace the occurrence in the top of the stack with \( p \)). Otherwise, we simply push \( p \) to the stack.

Suppose that in the end, the stack contains occurrences \( p_1, p_2, \ldots, p_k \). Let \( l_j = p_j + 1 - p_j \). Note that \( l_j > \frac{x}{2} \) for every \( j = 1, \ldots, k - 1 \), as the relevant occurrences are in different maximal chains. Therefore, there are \( O(n/x) = O(\sqrt{n/\log n}) \) occurrences in total. For each \( p_j \), we memorize the fingerprint \( \varphi(T[1, p_j]) \). By Lemma 16, there is only one possible candidate for the shortest cover in \( I(x) \), the suffix \( C \) of \( T \) that starts at \( p_k \). Then \( \varphi(C) \) can be computed from \( \varphi(T) \) and \( \varphi(T[1, p_k]) \) via Fact 8.

If we have a way to test whether \( p_j \) is a starting position of an occurrence of \( C \), then we can check if \( C \) is a cover of \( T \) using the maxgap. We now explain how we test \( p_j \). If any of the differences \( l_j \) satisfies \( l_j > |C| \), we immediately return NO. If \( l_j = |C| \), we can check whether \( p_j \) is a starting position of an occurrence of \( C \) by computing \( \varphi(T[p_j, p_j + 1]) \) and comparing it with \( \varphi(C) \). From now on, we focus on \( j \) such that \( l_j < |C| \). From \( |C| \leq \frac{x}{2} \), it follows that \( |C| - l_j \leq x' \) and therefore \( |C| - l_j = T[p_j, p_j + 1] + |C| - l_j - 1 = T[1, |C| - l_j] \). Consequently, if we know \( \varphi(T[1, |C| - l_j]) \), we can check whether \( p_j \) is a starting position of an occurrence of \( C \) in \( O(1) \) time in three steps: first, compute \( \varphi(T[p_j, p_j + 1]) = \varphi(T[p_j, p_j + 1 - l_j]) \), second, compute \( \varphi(T[p_j, p_j + |C| - l_j]) \) from \( \varphi(T[p_j, p_j + l_j - 1]) \) and \( \varphi(T[1, |C| - l_j]) \) via Fact 8, and finally, compare \( \varphi(T[p_j, p_j + |C| - l_j]) \) and \( \varphi(C) \). If the fingerprints are equal, \( p_j \) is an occurrence of \( C \) with high probability.

We compute the fingerprints \( \varphi(T[1, |C| - l_j]) \) as follows. Assume that we know the fingerprints \( \varphi(T[1, n - l_j]) \) and recall that \( C \) starts at \( p_k \). By Fact 8, we can compute \( \varphi(T[1, |C| - l_j]) \) for all \( j = 1, 2, \ldots, k - 1 \) from \( \varphi(T[1, p_k - 1]) \). Namely, we compute \( \varphi(T[p_k, n - l_j]) = \varphi(T[1, n - l_j - p_k + 1]) \), and

\[
n - l_j - p_k + 1 = n - p_k + 1 - l_j = |C| - l_j.
\]

We now explain how we compute the fingerprints \( \varphi(T[1, n - l_j]) \). First, consider all \( j \) such that \( n - l_j \geq p_{j+1} + x' - 1 \). Note that since \( l_j < |C| < \frac{x}{2} \) and the distance between any two consecutive positions is greater than \( \frac{x}{2} \), this inequality holds for all \( j \leq k - 4 \):

\[
n - l_j > n - \frac{x}{2} \geq p_k + x' - 1 - \frac{x}{2} > p_{j+1} + (k - j - 1) \frac{x}{2} + x' - 1 - \frac{x}{2} \geq p_{j+1} + x' - 1.
\]
We maintain a balanced BST of all $l_j$. Say that the streaming pattern matching algorithm reports a new occurrence $p$ of $X'$ (which happens when $T[p + x' -1]$ arrives). If the previous occurrence $p_j$ was more than $\frac{1}{2}x$ positions earlier, we assume for now that $p_{j+1} = p$, compute $l_j = p_{j+1} - p_j$ and insert it to the BST. If the previous position $p_j$ was at most $\frac{1}{2}x$ positions earlier, it is popped from the stack, we assume that $p_j = p$ and $l_{j-1}$ is recomputed.

Furthermore, when a new position $i$ of the text arrives, we check whether the BST contains $l_j = n - i$ and, if so, memorize the fingerprint of $T[1,i] = T[1,n-l_j]$. The algorithm will indeed compute $\varphi(T[1,n-l_j])$ for all $j$ such that $n - l_j \geq p_{j+1} + x' - 1$.

It remains to compute $\varphi(T[1,n-l_j])$ for all $j \leq k - 1$ such that $n - l_j < p_{j+1} + x' - 1$. As explained above, this inequality can hold only for $j \in \{k - 3,k - 2,k - 1\}$. We note that, additionally, we have $p_{j+1} \leq n - l_j$. Indeed, from $l_j < |C|$, we have

$$n - l_j \geq n - |C| + 1 = p_k \geq p_{j+1}. $$

For all such $j$ we use a different subroutine. The subroutine is initialised at the position $p_j + x' - 1$ and must output $\varphi(T[1,n-l_j])$ at the position $p_{j+1} + x' - 1$ if $p_{j+1} \leq n - l_j < p_{j+1} + x' - 1$. In Section 5 we will show such a subroutine that takes $O(\log n)$ space and $O(\log n)$ time per character of the text.

We use the subroutine in the following way. When we find a new occurrence $p$ of $X'$ such that $n < p + x' - 1 + 2 \cdot \frac{1}{2}x$, we initialize a new instance of the subroutine. If later we find out that $p$ is not a relevant occurrence, we kill the process. Note that at any time, there will be a constant number of instances of the subroutine running (because the number of survived processes is equal to the number of occurrences $p_j$ satisfying $n < p_j + x' - 1 + 3x$, and every two occurrences $p_j$ are at least $\frac{x}{2}$ positions apart). Therefore, in total this step takes $O(\log n)$ space and $O(\log n)$ time per character.

In conclusion, we can compute $\varphi(T[1,n-l_j])$ for all $j \leq k - 1$ using $O(\sqrt{n/\log n})$ space and $O(\log n)$ time per character of the text.

The whole algorithm for a given $x$ can be stated as below.

1. Perform streaming pattern matching for $X$ in $T$. Compute $x'$ and $X'$.

2. Start streaming pattern matching for $X'$ in $T$:

   # $x'$ can be updated several times due to “guessing”

   - Using a stack, compute subsequent relevant occurrences of $X'$. When occurrence $p_{j+1}$ is found, store $\varphi(T[1,p_{j+1} - 1])$ and insert $l_j = p_{j+1} - p_j$ to a BST.

   # $l_j$ can be updated several times due to “guessing” of $p_{j+1}$

   - When $T[i]$ is read and the BST contains $l_j = n - i$, memorize the fingerprint of $T[1,i] = T[1,n-l_j]$.

   - For every occurrence $p_j$ that satisfies $n < p_j + x' - 1 + 3x$, start the subroutine of Section 5 to compute $T[1,n-l_j]$.

   # If the occurrence turns out not to be relevant, kill the subroutine.

3. When the end of the text is reached:

   - If $l_j > |C|$ for any $j = 1,\ldots,k - 1$, where $C = T[p_k,n]$, return NO.

   - Compute $\varphi(C)$ from $\varphi(T[1,p_k - 1])$ and $\varphi(T)$.

   - Compute $\varphi(T[p_j,p_j + |C| - 1])$ for all $j = 1,\ldots,k - 1$ using $\varphi(T[p_j,p_{j+1} - 1])$ and $\varphi(T[1,n-l_j])$ (if $l_j < |C|$).

   - Let $P = \{p_j : \varphi(T[p_j,p_j + |C| - 1]) = \varphi(C)\}$. If $\maxgap(P \cup \{-|C| + 1,n+1\}) = |C|$, return $|C|$. Otherwise, return NO.

The algorithm uses $O(k + \log n) = O(\sqrt{n/\log n})$ space and spends $O(\log n)$ time per text character, apart from the last position of the text where it spends $O(\sqrt{n/\log n})$ time. Over
all \( x = x_i \) for \( i = 1,\ldots, r \) such that \( \frac{1}{r} x_i > \sqrt{n \log n} \), the algorithm uses \( O(\sqrt{n \log n}) \) space and \( O(n \log^2 n) \) time in total. Combining this algorithm with the algorithm of Section 4.1, we arrive at the following result.

\[ \text{Theorem 18.} \text{ The length of the shortest cover of a string of length } n \text{ can be computed by a one-pass streaming algorithm which uses } O(\sqrt{n \log n}) \text{ space and } O(n \log^2 n) \text{ time in total. The algorithm is randomized and has error probability inverse-polynomial in } n. \]

5 Computing the fingerprint of \( T[1, n - l_j] \) for \( j \in \{k - 3, k - 2, k - 1\} \)

We will show how to solve a more general problem.

\[ \text{Problem 1.} \text{ Let } T \text{ be a streaming text of a given length } n \text{ and } y \leq n \text{ be a positive integer. For some position } \text{start}, y \leq \text{start} \leq n, \text{ when we have read } T[\text{start}], \text{ we are given an integer } z. \text{ Let } \text{len}(q) = z - 2q. \text{ For each } q \text{ such that } T[q, q + y - 1] = T[1, y], \text{ at the moment when we have read } T[y + y - 1], \text{ we are to report } \psi(q) = \varphi(T[q, q + \text{len}(q)]) \text{ provided that } \text{start} \leq q + \text{len}(q) \text{ and } 0 \leq \text{len}(q) < y. \]

If we take \( \text{start} = p_j + x' - 1, y = x', z = n + p_j \), then for \( q = p_j + 1 \) we have \( q + \text{len}(q) = z - q = n + p_j - p_j + 1 = n - j \). We also have \( p_j + x' - 1 = \text{start} \leq q + \text{len}(q) = n - j \) since \( p_j + x' - 1 + l_j = p_j + x' - 1 \leq n \). Finally, we require that \( p_j + 1 \leq n - j < p_j + 1 + x' - 1 \) which translates to \( 0 \leq \text{len}(q) < y \). Therefore, using an algorithm for Problem 1 we can compute \( \varphi(T[p_j + 1 + x' - 1, n - j]) \), and therefore, by Fact 8, \( \varphi(T[1, n - j]) \) from \( \varphi(T[1, p_j + 1 - 1]) \) that is stored by the exact pattern matching algorithm for \( X' \) and \( T \).

We now show an algorithm for Problem 1 that takes \( O(\log n) \) space and \( O(\log n) \) time per character of the text. Denote \( Y = T[1, y] \) and let

\[ \text{Occ}_Y(j) = \{ q \in \text{Occ}_Y(Y[1, 2^j]) \mid \text{start} \leq q + \text{len}(q) \text{ and } 2^j \leq \text{len}(q) + 1 < 2^{j+1} \}. \]

For \( j = \lceil \log y \rceil \), we additionally assume that \( \text{len}(q) < y \). Note that the second condition in the above definition can be written equivalently as

\[ \frac{2^j - 1}{2} < q \leq \frac{2^j + 1}{2} - 2^{j-1}. \]

which concludes, in particular, that \( \text{Occ}_Y(j) \) either contains at most one element or is a single chain of occurrences of \( Y[1, 2^j] \).

\[ \text{Observation 19.} \text{ The set of all } q \in \text{Occ}_Y(Y), \text{ start } \leq q + \text{len}(q), \text{ such that } 0 \leq \text{len}(q) < y, \text{ is a subset of } \bigcup_{0 \leq j \leq \lceil \log y \rceil} \text{Occ}_Y(j). \]

We will show how to compute and store a small amount of additional information for each set \( \text{Occ}_Y(j) \) that we will use to retrieve the fingerprints \( \psi(q) \) for \( q \in \text{Occ}_Y(j) \cap \text{Occ}_Y(Y) \).

We will build our solution upon the streaming pattern matching algorithm for \( Y \) in \( T \). Recall that the algorithm stores, for every \( j = 0, \ldots, \lceil \log y \rceil \), a subset of \( \text{Occ}_Y(Y[1, 2^j]) \) that corresponds to occurrences in the suffix of length \( 2^j+1 \) of \( T[1, i] \). Let us denote this subset by \( S_j(i) \). The set \( S_j(i) \) is stored as either at most two single occurrences or a chain with period \( \Delta_j = \text{per}(Y[1, 2^j]) \), so that one can check in \( O(1) \) time if \( q \in S_j(i) \). Moreover, for every \( q \in S_j(i) \), we can recover \( \varphi(T[1, q - 1]) \); we also store \( \varphi(T[1, i]) \).

For every position \( i \geq \text{start} \), we can compute the position \( q \) that satisfies \( q + \text{len}(q) = i \); we have \( q = z - i \). Let \( j \) be such that \( 2^j \leq \text{len}(q) + 1 < 2^{j+1} \). If \( q \not\in S_j(i) \), then \( q \not\in \text{Occ}_Y(Y) \) and we can ignore it. Otherwise, at this point we can compute \( \psi(q) \) using Fact 8. If we could
store \( \psi(q) \) for every \( q \in \text{Occ}_T(j) \), then, when the streaming pattern matching algorithm outputs a position \( q \in \text{Occ}_T(Y) \), we could in \( \mathcal{O}(\log n) \) time find \( j \) such that \( q \in \text{Occ}_T(j) \) and then output \( \psi(q) \), as desired.

Unfortunately, if \( |\text{Occ}_T(j)| \) is large, we cannot afford to store \( \psi(q) \) for every position \( q \in \text{Occ}_T(j) \). Moreover, at the time when \( q \) is processed, we actually do not know if \( q \) will be an occurrence of \( Y \) and only this information makes this value relevant. We will use periodicity to overcome these setbacks and design a small representation of values \( \psi(q) \) of all potentially relevant elements \( q \in \text{Occ}_T(j) \); see Example 20 for an illustration.

For a given \( j \), let us consider the first moment \( i = i' \) (if any) when \( q' = z - i' \in \text{Occ}_T(j) \), for any \( i \geq \text{start} \). Then we have \( q' = \max \text{Occ}_T(j) \). If \( q \in \text{Occ}_T(j) \), then \( q + \text{len}(q) \geq i' \) but \( \text{len}(q) < 2^{i+1} \), so \( q \in S_j(i') \). In other words, \( \text{Occ}_T(j) \subseteq S_j(i') \). Let \( \{q_1, \ldots, q_r\} \), with \( q_1 < \ldots < q_r \), be the subsequence of consecutive elements of \( S_j(i') \) such that \( q_k \) is the smallest element of \( S_j(i') \) and \( q_r = q' \). There is an index \( \ell \in \{1, \ldots, r\} \) such that \( \text{Occ}_T(j) = \{q_\ell, \ldots, q_r\} \). If \( r - \ell + 1 \leq 2 \), we will store \( \psi(q_k) \) for every \( k = \ell, \ldots, r \) explicitly. Otherwise, \( q_\ell, \ldots, q_r \) is a chain of occurrences of \( Y[1, 2^\ell] \) with step \( \Delta_j \).

In the beginning, the pattern matching algorithm computes the set \( S_j(2^{i+1}) \). Let \( d_j \) be the length of the longest chain of occurrences of \( Y[1, 2^\ell] \) in \( S_j(2^{i+1}) \) that starts at position 1. We will store this value in the algorithm.

Let \( i_k = z - q_k \). When \( i \) increases from \( i_r \) to \( i_k \), the algorithm computes \( \psi(q_k) \) for subsequent \( k = r, \ldots, \ell \). We will store \( \psi(q_k) \) as well as \( \psi(q_k) \) for the last element \( q_k \) that was considered. Let us now consider \( i = i_k \) for \( k < r \). Let \( q_{r-1}, \ldots, q_k \) be the subsequent elements of the chain that contains \( q_r \) in \( S_j(i_k) \). If \( q_k + 2^{\ell} - 1 \geq i_k + 1 \), then \( T[q_k, i_k] \) is periodic with period \( \Delta_j \). Hence, for every \( k' > k \),

\[
T[q_k, i_k] = T[1, \Delta_j]^{2(r-k')} T[q_r, i_r].
\]

Thus \( \psi(q_k) \) for any \( k' > k \) can be computed from \( \psi(q_r) \) (which is stored) and \( \varphi(T[1, \Delta_j]) \) (which can be computed from \( \varphi(T[1, q_r - 1]) \) and \( \varphi(T[1, q_r - 1]) \) using Fact 8) in \( \mathcal{O}(\log n) \) time via Corollary 9.

As for the opposite case, let us consider the first \( k < r \) for which \( q_k + 2^\ell - 1 < i_k + 1 \). If it exists, let us denote this value of \( k \) by \( k_0 \). This means that the chain of occurrences of \( Y[1, 2^\ell] \) that contains \( q_k \) definitely ends at position \( q_t \). Then \( Y \) can occur at position \( q_p \) for \( p \in \{r, \ldots, r\} \) only if \( t_0 = p + 1 = d_j \). If \( p > k_0 + 1 \), \( \psi(q_p) \) can be restored as shown above. If \( p = k_0 + 1 \), \( \psi(q_p) \) is still stored from the previous step. Otherwise, we will store \( \psi(q_p) \) when the position \( i_p \) is processed.

If the position \( k_0 \) is not found, we also store \( \psi(q_p) \) since \( T[q_r, i_r] \) might not have period \( \Delta_j \).

**Example 20.** Let us consider the setting from Fig. 1 with \( j = 5 \). Assume that \( z \) is such that \( \text{Occ}_T(j) = \{q_2, \ldots, q_6\} \) (i.e., \( \ell = 2 \) and \( r = 6 \)) and \( i_k = q_k + \text{len}(q_k) \) for \( k = 2, \ldots, 6 \). Further assume that \( \text{start} \geq i_6 \).

When \( i = i_6 \), only the occurrences \( q_1, \ldots, q_6 \) are known. At this moment we compute and store \( \psi(q_6) \).

When \( i = i_5 \), only the occurrences \( q_4, q_5, q_7 \) are known (i.e., \( t_5 = 7 \)) and \( T[q_6, i_6] \) has period \( \Delta_j \) (since \( q_7 + 2^\ell - 1 \geq i_6 \), so \( k_0 \neq 5 \). At this moment we compute \( \psi(q_6) \) and store it until the next step. We also compute and store \( \varphi(T[1, \Delta_j]) \).

When \( i = i_4 \), all the occurrences \( q_1, \ldots, q_6 \) are known (i.e., \( t_4 = 8 \)) and \( T[q_6, i_6] \) has period \( \Delta_j \) (since \( q_8 + 2^\ell - 1 \geq i_5 \), so \( k_0 \neq 4 \). We compute \( \psi(q_6) \) and store it until the next step.

When \( i = i_3 \), there is no new occurrence in the chain (i.e., \( t_3 = 8 \)), so \( q_8 + 2^\ell - 1 < i_4 \) and \( k_0 = 3 \) (note that \( T[q_4, i_4] \) still could have period \( \Delta_j \), if the character \( x \) of \( T \) was equal to \( c \); see Fig. 1). At this moment we know that, among \( \psi(q_k) \) for \( k = 2, \ldots, 6 \), at most one
value can be relevant, for \( 8 - k + 1 = d_j \). If \( k > 4 \), this value can be computed from \( \psi(q_k) \) and \( \varphi(T[1, \Delta_j]) \). Otherwise, it is either \( \psi(q_k) \) that is still stored or one of the values \( \psi(q_k) \) for \( k \leq 3 \) that will be computed in this or subsequent steps.

E.g., if \( Y \) starts with \( (abc)^{14}abx \), then \( d_j = 5 \) and we only need to store \( \psi(q_4) \).

In conclusion, the algorithm for a given \( j \in \{0, \ldots, \lfloor \log z \rfloor \} \) works as follows:

1. Compute \( d_j \), the length of the longest chain of occurrences starting from position 1 in \( S_j(2^{i+1}) \).

2. Starting from position \( \text{start} \), look for the first \( i \geq \text{start} \) such that \( q = z - i \in \text{Occ}_T(j) \). Let \( q_1, \ldots, q_r \) be the maximal increasing subsequence of \( S_j(i) \) that ends at \( q = q_r \). Let \( q_e \) be the minimal element in \( \text{Occ}_T(j) \) (it can be computed in \( O(1) \) time). Compute \( \psi(q_r) \) using Fact 8 and store it. If \( r = \ell \), no more data is stored.

3. For each subsequent position \( i \) of the text, if \( i = i_k \) for some \( k \in \{ \ell, \ldots, r - 1 \} \), then:
   - Compute \( \psi(q_k) \) using Fact 8 and store it until position \( i_{k-1} \).
   - Assume that \( k = r - 1 \). If \( k = \ell \), store this fingerprint. Otherwise, compute \( \varphi(T[1, \Delta_j]) \).
   - If \( q_{k+1} + 2^j - 1 \leq i_{k+1} \), continue.
   - When the first \( k < r \) for which \( q_{k+1} + 2^j - 1 < i_{k+1} \) is encountered, \( k_0 = k \), store only \( \psi(q_{p}) \) for \( p = tk_0 - dj + 1 \). If \( p > k_0 \), this value can be restored from the previous steps in \( O(\log n) \) time. Otherwise, continue the algorithm until \( i_p \).
   - If there was no such \( k_0 \), store \( \psi(q_{p}) \).

When \( q \in \text{Occ}_T(Y) \) is encountered, \( \text{start} \leq q + \text{len}(q) \), and \( 2^j \leq \text{len}(q) + 1 < 2^{j+1} \), compute \( k \) such that \( q = q_k \) and:
   - If \( r - \ell \leq 1 \) or \( k_0 \) exists, return the stored value of \( \psi(q_k) \) (for \( k \in \{q, r\} \)) in \( O(1) \) time;
   - If \( k_0 \) does not exist, return the stored value if \( k = \ell \) or compute \( \psi(q_k) \) from \( \psi(q_r) \) and \( \varphi(T[1, \Delta_j]) \) in \( O(\log n) \) time if \( k > \ell \).

In total, for a fixed value of \( j \), we use \( O(1) \) space and spend \( O(\log n) \) time per text character in the worst case. The value \( q \) such that \( q + \text{len}(q) = i \) is always unique, so at every position of the text, computations for only one index \( j \) take place. Overall, we spend \( O(\log n) \) time per text character. This completes the description of the algorithm for Problem 1.
Hardness of computation of seeds in a stream

While above we showed an $O(\sqrt{n \log n})$-space one-pass streaming algorithm for computing the shortest cover, there is no sublinear-space one-pass streaming algorithm for computing the shortest seed. The proof follows the lines of the proof of the space lower bound for computing the shortest period of a stream by Ergün et al. [20].

Consider the communication game between Alice and Bob who hold two strings $T_1$ and $T_2$ of length $n/2$ each, where the goal is to compute the shortest seed of $T = T_1T_2$. By a standard reduction, the lower bound on the communication complexity for this problem is a space lower bound for any streaming algorithm computing the shortest seed of a string $T$ of length $n$. We can show the lower bound of $\Omega(n)$ bits for the communication complexity of the problem by a reduction from the augmented indexing problem: Suppose Alice is given a string $X \in \{0, 1\}^{n/2}$, and Bob is given an index $i \in [1, n/2]$ and a string $Y \in \{0, 1\}^{i-1}$ such that $Y = X[1, i-1]$. Bob must decide whether $X[i] = 1$. The randomized communication complexity of this problem is $\Omega(n)$ bits [9, 10]. On the other hand, for $i < n/2$ we can reduce it to the problem of computing the shortest seed by taking $T_1 = X$ and $T_2 = \$^{n/2-i} Y 1$, where $\$ is a special character different from 0, 1. It is easy to see that the shortest seed of $T = T_1T_2$ is equal to $n - i$ iff $X[i] = 1$. Therefore, the communication game of computing the shortest seed requires $\Omega(n)$ bits of communication, and any streaming algorithm for computing the shortest seed of a string of length $n$ requires $\Omega(n)$ bits of space as well.

Conclusion and open questions

In this work, we give the first sublinear-space streaming algorithms for computing the length of the shortest cover of a stream. Our two-pass streaming algorithm uses $O(\log^3 n)$ space and $O(n \log n)$ time, and our one-pass streaming algorithm uses $O(\sqrt{n \log n})$ space and $O(n \log^3 n)$ time. It is an interesting question if similar algorithms can be developed for computing the shortest covers of all prefixes of the stream, and if the complexity of the algorithms can be improved. We also state an open question concerning computation of seeds: Design a streaming algorithm with any number of passes and $O(n^{1-\varepsilon})$ space, for $\varepsilon > 0$, for computing the shortest seed of a stream.
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1 Introduction

Repetitions are fundamental characteristics of strings, and their combinatorial properties as well as their efficient computation has been a subject of extensive studies. Maximal periodic substrings, or runs, is one of the most important types of repetitions, since they essentially capture all occurrences of consecutively repeating substrings in a given string. One of the reasons which makes runs important and interesting is that the number of runs contained in a given string of length $n$ is $O(n)$ [18], in fact, less than $n$ [1], and can be computed in $O(n)$ time assuming a constant or integer alphabet [18, 1], or in $O(n\alpha(n))$ time for general ordered alphabets [9], where $\alpha$ is the inverse Ackermann function.
In this paper, we consider runs that correspond to a path on a trie, or in other words, on a rooted edge-labeled tree where the endpoints of the path must be a descendant/ancestor of the other. The contributions of this paper are as follows. For a trie with $n$ edges, we show:

- that the number of such periodically maximal paths is linear, and in fact less than $n$.
- an $O(n\sqrt{\log n \log \log n})$ time and $O(n)$ space algorithm for counting and finding the shallower endpoint of all such paths.
- an $O(n\sqrt{\log n \log^4 n})$ time and $O(n)$ space algorithm for finding both endpoints of such paths.

Furthermore, we also discuss how to improve the running time even more.

1.1 Related Work

A similar problem was considered in [16, 8, 17], but differs in three aspects: they consider distinct repetitions with integer powers on an unrooted (or undirected) tree. In this work, we consider occurrences of repetitions with maximal (possibly fractional) powers on a rooted (directed) tree.

2 Preliminaries

2.1 Strings, Periods, Maximal Repetitions, Lyndon Words

Let $\Sigma = \{1, \ldots, \sigma\}$ denote the alphabet. We consider an integer alphabet, i.e., $\sigma = n^c$ for some constant $c$. $\Sigma^*$ is the set of strings over $\Sigma$. For any string $w \in \Sigma^*$, let $w[i]$ denote the $i$th symbol of $w$, and $|w|$ the length of $w$. For any $1 \leq i \leq j \leq |w|$, let $w[i..j] = w[i] \cdots w[j]$. For technical reasons, we assume that $w$ is followed by a distinct character (i.e. $w|[w|+1]$) in $\Sigma$ that does not occur in $w[1]|w|]$. A string is primitive, if it is not a concatenation of 2 or more complete copies of the same string. A string $w = u^2$, for some string $u$, is called a square, and in particular, if $u$ is primitive, then $w$ is called a primitively rooted square. An integer $1 \leq p \leq |w|$ is called a period of $w$, if $w[i] = w[i+p]$ for all $1 \leq i \leq |w| - p$. The smallest period of $w$ will be denoted by $\text{per}(w)$. For any period $p$ of $w$, there exists a string $x$, called a border of $w$, such that $|x| = |w| - p$ and $w = xy = zx$ for some $y, z$. A string is a repetition, if its smallest period is at most half the length of the string. A maximal repetition, or run, is a maximal periodic substring that is a repetition, i.e., a maximal repetition of a string $w$ is an interval $[i..j]$ of positions where $\text{per}(w[i..j]) \leq (j-i+1)/2$, and $\text{per}(w[i..j]) \neq \text{per}(w[i'..j'])$ for any $1 \leq i' \leq i$ and $j \leq j' \leq n$ such that $i' \neq i$ or $j' \neq j$. In other words, a run contains at least two consecutive occurrences of a substring of length $p$, and the periodicity does not extend to the left or right of the run. The smallest period of the run will be called the period of the run. The fraction $(j-i+1)/p \geq 2$ is called the exponent of the run.

Let $\prec_0$ denote an arbitrary total ordering on $\Sigma$, as well as the lexicographic ordering on $\Sigma^*$ induced by this ordering. We also consider the reverse ordering $\prec_1$ on $\Sigma$ (i.e., $\forall a, b \in \Sigma, a \prec_0 b \iff b \prec_1 a$), and the induced lexicographic ordering on $\Sigma^*$. For $\ell \in \{0, 1\}$, let $\ell = 1 - \ell$. A string $w$ is a Lyndon word w.r.t. to a given lexicographic ordering, if $w$ is lexicographically smaller than any of its proper suffixes. A well known fact is that a Lyndon word cannot have a non-empty border.

Crochemore et al. observed that in any run $[i..j]$ with period $p$, and any lexicographic ordering, there exists a substring of length $p$ in the run, that is a Lyndon word [10, 11]. Such Lyndon words are called L-roots. Below, we briefly review the main result of [1] which essentially tied longest Lyndon words starting at specific positions within the run, to L-roots of runs. This will be the basis for our new results for tries.
Lemma 1 (Lemma 3.2 of [1]). For any position $1 \leq i \leq |w|$ of string $w$, let $\ell \in \{0, 1\}$ be such that $w[k] \prec_{\ell} w[i]$ for $k = \min\{k' | w[k'] \neq w[i], k' > i\}$. Then, the longest Lyndon word that starts at position $i$ is $w[i..i]$ w.r.t. $\prec_{\ell}$, and $w[i..j]$ for some $j \geq k$ w.r.t. $\prec_{\ell}$.\footnote{Note that $j$ becomes $|w| + 1$ when $i = |w|$.}

Lemma 2 (Lemma 3.3 of [1]). Let $r = [i..j]$ be a run in $w$ with period $p$, and let $\ell \in \{0, 1\}$ be such that $w[j+1] \prec_{\ell} w[j+1-p]$. Then, any $L$-root $w[i'..j']$ of $r$ with respect to $\prec_{\ell}$ is the longest Lyndon word with respect to $\prec_{\ell}$ that is a prefix of $w[i'..|w|]$.

Since an $L$-root cannot be shared by two different runs, it follows from Lemma 2 that the number of runs is at most $2n$, since each position can be the starting point of at most two $L$-roots that correspond to distinct runs. In [1], a stronger bound of $n$ was shown from the observation that each run contains at least one $L$-root that does not begin at the first position of the run, and that the two longest Lyndon words starting at a given position for the two lexicographic orders cannot simultaneously be such $L$-roots of runs. This is because if $w[i'..i']$ and $w[i'..j']$ were $L$-roots and the runs start before position $i'$, then, from the periods of the two runs, it must be that $w[i' - 1] = w[i'] = w[j']$ contradicting that $w[i'..j']$ is a Lyndon word and cannot have a non-empty border. In Section 3.1, we will see that the last argument does not completely carry over to the case of tries, but show that we can still improve the bound again to $n$.

The above lemmas also lead to a new linear time algorithm for computing all runs, that consists of the following steps:

1. compute the longest Lyndon word that starts at each position for both lexicographic orders $\prec_0$ and $\prec_1$.
2. check whether there is a run for which the longest Lyndon word corresponds to an $L$-root.

There are several ways to compute the first step in amortized constant time for each position, but it essentially involves computing the next smaller values (NSV) in the inverse suffix array of the string. We describe the algorithm in more detail in Section 3.2, and will see that the amortization of the standard algorithm does not carry over to the trie case. We give a new linear time algorithm using the static tree set-union data structure (more specifically, decremental nearest marked ancestor queries) [14], which does carry over to the trie case.

The second step can be computed in constant time per candidate $L$-root with linear time-preprocessing, by using longest common extension queries (e.g. [13]) in the forward and reverse directions of the string. Unfortunately again, this does not directly carry over to the trie case because, as far as we know, longest common extension queries on trees can be computed in constant time only in the direction toward the root of the trie, when space is restricted to linear in the size of the trie. In Section 3.3, we will show how to apply the range predecessor/successor data structure of [2] to this problem.

2.2 Common Suffix Trie

A trie is a rooted tree with labeled edges, such that each edge to the children of a node is labeled with distinct symbols. A trie can be considered as representing a set of strings obtained by concatenating the labels on a root to leaf path. Note that for a trie with $n$ edges, the total length of such strings can be quadratic in $n$. An example can be given by the set of strings $X = \{xc_1, xc_2, \ldots xc_n\}$ where $x \in \Sigma^{n-1}$ is an arbitrary string and $c_1, \ldots, c_n \in \Sigma$.\footnotetext{Note that $j$ becomes $|w| + 1$ when $i = |w|$.
are pairwise distinct characters. Here, the size of the trie is $\Theta(n)$, while the total length of strings is $\Theta(n^2)$. Also notice that the total number of distinct suffixes of strings in $X$ is also $\Theta(n^2)$. However if we consider the strings in the reverse direction, i.e., consider edges of the trie to be directed toward the root, the number of distinct suffixes is linear in the size of the tree. Such tries are called common suffix tries [7]. We will use the terms parent/child/ancestor/descendant with the standard meaning based on the undirected trie, e.g., the root is an ancestor of all nodes in the trie. For any node $u$ of the trie, $\text{par}(u)$ will denote its parent node. Also, we consider a node to be an ancestor/descendant of itself.

For any nodes $u, v$ of the trie where $v$ is an ancestor of $u$, let $\text{str}(u, v)$ denote the string obtained by concatenating the labels on the path from $u$ to $v$. For technical reasons, we assume that the root node has an auxiliary parent node $\perp$, where the edge is labeled by a distinct character in $\Sigma$ that is not used elsewhere in the trie. We denote by $\text{suf}(v)$ the string obtained by concatenating the labels on the path from $v$ to $\perp$, i.e., $\text{suf}(v) = \text{str}(v, \perp)$. Such strings will be called a suffix of the trie.

Note that a trie can be pre-processed in linear time so that for any node $v$, the ancestor of node $v$ at an arbitrary specified depth $d$ can be obtained in constant time (e.g. [4]).

### 3 Runs in a Trie

#### 3.1 The Number of Runs in a Trie

We first define runs on a trie. A run $(v_i, v_j)$ on a trie $T$ is a maximal periodic path with endpoints $v_i$ and $v_j$, where $v_j$ is an ancestor of $v_i$ and $\text{str}(v_i, v_j)$ is a repetition. More precisely, $\text{per}(\text{str}(v_i, v_j)) \leq |\text{str}(v_i, v_j)|/2$, and for any descendant $v'_i$ of $v_i$ and ancestor $v'_j$ of $v_j$, $\text{per}(\text{str}(v_i, v_j)) \neq \text{per}(\text{str}(v'_i, v'_j))$ if $v'_j \neq v_i$ or $v'_j \neq v_j$.

Noticing that for any node in the trie its parent is unique, it is easy to see that analogies of Lemmas 1 and 2 hold for tries. Thus, we have the following.

> **Corollary 3.** For any node $v$ except the root or $\perp$, let $w_v = \text{suf}(v)$, and $\ell \in \{0, 1\}$ be such that $w_v[k] \prec_\ell w_v[1]$ for $k = \min\{k' \mid w_v[k'] \neq w_v[1], k' > 1\}$. Then, the longest Lyndon word that is a prefix of $w_v$ is $w_v[1..k]$ w.r.t. $\prec_\ell$ and $w_v[1..j]$ w.r.t. $\prec_\ell$ for some $j \geq k$.

> **Corollary 4.** Let $r = (v_i, v_j)$ be a run with period $p$ in the trie, $w_v = \text{suf}(v_i)$, and $\ell \in \{0, 1\}$ be such that $w_v[x + 1] \prec_\ell w_v[x - p + 1]$, where $x = |\text{str}(v_i, v_j)|$. Then, any $L$-root $\text{str}(v_i', v_j')$ of the run with respect to $\prec_\ell$ is the longest Lyndon word that is a prefix of $\text{suf}(v_i')$.  

---

**Figure 1** Example of runs in a trie. $(v_1, w_1)$ is a run with period 3, and $(v_2, w_2)$ is a run with period 2.
Since we assumed that the edge labels of the children of a given node in a trie are distinct, a given L-root can only correspond to one distinct run; i.e., the extension of the period in both directions from an L-root is uniquely determined. Therefore, the argument for standard strings carries over to the trie case, and it follows that the number of runs must be less than $2n$. We further observe the following.

**Theorem 5.** The maximum number of runs in a trie with $n$ edges is less than $n$.

**Proof.** Suppose $str(v_r, par(v_r))$ and $str(v_r, v_r')$ are simultaneously L-roots of runs respectively w.r.t. $\prec_\ell$ and $\prec_\ell'$, and that they do not start at the beginning of the runs. Let $p = |str(v_r, v_r')|$ and $w_{v_r} = suf(v_r)$. If $v_r$ has only one child, this leads to a contradiction using the same argument as the case for strings; i.e., if $u$ is the child of $v_r$, then, from the periods of the two runs, $str(u, v_r) = w_{v_r}[1] = w_{v_r'}[p]$ contradicting that $w_{v_r}[1..p]$ is a Lyndon word and cannot have a non-empty border. Thus, $v_r$ must have at least two children, $u, u'$, where $str(u, v_r) = w_{v_r}[1]$ and $str(u', v_r) = w_{v_r}[p]$. Let $k$ be the number of branching nodes in the trie. Then, the number of leaves is at least $k + 1$. Since a run cannot start before a leaf node, this means that a longest Lyndon word starting at a leaf cannot be an L-root that does not start at the beginning of the run. Therefore, although there can be at most $k$ nodes such that both longest Lyndon words are such L-roots, there exist at least $k + 1$ nodes where both are not. Thus, the theorem holds.

In a similar way to Theorem 3.6 of [1], we can bound the sum of exponents of all runs in a trie.

**Corollary 6.** The sum of exponents of all runs in a trie with $n$ edges is less than $3n$.

**Proof.** A given run $r$ with exponent $e_r$ contains at least $|e_r - 1| \geq 1$ occurrences of its L-roots that do not start at the beginning of the run, each corresponding to a longest Lyndon word starting at that position. From the proof of Theorem 5, the total number of these L-roots is less than $n$. Let $\text{Runs}$ denote the set of all runs in the trie. Then, $\sum_{r \in \text{Runs}}(e_r - 2) \leq \sum_{r \in \text{Runs}}|e_r - 1| < n$, and the Corollary follows.

### 3.2 Computing Longest Lyndon Words

Next, we consider the problem of computing, for any node $v$ of the trie, the longest Lyndon word that is a prefix of $suf(v)$. We first describe the algorithm for strings, which is based on the following lemma.

**Lemma 7.** For any string $w$ and position $1 \leq i < |w|$, the longest Lyndon word starting at $i$ w.r.t. $\prec$ is $w[i..j - 1]$, where $j$ is such that $j = \min\{k > i \mid w[k..|w|] \prec w[i..|w|]\}$. By definition, we have $w[k..|w|] \succ w[i..|w|]$ for any $i < k < j$. For any such $k$, $w[k..|w|] = w[k..j - 1]w[j..|w|] \succ w[i..i + (j - 1 - k)]w[i + (j - k)..j - 1])w[j..|w|] = w[i..|w|]$. If the longest common prefix of $w[k..|w|]$ and $w[i..|w|]$ is longer than or equal to $w[k..j - 1]$, this implies $w[j..|w|] \succ w[i + (j - k)..j - 1]w[j..|w|] \succ w[i..|w|]$, a contradiction. Therefore, the longest common prefix of $w[k..|w|]$ and $w[i..|w|]$ must be shorter than or equal to $w[k..j - 1]$, implying that $w[i..j - 1] \prec w[k..j - 1]$. Thus, $w[i..j - 1]$ is a Lyndon word. Suppose $w[i..k]$ is a Lyndon word for some $k \geq j$. Then, $w[i..k] \prec w[j..k]$. Since $|w[i..k]| > w[j..|w|]$ and $w[i..k]$ cannot be a prefix of $w[j..k]$ which implies $w[i..|w|] \prec w[j..|w|]$, contradicting the definition of $j$. Thus, $w[i..j - 1]$ is the longest Lyndon word starting at $i$.

From Lemma 7, the longest Lyndon word starting at each position of a string $w$ can be computed in linear time, given the inverse suffix array of $w$. The inverse suffix array $ISA[1..|w|]$ of $w$ is an array of integers such that $ISA[i] = j$ when $w[i..|w|]$ is the lexicographically $j$th
smallest suffix of \( w \). That is, the \( j \) in Lemma 7 can be restated as \( j = \min\{k > i \mid \text{isa}[k] < \text{isa}[i]\} \). This can be restated as the problem of finding the next smaller value (NSV) for each position of the ISA, for which there exists a simple linear time algorithm (e.g. [24]) as show in Algorithm 1. The linear running time comes from a simple amortized analysis;

\begin{algorithm}
\caption{Computing NSV on array \( A \) of integers.}
\begin{algorithmic}[1]
\State \text{// assumes } \( A[n+1] \) is smaller than all values in \( A \).
\State \text{NSV}[n] = n + 1;
\For {\text{i = n - 1 to 1}}
\State \( x = i + 1; \)
\While {\text{A}[i] \leq A[x]}
\State \( x = \text{NSV}[x]; \)
\EndWhile
\State \text{NSV}[i] = x;
\EndFor
\end{algorithmic}
\end{algorithm}

in the while loop, \( \text{NSV}[x] \) is only accessed once for any position \( x \) since \( \text{NSV}[i] \) is set to a larger value and thus will subsequently be skipped.

Since, as before, the parent of a node is unique, Lemma 7 carries over to the trie case. We can assign the lexicographic rank \( \text{isa}[v] \) of \( \text{suf}(v) \) to each node \( v \) in linear time from the suffix tree of the trie, which is a compacted trie containing all and only suffixes of the trie.

\begin{theorem}[suffix tree of a trie \cite{7,22}]
The suffix tree of a trie on a constant or integer alphabet can be represented and constructed in \( O(n) \) time.
\end{theorem}

The problem now is to compute, for each node \( v_i \), the closest ancestor \( v_j \) of \( v_i \) such that the lexicographic rank of \( \text{suf}(v_j) \) is smaller than that of \( \text{suf}(v_i) \). Algorithm 1 can be modified to correctly compute the \( \text{NSV} \) values on the trie; the for loop is modified to enumerate nodes in some order such that the parent of a considered node is already processed, and line 3 can be changed to \( x = \text{par}(x) \). However, the amortization will not work; the existence of branching paths means there can be more than one child of a given node, and the same position (node) \( x \) could be accessed in the while loop for multiple paths, leading to a super-linear running time.

To overcome this problem, we introduce a new, (conceptually) simple linear time algorithm based on nearest marked ancestor queries.

\begin{theorem}[decremental nearest marked ancestor \cite{14}]
A given tree can be processed in linear time such that all nodes are initially marked, and the following operations can be done in amortized constant time:
\begin{itemize}
  \item \( \text{nma}(v) \): return the nearest ancestor node of \( v \) that is marked.
  \item \( \text{unmark}(v) \): unmark the node \( v \).
\end{itemize}
\end{theorem}

The pseudo-code of our algorithm is shown in Algorithm 2.

\begin{algorithm}
\caption{Computing NSV on trie with values ISA.}
\begin{algorithmic}[1]
\State \text{Preprocess trie for decremental nearest marked ancestor;}
\For {\text{node } v \text{ in decreasing order of ISA}[v]}
\State \( \text{unmark}(v); \)
\State \( \text{NSV}[v] = \text{nma}(v); \)
\EndFor
\end{algorithmic}
\end{algorithm}
Theorem 10. Given a trie of size \( n \), the longest Lyndon word that is a prefix of \( \text{suf}(v) \) for each \( v \) can be computed in total \( O(n) \) time and space.

Proof. It is easy to see the linear running time of Algorithm 2. The correctness is also easy to see, because the nodes are processed in decreasing order of lexicographic rank, and thus, all and only nodes with larger lexicographic rank are unmarked.

3.3 Computing Runs

To compute all runs in a trie, we extend the algorithm for strings to the trie case. After computing the longest Lyndon word that is a prefix of \( \text{suf}(v) \) for each node \( v \) for the two lexicographic orderings \( \prec_0 \) and \( \prec_1 \), we must next see if they are L-roots of runs by checking how long the periodicity extends. Given a longest Lyndon word \( y = \text{str}(v_i, v_j) \) w.r.t. \( \prec_\ell \) that starts at \( v_i \), we can compute the longest common extension from nodes \( v_i \) and \( v_j \) towards the root, i.e., the longest common prefix \( z = \text{str}(v_j, v_k) \) between \( \text{suf}(v_i) \) and \( \text{suf}(v_j) \). To avoid outputting duplicate runs, \( y \) will be a candidate L-root only if \( |z| < |y| \) and \( \text{str}(v_i)[|y| + |z| + 1] \prec_{\ell} \text{str}(v_j)[|z| + 1] \). Using the suffix tree of the trie, this longest common extension query can be computed in constant time after linear time preprocessing, since it amounts to lowest common ancestor queries (e.g. [3]). The central difficulty of our problem is in computing the longest common extension in the opposite direction, i.e. towards the leaves, because the paths can be branching. We cannot solve this problem by simply considering longest common extensions on the common suffix trie for the reverse strings, since, as observed in Section 2, this can lead to a quadratic blow-up in the size of the trie.

We overcome this problem by reducing the longest common extension query in the leaf direction to several queries of finding the lexicographically closest suffix that is in a specific subtree and at a specific depth, combined with some naive traversal. We use the following result for range predecessor queries multiple times to achieve Lemma 12. A range predecessor problem is to pre-process \( n \) points on a \([1, n]^2\) grid where all points differ in both coordinates, so as to answer the query: given three integers \( x_1, x_2, y \) find the point \( \text{rpre}(x_1, x_2, y) = (u, v) \) such that \( x_1 \leq u \leq x_2 \), and \( v \) is the largest such that \( v \leq y \).

Theorem 11 (Range Predecessor Queries (Theorem 5.1 in [2])). Given \( n \) points from the grid \([1, n]^2\), we can in \( O(n \sqrt{\log n}) \) time build a data structure that occupies \( O(n \log n) \) bits of space and that answers range predecessor queries in \( O(\sqrt{\log n} \log n) \) time. The construction uses \( O(n \log n) \) bits of working space.

By converting each of the \( y \) coordinates to \( n - y + 1 \), range successor queries \( \text{rsucc}(x_1, x_2, y) \) can also be achieved in the same time/space bounds.

Lemma 12. A trie of size \( n \) can be pre-processed in \( O(n \sqrt{\log n}) \) time and \( O(n) \) space so that given a node \( v \) and a positive integer \( d > \text{|suf}(v)| \), we can answer in \( O(\sqrt{\log n} \log n) \) time, the node \( v' \) such that \( v' \) is a descendant of \( v \) where \( \text{|suf}(v')| = d \) and of all such nodes, has the longest common prefix with \( \text{suf}(v) \).

Proof. We construct several range predecessor/successor data structures of Theorem 11, where each point in the grid corresponds to a node in the trie. The first coordinate (which we will consider as the identifier of the node) is given by the order of nodes that would appear in a breadth-first traversal of the trie, where nodes of the same depth are ordered as they would appear in a depth-first traversal. Thus, for any depth \( d \), all nodes at depth \( d \) can be represented in an interval \([i_d, j_d] \). The second coordinate is given by each of the following three types of values in the range \([1, n]\), and can be assigned to each node \( v \) by a simple depth-first traversal on the trie.
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Figure 2 An example of values assigned for each node $v$ of the trie for Figure 1. Each 4-tuple shows $(v, b_v, e_v, l_v)$, where $v$ is the identifier of the node, $b_v$ is the pre-order rank, $e_v$ is the post-order rank, and $l_v$ is the lexicographic rank of $suf(v)$.

- $b_v$: pre-order rank of node $v$ in a depth-first traversal.
- $e_v$: post-order rank of node $v$ in a depth-first traversal.
- $l_v$: lexicographic rank of $suf(v)$ (i.e., ISA[$v$]).

The construction costs $O(n \sqrt{\log n})$ time and $O(n)$ (words of) space due to Theorem 11.

Now, the desired node $u$ that is the answer to our query lies in the range $[\text{id}.d_{-root}, \text{id}.d_{+root}]$. The nodes corresponding to descendants of $v$ further lie in a sub-range, namely, $[\text{id}.d.v \cdots \text{id}.d.v']$, which can be computed by $(\text{id}.d.v, b_v') = \text{rsucc}(\text{id}.d_{-root}, b_v)$ and $(\text{id}.d.v, e_v') = \text{rpred}(\text{id}.d_{+root}, e_v)$, respectively using the successor and predecessor data structures for pre-order rank and post-order rank.

Finally, the node $u$ which gives the longest common prefix must be one of the lexicographically closest ones in this range, i.e., it is one of $(u_1, l_1') = \text{rpred}(\text{id}.d_{-root}, l_v)$ or $(u_2, l_2') = \text{rsucc}(\text{id}.d_{+root}, l_v)$, using the predecessor/successor data structure for lexicographic rank. The longest common prefix between $suf(u_1)$ and $suf(v)$ as well as that between $suf(u_2)$ and $suf(v)$ can be computed in constant time with linear time pre-processing, as mentioned before. Thus, the total time is $O(\sqrt{\log n} \log \log n)$ for the four range queries.

We first use Lemma 12, once for each candidate L-root, to determine whether the periodicity of the candidate L-root can extend long enough in the leaf direction to form a run.

**Theorem 13.** Given a trie of size $n$, we can in $O(n \sqrt{\log n} \log \log n)$ time and $O(n)$ space, count the total number of runs in the trie, as well as identify the shallower endpoint of all runs.

**Proof.** Let $y = \text{str}(v_i, v_j)$ be a candidate L-root and let $z = \text{str}(v_j, v_k)$ be its extension in the root direction as described in the beginning of Section 3.3. Let $p = |y|$. Also, let $v'$ be the node on the path from $v_i$ and $v_j$ at depth $|suf(v_k)| + p$. We use Lemma 12 in order to check if there exists a node $v$ that is a descendant of $v'$ and at depth $|suf(v_k)| + 2p$ such that the longest common prefix between $\text{str}(v_i)$ and $\text{str}(v')$ is at least $p$. If $v_i$ does not exist, then the L-root cannot be extended to a run. If $v_i$ does exist, this implies that $\text{str}(v_i, v') = \text{str}(v', v_k)$, and since $z = \text{str}(v_j, v_k) = \text{str}(v_i, v')$ is a suffix of $\text{str}(v', v_k)$ and thus of $\text{str}(v_i, v')$, $v_i$ must be a descendant of $v_j$ because labels on the edges to child nodes are distinct. Thus, the prefix of length $2p$ of $suf(v_i)$ has period $p$, contains $\text{str}(v_i, v_j)$, and the periodicity ends at $v_k$, i.e., it is an endpoint of a run with $\text{str}(v_i, v_j)$ as an L-root.

Such queries are conducted at most once for each candidate L-root, so the total time is $O(n \sqrt{\log n} \log \log n)$.

Finally, we describe how to compute the other endpoint. We make use of Theorem 13 and the following static dictionary.
Theorem 14 (Static Dictionary (Theorem 1 in [21])). Suppose that a set of \( n \) integers from the universe \( \{0, 1, \ldots, n^{O(1)}\} \) is given. A static linear space dictionary on that set can be deterministically constructed on a word RAM in time \( O(n \log \log n) \), so that lookups to the dictionary take constant time.

Theorem 15. Given a trie of size \( n \), we can compute in \( O(n \log n) \) time and \( O(n) \) space, all runs \((v_i, v_j)\) in the trie.

Proof. After confirming an occurrence of the run as described in Theorem 13, we further repeatedly use Lemma 12 to check if the periodicity can be further extended in the leaf direction by length \( p \). The total number of times that this is repeated is bounded by the sum of exponents of all runs in the trie, which is linear (Corollary 6). Therefore, the total time for this is \( O(n \sqrt{\log n \log \log n}) \).

It remains to find the remaining extension shorter than the period \( p \) of the run. We compute this extension naively edge by edge. We know which character we need to extend by, since we know \( str(v_i, v_j) \) is what is repeating. To avoid the \( O(\log \sigma) \) factor for finding the child node of a branching node, we use the static dictionary by Ruzic [21], so that each child node can be found in constant time. This can be done with \( O(n \log \log n) \) time and \( O(n) \) space pre-processing using Theorem 14; each edge can be considered as a pair of integers from 1 to \( n \) and 1 to \( n^c \), representing a unique id of the node, and the label on the edge. The pair can be encoded as an integer from 1 to \( n^{O(1)} \), where the encoding and decoding can be done in constant time. Given a node and edge label, the child can be obtained in constant time by looking up the dictionary.

Finally, since each naive extension implies an occurrence of a primitively rooted square, the total number of naive extensions is bounded by the total number of primitively rooted squares that occur in the trie. Due to the three squares lemma (Lemma 10 of [12]), it follows that for each node \( v \), there can only be \( O(\log |suf(v)|) \) primitively rooted squares that are prefixes of \( suf(v) \). Thus, it follows that their total number is \( O(n \log n) \).

From the above arguments, computing both endpoints of all runs can be done in \( O(n \log n) \) time using \( O(n) \) space.

4 Discussion

Shortly after the submission of the paper, we realized that running time could be improved by using a doubling + binary search when extending the run in the leaf direction, rather than a naive traversal. If the remaining length of a run is \( t \), the query of Lemma 12 is conducted \( O(\log t) \) times. Let \( \text{Runs} \) be the set of all runs in the trie, and let \( t_r \) denote the length of the remaining extension for run \( r \in \text{Runs} \). The total number of queries is thus \( \sum_{r \in \text{Runs}} \log t_r \), where \( \sum_{r \in \text{Runs}} t_r = O(n \log n) \) as mentioned in the proof of Theorem 15. Since \( \sum_{r \in \text{Runs}} \log t_r = \log(\prod_{r \in \text{Runs}} t_r) \), this is maximized when each \( t_r \) has the same length, i.e., \( t_r = \Theta(\frac{n \log n}{|\text{Runs}|}) \). Thus, \( \sum_{r \in \text{Runs}} \log t_r = O(|\text{Runs}| \log \frac{n \log n}{|\text{Runs}|}) \). Noticing that \( |\text{Runs}| \log \frac{n \log n}{|\text{Runs}|} = O(n) \), the total number of times Lemma 12 is used can be bounded by \( O(n \log n) \). Therefore, the total running time would be \( O(n \sqrt{\log n (\log \log n)^2}) \).

Furthermore, after posting our paper with the above improvement to arXiv [23], Tomohiro I pointed us to the paper by Bille et al. [5], where they consider LCE queries on tries in the leaf direction. The path-tree query in their paper can be used in place of Lemma 12 and is more powerful. A path-tree query, given nodes \( v_1, v_2 \) and \( w \), where \( v_2 \) is a descendant of \( v_1 \), returns the longest common prefix of the path from \( v_1 \) to \( v_2 \), and any path from \( w \) to a descendant leaf.

Theorem 16 (Theorem 2 of [5]). For a tree \( T \) with \( n \) nodes, a data structure of size \( O(n) \) can be constructed in \( O(n) \) time to answer path–tree LCE queries in \( O((\log \log n)^2) \) time.
The number of times the path-tree query is used can be bounded by the total sum of exponents of runs, and thus is linear. Therefore, the total computation time can be improved to \( O(n (\log \log n)^2) \).

5 Conclusion

We generalized the notion of runs in strings to runs in tries, and showed that the analysis of the maximum number of runs, as well as algorithms for computing runs can be extended and adapted to the trie case, but with an increase in running time.

Our algorithm can output all primitively rooted squares in \( O(n \log n) \) time, which is tight, since there can be \( \Theta(n \log n) \) primitively rooted squares in a string, e.g., Fibonacci words [20], and thus in a trie.

An obvious open problem is whether there exists a linear time algorithm for computing all runs in a trie. For strings, there exists another linear time algorithm for computing all runs that is based on the Lempel-Ziv parsing [18]. It is not clear how this algorithm could be extended to the case of tries. The case for general ordered alphabets, instead of integer alphabets, is another open problem [6, 19, 15, 9].
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1 Introduction

A seminal, key data structure, which was used for searching a set of words in a text, is the Aho-Corasick (AC) automaton [1]. Its states form a tree that indexes all the prefixes of the words, and each node in the tree is equipped with another kind of arc, called a Failure Link. A failure link of a node/prefix $v$ points to the node representing the largest proper suffix of $v$ in the tree. In a way, the Aho-Corasick automaton can be viewed as a multi-string indexing data structure.

In the early 90’s, the Burrows-Wheeler Transform (BWT) of a text $T$, which is a reversible permutation of $T$, was introduced for the sake of compressing a text. Indeed, the BWT permutation tends to group identical symbols in runs, which favours compression [5]. However, the BWT can also be used as an index for searching in $T$, using the Backward Search
procedure [10]. In fact, the BWT of $T$ is the last column of a matrix containing all cyclic-shifts of $T$ sorted in lexicographical order. As sorting the cyclic shifts of $T$ is equivalent to sorting its suffixes, there exists a natural link between the suffix array of $T$ and the BWT of $T$. Starting in 2005, the radical increase in textual data and in biological sequences raised the need for multi-string indexes. In the multi-string case, a simple approach is to concatenate all input strings and separate them using the same termination symbol (which does not belong to the alphabet), and then to index the result with a traditional indexing data structure (e.g., a suffix array or a FM-index). Another approach is to add a unique termination symbol for each string without concatenation [3, 21]. In both approaches, an initial order on the strings is given by the permutation of the strings in the first approach, or by the order between the termination symbols in the second. All our results are made with the first approach (which minimises the alphabet size) in mind, and can be adapted to the second. Such multi-string indexes are heavily exploited in bioinformatics: first, to index all chromosomes of a genome [17], or a large collection of similar genomes, which allows aligning sequence reads simultaneously to several reference genomes [19], or second, to store and mine whole sets of raw DNA/RNA sequence reads for the purpose of comparing biological conditions or of identifying splice junctions in RNA [7, 14]. In fact, managing compressed and searchable read data sets is now crucial for bioinformatic analyses.

Initially viewed as a simple extension of single-string BWT construction, the efficient construction of multi-string BWT is not trivial and has been investigated per se. Bauer et al. proposed, among others, a lightweight incremental algorithm for their construction [3]. Then, Holt et al. devised algorithms for directly merging several, already built multi-string BWTs efficiently [14, 15], which has recently been improved to build simultaneously the companion Longest Common Prefix (LCP) table [8], or to scale up to terabyte datasets [23].

The notion of BWT has been extended into the XBW to index trees whose arcs are labelled by alphabet symbols [9]. The XBW comprises two arrays, which compactly represent the tree and offer navigational operations.

Recently, Gagie et al. propose the notion of Wheeler graphs to subsume several variants of the BWT, including the XBW of a trie for a set of strings [12]. The relation between a multi-string BWT and the XBW representation of the Aho-Corasick automaton has already been studied and exploited. Hon et al. first use the XBW representation of the Aho-Corasick trie to speed-up dictionary matching [16] building up on [4]. Manzini gave an algorithm that computes the failure links for the trie using the Suffix Array and LCP tables, and an algorithm to build the XBW of the trie with failure links from the BWT of a multi-string [22]. However, none of these established a bijective link between a multi-string BWT and the XBW of the Aho-Corasick automaton. To generalise these results, one needs to consider the order in which the strings are concatenated to form the multi-string. This idea enables us to exhibit a bijection between a multi-string BWT and the XBW of the Aho-Corasick automaton, which allows building one structure from the other in either direction (from BWT to XBW or from XBW to BWT). Finally, we exploit this bijection to find an optimal string order that minimises a Run-Length Encoding (i.e., maximises the compressibility) of these two data structures. Numerous proofs are in appendix (A preprint version of this work is available as [6]).

2 Preliminaries

In this section, we introduce basic concepts and notation, present the Burrows-Wheeler Transform and an extension of it for a set of strings. Finally, we provide a notation for the Aho-Corasick automaton and the eXtended Burrows-Wheeler Transform.
2.1 General notation

Set and Permutation. Let \( i \) and \( j \) be two integers such that \( i \leq j \). The interval \([i, j]\) is the set of all integers between \( i \) and \( j \). An integer interval partition of \([i, j]\) is a set of intervals \( \{[i_1, j_1], \ldots, [i_n, j_n]\} \) such that \( i_1 = i \), \( j_n = j \), and for all \( k \in [1, n-1] \), \( j_k + 1 = i_{k+1} \). We also define the order \( < \) on intervals such that for two intervals \( u := [i, j] \) and \( v := [i', j'] \), \( u < v \) iff \( j < i' \). Let \( E \) be a finite set and let \#E (or \(#(E)\)) denote its cardinality. A permutation of \( E \) is an automorphism of \( E \). A permutation \( \sigma \) of \( E \) is said to be circular iff for all \( i \) and \( j \in E \), there exists a positive integer \( k \) such that \( \sigma^k(i) = j \) (where \( \sigma^1(i) = \sigma(i) \) and \( \sigma^k(i) = \sigma(\sigma^{k-1}(i)) \)). For a circular permutation \( \sigma \) of \( E \) and an element \( e \in E \), we denote by \( \sigma_e \) the function from \([1, \#E]\) to \( E \) such that for all \( i \in [1, \#E] \), \( \sigma_e(i) := \sigma(1 + \#E - i) \). Given a total order \( < \) for \( E \), we define \(<_\sigma \) as the order on \( E \) such that \( e <_\sigma f \) iff \( \sigma(e) < \sigma(f) \) for any \( e, f \in E \).

String. Let \( \Sigma \) be a finite alphabet. A string \( w \) of length \( n \) over \( \Sigma \) is a sequence of symbols \( w[1], \ldots, w[n] \) where \( w[i] \in \Sigma \) for all \( i \in [1, n] \). \( \Sigma^* \) is the set of all finite strings over \( \Sigma \). The length of a string \( w \) is denoted by \(|w|\). A substring of \( w \) is written as \( w[i, j] := w[i] \ldots w[j] \) for some \( i \leq j \). A prefix of \( w \) is a substring of \( w \) starting at position \( 1 \), and a suffix of \( w \) is a substring of \( w \) ending at position \( |w| \). A prefix \( x \) (or a suffix) of a string \( y \) is said proper is \( x \) is different from \( y \). The reverse of a string \( w \), denoted by \( \overleftarrow{w} \), is the string \( w[n] \ldots w[2]w[1] \). We define the lexicographic order \(< \) on strings as usual.

Ordered Set of Strings. Let \( S = \{s_1, \ldots, s_\mathcal{A} \} \) be a set of strings. The norm of \( S \), denoted \(|S|\), is the sum of the length of strings of \( S \), i.e. \(|S| := \sum_{s \in S} |s| \). Let \( \text{Prefix}(S) \) (respectively \( \text{Suffix}(S) \)) denote the set of all prefixes (resp. all suffixes) of strings of \( S \). We denote by \( \overleftarrow{S} \) the set of all reverse strings of strings of \( S \), i.e. \( \overleftarrow{S} := \{\overleftarrow{s_1}, \ldots, \overleftarrow{s_\mathcal{A}}\} \). An ordered set of strings \( P \) is a pair \((S, \sigma)\) where \( S \) is a set of strings in lexicographic order, and \( \sigma \) a circular permutation of \( S \). We denote by \( P.S \) the set of strings \( S \) and by \( P.\sigma \) the circular permutation \( \sigma \). We denote by \( \overleftarrow{P} \) the pair \((\overleftarrow{P}, \overleftarrow{S}, P.\sigma)\).

2.2 Burrows-Wheeler Transform

BWT of a string. Let \( w \) be a string and \( i \) be an integer satisfying \( 1 \leq i \leq |w| \). The Suffix Array (SA) of \( w \) [20], denoted \( \text{SA}(w) \), is the array of integers that stores the starting positions of the \( |w| \) suffixes of \( w \) sorted in lexicographic order. The Burrows-Wheeler Transform (BWT) [5] of \( w \), denoted \( \text{BWT}(w) \), is the array containing a permutation of the symbols of \( w \) which satisfies \( \text{BWT}(w)[|w|] := w[|w|] \text{SA}(w)[|w| - 1] \) if \( \text{SA}(w)[|w|] > 1 \), and \( \text{BWT}(w)[|w|] := w[|w|] \) otherwise. The Longest Common Prefix table (LCP) [5] of \( w \), denoted \( \text{LCP}(w) \), is the array of integers such that \( \text{LCP}(w)[i] \) equals the length of the longest common prefix between the suffixes of \( w \) starting at positions \( \text{SA}(w)[i] \) and \( \text{SA}(w)[i-1] \) if \( i > 1 \), and 0 otherwise.

For any string \( s \in \Sigma^* \) and any symbol \( c \in \Sigma \), one defines the functions denoted \( \text{rank} \) and \( \text{select} \) as follows: \( \text{rank}_c(s, i) \) is the number of occurrences of \( c \) in \( s[i, 1] \), and \( \text{select}_c(s, j) \) is the position of the \( j \)-th occurrence of \( c \) in \( s \). The arrays \( \text{BWT}(w) \) and \( \text{LCP}(w) \) can be computed in \( O(|w|) \) time [5, 10]. Simultaneously, one can compute \( \text{rank} \) and \( \text{select} \) for \( \text{BWT}(w) \) at no additional cost and implement them such that any \( \text{rank} \) or \( \text{select} \) query takes constant time [13, 11, 18]. We use such state-of-the-art data structure to store a BWT.

Let \( C \) denote the array of length \#\( \Sigma \) such that \( C[c] \) equals the number of symbols of \( w \) that are alphabetically strictly smaller than \( c \). The Last-To-First column mapping (LF) [10] of \( w \) is the function such that for any \( 1 \leq i \leq |w| \) one has \( \text{LF}(w)[i] := C[\text{BWT}(w)[i]] + \text{rank}_{\text{BWT}(w)[i]}(\text{BWT}(w), i) \). It is proved that \( \text{SA}(w)[\text{LF}(w)[i]] = \text{SA}(w)[i] - 1 \) if \( \text{SA}(w)[i] \geq 2 \) and \( \text{SA}(w)[\text{LF}(w)[i]] = |w| \) otherwise [5, 10].
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BWT of a set of strings. From now on, let $P := (S, \sigma)$ be an ordered set of strings. We assume the symbol $\$\, is not in $\Sigma$ and is alphabetically smaller than all other symbols. We denote by $m_P$ the string obtained by concatenating the strings of $P.S := \{s_1, \ldots, s_|P.S|\}$ separated by a $\$\, and following the order $P.\sigma$. i.e., $m_P := s_{P.\sigma(1)}\$s_{P.\sigma(2)}\$ \ldots \$s_{P.\sigma(\mid P.S \mid)}\$. (See Figure 1). We extend the notion of BWT of a string to an ordered set of strings $P$: the BWT of $P$ is the BWT of the string $m_P$, i.e., $\text{BWT}(P) := \text{BWT}(m_P)$. We extend similarly the LF function by setting that $\text{LF}(P) := \text{LF}(m_P)$ (by using rank on $\text{BWT}(P)$).

We define the Longest Representative Suffix table (LRS) of $P$ as the array of $|m_P|$ integers satisfying: for any $i \in \{1, |m_P|\}$ one has $\text{LRS}(P[i]) := \text{select}_{\|m_P\|} \text{SA}(m_P)[i] : |m_P|, 1 \} = 1$. The entry $\text{LRS}(P[i])$ gives the length of the substring of $m_P$ starting at position $\text{SA}(m_P)[i]$ up to, but not including the next $\$. Using the LRS table, we extend the notion of LCP table to an ordered set of strings. For $P$, we set $\text{LCP}(P[i]) := \text{min}(\text{LCP}(m_P[i]), \text{LRS}(P[i]))$ for any $i \in \{1, |m_P|\}$. Using tables $\text{BWT}(P)$ and $\text{LCP}(m_P)$, we can compute the tables $\text{LRS}(P)$ and $\text{LCP}(P)$ in linear time in $|m_P|$ (see Appendix). Figure 2 illustrates the LCP and LRS tables.

2.3 Aho-Corasick automaton and eXtended Burrows-Wheeler Transform

Tree. Let $T$ be a tree and $u$ be a node of $T$. Let $\perp$ denote the root of $T$. We denote by $\text{Parent}_T(u)$ the parent of $u$ in $T$, by $\text{Children}_T(u)$ the set of children of $u$ in $T$, and by $\text{Leaves}_T(u)$ the set of leaves in the subtree of $u$ in $T$. Let $v$ be a leaf of $T$; we denote by $B_T(v)$ the subtree of $T$ containing all nodes comprised between $\perp$ and $v$ included. As for a leaf $v$ in the subtree of $u$ in $T$, $\#\text{Children}_{B_T(v)}(u) = 1$, we denote by $\text{Child}_{T}(v)$ the unique element of $\text{Children}_{B_T(v)}(u)$. Given a total order $\prec$ on $\text{Leaves}_T(\perp)$, we extend this order on the set $\text{Children}_T(v)$ for any node $v$ of $T$ by: for any $x, y$ in $\text{Children}_T(v)$, $x \prec y$ iff $\min_{x' \in \text{Leaves}_T(x)} x' \prec \min_{y' \in \text{Leaves}_T(y)} y'$.

Aho-Corasick tree. The Aho-Corasick automaton (AC) [1] of a set of strings $S$ is a digraph whose set of nodes is the set of all prefixes of the strings of $S$. This graph is composed of two trees on the same node set. The first tree, which we called the Aho-Corasick Tree (ACT), has an arc from a prefix $u$ to a different prefix $v$ iff $u$ is the longest proper prefix of $v$ in $\text{Prefix}(S)$ (see Figure 4). The second tree, termed Aho-Corasick Failure link (ACFL), has an arc from a prefix $u$ to a different prefix $v$ iff $v$ is the longest proper suffix of $u$ in $\text{Prefix}(S)$.

eXtended Burrows-Wheeler Transform. Let $T$ be an ordered tree (i.e., with a total order on the set of children of each node) such that every node of $T$ is labelled with a symbol from an alphabet $\Sigma$. We define the functions $\delta$ and $\pi$ on the set of nodes of $T$ except for the root such that for a node $v$ of $T$, $\delta(v)$ is the label of $v$, and $\pi(v)$ is the string obtained by concatenating the labels from $v$’s parent up to the root of $T$. Let $\prec$ be the total order between the nodes of $T$ such that for $u$ and $v$ two nodes of $T$, $u \prec v$ iff $\pi(u)$ is strictly lexicographically smaller than $\pi(v)$ or $u$ is before $v$ in the order of $T$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Diagram1.png}
\caption{Running example with $P.S := \{abaa, abba, baba, bbaa\}$ and the corresponding $m_P$.}
\end{figure}
\[
\begin{array}{cccc}
\text{LCP}(P) & \text{LRS}(P) & \text{SA}(m_P) & \text{BWT}(P) \\
0 & 0 & 20 & \\
0 & 5 & 10 & \\
0 & 19 & 14 & \\
1 & 4 & 9 & \\
1 & 14 & 2 & \\
2 & 18 & 3 & \\
3 & 4 & 8 & \\
3 & 4 & 3 & \\
3 & 7 & 4 & \\
3 & 16 & 1 & \\
\end{array}
\]

Figure 2: Tables LCP(\(P\)), LRS(\(P\)), \(\text{SA}(m_P)\) and BWT(\(P\)) for the running example. One has LCP(\(P\))[10] = LRS(\(P\))[10] = 2 although the longest common prefix between suffixes of rank 9 and 10 is \(aa\#ab\) of length 5 (i.e., although LCP(\(m_P\))[10] = 5).

**Example 1.** With the tree of Figure 3, we have \(\delta(\sigma_i) = b\) and \(\pi(\sigma_i) = aba = \delta(\sigma_i)\delta(\sigma_i)\delta(\sigma_i)\), and also \(\delta(\sigma) = b\) and \(\pi(\sigma) = ba\#b\) = \(\delta(\sigma)\delta(\sigma)\delta(\sigma)\). Thus, \(\sigma_i < \sigma\) since \(\pi(\sigma_i) < \pi(\sigma)\).

The **Prefix Array** (PA) of an ordered tree \(T\) is the array of pointers to the nodes of \(T\) (except the root of \(T\)) sorted in \(<\) order. The **eXtended Burrows-Wheeler Transform** (XBWT) \([9]^{1}\) of a tree \(T\) is an array of symbols of \(\Sigma\) of length \(#\text{PA}(T)\), such that the entry at position \(i\) gives the label of the node \(\text{PA}(T)[i]\). The **eXtended Burrows-Wheeler Last** (XBWL) \([9]^{1}\) of a tree \(T\) is the bit array of length \(#\text{PA}(T)\) such that \(\text{XBWL}(T)[i]\) equals 1 if the node \(\text{PA}(T)[i]\) is the last child of its parent, and 0 otherwise. Figure 5a illustrates XBWT and XBWL.

**eXtended Burrows-Wheeler Transform of Aho-Corasick automaton.** For a set of strings \(S := \{s_1, \ldots, s_n\}\), we denote by \(S^8\) the set \(\{s_1\#, \ldots, s_n\#\}\). Let \(P\) be an ordered set of strings. We define \(\text{ACT}(P)\) as the variant of the Aho-Corasick tree of \(P.S^8\) where the label of an arc is shifted on the deepest node of this arc (i.e., the label of a node \(v\) of \(\text{ACT}(P)\) is the label of \((u, v)\) in \(\text{ACT}(P.S)\) where \(u\) is the parent of \(v\) in \(\text{ACT}(P)\) and equipped with the order \(<_{P,S}\). Indeed, \(<_{P,S}\) is the order on the leaves satisfying: for \(u\) and \(v\) two leaves of \(\text{ACT}(P)\), \(u <_{P,S} v\)

---

1. In [9], the XB-tranform is defined as \(\text{XBW}(T)[i] := \langle \text{XBWT}[i], \text{XBWL}[i] \rangle\), for any position \(i\).
We define \( m \) such that if \( \pi(u) <_{\sigma} \pi(v) \). We extend this order to the set of children of all nodes (see Figure 3).

Note that \( \text{ACT}(P) \) differs from \( \text{ACT}(P,S) \) (defined above) to correspond to an input of the eXtended Burrows-Wheeler Transform.

### 3 Link between BWT and XBW of Aho-Corasick automaton

Here, we introduce a decomposition of a multi-string BWT that leads us to exhibit a bijection with the Aho-Corasick automaton (see Proposition 2). This builds on and extends Manzini’s work [22]. We extend this bijection to the XBWT of the Aho-Corasick automaton (see Figure 4).

For space reasons, many proofs are given in the Appendix (or the preprint [6]).

#### Link between BWT and AC.

Given an ordered set of strings \( P \), \( \text{Decomp}_B(P) \) is the integer interval partition of \([1, |m_P|]\) such that

\[
[i,j] \in \text{Decomp}_B(P) \quad \text{iff} \quad \begin{cases} \text{LCP}(P)[k] \neq \text{LRS}(P)[k], & \text{for } k \in \{i, j+1\} \\ \text{LCP}(P)[k] = \text{LRS}(P)[k], & \text{for } k \in \{i+1, j\}. \end{cases}
\]

We define \( \text{Dec}_P \) as the function from \( \text{Decomp}_B(P) \) to \( \Sigma^* \) such that

\[
\text{Dec}_P[u] := m_P[\text{SA}(m_P)[i] : \text{SA}(m_P)[i] + \text{LRS}(P)[i] - 1],
\]

for all \( u := [i,j] \in \text{Decomp}_B(P) \).

**Proposition 2.** \( \text{Dec}_P \) is a bijection between \( \text{Decomp}_B(P) \) and \( \text{Prefix}(P,S) \).

#### Lemma 3. Let \( u = [i,j] \in \text{Decomp}_B(P) \). For all \( k \in [i,j] \),

\[
\text{Dec}_P[u] = m_P[\text{SA}(m_P)[k] : \text{SA}(m_P)[k] + \text{LRS}(P)[k] - 1].
\]

**Proof.** Let us show by contraposition that \( \text{LRS}(P)[k-1] = \text{LCP}(P)[k] \) for all \( k \in [i+1,j] \).

Assume that there exists \( k \in [i+1,j] \) such that \( \text{LRS}(P)[k-1] \neq \text{LCP}(P)[k] \). When \( \text{LRS}(P)[k-1] < \text{LCP}(P)[k] \), we get by definition that \( \text{LRS}(P)[k] \geq \text{LCP}(P)[k] \), and thus \( \text{LRS}(P)[k-1] < \text{LRS}(P)[k] \). By the definition of \( \text{LRS}(P) \), \( m_P[\text{SA}(m_P)[k-1] + \text{LRS}(P)[k-1]] = \$ \). By the definition of \( \text{LCP}(P) \), for all \( j \in [1, \text{LCP}(P)[k-1] - 1] \), \( m_P[\text{SA}(m_P)[k-1] + j] = m_P[\text{SA}(m_P)[k-1] + j] \). As \( \text{LRS}(P)[k-1] < \text{LCP}(P)[k] \), we have \( m_P[\text{SA}(m_P)[k] + \text{LRS}(P)[k-1]] = \$, which is impossible since \( \text{LRS}(P)[k-1] < \text{LRS}(P)[k] \). Whenever \( \text{LRS}(P)[k-1] > \text{LCP}(P)[k] \), as \( \text{LCP}(P)[k] = \text{LRS}(P)[k] \), the string \( m_P[\text{SA}(m_P)[k] : m_P] \) is lexicographically strictly smaller than \( m_P[\text{SA}(m_P)[k-1] : m_P] \), which is impossible. This concludes the proof.
Proof. Let \( u = [i, j] \) be an interval of \( \text{Decomp}_P(P) \). First, we prove that \( \text{Dec}_P[u] \in \text{Prefix}(\hat{P}_S) \) and then to prove the bijection, we show \( \text{Dec}_P \) is injective and surjective.

By definition, \( \text{LRS}(P)[i] = \text{select}_{m_P}[\text{SA}(m_P)[i] : |m_P[i]|] - 1 \), we get that \( m_P[\text{SA}(m_P)[i] + \text{LRS}(P)[i]] = \$ \) and for any \( j \in [\text{SA}(m_P)[i], \text{SA}(m_P)[i] + \text{LRS}(P)[i] - 1] \), \( m_P[j] \neq \$ \). Hence, \( m_P[\text{SA}(m_P)[i] + \text{LRS}(P)[i]] = \$ \) is a suffix of a string \( w \) of \( P.S \), and thus \( \text{Dec}_P[u] \) is a prefix of \( \hat{w} \) in \( \hat{P}_S \).

Injectiveness. Let \( u_1 = [i_1, j_1] \) and \( u_2 = [i_2, j_2] \) be two elements of \( \text{Decomp}_P(P) \).

Without loss of generality, we take \( i_1 \leq i_2 \). Assume that \( \text{Dec}_P[u_1] = \text{Dec}_P[u_2] \), we have that \( m_P[\text{SA}(m_P)[i_1] : |m_P[i_1]| + \text{LRS}(P)[i_1] - 1] = m_P[\text{SA}(m_P)[i_2] : |m_P[i_2]| + \text{LRS}(P)[i_2] - 1] \). By the definition of \( \text{SA} \), we have \( |m_P[i_1]| + \text{LRS}(P)[i_1] - 1 = |m_P[i_2]| + \text{LRS}(P)[i_2] - 1 \). Hence, we have \( \text{LCP}(P)[k] = \text{LRS}(P)[i_1] \) and \( \text{LRS}(P)[k] = \text{LRS}(P)[i_2] \). Therefore by the definition of \( \text{Decomp}_P(P) \), we get \( u_1 = u_2 \).

Surjectiveness. Let \( \hat{v} \) be a prefix of a string of \( \hat{P}_S \). The string \( \hat{v} \) is a suffix of a string of \( P.S \).

By the definition of \( m_P \), \( \hat{v} \) is a prefix of a suffix \( s \) of \( m_P \) such that \( s[|\hat{v}| + 1] = \$. \)

By the definition of \( \text{BWT}(P) \), the table \( \text{SA}(m_P) \) gives, for a position \( i \), the starting position of the \( i \)th suffix of \( m_P \) in lexicographic order. Hence, there is a bijection between \( \text{Suffix}(m_P) \) and the set of positions in \( \text{SA}(m_P) \). Let \( k \in [1, |m_P|] \) such that \( s = m_P[\text{SA}(m_P)[k] : |m_P[k]|] \). As \( \hat{v} \) is a suffix of a string of \( P.S \) and a prefix of \( s \), we have \( \hat{v} = m_P[\text{SA}(m_P)[k] : |m_P[k]| + \text{LRS}(P)[k] - 1] \). We take \( u = [i, j] \in \text{Decomp}_P(P) \) such that \( k \in [i, j] \). By Lemma 3, \( \hat{v} = \text{Dec}_P[u] \).

By Proposition 2, there exists an integer interval partition of \( [1, |m_P|] \) (i.e., \( \text{Decomp}_P(P) \)) that is in bijection with the set of nodes of \( \text{AC}(P_S) \). The following theorem extends this bijection by building an isomorphic graph of \( \text{AC}(P.S) \) whose set of nodes is \( \text{Decomp}_P(P) \). This states how to simulate an Aho-Corasick automaton using the \( \text{BWT} \) (similarly to \([22]\)).

Theorem 4. Using tables \( \text{BWT}(P) \), \( \text{LCP}(P) \), \( \text{LRS}(P) \) and the function \( \text{LF}(P) \), we can build the graph \( (\text{Decomp}_P(P), A_T(P) \cup A_F(P)) \) that is isomorphic to \( \text{AC}(P.S) \).

\[
A_T(P) := \{(u, v) \in \text{Decomp}_P(P)^2 | \exists x \in u \text{ such that } \text{LF}(P)[x] \neq 0 \text{ and } \text{LF}(P)[x] \in v\}
\]

\[
A_F(P) := \{(u, v) \in \text{Decomp}_P(P)^2 | \max_{1 \leq i \leq k \leq |v|} (\text{LCP}(P)[i]) \} \quad \text{with } u := [i, j], \quad \text{for } \max_{1 \leq i \leq k \leq |v|} \text{LCP}(P)[i] \geq k
\]

More precisely, the graph \( (\text{Decomp}_P(P), A_T(P)) \) is isomorphic to the tree \( \text{AC}(P.S) \) and the graph \( (\text{Decomp}_P(P), A_F(P)) \) is isomorphic to the tree \( \text{ACFL}(P.S) \) (see Appendix).

Link between BWT and XBW. After giving a new proof of the relation between Aho-Corasick automaton and BWT, we exhibit a new (bijective) link between the BWT and the XBW, which takes into account the order in the multi-string (Theorem 5). This leads to both, another construction algorithm of the XBW from the BWT, and to a construction of the BWT from the XBW, and thereby extends Manzini’s results (Corollary 6).

Alike the definition of \( \text{Decomp}_P(P) \) for an ordered set of strings \( P \), we define \( \text{Decomp}_X(P) \) of a tree \( T \) of \( t \) nodes as the integer interval partition of \( [1, t] \) such that

\[
[i, j] \in \text{Decomp}_X(P) \iff
\begin{cases}
\text{XBWL}(P)[k] = 1, & \text{for } k \in \{i - 1, j\} \\
\text{XBWL}(P)[k] = 0, & \text{for } k \in [i, j - 1]
\end{cases}
\]
In this section, we show how to use Theorem 5 to compute the permutation that leads to a BWT and a XBWT having the minimum Run Length Encoding.
4.1 Minimum permutation problem for BWT and XBWT

Run-Length Encoding [24] is a widely used method to compress strings. For a string \( w \), the Run-Length Encoding splits \( w \) into the minimum number of substrings containing a single symbol. The size of the Run-Length Encoding of \( w \) is the cardinality of the minimum decomposition. For example, \( abbaaaccabb \) = \( a^1 b^2 c^2 a^1 b^3 \) (where the power notation \( \alpha^n \) means \( n \) copies of symbol \( \alpha \)), the size of the Run-Length Encoding is 6 (for the decomposition has 6 blocks).

We define Run-Length measures: \( d_B \) for a BWT, and \( d_X \) for a XBW (similar to those of [15]). For \( P \) an ordered set of strings, let \( d_B(P) \) be the cardinality of the set \( \{ i \in [1, \#BWT(P) - 1] \mid BWT(P)[i] \neq BWT(P)[i + 1] \} \). Similarly, let \( d_X(P) \) be the cardinality of the set \( \{ i \in [1, \#XBWT(ACT(P)) - 1] \mid XBWT(ACT(P))[i] \neq XBWT(ACT(P))[i + 1] \} \).

Given two ordered sets of strings, \( P_1 \) and \( P_2 \) such that \( P_1.S = P_2.S \) (i.e., they contain the same set of strings), Theorem 5 implies that their BWT may differ, and thus \( d_B(P_1) \) and \( d_B(P_2) \) may also differ. We define the following minimisation problems. As the Run-Length Encoding of BWT(\( P \)) has size \( d_B(P) + 1 \), finding an optimal solution of Min-Permutation-BWT can help compressing BWT(\( P \)).

**Definition 7** (Min-Permutation-BWT and Min-Permutation-XBWT). Let \( S \) be a set of strings. The problem Min-Permutation-BWT asks for an ordered set of strings \( P \) that minimises \( d_B(P) \) and such that \( P.S = S \). The problem Min-Permutation-XBWT asks for an ordered set of strings \( P \) that minimises \( d_X(P) \) and such that \( P.S = S \).

To simplify Min-Permutation-BWT, we consider specific ordered sets of strings. Let \( P \) be an ordered set of strings and let \( \perp \) denote the root of \( ACT(P) \). We say that \( P \) is topologically planar if for each node \( u \) in \( ACT(P) \) and \( v \in LEAVES_{ACT(P)}(\perp) \setminus LEAVES_{ACT(P)}(u) \), there does not exist \( u_1 \) and \( u_2 \) in \( LEAVES_{ACT(P)}(u) \) such that \( u_1 \prec_P v \prec_P u_2 \). In other words, \( P \) is topologically planar if we can draw the tree \( ACT(P) \) by ordering the leaves with \( \prec_P \) without arcs crossing each other.

![Figure 5](image-url) (a) Link between Decom_BWT(\( P \)) (in blue) and Decom_XBWT(\( ACT(P) \)) (in green). (b) Illustration of Theorem 5 for the running example.
Let \( P \) be an ordered set of strings, which is not necessarily topologically planar. We denote by \( P_{tp} \) the ordered set of strings such that \( P_{tp}, S = P.S \), and such that \( P_{tp}, \sigma \) satisfies for any \( u \) in \( \text{ACT}(P) \), any \( v \) \( \in \text{Leaves}_{\text{ACT}(P)}(\perp) \setminus \text{Leaves}_{\text{ACT}(P)}(u) \), and any \( u_1, u_2 \) in \( \text{Leaves}_{\text{ACT}(P)}(u) \) such that \( u_1 \triangleleft_{P, \sigma} u <_{P, \sigma} u_2 \), we have \( u_1 \triangleleft_{P, \sigma} u_2 <_{P, \sigma} v \). As we have a bijection between the set of circular permutations of \( P.S \) and the set of leaves of \( \text{ACT}(P) \), we can unambiguously define the ordered set of strings \( P_{tp} \) that is topologically planar.

**Proposition 8.** Let \( P \) be an ordered set of strings. We have \( d_B(P_{tp}) \leq d_B(P) \) and \( d_B(P_{tp}) = d_X(P_{tp}) \).

**Proof.** For the inequality, let us prove that any modification of the order used to create \( P_{tp} \) decreases the value of \( d_B \). Let \( P \) be an ordered set of strings that is not topologically planar. Let \( u \) in \( \text{ACT}(P) \), \( v \in \text{Leaves}_{\text{ACT}(P)}(\perp) \setminus \text{Leaves}_{\text{ACT}(P)}(u) \), and let \( u_1 \) and \( u_2 \) in \( \text{Leaves}_{\text{ACT}(P)}(u) \) such that \( u_1 \triangleleft_{P, \sigma} v <_{P, \sigma} u_2 \). Let \( P' \) be the copy of \( P \) where the only difference is \( u_1 <_{P, \sigma} u_2 <_{P, \sigma} v \). Let \( x \in \text{Decomp}_{\text{BWT}}(P) \) such that \( \text{Dec}_\text{Pre}[x] = u \). By Theorem 5, for all \( y \in \text{Decomp}_{\text{BWT}}(P) \setminus \{x\} \), we have \( \text{BWT}(P)[y] = \text{BWT}(P')[y] \). \( \text{BWT}(P)[x] = \ldots \delta[u_1] \delta[v] \delta[u_2] \ldots \) and \( \text{BWT}(P')[x] = \ldots \delta[u_1] \delta[u_2] \ldots \delta[v] \ldots \) with \( v = \text{Child}_{\text{ACT}(P)}(v)(u) \). As \( \delta[u_1] \leq \delta[u_2] \) and \( \delta[u_1] \neq \delta[v] \), we have \( d_B(P') \leq d_B(P) \).

For the equality, it is enough to see that for any element \( u \) in \( \text{Decomp}_{\text{BWT}}(P_{tp}) \), the numbers of distinct successive symbols are identical in \( \text{BWT}(P_{tp})[u] \) and in \( \text{XBWT}(\text{ACT}(P_{tp}))[\text{BWT}_{\text{XBW}}[u]] \). Thus, for two successive elements \( u = [i_1, j_1] \) and \( v = [i_2, j_2] \) of \( \text{Decomp}_{\text{BWT}}(P_{tp}) \), we obtain an equivalence between \( \text{BWT}_{\text{XBW}}[u] = [i_1', j_1'] \) and \( \text{BWT}_{\text{XBW}}[v] = [i_2', j_2'] \):

\[
\text{BWT}(P_{tp})[j_1] = \text{BWT}(P_{tp})[j_2] \iff \text{BWT}(\text{ACT}(P_{tp}))[j_1'] = \text{BWT}(\text{ACT}(P_{tp}))[j_2'].
\]

Thanks to Proposition 8, we can restrict the search to ordered sets of strings that are topologically planar when solving \( \text{Min-Permutation-BWT} \) or \( \text{Min-Permutation-XBWT} \). Furthermore, an optimal solution of \( \text{Min-Permutation-BWT} \) for \( S \) is also an optimal solution of \( \text{Min-Permutation-XBWT} \) for \( S \), and vice versa. This yields the following theorem.

**Theorem 9.** Let \( S \) be a set of strings. We can find an optimal solution for \( \text{Min-Permutation-BWT} \) and for \( \text{Min-Permutation-XBWT} \) in \( O(||S|| \times \#\Sigma) \) time.

### 4.2 Proof of Theorem 9

As a reminder, Proposition 8 states that an optimal solution of \( \text{Min-Permutation-BWT} \) is also an optimal solution of \( \text{Min-Permutation-XBWT} \), and vice versa. In the following of this proof, we only prove the result regarding \( \text{Min-Permutation-XBWT} \).

To start, let us give an overview of the algorithm:

1. we take a random permutation \( \sigma \) of \( S \) and define \( P \) such that \( P.S = S \) and \( P.\sigma = \sigma \),
2. we build \( \text{ACT}(P) \), \( \text{XBWT}(\text{ACT}(P)) \) and \( \text{Decomp}_{\text{BWT}}(\text{ACT}(P)) \),
3. we find \( P' \) which is an optimal solution of \( \text{Min-Permutation-XBWT} \).

In the following, we define the problem \( \text{Min-Permutation-Table} \) and explicit its link to \( \text{Min-Permutation-XBWT} \) (Lemma 10). Lemma 10 gives us a linear time algorithm for finding an optimal solution of \( \text{Min-Permutation-Table} \), and thus we can apply this algorithm to obtain an optimal solution for \( \text{Min-Permutation-XBWT} \).

Given \( A \) an array of symbols of \( \Sigma \), we define \( \text{Char}(A) \) as the set of (different) symbols in \( A \). Given \( T \) an array of \( n \) symbols of \( \Sigma \) and \( D \) an integer interval partition of \( [1, n] \) such for each interval \([i, j]\) of \( D \), \( \#(\text{Char}(T[i, j])) = j - i + 1 \) (i.e., all the symbols of
Proof. To build the tables $A(T) \text{ and } B(T, D)$, we need $O(\#T \times \#\Sigma)$ time. As both tables are smaller than $T$, the for loop of Algorithm 1 also takes $O(\#T \times \#\Sigma)$ time.

Optimality. As for any $i$ in $[1, \#B(T, D)]$, one has $\#(B(T, D)[i]) \geq 2$, we get $B(T, D)[i] \setminus \{\text{last}\} \neq \emptyset$ (within the for loop of Algorithm 1). Let $T^*$ be a string such that for all $[i, j] \in D$, $\text{Char}(T'[i, j]) = \text{Char}(T^*[i, j])$. The size of $T^*$ is $\#T$ and the number of intervals of $D$ is $\#D$, i.e., the maximum number of positions where two consecutive letters can be identical. Hence, we have $d_A(T^*, D) \leq \#T - \#D + 1$. Let $T'$ be the string given by Algorithm 1. We have $d_A(T', D) = \sum_{u \in D}(\#u - 1) + 1 = \#T - \#D + 1$. This concludes the proof.
Algorithm 1: Computation of an array $T'$ of symbols satisfying for any $[i,j] \in D$, $\text{Char}(T[i,j]) = \text{Char}(T'[i,j])$.

**Input**: An instance of Min-Permutation-Table $T$ and $D$

**Output**: A string $T'$

1. $\text{last} \leftarrow \$ such that $\$ \notin \Sigma$
2. $T' \leftarrow \text{empty string}$
3. for $i \in [1, \#B(T,D)]$
   1. $\text{lettre} \leftarrow$ random element of $B(T,D)[i] \setminus \{\text{last}\}$
   2. $T' \leftarrow T'$ word$(\text{Char}(A(D)[i]) \setminus \{\text{lettre}, \text{last}\})$
   3. $T' \leftarrow T' \text{lettre lettre}$
   4. $\text{last} \leftarrow \text{lettre}$
   5. $T' \leftarrow T'$ word$(\text{Char}(A(D)[\#A(D)]) \setminus \{\text{last}\})$
4. return $T'$

Lemma 13. Let $T$ be an array of $n$ symbols of $\Sigma$ and let $D$ be an integer interval partition of $[1, n]$ such that for each interval $[i, j]$ of $D$, $\#(\text{Char}(T[i,j])) = j - i + 1$. The problem Min-Permutation-Table can be solved in $O(\#T \times \#\Sigma)$ time.

Proof. By Lemma 12 and Lemma 11, we can compute an optimal solution of Min-Permutation-Table by splitting the interval, applying Algorithm 1 on each part, and then merging the strings output by Algorithm 1.

5 Conclusion and Perspectives

Here, we present a new view of the Burrows-Wheeler Transform: as the text representation of an Aho-Corasick automaton that depends on the concatenation order. This induces a link between the Burrows-Wheeler Transform and the eXtended Burrows-Wheeler Transform, via the Aho-Corasick automaton. This link allows one to transform one structure into the other (for which we provide algorithms). We also exploit this link to find in linear time an ordering of input strings that optimises the compression of the concatenated strings.

Of course, it would be interesting to evaluate even empirically the gain of this compression on real life data. In bioinformatics, one wishes to index a collection of genomes from individual of the same species. For instance, it can be all variants of a virus genome within a host (e.g., HIV or Ebola virus in human); their number and relative frequency may change along time [2]. An application is then to compare the sequencing reads obtained from any new infected individual with this index to determine whether some variants are becoming more frequent or resistant to some treatment. Some viruses evolve rapidly to circumvent immune response, the number of potential variants can be large. Hence, it is practically relevant to reduce the index space by finding an optimal permutation of the genomes that would maximised the Run-Length Encoding of the index.
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Appendix

A.1 Linear time construction of tables \( \text{LRS}(P) \) and \( \text{LCP}(P) \)

To build in linear time the tables \( \text{LRS}(P) \) and \( \text{LCP}(P) \), we use Algorithm 2, which is proved in Lemma 14. We summarise this property in Proposition 15. The tables for the running example are illustrated in Figure 2.

Lemma 14. Let \( i \in [1, \#(P,S)] \).

\[
\text{LRS}(P)[i] = \begin{cases} 
0 & \text{if } i \in [1, \#(P,S)], \\
\text{LRS}(P)[\text{LF}(P)[i]] - 1 & \text{otherwise}. 
\end{cases}
\]

Proof. For any \( i \in [1, |w|] \), we know that \( \text{SA}(w)[\text{LF}(w)[i]] = \text{SA}(w)[i] - 1 \) if \( \text{SA}(w)[i] \geq 2 \) and \( \text{SA}(w)[\text{LF}(w)[i]] = |w| \) otherwise; hence, we get

\[
\text{LRS}(P)[\text{LF}(P)[i]] = \begin{cases} 
\text{select}_b(m_P, \text{SA}(m_P)[\text{LF}(P)[i]] : |m_P|, 1) - 1 & \text{if } m_P[\text{SA}(w)[i] - 1] = $, \\
\text{LRS}(P)[i] + 1 & \text{otherwise}.
\end{cases}
\]

= If \( \text{SA}(w)[i] = 1 \),

\[
\text{LRS}(P)[\text{LF}(P)[i]] = \begin{cases} 
\text{select}_b(m_P, \text{SA}(m_P)[\text{LF}(P)[i]] : |m_P|, 1) - 1 & \text{if } m_P[\text{SA}(w)[i] - 1] = $, \\
0 & \text{otherwise}.
\end{cases}
\]

We define the function \( \text{Letter} \) from \( [1, |m_P|] \) to \( \Sigma \) such that \( C[\text{Letter}[i]] < i \leq C[\text{Letter}[i + 1]] \) (see the definition of \( \text{LF} \) on page 3) where \( \Sigma = \{c_1, ..., c_{\#\Sigma}\} \) with \( c_1 < ... < c_{\#\Sigma} \). Thus, we define \( \text{RLF}(P) \) from \( [1, |m_P|] \) to \( [1, |m_P|] \) such that

\[
\text{RLF}(P)[i] = \text{select}_{\text{Letter}[i]}(\text{BWT}(P), i - C[\text{Letter}[i]]).
\]

Let \( i \) be an integer between 1 and \( |m_P| \). We have

\[
\text{RLF}(P)[\text{LF}(P)[i]] = \begin{cases} 
\text{select}_{\text{Letter}[\text{LF}(P)[i]]}(\text{BWT}(P), \text{LF}(P)[i] - C[\text{Letter}[\text{LF}(P)[i]]) & \text{if } m_P[\text{SA}(m_P)[\text{LF}(P)[i]]] = $, \\
\text{select}_{\text{BWT}(P)[i]}(\text{BWT}(P), \text{LF}(P)[i] - C[\text{BWT}(P)[i]]) & \text{otherwise}.
\end{cases}
\]

Hence, the function \( \text{RLF}(P) \) is the reverse bijection of \( \text{LF}(P) \), and as \( m_P[\text{SA}(m_P)[i] - 1] = \text{BWT}(P)[i] \), one gets

\[
\text{LRS}(P)[i] = 0 \iff \text{BWT}(P)[\text{RLF}(P)[i]] = $ \\
\iff \text{BWT}(P)[\text{select}_{\text{Letter}[i]}(\text{BWT}(P), i - C[\text{Letter}[i]])] = $ \\
\iff \text{Letter}[i] = $ \\
\iff i \in [1, \#(P,S)].
\]

Therefore, we derive the desired equality, which concludes the proof. ▶
Proposition 15. Let $P$ be an ordered set of strings. Using tables $\text{BWT}(P)$ and $\text{LCP}(m_P)$, we can compute the tables $\text{LRS}(P)$ and $\text{LCP}(P)$ in a time that is linear in $|m_P|$.

Proof. As the value of $\text{LCP}(P)$ at each position corresponds to the minimum between the values at same positions in $\text{LCP}(m_P)$ and in $\text{LRS}(P)$, we only need to prove that the table $\text{LRS}(P)$ can be computed from $\text{BWT}(P)$ in linear time.

Using Algorithm 2 and Lemma 14, we can compute table $\text{LRS}(P)$ in $O(|m_P|)$ time.

Algorithm 2: Computation of table $\text{LRS}(P)$.

Input : The ordered set of strings $P$
Output: The table $\text{LRS}(P)$

Compute the table $\text{BWT}(P)$;
 Initialise $\text{LRS}$ as an empty table of length $|m_P|$;
 for $i \in [1, \#(P.S)]$ do
  position $\leftarrow i$;
  nb $\leftarrow 0$;
  $\text{LRS}[\text{position}] \leftarrow \text{nb}$;
  while $\text{BWT}(P)[\text{position}] \neq \$ do
    $\text{LRS}[\text{position}] \leftarrow \text{nb}$;
    nb $\leftarrow \text{nb} + 1$;
    position $\leftarrow \text{LF}[\text{position}]$;

return $\text{LRS}$;

A.2 Proof of Theorem 4

The next propositions exhibit the links between $\text{Decomp}_\text{BWT}(P)$ and first, the arcs of $\text{ACT}(\bar{P}.S)$ (Proposition 16), and second, the arcs of $\text{ACFL}(\bar{P}.S)$ (Proposition 17).

Proposition 16 (See Figure 4). The graph $G_T(P) = (\text{Decomp}_\text{BWT}(P), A_T(P))$ is isomorphic to the tree $\text{ACT}(\bar{P}.S)$, where

$$A_T(P) := \{(u, v) \in \text{Decomp}_\text{BWT}(P)^2 \mid \exists x \in u \text{ such that } \text{LF}(P)[x] \neq 0 \text{ and } \text{LF}(P)[x] \in v\}.$$

Proof. First, we show that there exists a bijection between the node set of $\text{ACT}(\bar{P}.S)$ and that of $G_T(P)$. We reuse the bijection $\text{Dec}_\text{Pre}$, which served in Proposition 2. Let us show that for each arc $(u, v)$ of $A_T(P)$, $(\text{Dec}_\text{Pre}[u], \text{Dec}_\text{Pre}[v])$ is an arc of $\text{ACT}(\bar{P}.S)$, and vice versa. Let $(u, v) \in A_T(P)$, i.e., $(u, v) \in \text{Decomp}_\text{BWT}(P)^2$ such that there exists $x \in u$ satisfying $\text{LF}(P)[x] \in v$.

According to [5], we know that $\text{SA}(m_P)[\text{LF}(m_P)[i]] = \text{SA}(m_P)[i] - 1$. By Lemma 14, we have $\text{LRS}(P)[\text{LF}(P)[x]] = \text{LRS}(P)[x] + 1$ for all $x$ such that $\text{LF}(P)[x] \neq 0$. With both equalities and Lemma 3, we obtain

$$\text{Dec}_\text{Pre}[v] = \text{Dec}_\text{Pre}[u] \# \text{SA}(m_P)[\text{LF}(P)[x]] = \text{SA}(m_P)[\text{LF}(P)[x]] + \text{LRS}(P)[\text{LF}(P)[x]] - 1$$
$$= \# \text{SA}(m_P)[x] - 1 : \text{SA}(m_P)[x] - 1 + \text{LRS}(P)[\text{LF}(P)[x]] - 1$$
$$= \# \text{SA}(m_P)[x] - 1 : \text{SA}(m_P)[x] - 1 + \text{LRS}(P)[x]$$
$$= \# \text{SA}(m_P)[x] : \text{SA}(m_P)[x] + \text{LRS}(P)[x] - 1 \# m_P[\text{SA}(m_P)[x] - 1]$$
$$= \text{Dec}_\text{Pre}[u] \# m_P[\text{SA}(m_P)[x] - 1].$$
The string Dec_Pre[u] is thus the longest prefix of Dec_Pre[v].

Let (x, y) be an arc of ACT($\hat{P}$, $\hat{S}$). We take z a leaf in the subtree of ACT($\hat{P}$, $\hat{S}$) in y. As x is the parent of y in ACT($\hat{P}$, $\hat{S}$), z is also a leaf in the subtree of ACT($\hat{P}$, $\hat{S}$) in x. We take i ∈ [1, |mP|] such that $\varphi$ is a prefix of mP[i : |mP|]. Hence $\varphi$ is a prefix of mP[i + |z| - |y| : |mP|] and $\varphi$ is a prefix of mP[i + |z| - |x| : |mP|]. As (x, y) is an arc of ACT($\hat{P}$, $\hat{S}$), |y| - |z| = 1. Thus, choosing k such that $\text{SA}(mP)[k] = i + |z| - |y| + 1$, and u, v in Decomp_BWT(P) such that k ∈ u and LFS(P)[k] ∈ v, we get $\varphi = \text{Dec}_\text{Pre}[u]$ and $\varphi_y = \text{Dec}_\text{Pre}[v]$. This concludes the proof.

\[ \text{Proposition 17 (See Figure 4). The graph } G_F(P) = (\text{Decomp}_\text{BWT}(P), A_F(P)) \text{ is isomorphic to the tree ACFL($\hat{P}$, $\hat{S}$), where} \]

\[ A_F(P) := \{(u, v) \in \text{Decomp}_\text{BWT}(P)^2 | \max_{k \leq i < j} \{ (k) \} \in v \text{ with } u = [i, j] \}. \]

\[ \begin{align*}
\text{Proof.} \text{ First, let us show the following equivalence. Let } u &= [i, j] \in \text{Decomp}_\text{BWT}(P), \\
& \forall k \in w \text{ with } k < i \text{ and } LRS(P)[k] = \min_{k-1 \leq l \leq i} \text{LCP}(P)[l], \\
& \Rightarrow \text{Dec}_\text{Pre}[u] \text{ is a suffix of Dec}_\text{Pre}[w]. \\
& \forall k \in w \text{ with } k < i \text{ and } LRS(P)[k] = \min_{k-1 \leq l \leq i} \text{LCP}(P)[l], \\
& \Rightarrow \text{Dec}_\text{Pre}[u] \text{ is a suffix of Dec}_\text{Pre}[w]. \\
& \text{Hence, we have for all } l \in [k-1, i], LRS(P)[k] \leq \text{LCP}(P)[l], \text{ and thus} \\
& \text{Dec}_\text{Pre}[u] = mP[\text{SA}(mP)[i] : \text{SA}(mP)[i] + \text{LRS}(P)[i] - 1] \\
& = mP[\text{SA}(mP)[i] + \text{LRS}(P)[k] : \text{SA}(mP)[i] + \text{LRS}(P)[i] - 1] \\
& = mP[\text{SA}(mP)[i] + \text{LRS}(P)[k] : \text{SA}(mP)[i] + \text{LRS}(P)[i] - 1] \\
& = mP[\text{SA}(mP)[k] : \text{SA}(mP)[k] + \text{LRS}(P)[k] - 1] \\
& = mP[\text{SA}(mP)[k] : \text{SA}(mP)[k] + \text{LRS}(P)[i] - 1] \text{ Dec}_\text{Pre}[w]. \\
& \text{Let } w = [i_1, j_1] \text{ and } u = [i_2, j_2] \text{ be two elements of Decomp_BWT(P) such that } \text{Dec}_\text{Pre}[w] \text{ is a suffix of Dec}_\text{Pre}[u]. \text{ Hence, we have that } mP[\text{SA}(mP)[i_1] : \text{SA}(mP)[i_1] + \text{LRS}(P)[i_1] - 1] \text{ is a prefix of } mP[\text{SA}(mP)[i_2] : \text{SA}(mP)[i_2] + \text{LRS}(P)[i_2] - 1], \text{ By the definition of BWT(P), for} \\
& \text{all } l \in [i_1, i_2], LRS(P)[i_1] \leq \text{LCP}(P)[l]. \text{ This concludes the proof of the equivalence. By the} \\
& \text{equivalence, given } u \text{ and } v \text{ in Decomp_BWT(P) such that } \text{Dec}_\text{Pre}[u] \text{ is a suffix of Dec}_\text{Pre}[v], \\
& \text{for all } k_1 \in u \text{ and } k_2 \in v, \text{ we have } k_1 \leq k_2. \text{ Hence, by taking the largest } w \text{ satisfying the} \\
& \text{first step of the inequality, we obtain the longest suffix and vice versa.} \]

\[ \text{A.3 Proof of Theorem 5} \]

\[ \text{Proof.} \text{ We define } T_B \text{ (resp. } T_X) \text{ as the array of intervals of Decomp_BWT(P)} \\
\text{(resp. Decomp_XBW(ACFL($\hat{P}$)))} \text{ sorted in the interval order. Let us prove that } T_B \text{ and } T_X \text{ have} \\
\text{the same length, and that at the same position } i, T_B[i] \text{ and } T_X[i] \text{ represent the same prefix of} \\
\text{P. By Proposition 2, the length of } T_B \text{ is } \#\text{Prefix}(\hat{P}, \hat{S}). \text{ By the definition of Decomp_XBW,} \\
\text{the length of } T_X \text{ is the number of } 1 \text{ in XBWL(ACFL($\hat{P}$)), i.e., the number of internal nodes of} \\
\text{ACFL($\hat{P}$), and thus is equal to } \#\text{Prefix}(\hat{P}, \hat{S}). \text{ Hence, } T_B \text{ and } T_X \text{ have the same cardinalities.} \\
\text{Let } i \in [1, \#\text{Prefix}(\hat{P}, \hat{S})]. \text{ By Proposition 2, } T_B[i] \text{ represents the } i^{th} \text{ suffix of strings of} \\
P.S \text{ in lexicographic order. By the definition of } XBWL(\text{ACFL($\hat{P}$))}, \text{ all the nodes PA(ACFL($\hat{P}$))[k]} \\
\text{for } k \in T_X[i] \text{ have the same parent } z \text{ in } \text{ACFL($\hat{P}$)}, \text{ and } z \text{ represents the } i^{th} \text{ node in } \prec \text{ order,} \\
i.e., \text{the } i^{th} \text{ suffix of strings of } P.S \text{ in lexicographic order.} \]
As the tree \( BWT_{XBW} \) such that for any \( i \) in \([1, \#Prefix(P, S)]\), one has \( BWT_{XBW}[T_B[i]] = T_X[i] \). As the tree \( ACT(P) \) represents the Aho-Corasick tree of \( P. S^S \), we have a bijection \( b_1 \) from the node set of \( ACT(P) \) onto the set of prefixes of \( P. S^S \). By the definition of functions \( \pi \) and \( \delta \) (see page 4), for any node \( v \) of \( ACT(P) \), we have \( \delta(v) = \pi(v) = \delta(v) \).

By the definition of \( XBWT(ACT(P)) \), we have that for \( T_X[i] = [i', j'] \)

\[
\#T_X[i] = \#\{ v \text{ node of } ACT(P) \mid \pi(v) = \text{Dec}_\text{Pre}[BWT_{XBW^{-1}}[T_X[i]]] \} = \#\{ v \text{ node of } ACT(P) \mid v \text{ is a child of } b_1^{-1}(\text{Dec}_\text{Pre}[BWT_{XBW^{-1}}[T_X[i]]]) \}.
\]

As \( i' \in T_X[i] \) and \( b_1^{-1}(\text{Dec}_\text{Pre}[BWT_{XBW^{-1}}[T_X[i]]]) = \text{Parent}_{ACT(P)}(\text{PA}(ACT(P)))[i'] \),

\[
\#T_B[i] = \#\{ w \in P. S^S \mid \text{Dec}_\text{Pre}[T_B[i]] \text{ is a prefix of } w \} = \#\{ v \text{ leaf of } ACT(P) \mid b_1^{-1}(\text{Dec}_\text{Pre}[T_B[i]]) \text{ is an ancestor of } v \text{ in } ACT(P) \}.
\]

As \( b_1^{-1}(\text{Dec}_\text{Pre}[T_B[i]]) = b_1^{-1}(\text{Dec}_\text{Pre}[BWT_{XBW^{-1}}[T_X[i]]]) = \text{Parent}_{ACT(P)}(\text{PA}(ACT(P)))[i'] \),

\[
\#T_B[i] = \#\{ v \text{ a leaf of } ACT(P) \mid \text{Parent}_{ACT(P)}(\text{PA}(ACT(P)))[i'] \text{ is an ancestor of } v \text{ in } ACT(P) \} = \#\text{Leaves}_{ACT(P)}(\text{Parent}_{ACT(P)}(\text{PA}(ACT(P)))[i'])\).
\]

Let \( \{y_1, y_2, \ldots , y_{\#T_B[i]}\} \) be the set of leaves of the subtree of \( \text{Parent}_{ACT(P)}(\text{PA}(ACT(P)))[i'] \) in \( ACT(P) \) sorted such that \( y_1 <_{P, \sigma} \ldots <_{P, \sigma} y_{\#T_B[i]} \). Given \( k \in [i'', j''] \), we define \( w_P[k] \) as the string \( m_P[\text{select}_S(m_P, \text{rank}_S(m_P, SA(P)[k] - 1) + 1 : SA(P)[k] + \text{LRS}(P)[k] - 1] \). For all \( k \in [i'', j''] \), the string \( w_P[k] \) is a string of \( P. S \). Moreover, the definition of \( <_{P, \sigma} \) implies \( w_P[i'' <_{P, \sigma} \ldots <_{P, \sigma} w_P[j''] \). As for \( l \in [1, \#T_B[i]] \), the string \( \pi(y_l) \) is also a string of \( P. S \), we get \( \pi(y_l) = w_P[l' - l - 1] \). Given \( x \) and \( y \) in \([i'', j''] \in \text{Decomp}_BWT(P) \), we obtain the following equivalences between orders:

\[
x < y \iff w_P[x] <_{P, \sigma} w_P[y] \iff \pi(x_{i'' - i'' + 1}) <_{P, \sigma} \pi(y_{i'' - i'' + 1}) \iff x_{i'' - i'' + 1} <_{P, \sigma} y_{i'' - i'' + 1}.
\]

By the definition of \( BWT(P) \), for all \( k \in [1, \#T_B[i]] \), we get that

\[
BWT(P)[i'' + k - 1] = m_P[SA(m_P)[i'' + k - 1] - 1] = w_P[i'' + k - 1][w_P[i'' + k - 1] - \text{LRS}[i'' + k - 1] + 1] = \delta(\text{Child}_{ACT(P)}(\pi(y_{l'}))(\text{Parent}_{ACT(P)}(\text{PA}(ACT(P)))[i'])).
\]
A.4 Proof of Corollary 6

Let $P$ be an ordered set of strings. To compute tables $\text{XBWT}(\text{ACT}(P))$ and $\text{XBWL}(\text{ACT}(P))$ using only $\text{BWT}(P)$, $\text{LCP}(P)$ and $\text{LRS}(P)$, we first define a new table $\text{BWD}(P)$.

The Burrows-Wheeler Decomposition of $P$, denoted by $\text{BWD}(P)$, is the array of length $\#\text{Decomp}\_\text{BWT}(P)$ such that for each position $i$, $\text{BWD}(P)[i]$ is the cardinality of the $i^{th}$ element of $\text{Decomp}\_\text{BWT}(P)$ in interval order.

Lemma 18. Using tables $\text{LCP}(P)$ and $\text{LRS}(P)$, Algorithm 3 computes $\text{BWD}(P)$ in linear time in $\|P.S\|$ and the table $\text{BWD}(P)$ can be stored with $\|P.S\| \times \log(\#(P.S))$ bits.

Proof of Lemma 18. For each $i$ in $[1, |m_P|]$, at the beginning of the loop for, we have that $\text{LCP}(P)[i-j] \neq \text{LRS}(P)[i-j]$ and for all $k \in [i-j+1, i-1]$, $\text{LCP}(P)[k] \neq \text{LRS}(P)[k]$. Hence, if $\text{LCP}(P)[i] \neq \text{LRS}(P)[i]$, the interval $[i-j, i-1]$ is an element of $\text{Decomp}\_\text{BWT}(P)$ and the cardinality of $[i-j, i-1]$ is $j$. Otherwise, we increase $j$ by 1 because the position $i$ does not correspond to a new interval of $\text{Decomp}\_\text{BWT}(P)$. For the complexity, as each step of the loop can be computed in constant time, Algorithm 3 computes $\text{BWD}(P)$ in linear time in $\|P.S\|$. As for each position $i$ of $\text{BWD}(P)$, $\text{BWD}(P)[i]$ represents the number of strings of $P.S$ having as suffix $\text{Decomp}\_\text{Pre}[u]$, where $u$ is the $i^{th}$ element of $\text{Decomp}\_\text{BWT}(P)$ sorted in interval order, it follows that $\text{BWD}(P)[i] \leq \#(P.S)$. This concludes the proof.

Algorithm 3: Computation of the table $\text{BWD}(P)$.

\begin{verbatim}
Input: The tables $\text{LCP}(P)$ and $\text{LRS}(P)$
Output: The table $\text{BWD}(P)$
\text{BWD} \leftarrow \text{empty list};
j \leftarrow 0;
\text{for } i \in [1, |m_P|] \text{ do }
\quad \text{if } \text{LCP}(P)[i] \neq \text{LRS}(P)[i] \text{ then }
\quad \quad \text{insert } j \text{ at the end of } \text{BWD};
\quad \quad j \leftarrow 1;
\quad \text{else } j \leftarrow j + 1;
\text{return } \text{BWD};
\end{verbatim}

Lemma 19. Using tables $\text{BWT}(P)$ and $\text{BWD}(P)$, Algorithm 4 computes the tables $\text{XBWT}(\text{ACT}(P))$ and $\text{XBWL}(\text{ACT}(P))$ in linear time of $\|P.S\| \times \#\Sigma$.

Proof of Lemma 19. Algorithm 4 is an application of Theorem 5.

Using Algorithm 3 to build $\text{BWD}(P)$ and Algorithm 4, we can compute tables $\text{XBWT}(\text{ACT}(P))$ and $\text{XBWL}(\text{ACT}(P))$ in linear time of $\|P.S\| \times \#\Sigma$.

We define the equivalent of $\text{BWD}$ for $\text{Decomp}\_\text{XBW}(P)$. The extended Burrows Wheeler Decomposition (XBWD) of a tree $T$ is the array of length $\#\text{XBWL}(T)$ such that for any position $i$, $\text{XBWD}(P)[i]$ equals the cardinality of the $i^{th}$ element of $\text{Decomp}\_\text{XBW}(T)$ sorted in interval order.

Lemma 20. From the table $\text{XBWL}(\text{ACT}(S))$, Algorithm 5 computes $\text{XBWD}(\text{ACT}(S))$ in linear time in $\|P.S\|$ and the table $\text{XBWD}(\text{ACT}(S))$ can be stored in $\|P.S\| \times \log(\#\Sigma)$ bits.
Algorithm 4: Computation of tables $XBWT(\mathit{ACT}(\hat{P}))$ and $XBWL(\mathit{ACT}(\hat{P}))$.

Input: The tables $BWT(P)$ and $BWD(P)$

Output: The tables $XBWT(\mathit{ACT}(\hat{P}))$ and $XBWL(\mathit{ACT}(\hat{P}))$

Initialise both $XBWT$ and $XBWL$ as empty lists;

$nb \leftarrow 1$;

for $i \in [1, \#BWD(P)]$ do

$D \leftarrow$ Dictionary such that for all $l \in \Sigma$, $D[l] \leftarrow true$;

$\mathit{begin} \leftarrow nb$;

$\mathit{last} \leftarrow \mathit{begin} + BWD(P)[i] - 1$;

$nb \leftarrow last + 1$;

for $j \in [\mathit{begin}, \mathit{last}]$ do

if $D[BWT(P)[j]]$ then

insert $BWT(P)[j]$ at the end of $XBWT$;

insert 0 at the end of $XBWL$;

$D[BWT(P)[j]] \leftarrow false$;

end

end

$XBWL[\#XBWL] \leftarrow 1$;

return $XBWT$ and $XBWL$;

Proof. The proof of Lemma 20 is similar to that of Lemma 18. As for each position $i$ of $XBWD(\mathit{ACT}(S))$, $XBWD(\mathit{ACT}(S))[i]$ represents the number of the right extensions of the strings $PA(\mathit{ACT}(S))[i]$ in $S$ (i.e., the number of different strings $PA(\mathit{ACT}(S))[i] a$ which are substrings of a string of $S$ for some $a \in \Sigma$), we have $XBWD(\mathit{ACT}(S))[i] \leq \#\Sigma$.

Algorithm 5: Computation of table $XBWD(\mathit{ACT}(S))$.

Input: The table $XBWL(\mathit{ACT}(S))$; Output: The table $XBWD(\mathit{ACT}(S))$

$XBWD \leftarrow$ empty list;

$j \leftarrow 1$;

for $i \in [1, \#(XBWL(\mathit{ACT}(S)))]$ do

if $XBWL(\mathit{ACT}(S)) = 1$ then

insert $j$ at the end of $XBWD$;

$j \leftarrow 1$;

else $j \leftarrow j + 1$;

end

return $XBWD$;

Lemma 21. Using tables $XBWT(\mathit{ACT}(S))$ and $XBWD(\mathit{ACT}(S))$, we can build the tables $BWT(\hat{P})$, $LCP(\hat{P})$ and $LRS(\hat{P})$ in linear time of $\|P.S\| \times \#\Sigma$, where $P$ is a topologically planar, ordered set of strings such that $P.S = S$.

Proof. In [9], Ferragina et al. prove that with both tables $XBWT(\mathit{ACT}(S))$ and $XBWD(\mathit{ACT}(S))$ one can access in constant time the children and the parents in $\mathit{ACT}(S)$. Hence, we can compute in linear time in $\|P.S\|$, the table $TL(\mathit{ACT}(S))$, where in each position of $i$ we store the number of leaves in the subtree of the node $PA(\mathit{ACT}(S))[i]$. We finish the proof using the results of Theorem 5 and an algorithm similar to Algorithm 4.
A.5 Proof of Lemma 10

Proof. Let $T'$ be an optimal solution of Min-Permutation-Table for $XBWT(ACT(P))$ and for $Decomp_{XBW}(ACT(P))$. By Theorem 5, for each $[i,j] \in Decomp_{XBW}(ACT(P))$, the order of the symbols in $XBWT(ACT(P))[i,j]$ depends on the order on the children of the parent of $PA(ACT(P))[i]$. Hence, the choice of $T'$ corresponds to the choice of an order for each internal node of $ACT(P)$ over all its children. As we can extend this order to a total order on the leaves of $ACT(P)$, we can build $P'$ the ordered set of strings satisfying $P'.S = S\$ and $P'.\sigma(\pi(f_i)) = s_i$, where the order on the leaves of $ACT(P)$ is $f_1 < \ldots < f_{\#S}$ and $s_1 < \ldots < s_{\#S}$ are the strings of $S$ in lexicographic order. ▶
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Abstract

We introduce the Longest Common Circular Factor (LCCF) problem in which, given strings $S$ and $T$ of length at most $n$, we are to compute the longest factor of $S$ whose cyclic shift occurs as a factor of $T$. It is a new similarity measure, an extension of the classic Longest Common Factor. We show how to solve the LCCF problem in $O(n \log^4 n)$ time using $O(n \log^2 n)$ space.
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1 Introduction

We introduce a new variant of the Longest Common Factor (LCF) Problem, called the Longest Common Circular Factor (LCCF) Problem. In the LCCF problem, given two strings $S$ and $T$, both of length at most $n$, we seek for the longest factor of $S$ whose cyclic shift occurs as a factor of $T$. The length of the LCCF is a new string similarity measure that is 2-approximated by the length of the LCF. We show that the exact value of LCCF can be computed efficiently.

A linear-time solution to the LCF problem is one of the best-known applications of the suffix tree [2]. Just as the LCF problem was an extension of the classical pattern matching, the LCCF problem can be seen as an extension of the circular pattern matching. The latter can still be solved in linear time using the suffix tree and admits a number of efficient solutions based on practical approaches [4, 10, 17, 21, 28, 32], also in the approximate variant [6, 7, 18, 20], as well as an indexing variant [3, 21, 22], and the problem of detecting various circular patterns [29]. The LCCF problem is further related to the notion of unbalanced translocations [9, 11, 31, 33, 34].

One can formally state the problem in scope as follows.

**Longest Common Circular Factor (LCCF)**

**Input:** Two strings $S$ and $T$ of length at most $n$ each.

**Output:** A pair of longest factors, $F$ of $S$ and $F'$ of $T$, for which there exist strings $U$ and $V$ such that $F = UV$ and $F' = VU$; we denote $\text{LCCF}(S, T) = (F, F')$.

This problem can be solved in a straightforward way in $O(n^2 \log n)$ time and $O(n)$ space using period queries [26, 27, 24]; see Section 2.1. Our main result is the following.

**Theorem 1 (Main Result).** The Longest Common Circular Factor problem on two strings of length at most $n$ can be solved in $O(n \log^4 n)$ time and $O(n \log^2 n)$ space.

Henceforth, we assume for simplicity that $|S| = |T| = n$; otherwise, the shorter string can be padded with a special character $\#$ that does not occur in either of the strings.

**Our approach.** We apply local consistency techniques from the area of internal pattern matching (in case $U$ and $V$ are not highly periodic; Section 3) and Lyndon roots (otherwise; Section 4). The LCCF problem is reduced to finding configurations satisfying conjunction of four conditions of type $i \in \text{Occ}(X)$, where $\text{Occ}(X)$ is the set of occurrences of a factor $X$.

Each configuration can be decomposed into two subconfigurations (pairs of consecutive fragments), one in $S$ and one in $T$. We guarantee that the number of subconfigurations is
nearly linear so that we can compute them all for both $S$ and $T$. Then, the task reduces to finding two subconfigurations which agree (produce a full configuration) and constitute an optimal solution. This is done using geometric techniques in Section 6. Each condition $i \in \text{Occ}(X)$ can be seen as membership of a point in a range since $\text{Occ}(X)$ forms an interval in the suffix array. This gives a reduction of the LCCF problem to an intersection problem for 4D-rectangles. The latter task is solved efficiently using a sweep line algorithm.

2 Preliminaries

We consider strings over an integer alphabet $\Sigma$. If $W$ is a string, then by $|W|$ we denote its length and by $W[1], \ldots, W[|W|]$ its characters. By $x = W[i..j]$ we denote a fragment of $W$ between the $i$th and $j$th character, inclusively. We also denote this fragment $x$ by $W[i..j+1]$, and we define $\text{first}(x) = i$ as well as $\text{last}(x) = j$. If $\text{first}(x) = 1$, then $x$ is a prefix, and if $\text{last}(x) = |W|$, it is a suffix of $W$. Fragments $x$ and $y$ are consecutive if $\text{last}(x) + 1 = \text{first}(y)$; we then also say that $y$ follows $x$.

The string $W[i] \cdots W[j]$ that corresponds to the fragment $x$ is a factor of $W$. We say that two fragments match if the corresponding factors are the same. Let us note that a fragment can be represented by its endpoints in $O(1)$ space; this representation can also be used to specify the corresponding factor.

By $W^R$ we denote the reversal of a string $W$. We say that a positive integer $p$ is a period of a string $W$ if $W[i] = W[i + p]$ for all $i = 1, \ldots, |W| - p$. By $\text{per}(W)$ we denote the shortest period of $W$. A string $W$ is called (weakly) periodic if its shortest period satisfies $2\text{per}(W) \leq |W|$. Fine and Wilf’s Periodicity Lemma [16] asserts that if a string $W$ has periods $p$ and $q$ such that $p + q \leq |W|$, then $\gcd(p, q)$ is also a period of $W$.

2.1 $O(n^2 \log n)$-Time and $O(n)$-Space Algorithm

A period query [26] is an internal query that is defined on a text $W$ as follows: Given a fragment $x$ of the text, report all periods of $x$ (represented as several arithmetic progressions). In particular, the answer gives the shortest period $p = \text{per}(x)$ and the longest border $U = x[1..|x| - p] = x[1 + p..|x|]$. Period queries can be answered in $O(\log n)$ time using a data structure of size $O(n)$. A randomized $O(n)$-time construction of this data structure was presented in [27], whereas a deterministic variant appeared in [24, Theorem 1.1.12].

\textbf{Proposition 2.} The Longest Common Circular Factor problem on two strings of length $n$ can be solved in $O(n^2 \log n)$ time and $O(n)$ space.

\textbf{Proof.} Let us set $W = S \# T \# S$, where $\#$ is a special character that occurs neither in $S$ nor in $T$. For every pair of positions $i, j \in [1..n]$, we ask a period query for $x = W[i..n + j] = S[i..n] \# T[1..j]$ and $y = W[n + j + 1..2n + 1 + i] = T[j..n] \# S[1..i]$. This lets us recover the longest borders $U$ of $x$ and $V$ of $y$ so that $(UV, VU)$ is a common circular factor of $S$ and $T$. The longest of these factors over all pairs of positions $(i, j)$ corresponds to the LCCF. \hfill $\blacksquare$

2.2 Synchronizing Sets

In this section, we present the notion of synchronizing sets recently introduced by Kociumaka and Kempa [23] for BWT construction and answering LCE queries. Intuitively, a $\tau$-synchronizing set $P$ of a string $W$ is a subset of position of $W$ such that:

\begin{itemize}
  \item the choice whether $i \in P$ is made based on a context of $2\tau$ subsequent characters,
  \item $P$ contains at least one in every $\tau$ positions of each region of $W$ whose period exceeds $\frac{1}{3}\tau$.
\end{itemize}
The underlying idea of making a locally consistent selection based on fixed-length contexts originates from internal pattern matching [27]. Later, the construction has been used for LCE queries [8] and derandomized [24]. We formalize our results using synchronizing sets as they provide a cleaner interface compared to that of the synchronizing functions of [24].

**Definition 3** (Kempa and Kociumaka [23, Definition 3.1]). Let $W$ be a string of length $n$ and let $\tau \leq \frac{1}{2}n$ be a positive integer. We say that a set $P \subseteq [1..n−2\tau+1]$ is a $\tau$-synchronizing set of $W$ if it satisfies the following conditions (see Figure 1):

- if $W[i..i+2\tau] = W[i'..i'+2\tau]$, then $i \in P$ if and only if $i' \in P$ (for $i, i' \in [1..n−2\tau+1]$),
- $P \cap [i..i+\tau] = \emptyset$ if and only if $\mathrm{per}(W[i..i+3\tau−2]) \leq \frac{1}{3}\tau$ (for $i \in [1..n−3\tau+2]$).

**Figure 1** A 3-synchronizing set $P = \{1, 2, 5, 8, 11, 12, 16, 19, 22, 24\}$ of a string $W$ of length 30. The 10 positions in $P$ are the starting positions of the occurrences of length-(2·3) factors $aabbab$, $aaaaab$, $bababa$, and $abaaaa$ (marked as rectangles, listed top-down). Out of each three consecutive positions in $[1..25]$, at least one belongs to $P$. The only exception is $[13..16]$ due to the fact that $\mathrm{per}(W[13..20]) = 1 \leq \frac{1}{3} \cdot 3$.

A key technical result is a deterministic linear-time construction of a synchronizing set of optimal size $O(\frac{n}{\log n})$. The linear running time is improved in [24, 23] to $O(\frac{n}{\log \sigma n})$ for small alphabet size $\sigma$ and parameter $\tau = \Theta(\log n)$, but that is not relevant for this paper.

**Lemma 4** ([23, Proposition 8.10], [24, Lemma 4.4.9]). Given a string $W$ of length $n$ and a positive integer $\tau \leq \frac{1}{2}n$, in $O(n)$ time one can construct a $\tau$-synchronizing set of size $O(\frac{n}{\tau})$.

The central property of a synchronizing set $P$ is that if a factor $X$ is sufficiently long and not highly periodic, then most of the positions of $X$ are located consistently. In our applications, we actually use the leftmost of these positions only. Hence, for an integer $i$ and a set $P$, we define $\text{succ}_P(i) = \min\{p \in P : p \geq i\}$ to be the successor of $i$ in $P$. We assume that $\min P = \emptyset = \infty$ so that $\text{succ}_P(i) = \infty$ if $i > \max P$.

**Lemma 5.** Let $P$ be a $\tau$-synchronizing set in a string $W$. If $W[i..j] = X = W[i'..j']$, where $|X| \geq 3\tau−1$ and $\mathrm{per}(X) > \frac{1}{4}\tau$, then $\text{succ}_P(i) - i = \text{succ}_P(i') - i' \leq |X| - 2\tau$.

**Proof.** First, suppose for a proof by contradiction that $\text{succ}_P(i) - i > |X| - 2\tau = j - i + 1 - 2\tau$. Consequently, $P \cap [i..j-2\tau+2] = \emptyset$, which yields $P \cap [p..p+\tau] = \emptyset$ for $p \in [i..j-3\tau+2]$. Hence, Definition 3 implies $\mathrm{per}(W[p..p+3\tau−2]) \leq \frac{1}{4}\tau$ for $p \in [i..j−3\tau+2]$. Due to $j - i + 1 = |X| \geq 3\tau - 1$, this range is non-empty, so the Periodicity Lemma yields $\frac{1}{4}\tau < \mathrm{per}(X) = \mathrm{per}(W[i..j]) \leq \frac{1}{3}\tau$, contradicting our assumption that $\text{succ}_P(i) - i > |X| - 2\tau$.

Due to $\text{succ}_P(i) - i \leq |X| - 2\tau$, we now conclude that $W[\text{succ}_P(i..i)+\tau] = W'[i' - i + \text{succ}_P(i) - \tau] = W'[i' - i + \text{succ}_P(i) - \tau - i + \text{succ}_P(i) + 2\tau]$. Therefore, $\text{succ}_P(i) \in P$ implies $i' - i + \text{succ}_P(i) \in P$ in the light of Definition 3. Consequently, $\text{succ}_P(i') - i' \leq \text{succ}_P(i) - i$. A symmetric argument shows that $\text{succ}_P(i) - i \leq \text{succ}_P(i') - i'$, which completes the proof.
2.3 Types of Factors

We define the type of a (non-empty) string $W$ as $\text{type}(W) = \lceil \log(|W|) \rceil - 1$. We denote by $\text{LCCF}_{a,b}(S,T)$ the longest common circular factor $(UV, VU)$ of $S$ and $T$ such that $\text{type}(U) = a$ and $\text{type}(V) = b$. We also say that it is the type-$(a,b)$ LCCF. Moreover, we denote by $\text{LCF}(S,T)$ the (ordinary) longest common factor of $S$ and $T$ (corresponding to $U = \epsilon$ or $V = \epsilon$). Our basic strategy is to compute $\text{LCCF}_{a,b}(S,T)$ independently for every pair $(a,b)$ and report the longest alternative among the obtained common circular factors, including $(F,F)$.

For each type $a$, we introduce a synchronizing set $P_a$ of the concatenation $ST$. For $a = 0$, we set $P_0 = [1 \ldots |ST|]$, while for $1 \leq a \leq \text{type}(ST)$, let us define $P_a$ as a $2^{a-1}$-synchronizing set of $W$. Using Lemma 4, we make sure that $|P_a| = \mathcal{O}(\frac{|a|}{8})$ and the set $P_a$ can be constructed in $\mathcal{O}(n)$ time, which sums up to $\mathcal{O}(n \log n)$ across all types $a$.

Moreover, let us define

$$P_a(S) = \{p \in P_a : p \leq |S|\} \quad \text{and} \quad P_a(T) = \{p - |S| : p \in P_a, p > |S|\}.$$

Intuitively, $P_a(S)$ and $P_a(T)$ represent the subsets of $P_a$ corresponding to $S$ and $T$, respectively. The following result relates these notions to the common factors of $S$ and $T$.

> **Corollary 6.** If $S[i \ldots j] = F = T[i' \ldots j']$, where $F$ is a type-$a$ string satisfying $\text{per}(F) > \frac{1}{6}2^a$, then $\text{succ}_{P_a}(S)(i) - i = \text{succ}_{P_a}(T)(i') - i' < |F|$.

**Proof.** The claim is trivial for $a = 0$ due to $\text{succ}_{P_0}(S)(i) - i = \text{succ}_{P_0}(T)(i') - i' = 0$. Otherwise, we have $|F| \geq 2^{a+1} - 1 > 3 \cdot 2^{a-1} - 1$ and $\text{per}(F) \geq \frac{1}{6}2^a = \frac{1}{2}2^{a-1}$, so Lemma 5 yields $\text{succ}_{P_a}(S)(i) - i = \text{succ}_{P_a}(T)(i') - i' \leq |F| - 2 \cdot 2^{a-1} < |F|$. $\blacksquare$

3 Nonperiodic Case

We say that a string $U$ of type $a$ is highly periodic if $\text{per}(U) \leq \frac{1}{6}2^a$. We consider now $\text{LCCF}_{a,b}(S,T) = (F,F')$ such that $F = UV$, $F' = VU$, $U$ is of type $a$, $V$ is of type $b$, and neither $U$ nor $V$ is highly periodic. We call it the nonperiodic case.

For a pair of fragments $(u,v)$, by $\Gamma_{u,v}$ we denote a condition which states that $u$ is followed by a fragment that matches $v$ and by $\Delta_{u,v}$ we denote a condition which states that $v$ follows a fragment that matches $u$. We say that two pairs of consecutive fragments, $(x,y)$ in $S$ and $(z,t)$ in $T$, agree if and only if $\Gamma_{y,z}$ and $\Delta_{y,z}$ and $\Gamma_{t,x}$ and $\Delta_{t,x}$.

We reduce the LCCF problem in this case to the following abstract problem; see Figure 2.

<table>
<thead>
<tr>
<th>Fragment-Families-Problem</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Two collections $\mathcal{F}_1$ and $\mathcal{F}_2$ of pairs of consecutive fragments of a string $W$ of length $n$, with $m =</td>
</tr>
<tr>
<td><strong>Output:</strong> $(x,y) \in \mathcal{F}_1$ and $(z,t) \in \mathcal{F}_2$ that agree and maximize $</td>
</tr>
</tbody>
</table>

For a string $W \in \{S,T\}$ and a type $a$, we introduce the following set of synchronizers:

- $\text{LeftSync}_{a}(W,i) = P_a(W) \cap [i - 2^{a+2} + 2 \ldots i - 1],$
- $\text{RightSync}_{a}(W,i) = P_a(W) \cap [i \ldots i + 2^{a+2} - 3]$. 
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Figure 2 Pairs \((x, y)\) and \((z, t)\) agree; \(txyz\) and \(yztx\) form a common circular factor of \(S\) and \(T\).

\[
\begin{array}{cccc}
x & y & z & t \\
S & adba & baa & aba & bac & bc & baacc \\
T & baac & bac & baa & aba & bacca \\
\end{array}
\]

Figure 3 Assume that \(\alpha \in \text{LeftSync}_a(S, i), \beta \in \text{RightSync}_b'(S, i), \beta' \in \text{LeftSync}_a(T, i'), \beta' \in \text{RightSync}_b'(T, i').\) Then \(\Psi_S(\alpha, i, \beta) = (x, y)\) agrees with \(\Psi_T(\beta', i', \alpha') = (z, t)\) if and only if there is a common circular factor of \(S\) and \(T\): \(F = UV, F' = VU\), where \(U = tx\) and \(V = yz\).

By \(\text{RightSync}_b'(W, i)\) we denote the singleton of the leftmost position in \(\text{RightSync}_a(W, i)\) or an empty set if there is no such position. For positions \(\alpha \leq i \leq \beta\) in \(W\), by

\[
\Psi_W(\alpha, i, \beta) = (W[\alpha \ldots i], W[i \ldots \beta])
\]

we denote a pair of consecutive fragments of \(W\) that are delimited by these positions. We then define the set of candidates (see Figure 3):

\[
\text{CAND}_{a,b}(W) = \{\Psi_W(\alpha, i, \beta) : \alpha \in \text{LeftSync}_a(W, i), \beta \in \text{RightSync}_b'(W, i), i \in [1 .. |W|]\}.
\]

Using this terminology, an informal scheme of a general algorithm is as follows:

**Algorithm 1:** \(\text{Compute-LCCF}_{a,b}(S, T)\).

1. Compute the sets \(\text{CAND}_{a,b}(S), \text{CAND}_{b,a}(T)\)
2. Find two pairs \((x, y) \in \text{CAND}_{a,b}(S), (z, t) \in \text{CAND}_{b,a}(T)\) which agree and have maximum \(|t| + |x| + |y| + |z|\)
3. return \(txyz\)

**Lemma 7 (Correctness for Nonperiodic Case).** The LCCF\(_{a,b}\) problem in the nonperiodic case can be reduced to the Fragment-Families-Problem \((F_S, F_T)\) for \(F_S = \text{CAND}_{a,b}(S)\) and \(F_T = \text{CAND}_{b,a}(T)\).
Proof. Take a pair of fragments $f_S$ of $S$ and $f_T$ of $T$ such that $f_S$ is an occurrence of a factor $F = UV$ and $f_T$ is an occurrence of a factor $F' = VU$ such that $U$ is of type $a$, $V$ is of type $b$, and none of them is highly periodic. Denote by $u_S$ and $v_S$ the consecutive fragments of $f_S$ corresponding to $U$ and $V$, and similarly by $v_T$ and $w_T$ the consecutive fragments of $f_T$ corresponding to $U$ and $V$, and let $i = \text{first}(u_S)$ and $j = \text{first}(w_T)$. Moreover, consider $\alpha = \text{succ}_{p_a(S)}(\text{first}(u_S))$ and $\alpha' = \text{succ}_{p_a(T)}(\text{first}(w_T))$. By Corollary 6, $\alpha - \text{first}(u_S) = \alpha' - \text{first}(w_T) \leq |U|$. Consequently, $\alpha \in \text{LeftSync}_a(S, i)$ and $\alpha' \in \text{RightSync}_a(T, j)$. Moreover, the relative position of $\alpha$ within $u_S$ coincides with the relative position of $\alpha'$ within $w_T$. Symmetrically, $\beta = \text{succ}_{p_a(S)}(\text{first}(v_S)) \in \text{RightSync}_a(S, i)$ and $\beta' = \text{succ}_{p_a(T)}(\text{first}(v_T)) \in \text{LeftSync}_a(T, j)$. Moreover, the relative position of $\beta$ within $v_S$ coincides with the relative position of $\beta'$ within $v_T$. This means that there exists a pair $(x, y) \in \text{CAND}_{a,b}(S)$ such that $x = S[\alpha \ldots i] = T[\alpha' \ldots i' + |U|]$ and $y = S[\ldots \beta] = T[i' - |V| \ldots \beta']$, and a pair $(z, t) \in \text{CAND}_{b,a}(T)$ such that $z = T[\beta' \ldots i'] = S[\beta \ldots i + |V|]$ and $t = T[i' \ldots \alpha') = S[i - |U| \ldots \alpha]$. The equalities listed above imply that the two pairs agree.

Conversely, for every two pairs $(x, y) \in \text{CAND}_{a,b}(S), (z, t) \in \text{CAND}_{b,a}(T)$ that agree, there exists a factor $F$ in string $S$ matching $txyz$ and a factor $F'$ matching $yzxt$ in $T$. Thus, there is a one-to-one correspondence between pairs that agree and fragments of strings of right type that are cyclic shifts. Hence, by finding two pairs that agree and maximize $|x| + |y| + |z| + |t|$, we construct a solution to the LCCF$_{a,b}$ problem.

Lemma 8 (Complexity for Nonperiodic Case). In the nonperiodic case, the LCCF problem can be reduced in $O(n \log n)$ time to $O(\log n)$ instances of the Fragment-Families-Problem with $m = n$.

Proof. For each type $a \in [0 \ldots \text{type}(\text{LCF}(S, T))]$, we compute the synchronizing sets $P_a(S)$ and $P_a(T)$ in $O(n)$ time using Lemma 4 as described in Section 2.3. Observe that each position $p \in P_a(W)$ may belong to just $O(2^a)$ sets $\text{LeftSync}_a(W, i)$. Consequently, the total size of the sets $\text{LeftSync}_a(W, i)$ (for a fixed type $a$) is $O(n)$, and we can compute them in $O(n)$ time using a sliding window. The running time across all types $a$ is $O(n \log n)$.

The family $\text{CAND}_{a,b}(W)$ is constructed straight from the definition based on the sets $\text{LeftSync}_a(W, i)$ and the synchronizing set $P_b(W)$. As $|\text{CAND}_{a,b}(W)| \leq \sum_i |\text{LeftSync}_a(W, i)|$, the size of this family is $O(n)$, and the construction time is also linear. Across all $O(\log n)$ pairs $a, b \geq 0$ with type$(\text{LCF}(S, T)) - 1 \leq \text{max}(a, b) \leq \text{type}(\text{LCF}(S, T))$, the overall time complexity is $O(n \log n)$.

4 Periodic Case

We consider now LCCF$_{a,b}(S, T) = (F, F')$ such that $F = UV$, $F' = VU$, $U$ is of type $a$, $V$ is of type $b$, and both $U$ and $V$ are highly periodic.

Recall that a Lyndon string is a string that is lexicographically smaller than all its non-trivial cyclic shifts. If $W$ is a weakly periodic string with the shortest period $p$, then its Lyndon root $\lambda$ is the Lyndon string that is a cyclic shift of $W[1 \ldots p]$. A Lyndon representation of $W$ is then $(c, e, d)$ such that $W = \lambda \lambda' \lambda''$ where $|\lambda'| = c < |\lambda|$ and $|\lambda''| = d < |\lambda|$; see [13]. Lyndon strings have the following synchronization property that follows from the periodicity lemma: if $\lambda$ is a Lyndon string, then it has exactly two occurrences in $\lambda^2$; see [12].

For a string $W$, by HPerPref$_a(W)$ and HPerSuf$_a(W)$ we denote the longest highly periodic type-$a$ prefix and type-$a$ suffix of $W$, respectively (or the empty string if there is no appropriate prefix or suffix). Let us start with the following simple observation; see Figure 4.
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**Observation 9.** Let $W$ and $W'$ be two strings for which the strings $X = \text{HPerSuf}_a(W)$ and $Y = \text{HPerPref}_b(W')$ have the same Lyndon root $\lambda$. Then the longest suffix of $W$ that is also a prefix of $W'$ of length at most $\min(|X|, |Y|) - |\lambda|$ can be extended by $|\lambda|$ characters.

For a position $i$ in a string $W$ and a type $a$, we denote by $\text{LeftLyn}_a(W, i)$ the set of positions where the first, second, and last occurrence of the Lyndon root start in $\text{HPerSuf}_a(W[1..i])$. If the latter string is empty, we assume that $\text{LeftLyn}_a(W, i)$ is also empty. Similarly, we define $\text{RightLyn}_a(W, i)$ as the set of positions where the first, second to last, and last occurrence of the Lyndon root start in $\text{HPerPref}_a(W[i..|W|])$. We can redefine the set of candidates as follows (see Figure 5)

\[
\text{CAND}_{a,b}(W) = \{\Psi_W(\alpha, i, \beta) : \alpha \in \text{LeftLyn}_a(W, i), \beta \in \text{RightLyn}_b(W, i), i \in [1..|W|]\}.
\]

The following lemma implies the correctness of our algorithm in this case.

**Lemma 10 (Correctness for Periodic Case).** The LCCF$_{a,b}$ problem in the periodic case can be reduced to the Fragment-Families-Problem ($\mathcal{F}_S, \mathcal{F}_T$) for the redefined sets $\mathcal{F}_S = \text{CAND}_{a,b}(S)$ and $\mathcal{F}_T = \text{CAND}_{b,a}(T)$.

**Proof.** Take a pair of fragments $f_S$ of $S$ and $f_T$ of $T$ such that $f_S$ is an occurrence of a factor $F = UV$ and $f_T$ is an occurrence of a factor $F' = VU$ ($\langle F, F' \rangle = \text{LCCF}_{a,b}(S, T)$) such that $U$ is of type $a$, $V$ is of type $b$, and both $U$ and $V$ are highly periodic. Denote by $u_S$ and $v_S$ the consecutive fragments of $f_S$ corresponding to $U$ and $V$, and similarly by $v_T$ and $u_T$ the consecutive fragments of $f_T$ corresponding to $V$ and $U$, and let $i = \text{first}(v_S)$ and $j = \text{first}(u_T)$.

Let $X = \text{HPerSuf}_a(S[1..i])$ and $Y = \text{HPerPref}_b(T[j..n])$. Note that $u_S$ is a highly periodic suffix of $X$ and that $X$ has the same period as $U$ (a different period would contradict the periodicity lemma). Symmetrically, $u_T$ is a highly periodic prefix of $Y$ and $Y$ has the same period as $U$. Let $\lambda$ be the Lyndon root of $U$, and observe that $\lambda$ is also the Lyndon root of $X$ and $Y$. By Observation 9, we have

\[
|X| - |U| < |\lambda| \lor |Y| - |U| < |\lambda|,
\]

as otherwise we would be able to find a Common Circular Factor of type $(a, b)$ that is longer by $|\lambda|$, thus contradicting our choice of $f_S$ ad $f_T$.

**Figure 5** In this case, $\text{CAND}_{a,b}(W)$ contains $\Psi_W(\alpha_p, \beta_q)$ for $p, q \in \{1, 2, 3\}$. 
If $|X| - |U| < |\lambda|$, then the first occurrence of $\lambda$ in $u_S$ is also the first or second occurrence of Lyndon root in $X$. This is due to the synchronization property of Lyndon strings. Moreover, the first $\lambda$ in $u_T$ is also the first occurrence of $\lambda$ in $Y$. On the other hand, if $|Y| - |U| < |\lambda|$, then the last occurrence of $\lambda$ in $u_T$ is the last or the second to last occurrence of $\lambda$ in $u_T$, whereas the last occurrence of $\lambda$ in $u_S$ is also the last occurrence of $\lambda$ in $X$. In either case, $u_S$ and $u_T$ contain a pair of corresponding occurrences of $\lambda$ whose starting positions belong to $\text{LeftLyn}_a(S,i)$ and $\text{RightLyn}_b(T,j)$, respectively; see Figure 6.

As the same reasoning can be applied to $v_S$ and $v_T$, there exist pairs $(x,y) \in \text{CAND}_{a,b}(S)$ and $(z,t) \in \text{CAND}_{b,a}(T)$ which correspond to our choice of occurrences of the Lyndon roots. These pairs agree and $|x| + |y| + |z| + |t| = |F|$; thus, $\text{Fragment-Families-Problem}$ ($F_S,F_T$) will find a solution at least that good.

The converse direction is identical to the one from the proof of Lemma 7.

We proceed with an efficient implementation. A run in string $W$ is a maximal weakly periodic fragment $W[i..j]$ with a given period $p$. We use 2-period queries which, given a weakly periodic fragment $u$ of a string, compute its shortest period and the run of the same period it belongs to. Such queries can be answered in $O(1)$ time after $O(n)$-time preprocessing [27, 24] (for a simplified solution, see [5]). Let us also recall that the Lyndon representation of a run can be computed in constant time after linear-time preprocessing [13].

\begin{lemma}[Complexity for Periodic Case] In the periodic case, the LCCF problem can be reduced in $O(n \log n)$ time to $O(\log n)$ instances of the $\text{Fragment-Families-Problem}$ with $m = O(n)$.
\end{lemma}
Proof. First, we spend \( O(n \log n) \) time in total to construct the sets LeftLyn\(_a\)(\(W,i\)) and RightLyn\(_a\)(\(W,i\)) for each \( W \in \{S, T\} \) and \( a \leq \text{type}(W) \). For this, we use the following result:

Claim 12. After \( O(n) \)-time preprocessing of a string \( W \), each set LeftLyn\(_a\)(\(W,i\)) and RightLyn\(_a\)(\(W,i\)) can be constructed in \( O(1) \) time.

Proof. To compute HPPerPref\(_a\)(\(u\)) for a fragment \( u \) of \( W \), it suffices to ask a 2-period query for \( u[1..2^{2^i+1} - 1] \) (see [27, 5]), determine the Lyndon representation of the resulting run (see [13, 5]), and then trim its Lyndon representation to \( u \). A symmetric solution works for HPPerSuf\(_a\)(\(u\)). This allows us to construct the sets LeftLyn\(_a\) and RightLyn\(_a\). \( \lhd \)

Now, the family \( \text{CAND}_{a,b}(W) \), which is of size at most \( 9n \), can be computed in \( O(n) \) based on the sets LeftLyn\(_a\)(\(W,i\)) and RightLyn\(_b\)(\(W,i\)). Our reduction to the Fragment-Families-Problem problem relies on \( O(\log n) \) such families constructed for pairs \( a, b \geq 0 \) such that \( \text{type}(\text{LCF}(S,T)) - 1 \leq \max(a,b) \leq \text{type}(\text{LCF}(S,T)) \); see Section 2.3 and Lemma 8. \( \lhd \)

5 General Case

Finally, we consider the general problem of computing \( \text{LCCF}_{a,b}(S,T) = (F,F') \). It can be reduced to several instances of the Fragment-Families-Problem directly by combining the techniques of the previous two sections.

Lemma 13 (Correctness for General Case). The \( \text{LCCF}_{a,b} \) problem can be reduced to the Fragment-Families-Problem \((\mathcal{F}_S, \mathcal{F}_T)\).

Proof. In the proofs of Lemmas 7 and 10 the \( U \) and \( V \) parts of the factors were considered separately. Hence, it is enough to define \( \text{CAND}_{a,b}(W) \) as

\[
\text{CAND}_{a,b}(W) = \{ \Psi_W(\alpha, i, \beta) : \alpha \in \text{LeftSync}_a(W, i) \cup \text{LeftLyn}_a(W, i), \beta \in \text{RightSync}_b(W, i) \cup \text{RightLyn}_b(W, i), i \in [1..|W|] \}.
\]

Depending on whether \( U \) or \( V \) is highly periodic or not, the existence of an agreeing pair \((x, y) \in \mathcal{F}_S \) and \((z, t) \in \mathcal{F}_T\) can be shown by repeating the arguments in the proofs of Lemma 7 or Lemma 10, respectively. \( \lhd \)

Lemma 14 (Complexity for General Case). The \( \text{LCCF} \) problem can be reduced in \( O(n \log n) \) time to \( O(\log n) \) instances of the Fragment-Families-Problem with \( m = O(n) \).

Proof. The families can be computed combining the methods from Lemmas 8 and 11, obtaining the desired complexities and sizes. \( \lhd \)

6 Solution to Fragment-Families-Problem

In this section we show how to solve the Fragment-Families-Problem for a string \( W \) of length \( n \) by a reduction to intersecting special 4-dimensional rectangles.

First, we give a geometric interpretation of two predicates:

- a factor \( U \) has an occurrence in \( W \) starting at position \( q \) (is a prefix of the suffix starting at position \( q \)), and
- \( U \) has an occurrence ending at position \( q \) (is a suffix of the prefix ending at position \( q \)) relating them to the membership of \( q \) in a corresponding subinterval of \( [1..n] \).

Let us recall that the suffix array \([30]\) of a string \( W \), \( SA_W \), is a permutation of \([1..n]\) such that \( W[SA_W[i]..n] < W[SA_W[i+1]..n] \) for every \( i \in [1..n-1] \). By FirstPos\(_U\) let us denote the set of starting positions of occurrences of \( U \) in \( W \). Our geometric interpretation is possible due to the following well known fact (see [12]).
Observation 15. The set $\text{FirstPos}(U)$ consists of consecutive elements in $\text{SA}_W$.

Let $\text{LastPos}(U)$ be the set of ending positions of occurrences of $U$ in $W$. We also use the $\text{FirstPos}$, $\text{LastPos}$ notation for fragments which means operations on corresponding factors.

Observation 16.
1. A fragment $u$ is a prefix/suffix of the suffix starting (prefix ending) at position $q$ if and only if $q \in \text{FirstPos}(u)$, $q \in \text{LastPos}(u)$, respectively.
2. $\Gamma_{u,v} \equiv ((\text{last}(u)+1) \in \text{FirstPos}(v))$ and $\Delta_{u,v} \equiv ((\text{first}(v)-1) \in \text{LastPos}(u))$.

We define a d-rectangle ($d \geq 2$) as a Cartesian product of $d$ closed intervals, such that at least $d-2$ of them are singletons. E.g., $\{3\} \times [2..5] \times [1..7] \times \{0\}$ is a 4-rectangle. In other words, a d-rectangle is an isothetic hyperrectangle of dimension at most 2.

By $I(U)$ and $J(U)$ we denote the subintervals of $[1..n]$ that correspond to the intervals of $\text{FirstPos}(U)$ in the suffix array $\text{SA}_W$ and of $\text{LastPos}(U)$ in the (analogously defined) prefix array of $W$, $\text{PA}_W$, respectively, as stated in Observation 15. ($\text{PA}_W$ is a permutation of $[1..n]$ such that $W[1..\text{PA}_W[i]]^R < W[1..\text{PA}_W[i+1]]^R$ for every $i \in [1..n-1]$.) For pairs $(x,y)$ and $(z,t)$ of consecutive fragments, we denote:

$$\text{RECT}(x,y) = I(x) \times J(y) \times [\text{SA}_W^{-1}[\text{last}(y)] + 1] \times [\text{PA}_W^{-1}[\text{first}(x)] - 1].$$

$$\text{RECT}'(z,t) = [\text{SA}_W^{-1}[\text{last}(t)] + 1] \times [\text{PA}_W^{-1}[\text{first}(z)] - 1] \times I(z) \times J(t).$$

Observation 16.2 now implies the following.

Observation 17. Two pairs of consecutive fragments $(x,y)$, $(z,t)$ agree if and only if $\text{RECT}(x,y) \cap \text{RECT}'(z,t) \neq \emptyset$.

Two d-rectangles $[a_1..b_1] \times \cdots \times [a_d..b_d]$ and $[a_1'..b_1'] \times \cdots \times [a_d'..b_d']$ are called compatible if, for each $i \in \{1,\ldots,d\}$, $[a_i..b_i]$ or $[a_i'..b_i']$ is a singleton. Let us note that the 4-rectangles in the above observation are compatible.

6.1 Intersecting 4D Rectangles

We consider two families of 4-rectangles with weights and wish to find a pair of intersecting rectangles, one per family, with maximum total weight. The general problem of finding such an intersection of two families of $m$ weighted hyperrectangles in $d$ dimensions can be solved in $\mathcal{O}(m \log^{2d} m)$ time by an adaptation of a classic approach [14]. Below, we consider a special variant of the problem that has a much more efficient solution.

**Max-Weight Intersection of Compatible Rectangles in 4D**

**Input:** Two families $\mathcal{R}_1$ and $\mathcal{R}_2$ of 4-rectangles in $\mathbb{Z}^4$ with integer weights containing $m$ rectangles in total, such that each $R_1 \in \mathcal{R}_1$ and $R_2 \in \mathcal{R}_2$ are compatible

**Output:** Check if there is an intersecting pair of 4-rectangles $R_1 \in \mathcal{R}_1$ and $R_2 \in \mathcal{R}_2$ and, if so, compute the maximum total weight of such a pair

A very similar problem was considered as Problem 3 in [19] for an arbitrary $d$. The sole difference is that the weight of an intersection of two d-rectangles $R_1 \in \mathcal{R}_1$ and $R_2 \in \mathcal{R}_2$ in that problem was the maximum $\ell_1$-norm of a point in $R_1 \cap R_2$. A solution to Problem 3 for $d = 4$ in the case that the 4-rectangles are compatible working in $\mathcal{O}(m \log^3 m)$ time and $\mathcal{O}(m \log^2 m)$ space was given as [19, Lemma 5.8]. The algorithm presented in that lemma actually solves the Max-Weight Intersection of Compatible Rectangles in 4D problem and applies it for specific weight assignment of the 4-rectangles on the input. It uses hyperplane sweep and a variant of an interval stabbing problem. Henceforth, we will use the following result.
Fact 18 (see [19, Lemma 5.8]). Max-weight Intersection of Compatible Rectangles in 4D can be solved in $O(m \log^3 m)$ time and $O(m \log^2 m)$ space.

6.2 Algorithm for Fragment-Families-Problem

Let us recall that the suffix tree [35] of a string $W$, $ST_W$, is a compacted trie of all the suffixes of $W$. It can be computed in $O(n)$ time (see [15]) and reading the suffixes of $W$ in its preorder traversal yields the suffix array of $W$. An efficient implementation of Observation 15 is known; see [1, 25].

Lemma 19. The sets $I(u)$ and $J(u)$ can be computed in $O(n + m)$ total time for a batch of $m$ fragments $u$ of a length-$n$ string $W$.

Proof. Without loss of generality, it suffices to show how to compute $I(u)$. For every explicit node of $ST_W$, we can compute the interval of elements of $SA_W$ that are located in its subtree. This can be done in a bottom-up order in $O(n)$ time.

A weighted ancestor query in $ST_W$, given a terminal node $w$ and positive integer $d$, returns the ancestor of $w$ located at depth $d$ (being an explicit or implicit node). A batch of $m$ such queries (for any tree of $n$ nodes with positive integer weights of edges) can be answered in $O(n + m)$ time; see [25, Section 7.1].

A weighted ancestor query can be used to compute, given a fragment $u$ of $W$, the corresponding (explicit or implicit) node $w$ of $ST_W$. The interval stored in the nearest explicit descendant of $w$ equals $I(u)$.

We are now ready to show a solution to the Fragment-Families-Problem.

Lemma 20. The Fragment-Families-Problem can be solved in $O(n + m \log^3 m)$ time and $O(n + m \log^2 m)$ space.

Proof. We construct families $R_1$ and $R_2$ of weighted 4-rectangles. For every $(x, y) \in F_1$, we add $\text{RECT}(x, y)$ to $R_1$ with weight $|x| + |y|$. For every $(z, t) \in F_2$, we add $\text{RECT}'(z, t)$ to $R_2$ with weight $|z| + |t|$. By Observation 17, the solution to Max-weight Intersection of Compatible Rectangles in 4D for $R_1$ and $R_2$ is the solution to Fragment-Families-Problem $(F_1, F_2)$.

Note that we have $|R_1| = |F_1|$ and $|R_2| = |F_2|$. Using Lemma 19 and a linear-time algorithm for constructing $SA_W$ and $PA_W$ (and $SA_W^3$ and $PA_W^3$) [15], computation of 4-rectangles $\text{RECT}$, $\text{RECT}'$ can be done in $O(n + m)$ time in total. Finally, Max-weight Intersection of Compatible Rectangles in 4D can be solved in $O(m \log^3 m)$ time and $O(m \log^2 m)$ space.

As a consequence of Lemmas 13 and 14 and the above lemma, we obtain the main result.

Theorem 1 (Main Result). The Longest Common Circular Factor problem on two strings of length at most $n$ can be solved in $O(n \log^4 n)$ time and $O(n \log^2 n)$ space.

7 Conclusions

We have presented an $O(n \log^4 n)$-time algorithm for computing the Longest Common Circular Factor (LCCF) of two strings of length $n$. Let us recall that the Longest Common Factor (LCF) of two strings can be computed in $O(n)$ time. We leave an open question if the LCCF problem can also be solved in linear time.
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Abstract
Converting a set of sequencing reads into a lossless compact data structure that encodes all the relevant biological information is a major challenge. The classical approaches are to build the string graph or the de Bruijn graph (dBG) of some order \( k \). Each has advantages over the other depending on the application. Still, the ideal setting would be to have an index of the reads that is easy to build and can be adapted to any type of biological analysis. In this paper we propose \( rBOSS \), a new data structure based on the Burrows-Wheeler Transform (BWT), which gets close to that ideal. Our \( rBOSS \) simultaneously encodes all the dBGs of a set of sequencing reads up to some order \( k \), and for any dBG node \( v \), it can compute in \( O(k) \) time all the other nodes whose labels have an overlap of at least \( m \) characters with the label of \( v \), with \( m \) being a parameter. If we choose the parameter \( k \) equal to the size of the reads (assuming that all have equal length), then we can simulate the overlap graph of the read set. Instead of storing the edges of this graph explicitly, \( rBOSS \) computes them on the fly as we traverse the graph. As most BWT-based structures, \( rBOSS \) is unidirectional, meaning that we can retrieve only the suffix overlaps of the nodes. However, we exploit the property of the DNA reverse complements to simulate bi-directionality. We implemented a genome assembler on top of \( rBOSS \) to demonstrate its usefulness. The experimental results show that, using \( k = 100 \), our \( rBOSS \)-based assembler can process \( \sim 500K \) reads of 150 characters long each (a FASTQ file of 185 MB) in less than 15 minutes and using 110 MB in total. It produces contigs of mean sizes over 10,000, which is twice the size obtained by using a pure de Bruijn graph of fixed length \( k \).
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Obtaining and extracting the relevant information from a collection of DNA sequencing reads, for assembly and other analysis purposes, usually requires a lot of time and space. The techniques for compressed indexing developed in recent years (see [27] for a full review) have significantly contributed to reduce the computational costs. There is still no technique, however, that can preprocess the reads and represent all the relevant information in succinct space so that it can be used effectively.

The classical plain, and lossless, data structure to analyze reads is the overlap graph. In this model, each node represents a particular read, and two nodes \( v \) and \( v' \) are connected by an edge with weight \( o \geq m \) if \( o \) is the maximum length of a suffix of \( v \) that matches a prefix of \( v' \), where \( m \) is a parameter to filter out spurious overlaps. Computing the overlap graph from a set of reads is not difficult: it can be built from the suffix tree of the set or even from its Burrows-Wheeler Transform (BWT) [8, 33] or the Longest Common Prefix array (LCP) [4]. Representing the graph, however, is expensive: a quadratic number of edges may have to be stored. A popular solution is to perform structural compression over the graph by removing the transitive edges. The resulting graph is usually called the string graph [25, 34] or the irreductible overlap graph [24]. This approach, however, limits the applications of the data structure, because it removes information from the graph that can be useful.

Historically, string graphs have been used mainly in the context of genome assembly [12, 25, 36], but as sequencing datasets have grown over the years, they have been discarded in favor of other lossy, but more succinct, representations. The most famous of these representations is the de Bruijn graph (dBG). This data structure encodes the relationship between all the substrings of length \( k \) in the set. A dBG is easy to construct and it can be represented succinctly [6]. Besides, it encodes the context of the substrings of length \( k - 1 \) in its topology. Thus, for instance, if a substring of length \( k - 1 \) appears in several contexts of the set, then its dBG node will have several edges. As for the string graph, the first application of the dBG was the assembly of genomes [2, 21, 31, 35], but through the years its use has been extended to other kind of analyses [7, 16].

The disadvantage of dBGs, however, is that they are lossy, because the information we can retrieve from them is limited by \( k \). A way to overcome some of the restrictions imposed by \( k \) is to add variable-order functionality to the dBG, that is, to encode several dBGs with different values for \( k \) at the same time. The contexts of the graph can then be shortened or lengthened on demand, depending on the need to have more or less edges from a node. Some succinct dBG representations supporting variable-order functionality up to some maximum order \( k \) have been proposed [5], but they increase the space requirements by a \( \log k \) factor. Besides, even using variable-order functionality, the data structure remains lossy, because the order of the graph can be lengthened only up to \( k \). By choosing \( k \) equal to the size of the reads, the variable-order dBG becomes lossless, and equivalent to the overlap graph, but the \( \log k \) factor becomes significant for the typical read sizes.

Almost every analysis over DNA sequencing data can be reduced to looking for suffix-prefix overlaps between the reads, and in this regard the dBG has adapted well to many bioinformatic applications because it is a lightweight (lossy) representation of the overlaps. Still, searching for biological signals in a dBG requires the detection of complex graph substructures such as bubbles, super bubbles, tips, and so on, and those can be expensive to find. The overlap graph, on the other hand, is a much simpler model. It can be adapted

---

2 A string that represents the inferred sequence of base pairs in a segment of a DNA molecule.
to different applications other than assembly in the same way as the dBG, but it has the advantage of being lossless and not requiring too much preprocessing after its construction. The problem, as stated before, is the space to encode the edges of the graph. A better approach would be to have a compact data structure that can quickly compute the overlaps (i.e., the edges) on the fly instead of storing them explicitly. Such a solution would require a moderate preprocessing of the read set, would retain all the information, and would use a reasonable amount of space.

Our contribution. We address the problem of succinctly representing and analyzing a collection $\mathcal{R}$ of sequencing reads. To this end, we define a new compact data structure we call $rBOSS$. It is an intermediate structure between a dBG and an overlap graph, because it can compute the context of the sequences in the same way a dBG does, but it can also compute on the fly the overlaps between different substrings of $\mathcal{R}$. The $rBOSS$ index is based on BOSS [6], a BWT-based representation of dBGs, which is augmented with a tree we call the overlap tree. This tree increases the size of the data structure by $4n + o(n)$ bits, where $n$ is the number of nodes in the dBG encoded by BOSS. By choosing $k$ equal to the length of the reads (which we assume to have all the same length), we can simulate in compressed space an overlap graph whose edges have a weight $o \geq m$, where $m$ is given as a parameter. The simulation of the graph builds on the basic primitives nextcontained and buildL. Our overlap tree reduces their time complexity from $O(k^3)$ to $O(1)$ and $O(k)$, respectively.

In addition to $rBOSS$, we also formalize the idea of weighting the overlap graph edges according to transitive connections, and explain how this new weighting scheme can be used to solve biological problems other than assembly. To our knowledge, this is the first time a measure of this kind is proposed for overlap graphs. Finally, we demonstrate the usefulness of $rBOSS$ by implementing a genome assembler on top of it. Our experimental results show that, by using $k = 100$, the assembler can process $\sim500K$ reads of 150 characters long each in less than 15 minutes and using 110 MB in total. It produces contigs of mean sizes over 10,000, which is twice the size obtained by using a pure dBG of fixed length $k$.

2 Preliminaries

DNA strings. A DNA sequence $R$ is a string over the alphabet $\Sigma = \{a, c, g, t\}$ (which we map to $[2..\sigma]$), where every symbol represents a particular nucleotide in a DNA molecule. The DNA complement is a permutation $\pi[2..\sigma]$ that reorders the symbols in $\Sigma$ exchanging $a$ with $t$ and $c$ with $g$. The reverse complement of $R$, denoted $R^\prime\prime$, is a string transformation that reverses $R$ and then replaces every symbol $R[i]$ by its complement $\pi(R[i]).$ For technical convenience we add to $\Sigma$ the so-called dummy symbol $\$, which is always mapped to 1.

De Bruijn graphs. A de Bruijn Graph (dBG) [11] of order $k$ of a set of strings $\mathcal{R} = \{R_1, R_2, \ldots, R_t\}$, $\text{DBG}_{\mathcal{R},k}$, is a labeled directed graph $G = (V, E)$ where every node $v \in V$ is labeled by a distinct substring of $\mathcal{R}$ of length $k - 1$, and every edge $(v, u) \in E$ represents the substring $S[1..k]$ of $\mathcal{R}$ such that $v$ is labeled by the prefix $S[1..k-1]$, $u$ is labeled by the suffix $S[2..k]$, and the label of $(v, u)$ is the symbol $S[k]$. We identify a node with its label.

A variable-order dBG (vo-dBG) [5], $\text{voDBG}_{\mathcal{R},k}$, is formed by the union of all the graphs $\text{DBG}_{\mathcal{R},k^i}$ with $1 \leq k^i \leq k$. Each $\text{DBG}_{\mathcal{R},k}$ represents a context of $\text{voDBG}_{\mathcal{R},k}$. In addition to the (directed) edges of each $\text{DBG}_{\mathcal{R},k}$, two nodes $v \in \text{DBG}_{\mathcal{R},k}$ and $v' \in \text{DBG}_{\mathcal{R},k'}$, with $k' > k$, are connected by an undirected edge $(v, v')$ if $v'$ is a suffix of $v$. Following the edge $(v, v')$ or $(v', v)$ is called a change of order. We then identify node order with length.
BOSS representation for de Bruijn graphs. BOSS [6] is a succinct data structure, similar to the FM-index [13], for encoding dBGs. In BOSS, the nodes are represented as rows in a matrix of $k - 1$ columns, and are sorted in reverse lexicographical order (i.e., reading the labels right to left). All the edge (one-symbol) labels of the graph are stored in a unique sequence $E$ sorted by the BOSS order of the source nodes, so the symbols of the outgoing edges of each node fall in a contiguous range. A bitmap $B$ of size $e = |E|$ marks the last outgoing symbol in $E$ of every dBG node. Finally, an array $C[1..σ]$ stores in $C[i]$ the number of node labels that end with a symbol lexicographically smaller than $i$.

Prefixes in $R$ of size $d < k$ are artificially represented in BOSS as strings of length $k$ padded at the left with $k - d$ symbols $.$. Equivalently, suffixes of size $d < k$ are represented as strings of length $k$ padded at the right with $k - d$ symbols $.$. For this work, however, suffixes of size $d < k$ are not necessary. Strings formed only by symbols $#$ are also called dummy.

The complete index is thus composed of the vectors $E$, $C$, and $B$. It can be stored in $c(\mathcal{H}_0(E) + \mathcal{H}_0(B))(1 + o(1)) + \mathcal{O}(σ \log n)$ bits, where $\mathcal{H}_0$ is the zero-order empirical entropy [26, Sec 2.3]. This space is reached with a Huffman-shaped Wavelet Tree [23] for $E$, a compressed bitmap [32] for $B$ (as it is usually very dense), and a plain array for $C$.

BOSS supports several navigational queries, most of them within $\mathcal{O}(\log σ)$ time or less.

The most relevant ones for us are:

- $\text{outdegree}(v)$: number of outgoing edges of $v$.
- $\text{forward}(v, a)$: node reached by following an edge from $v$ labeled with symbol $a$.
- $\text{indegree}(v)$: number of incoming edges of $v$.
- $\text{backward}(v)$: list of the nodes with an outgoing edge to $v$.

Boucher et al. [5] noticed that by considering just the last $k' − 1$ columns in the BOSS matrix, with $k' ≤ k$, the resulting nodes are the same as those in the dBG of order $k'$. To allow changing the order of the dBG in BOSS, they augmented the data structure with the longest common suffix (LCS) array. The LCS array stores, for every node of order $k$, the size of the longest suffix shared with its predecessor node in the BOSS matrix. They called this new index the variable-order BOSS (VO-BOSS), which supports the following additional operations:

- $\text{shorter}([i, j], k')$: range of the nodes suffixed by the last $k'$ characters of $v$.
- $\text{longer}([i, j], k')$: list of the nodes of length $k'$ that end with $v$.
- $\text{maxlen}([i, j], a)$: a node in the index suffixed by $v$, and that has an outgoing edge labeled $a$.

Where $[i, j]$ is the range of rows in the BOSS matrix suffixed by the label of a vo-dBG node $v$. By using a Wavelet Tree [15], the LCS can be stored in $n \log k + o(n \log k)$ bits, the function $\text{shorter}([i, j], k')$ can be answered in $\mathcal{O}(\log k)$ time and the function $\text{longer}([i, j], k')$ in $\mathcal{O}(|U| \log k)$ time, where $U$ is the set of rows of the BOSS matrix contained within the range $[i − 1..j]$, and whose LCS values are below $k'$. The function $\text{maxlen}([i, j], a)$ is implemented using the arrays $B$ and $E$ from BOSS, and hence it is answered in $\mathcal{O}(\log σ)$ time.

Succinct representation of ordinal trees. An ordinal tree $T$ with $n$ nodes can be stored succinctly as a sequence of balanced parentheses (BP) encoded as a bit vector $B[1..2n]$. Every node $v$ in $T$ is represented by a pair of parentheses ( . . ) that contain the encoding of the subtree rooted at $v$. Every node of $T$ can be identified by the position in $B$ of its open parenthesis. Many navigational operations over $T$ can be simulated over $B$ in constant time, by using a structure that requires $o(n)$ bits on top of $B$ [29].
3 rBOSS

Basic definitions. Let $\mathcal{R} = \{R_1,...,R_r\}$ be a collection of $r$ reads (strings) of length $z$ and let $\mathcal{R}^c$ be a collection, also of $r$ strings, every $R'_j \in \mathcal{R}^c$ being the reverse complement of one $R_j \in \mathcal{R}$. Additionally, we define the set $\mathcal{R}^* = \mathcal{R} \cup \mathcal{R}^c$. Let us denote $G = \text{DBG}_{\mathcal{R},k}$ and $G' = \text{voDBG}_{\mathcal{R},k}$. A traversal $P$ over $G$, or $G'$, is a sequence $(v_0,e_0,v_1,...,v_{i-1},e_i,v_i)$ where $v_0,v_1,...,v_{i-1},v_i$ are nodes and $e_1,e_i$ are edges, $e_i$ connecting $v_{i-1}$ with $v_i$. $P$ will be a path if all the nodes are different, except possibly the first and the last. In such case, $P$ is said to be a cycle. $P$ is unary if the nodes $(v_0,v_{i-1})$ have outdegree 1 and the nodes $(v_1,v_i)$ have indegree 1. $P$ will be a right traversal over $G$ or $G'$ if all its edges $e_i$ are directed from $v_{i-1}$ to $v_i$, and a left traversal if all its edges $e_i$ are directed from $v_i$ to $v_{i-1}$. The string formed by the concatenation of the edge symbols of $P$ is referred to as its label. $P$ will be safe if it is a path or a cycle and its label appears in $\mathcal{R}^*$ as a substring of some read or if it can be generated by overlapping two or more $R_i...R_j \in \mathcal{R}^*$ in tandem and then taking the string that results from the union of those reads. The overlaps between the reads have to of minimum size $m$.

Let $\text{BOSS}(G)$ and $\text{VO-BOSS}(G')$ be the BOSS and VO-BOSS indexes, respectively, for the graphs $G$ and $G'$. In both cases, the matrix with the $(k-1)$-length node labels is referred to as $M_{\mathcal{R},k}$, or just $M$ when the context is clear. In $\text{VO-BOSS}(G')$, the range of rows in $M$ suffixed by $v$ is denoted $\vec{v}$.

Rows of $M$ representing substrings of size $k-1$ in $\mathcal{R}^*$ are called solid nodes and rows representing artificial $(k-1)$-length strings padded with dummy symbols from the left, and that represent prefixes in $\mathcal{R}^*$, are called linker nodes. For a linker node $v$, the function $\lll(v)$ returns the non-$\$ suffix of $v$. A solid node that appears as a suffix in $\mathcal{R}$ is called an s-node and a solid node that appears as a prefix in $\mathcal{R}^*$ is called a p-node. A linker node $v$ is said to be contained within another node $v'$ (solid or linker) if $\lll(v)$ is a suffix of $v'$.

An overlap of size $o$ between two solid nodes $v$ and $v'$, denoted $v \oplus^o v'$, occurs when the $o$-length suffix of $v$ is equal to the $o$-length prefix of $v'$. Relative to $v$, $v \oplus^o v'$ is a forward overlap and $v' \oplus^o v$ is a backward overlap. An overlap $v \oplus^o v'$ is valid if (i) $m \leq o < k-2$, $m$ being some parameter, and $v'$ is a p-node, or (ii) $o = k-2$ and $v'$ is a solid node of any kind. Notice that case (ii) is equivalent to the definition of two dBG nodes connected by an edge. The overlap $v \oplus^o v'$ is considered transitive if there is another solid node $v''$ with valid overlaps $v \oplus^{o'} v''$ and $v' \oplus^{o''} v$ with $o' > o''$. If there is only one $v''$, then $v \oplus^o v'$ is transitive and unique. If such $v''$ does not exist, then $v \oplus^o v'$ is irreducible. The string formed by the union of the solid nodes $v$ and $v'$ is denoted $\text{label}(v \oplus^o v')$.

Link between variable-order and overlaps. Overlaps between reads in $\mathcal{R}^*$ can be computed using $\text{VO-BOSS}(G')$ as follows: extend a unary path using solid nodes as much as possible, and if a solid node $v$ without outgoing edges is reached, then decrease its order with shorter to retrieve the vo-dBG nodes that represent both a suffix of $v$ and a prefix of some read in $\mathcal{R}$. From these nodes, retrieve the overlapping solid nodes of $v$ by using forward and continue the graph right traversal from one of them.

In $\text{VO-BOSS}$, however, shorter does not ensure that the label of the output node appears as a prefix in $\mathcal{R}^*$. The next lemma precises the condition that must hold to ensure this.

Lemma 1. In $\text{VO-BOSS}$, applying the operation shorter to a node $v$ of order $k' \leq k$ will return a node $u$ of order $k'' < k'$ that encodes a forward overlap for $v$ iff $\vec{u}[1]$ is a linker node contained by $v$. 
Simulating the DNA Overlap Graph in Succinct Space

Proof. If all the left contexts in $\overrightarrow{u}$ are non-dummy strings, then $u$ does not appear as a prefix in $R^i$, and hence, following none of its edges will lead to a valid overlap of $v$. On the other hand, if a suffix $u$ of $v$ appears as a prefix in $R^i$, then there is a node $v'$ in $G'$ at order $k$ whose label is formed by the concatenation of a dummy string and $u$, and that by definition is a linker node contained by $v$. Since elements in $\overrightarrow{u}$ are sorted by the left contexts, $v'$ is placed in $u[1]$, because the dummy string is always the lexicographically smallest. ▷

Lemma 1 allows us to find overlapping nodes that are not directly linked via edges in the dBG, by looking in smaller dBG orders. We formalize this operation as follows, where we look for the longest valid suffix, that is, the one with maximum lexicographic index.

- nextcontained($v$): returns the greatest linker node $v'$, in lexicographical order, whose llabel represents both a suffix of $v$ and a prefix of some other node in $G'$.

▷ Theorem 2. There is an algorithm that solves nextcontained in $O(k^2 \log \sigma)$ time.

Proof. Incrementally decrease the order of $v$ by one until reaching a node $u$ with $\overrightarrow{u} \supset \overrightarrow{v}$, and that satisfies Lemma 1. If such $u$ exists, return it. If the order of $v$ decreases below $m$ before finding $u$, then $v$ does not contain any linker node $v'$ with $|llabel(v')| \geq m$. In such case, a dummy vo-dBG node is returned. The function reduces the order up to $k - 2$ times. In each iteration, the operations shorter and llabel (to check Lemma 1) are used, which take $O(\log k)$ and $O(k \log \sigma)$ time, respectively. Thus, the total time is $O(k^2 \log \sigma)$. ▷

Notice, however, that a vo-dBG node in $G'$ might have more than one contained linker node, and those linkers whose llabel is of length $\geq m$ represent edges in the overlap graph. A useful operation is to build a set $L$ with all those relevant linkers. We can then follow the outgoing edges of every $l \in L$ to infer the solid nodes that overlap $v$ by at least $m$ symbols.

- buildL($v,m$): the set of all the linker nodes contained by $v$ that represent a suffix of $v$ of length $\geq m$.

Function buildL applies nextcontained iteratively until reaching a node $u$ that contains a linker node whose llabel has length below $m$. The rationale is that if $v$ contains $v'$, and in turn $v'$ contains $v''$, then $v$ also contains $v''$. Algorithm 1 (in Appendix C) shows the details.

Note that, if we chose $k = z + 1$ to build VO-BOSS($G'$), then we are simulating the full overlap graph in compressed space. The edges are not stored explicitly, but computed on the fly by first obtaining $L = \text{buildL}(v,m)$, and then following the dBG outgoing edges of every $l \in L$. Still, the complexities of the involved operations nextcontained makes VO-BOSS slow for exhaustive traversals, which is our main interest. We design a faster scheme in which follows; Figure 1 exemplifies the various concepts.

A compact data structure to compute overlaps. The function buildL can be regarded as a bottom-up traversal of the trie $T$ induced by the $(k-1)$-length labels of $M$ read in reverse. Every trie node $t$ corresponds to a vo-dBG node $v$ whose order is the string depth of $t$. The traversal starts in the trie leaf $t$ corresponding to the vo-dBG node $v$ given to buildL, and continues upward until finding the last ancestor $t'$ of $t$ with string depth $\geq m$. The movement from $t$ to $t'$ can be regarded as a sequence of applications of nextcontained. In each such application, we move from a node $t$ to its nearest ancestor $t'$ that is maximal (i.e., has more than one child) and whose leftmost child edge is labeled by a $\$.

Since non-maximal nodes in $T$ are not relevant for building $L$, the function nextcontained can be reimplemented using the topology of the compact trie $T$ (i.e., collapsing unary paths) represented with $BP$ (see Section 2) instead of using shorter. In this way, we can get rid of the LCS structure of VO-BOSS.
The resulting rBOSS index can be built in linear time, as detailed in Appendix D.

Replacing the LCS with the topology of $T$ in $BP$ poses two problems, though. First, it is not possible to define a minimum dBG order $m$ from which overlaps are not allowed, and second, Lemma 1 cannot be checked. Both problems arise because, unlike the LCS, the $BP$ data structure does not encode the string depths of the tree nodes (and thus, the represented node lengths). Still, the topology of $T$ can be reduced to precisely the nodes of interest for $\text{nextcontained}$, and thus avoid any check. We call this structurally-compressed version of $T$ the overlap tree.

**Theorem 3.** There is a structure using $4 + o(1)$ bits per dBG node that implements the function $\text{nextcontained}$ in $O(1)$ time and the function $\text{buildL}$ in time $O(k)$.

**Proof.** The structure is the $BP$ encoding of a tree $T'$ that is obtained by removing some nodes from the compact trie $T$ ($T$ has one leaf per dBG node, and less than 2 nodes per dBG node because it is compact). First, all the internal nodes of $T$ with string depth below $m$ are discarded, and the subtrees left are connected to the root of $T'$. Second, every internal node $t' \in T'$ whose leftmost-child edge is not labeled by a dummy string is also discarded, and its children are recursively connected to the parent of $t'$. Note that all the leaves of $T$ are in $T'$.

Therefore, $T'$ has precisely the nodes of interest for operation $\text{nextcontained}(v)$. We simply find the $i$th left-to-right leaf $t$ in $T'$, where $i$ is the row of $M$ corresponding to $v$ (note that rows of $M$ and leaves of $T$ and $T'$ are in the same order). Then, we move to the parent $t'$ of $t$ and return its leftmost child. An exception occurs if the leftmost child of $t'$ is precisely $t$, which means that $v$ is a linker node and thus its next contained node is the leftmost child of the parent of $t'$. Finally, we return the rank of the desired leftmost leaf.

Algorithm 2 (in Appendix C) shows the details. All its operations are implemented in constant time in $BP$, and thus $\text{nextcontained}(v)$ is implemented in $O(1)$ time. The function $\text{buildL}$ stays the same, and its cost is dominated by the (at most) $k - 2$ calls to $\text{nextcontained}$.  

---

**Figure 1** A segment of rBOSS for the set $R = \{\text{atttggagta, gtattggaaa, agtattggaa, caaatccata}\}$, with parameters $k = 11$ and $m = 2$. The computation of the forward overlaps for $R_1 = R[1]$ are also shown. A) range of $M$ that includes the solid node $v$ that represents sequence $R_1$ (sequence in bold in row 8) and its contained nodes (grayed rows). B) subtree of $T'$ that maps the range of $M$ in A). The black leaf maps $v$ in $T'$ and the gray leaves map the linker nodes contained by $v$. The array of parentheses below represents the same subtree in $BP$. The rank of every leaf (leafrank) is shown above its relative position in the $BP$ array (leafselect). Each dashed arrow represents a call of the function $\text{nextcontained}$ and all the arrows together stand for the function $\text{buildL}$. C) Forward overlaps of $v$. Gray sequences in italic are those reads where the reverse complement matches with $v$. 
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Once the set $L$ with the contained nodes of $v$ is built, we can compute the valid forward overlaps of $v$ by following the edges of every $l \in L$ until finding a p-node. We then define:

- $\text{foverlaps}(v)$: the set of p-nodes whose prefixes overlap a suffix of $v$ of length $\geq m$.

Computing the forward overlaps of $v$ by following the edges of every $l \in L$ can be exponential. We devise a more efficient approach that uses $T'$ and the reverse complements of the node labels. We need to define first the idea of bi-directionality in rBOSS.

Simulating bi-directionality. When building rBOSS on $\mathcal{R}^*$, the reverse complement $R_i^{rc}$ of every read $R_i \in \mathcal{R}$ is also included, because there are several combinations in which two reads, $R_i$ and $R_j$, can have a valid suffix-prefix overlap: $(R_i, R_j)$, $(R_j, R_i^{rc})$, $(R_i^{rc}, R_j)$, or $(R_i^{rc}, R_j^{rc})$, and all must be encoded in $T'$. An interesting consequence of including the reverse complements is that the topology of the dBG becomes symmetric.

Lemma 4. The incoming symbols of a node $v$ are the DNA complements of the outgoing symbols of the node $v^{rc}$ that represents the reverse complement of $v$. Further, the outgoing nodes of $v^{rc}$ are the same as the DNA complements of the incoming nodes of $v$.

Proof. Consider the $(k - 1)$-length substring $bXc$ of $\mathcal{R}$, and a symbol $a$ that appears at the left of some occurrences of $bXc$. For building rBOSS, both substrings $abXc$ and its reverse complement $(abXc)^{rc} = c^Xb\sigma c$ are considered. As a result, the dBG node $v$ labeled $bXc$ will have and incoming symbol $a$, and the dBG node $v^{rc}$ labeled $(bXc)^{rc} = c^Xb\sigma c$ will have an outgoing symbol $\sigma c$. Thus, the label of node $\text{forward}(v^{rc})$, $\sigma c$, is the reverse complement of string $abX$, the label of node $\text{backward}(v, a)$.

As a result of including the reverse complements of the reads, the cost of computing the incoming symbols of node $v$ becomes proportional to the cost of computing the position of $v^{rc}$ in the BOSS matrix.

Theorem 5. Computing the position in $M$ of $v^{rc}$ takes $O(k \log \sigma)$ time. By augmenting rBOSS with $s \log s$ extra bits, $s$ being the number of solid nodes, the time decreases to $O(1)$.

Proof. First, extract the label $lab$ of $v$, then compute its reverse complement $lab^{rc}$, and finally, perform $\text{backwardsearch}(lab^{rc})$. The label of $v$ is extracted in time $O(k \log \sigma)$ with the FM-index, and computing its reverse complement takes $O(k)$ time. The function $\text{backwardsearch}$, also defined on the FM-index, returns the range of $(k - 1)$-length strings in $M$ suffixed by $lab^{rc}$, and it also takes $O(k \log \sigma)$ time. Therefore, computing the position of $v^{rc}$ in $M$ takes $O(k \log \sigma)$ time. Alternatively, we can store an explicit permutation on the $s$ solid nodes, so that using $s \log s$ bits we find the position of $v^{rc}$ in $M$ in constant time.

Theorem 5 allows us to compute the forward overlaps of $v$ in time proportional to the size of the label of $v$.

Theorem 6. The function $\text{foverlaps}$ can be computed in $O(k \log \sigma)$ time.

Proof. First, create $L_v = \text{buildL}(v)$, and then obtain the reverse complement of the linker node $l = L_v[|L_v|]$, that is, the one representing the smallest suffix of $v$. Second, compute $l^{rc}$ and search for the range $[i..j]$ in $M$ of the $(k - 1)$-length strings suffixed by $l^{rc}$. From the edge symbols in $[i..j]$ follow the dBG path $p_{v^{rc}}$ that spells the label of $v^{rc}$. Finally, every time a solid node $v'$ is reached during the traversal of $p_{v^{rc}}$, report its reverse complement as a forward overlap for $v$. Computing $L$ takes $O(k)$ time. Both searching for $[i..i]$ and traversing $p_{v^{rc}}$ take $O(k \log \sigma)$ time. All the shifts between reverse complements take $O(1)$ time if we use permutations.
Figure 2 Example of the computation of the forward and backward overlaps for sequence $R_3 = R[3]$ of the example of Figure 1. A) Sequence $R_2$ is a forward overlap for $R_3$ and sequences $R_4$ and $R_1$ are backward overlaps. B) The upper matrix represents the range in $M$ that includes the solid node that represents $R_3$ (row in bold), and its contained nodes (grayed row) and the lower matrix is the range of $M$ that includes the solid node of the reverse complement of $R_3$, $R_3^{rc}$ (row in bold and italic), and its contained nodes (gray rows in italic). Gray symbols to the right of every matrix are the outgoing symbols retrieved from applying forward from every contained node until reaching the next solid node. For the case of $R_3^{rc}$, these solid nodes are $R_4^{rc}$ and $R_1^{rc}$, the reverse complements of $R_4$ and $R_1$, respectively.

Figure 2 exemplifies the overlap function. Note that backward overlaps can be obtained by computing $\text{foverlaps}$ for the reverse complement of $v$. The complexity of $\text{foverlaps}$ is the same obtained by Simpson and Durbin [34].

By using $T'$ and Lemma 4 we can access the topology of the overlaps, and to retrieve extra information from the data that irreductible overlap graphs or dBGs do not have. We formalize this idea as weighted irreductible overlaps.

**Weighting irreductible overlaps.** Given an irreductible overlap $v \oplus v'$ between solid nodes $v$ and $v'$, we can use the number of unique transitive overlaps between them as a measure of confidence, weight$(v \oplus v') < o - m$, for label$(v \oplus v')$. In Figure A.1 we show different examples in which weight$(v \oplus v')$ can be helpful to detect patterns in the data. The function $\text{foverlaps}(v)$ in our scheme can be modified to return the list of irreductible overlaps for $v$, with their weights included. The idea is as follows: once the range $[i..j]$ is obtained, we form an array $Y$ with the dBG nodes in $[i..j]$ that are not contained by any other node within the same range. The set $Y$ will represent the possible irreductible overlaps of $v$. $Y$ is built in one scan over $[i..j]$ by checking which $T'$ leaves are not the leftmost children of their parent. The weight of every $y \in Y$ is computed as its depth minus the depth of its closest ancestor in $T'$ with more than two children. We do the subtraction because only unique transitive connections count as weights. Every $y \in Y$ and its weighting nodes form a subrange $y'$ in $[i..j]$. We perform a right traversal starting from the outgoing edges of $y'$ to retrieve $p_{v^{rc}}$ as before. In the process, however, one or more elements of $Y$ can be discarded or their weights decreased if they do have a branch spelling the reverse complement of some $l \in L_v$. Figure 3 exemplifies the process.

4 Experiments

We implemented $rBOSS$ as a C++ library, using the SDSL library [14] as a base. In Section 2 we stated that vector $E$ can be represented using a Huffman-shaped Wavelet Tree, but our implementation uses run-length encoding [23] to exploit repetitions in the
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Figure 3 Computation of weighted forward overlaps as described in Section 3. A) Sequence $R_1$, represented by dBG node $v$ (bold row in $M$), and its irreducible overlaps, $R_2$ and $R_3$ (asterisks), represented by dBG nodes $v'$ and $v''$ respectively. The transitive overlaps that weight every irreducible overlap are shown with arrows to the right of $M$. The dashed box in the upper left corner of $M$ is $lab = \text{label}(L_v[1, |L_v|])$. The left side of B) is the range $[i..j]$ in $M$ resulting from searching the range of $(k-1)$-length strings suffixed by $lab^c$. The right side of B) is the subtree in $T^v$ induced by the dBG nodes in $[i..j]$. Dashed leaves in the subtree are those that are (probably) irreducible overlaps of $v$ (elements in $Y$). The gray dashed leaf of the subtree corresponds to an element $y'$ that was originally added to $Y$ but then discarded because none of the branches starting in its outgoing edges spell the reverse complement of some $l \in L_y$. Gray leaves are the ones that contribute to the weight of $y'$. The element $y'$ and its weighting nodes are also represented in the range $[i..j]$ as gray rows. Subranges of $[i..j]$ whose outgoing branches lead to weighted irreducible overlaps of $v$ are shown in curly brackets.

reads. We also include an extra bitmap $S[1..n]$ that marks the position of every solid node in $M$, which speeds up iterating over the solid nodes. We did not include the permutation to compute the reverse complements of the dBG nodes in constant time. Instead, we use backwarssearch as stated in Theorem 5. Additionally, we implemented the VO-BOSS data structure by modifying our $rBOSS$ implementation and merging it with segments of the code\(^3\) from Boucher et al. [5]. Our complete code is available at https://bitbucket.org/DiegoDiazDominguez/eboss-dt/src/master/. The compilation flags we used were -msse4.2 -O3 -funroll-loops -fomit-frame-pointer -ffast-math.

We used wgsim [22] to simulate a sequencing dataset (in FASTQ format) from the E.coli genome with 15x coverage. A total of 549,845 reads were generated, each 150 bases long, yielding a dataset of 185 MB. The input parameters for building $rBOSS$ are $k$ and $m$. We used a minimum value of 50 for $k$, and increased it up to 110 in intervals of 5. For every $k$, we used 6 values of $m$, from 15 to 40, also in intervals of 5. This makes up 72 indexes. We also built equivalent VO-BOSS instances using the same values for $k$.

Space and construction time. The sizes of the resulting $rBOSS$ indexes are shown in Figure 4.A, which grow fairly linearly with $k$, at 0.29 + 0.036$k$ bits per input symbol (i.e., 50–100 MB for our dataset), and do not depend much on $m$. Figure A.2 shows elapsed times and memory peaks during construction. These are also linear in $k$; for example with $m = 20$ (the most demanding value) the $rBOSS$ index for our dataset is built in 4–6 minutes with a memory peak around 2.5 GB. Figure 4.B compares the sizes of VO-BOSS and $rBOSS$, showing that $rBOSS$ is more than 20% smaller on average.

\(^3\) https://github.com/cosmo-team/cosmo
Figure 4 Index size statistics. The x-axis gives the values of $k$ and the y-axis is the size of the index in MB. A) Sizes of the rBOSS indexes. Shapes denote the different values of $m$. B) Index size comparison between rBOSS and VO-BOSS, building the rBOSS indexes with $m = 30$.

Figure 5 Stacked barplot with the percentage that each substructure uses in rBOSS. The x-axis shows the value of $k$ and the numbers on top of the plot are the $m$ values.

The space breakdown of our index is given in Figure 5, and further statistics in Table A1. The most expensive data structure in terms of space (50%–65%) is the BP representation of $T'$. The sequence $E$ uses 20%–35%, and the rest are the bitmaps $B$ and $S$.

Time for the primitives. For every index, we took 1000 solid nodes at random and computed the mean elapsed time for functions nextContained, buildL, foverlaps. For the rBOSS indexes, we also measured the mean elapsed time for reverseComplement. Table 1 shows the results. Within the rBOSS implementation, nextContained is the fastest operation, with a stable time around 1.5 µsec across different values of $m$ and $k$. Operation buildL becomes slower as we increase $k$, but faster as we increase $m$. This is expected because the larger $k$, the longer the traversal through $T'$, but if $m$ grows the traversal shortens as well. In all cases, buildL takes under 10 µsec. The cost of operation foverlaps grows linearly with $k$, but also decreases as we increase $m$, reaching the millisecond. This is much slower than previous operations, dominated by the time to find the reverse complement of the shortest linker node with backward search. Finally, the time of reverseComplement is also a few milliseconds, growing steadily with $k$ regardless of $m$.

Table 1 also compares rBOSS with the VO-BOSS implementation. All the functions are clearly slower in VO-BOSS, by two orders of magnitude for next-contained and buildL, and by a factor around 2 for foverlaps.
Table 1 Mean elapsed time, in µseconds, for the functions proposed in this article for both rBOSS and VO-BOSS.

<table>
<thead>
<tr>
<th>k</th>
<th>m</th>
<th>rBOSS</th>
<th>VO-BOSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>next-contained buildL overlaps reverse-contained</td>
<td>next-contained</td>
</tr>
<tr>
<td></td>
<td></td>
<td>buildL overlaps</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>1.49</td>
<td>5.09</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>1.53</td>
<td>4.22</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>2.00</td>
<td>3.38</td>
</tr>
<tr>
<td>70</td>
<td>20</td>
<td>1.55</td>
<td>6.46</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>1.57</td>
<td>5.82</td>
</tr>
<tr>
<td>70</td>
<td>40</td>
<td>1.54</td>
<td>5.26</td>
</tr>
<tr>
<td>90</td>
<td>20</td>
<td>1.73</td>
<td>8.11</td>
</tr>
<tr>
<td>90</td>
<td>30</td>
<td>1.58</td>
<td>7.35</td>
</tr>
<tr>
<td>90</td>
<td>40</td>
<td>1.56</td>
<td>6.67</td>
</tr>
<tr>
<td>110</td>
<td>20</td>
<td>1.67</td>
<td>9.25</td>
</tr>
<tr>
<td>110</td>
<td>30</td>
<td>1.77</td>
<td>8.64</td>
</tr>
<tr>
<td>110</td>
<td>40</td>
<td>1.64</td>
<td>8.10</td>
</tr>
</tbody>
</table>

Figure 6 Results of genome assembly experiments. A) The elapsed time for the assembly. B) The memory peak achieved during the assembly. C) Comparison of the mean contig size in rBOSS (gray line) versus the mean unitig size of a fixed dBG (black line) using the same k, both with m = 50.

Genome assembly. We implemented a genome assembler on top of rBOSS to test the usefulness of the data structure. The algorithm is described in Appendix E. We used the same E. coli dataset as before, with a minimum value for k of 60, increasing it up to 100 in intervals of 5 for building the indexes. For each k, we selected 5 values for m, from 30 to 50, also in intervals of 5. The results are shown in Figure 6; time and space are again linear in k. Using m = 30, our assembler generates contigs in 7–14 minutes and has a memory peak of 70–105 MB, just 18–21 MB on top of the index itself.

Figure 6.C compares the quality of the assembly using variable k and rBOSS, with m = 30, versus the corresponding assembly generated with a fixed dBG that uses the same k. The dBG indexes were built using the bcalm tool [9]. It is clear that the ability to vary the value of k to compute overlapping sequences as we spell the contigs, also called maximal paths (MP) in our algorithm, yields an assembly of much higher quality. Figure A.3 gives further data on the assembly.
5 Conclusions and Further Work

We have introduced rBOSS, a succinct representation for vo-dBGs (of degree up to \(k\)) that avoids the \(O(\log k)\)-bit penalty factor of previous representations thanks to the use of a new structure we call the overlap tree. This enables the use of \(k\) values sufficiently large so as to simulate the full overlap graph, which is an essential tool for genome assembly and other bioinformatic analyses. Our index, for example, can assemble the contigs of 185 MB of 150-base reads, with \(k = 100\), in less than 15 minutes and within 105 MB.

Our index builds fast, yet using significant space (in our experiment, 6 minutes and 2.5 GB). Future work includes reducing the construction space, even at some increase in construction time. We also aim to reduce the space of \(T'\), the most space-demanding component of our index. Preliminary experiments show that the topology of \(T'\) is highly repetitive, and that it can be about halved with a grammar-compressed representation [28].

The rBOSS index can be used for different bioinformatic analyses, not just genome assembly. An example is the detection of single nucleotide polymorphisms. Polymorphisms are usually inferred by first aligning a multiset\(^4\) of reads to a reference genome and then looking for mismatches between the aligned reads and the genome. This approach is often expensive as it requires much preprocessing. As an alternative, we can build a colored version of the rBOSS index, that is, we color the reads according to the individual they were generated from, and then search for every read \(x\) that meets the following criteria: i) two or more overlaps with heavy weights, ii) two or more colors, and iii) the overlapping reads share one or more colors with \(x\), but not among them. Reads meeting these criteria (and their overlapping sequences) are candidates to map polymorphic sites in the genome. We can then align them to the reference genome and check the sequencing quality of their characters to be sure. This idea for inferring SNPs is similar to the one described in [16].

Another possible application is sequencing error correction. In this case, we search for reads whose overlaps have small weights. If for a particular read \(x\), all its forward and backward overlaps have very small weights, say \(< 2\), then it is reasonable to assume that \(x\) contains errors, especially if the sequencing qualities of its characters are low.

References


---

\(^4\) A sequencing data set generated from the DNA of several individuals from the same specie.
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A) weight(\(v' \oplus v\)') = 3

B) weight(\(v' \oplus v\)') = 2

C) weight(\(v' \oplus v\)') = 2

Figure A.1 Different cases in which the weights of the irreductible overlaps can detect patterns in the data. A) sequence \(R_1\) (dBG node \(v\)) has only one irreductible overlap, with \(R_5\) (dBG node \(v'\)), and there are 3 transitive overlaps between them (\(R_2, R_3\) and \(R_4\) in gray). In this case, there is enough evidence (transitive overlaps) to infer that the string formed by the union of \(R_1\) and \(R_5\) exists in the input DNA. B) sequence \(R_1\) has 2 irreductible overlaps, with \(R_4\) and \(R_6\) (dBG nodes \(v'\) and \(v''\) respectively), but the number of unique transitive overlaps between \(R_1\) and \(R_4\) is zero (weight(\(v' \oplus v''\)) = 0), so the most probable option is that \(R_4\) contains a sequencing error (italic underlined symbol). C) \(R_1\) has two irreductible overlaps, with \(R_5\) and \(R_7\), and both overlaps have a weight of 2. In this circumstance, it is more probable that \(R_1\) belongs to a repeated region or it is next to a genetic variation, if the reads \(R_5\) and \(R_7\) come from different individuals.
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**Figure A.2** Statistics about the construction of rBOSS. In all the plots, the x-axis represents the different values used for $k$, and every shape represents a particular value of $m$. The y-axis in A) is the mean elapsed time; in B) it is the memory peak achieved during the construction.

**Figure A.3** Other results of the assembly experiments. In all the figures, the x-axis are the values for $k$. In figures A), B), and C), the shapes are the values of $m$. A) Maximum length achieved for a contig in each rBOSS index. B) Mean size for contigs in every rBOSS index. C) Difference between the memory peak and the size of the index, that is, the memory used exclusively for assembly. D) Comparison of the longest contig in rBOSS (gray line) versus the longest unitig of a fixed dBG (black line) using the same $k$, both with $m = 50$. 
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### B Tables

**Table A1** Statistics about the different instances of the dBG graphs generated in the experiments. Except for the first and second column, all the values are expressed in millions. Columns one and two are the values used for $k$ and $m$, respectively, in the rBOSS index. Column three contains the total number of dBG nodes at order $k$. Column four shows the number of solid nodes and column five the number of linker nodes. Column six is the total number of edges in the dBG (number of symbols in $E$). Column seven is the total number of nodes in the overlap tree and column eight is the number of internal nodes in the overlap tree.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$m$</th>
<th>dBG nodes</th>
<th>solid nodes</th>
<th>linker nodes</th>
<th>edges</th>
<th>tree nodes</th>
<th>tree int nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>20</td>
<td>48.86</td>
<td>9.13</td>
<td>39.73</td>
<td>50.92</td>
<td>78.78</td>
<td>29.92</td>
</tr>
<tr>
<td>50</td>
<td>30</td>
<td>48.86</td>
<td>9.13</td>
<td>39.73</td>
<td>50.92</td>
<td>68.47</td>
<td>19.61</td>
</tr>
<tr>
<td>50</td>
<td>40</td>
<td>48.86</td>
<td>9.13</td>
<td>39.73</td>
<td>50.92</td>
<td>58.15</td>
<td>9.29</td>
</tr>
<tr>
<td>70</td>
<td>20</td>
<td>69.52</td>
<td>9.14</td>
<td>60.38</td>
<td>71.58</td>
<td>120.09</td>
<td>50.57</td>
</tr>
<tr>
<td>70</td>
<td>30</td>
<td>69.52</td>
<td>9.14</td>
<td>60.38</td>
<td>71.58</td>
<td>109.78</td>
<td>40.26</td>
</tr>
<tr>
<td>70</td>
<td>40</td>
<td>69.52</td>
<td>9.14</td>
<td>60.38</td>
<td>71.58</td>
<td>99.46</td>
<td>29.94</td>
</tr>
<tr>
<td>90</td>
<td>20</td>
<td>90.18</td>
<td>9.14</td>
<td>81.04</td>
<td>92.24</td>
<td>161.40</td>
<td>71.22</td>
</tr>
<tr>
<td>90</td>
<td>30</td>
<td>90.18</td>
<td>9.14</td>
<td>81.04</td>
<td>92.24</td>
<td>151.08</td>
<td>60.91</td>
</tr>
<tr>
<td>90</td>
<td>40</td>
<td>90.18</td>
<td>9.14</td>
<td>81.04</td>
<td>92.24</td>
<td>140.76</td>
<td>50.59</td>
</tr>
<tr>
<td>110</td>
<td>20</td>
<td>110.79</td>
<td>9.09</td>
<td>101.69</td>
<td>112.84</td>
<td>202.61</td>
<td>91.82</td>
</tr>
<tr>
<td>110</td>
<td>30</td>
<td>110.79</td>
<td>9.09</td>
<td>101.69</td>
<td>112.84</td>
<td>192.30</td>
<td>81.51</td>
</tr>
<tr>
<td>110</td>
<td>40</td>
<td>110.79</td>
<td>9.09</td>
<td>101.69</td>
<td>112.84</td>
<td>181.98</td>
<td>71.19</td>
</tr>
</tbody>
</table>

### C Pseudocodes

**Algorithm 1** Build set $L$ with the linker nodes contained by $v$.

1: **procedure** nextcontained($v, m$)
2:    $d \leftarrow v.order - 1$
3:    **while** $d \geq m$ **do**
4:       $u \leftarrow$ shorter($v, d$)
5:       **if** $u \supseteq v$ **then**
6:          **if** isLinker($v'$) **and** $|llabel(v')| = d$ **then**
7:             **return** $u$
8:       **end if**
9:    **end while**
10: **return** 0  \(\triangleright\) dummy node
11: **procedure** buildL($v, m$)  \(\triangleright\) $v$ is a vo-dBG node and $m$ is the minimum suffix size
12:    $L \leftarrow \emptyset$
13:    $c \leftarrow$ nextcontained($v, m$)
14:    **while** $c > 0$ **do**
15:        $L \leftarrow L \cup \{v[1]\}$
16:        $c \leftarrow$ nextcontained($c, m$)
17:    **end while**
18: **return** $L$
Algorithm 2 Function nextcontained implemented with the topology of $T'$.

1: function nextcontained($v$)  
   $\triangleright v$ is a vo-dBG node at order $K - 1$
2: $t \leftarrow$ leafselect($T'$, $v$)  
   $\triangleright$ node in $T'$ mapping $v$
3: $t' \leftarrow$ parent($T'$, $t$)
4: if firstchild($T'$, $t'$) = $t$ then  
   $\triangleright t$ is already the leftmost sibling
5: $t' \leftarrow$ parent($T'$, $t'$)
6: $l \leftarrow$ lchild($T'$, $t'$)
7: return leafrank($T'$, $l$)  
   $\triangleright$ vo-dBG node mapping $l$

D Building rBOSS

To build our data structure, we first form the string $R = R_1 \# R_2 \# \ldots R_n \#$ over the alphabet $\Sigma \cup \{\$\}$, with size $n' = |R|$, and that represents the concatenation of the reads in $\mathcal{R}^*$. In $R$, symbol $\#$ is the least in lexicographical order. Next, we build the SA, BWT and LCP arrays for $\overline{R}$, the reversal of $R$. We use $\overline{R}$ instead of $R$ because the BWT ($E$ in BOSS) contains the symbols to the left of every suffix (node labels in BOSS), but we actually need the symbol to the right when we call forward. After building these arrays, we modify LCP to simulate the padding of the dummy symbols: for every $LCP[i]$, we compute the distance $d$ between $SA[i]$ and the position in $\overline{R}$ of the next occurrence of symbol $\$$. If $d < k - 1$ and $d < LCP[i]$, then we set $LCP[i] = k - 1$. To compute $d$ in constant time, we can generate a bitmap $D$, with rank and select support (see Section D.1), that marks in $\overline{R}$ the position of every $. Thus, $d$ is computed as $\text{select}_1(D, \text{rank}_1(D, SA[i]) + 1) - SA[i]$.

The next step is to build $E$. To this end, we traverse $\overline{BWT}[i]$ for increasing $i$ as long as $LCP[i] \geq k - 1$, and in the process we mark in a bitmap $S[1..\sigma]$ the symbols seen so far. When $LCP[i] < k - 1$, we append the marked symbols of $S$ to $E$, and also append the same number of bits to $B$, all zeros except the last in each step. We then reset $S$ and restart the traversal of BWT.

The final step is to build $T'$. We use an algorithm [3] to build the topology in BP of a tree, modified to discard on the fly the unnecessary nodes. We first compute the virtual suffix tree $ST$ from $LCP$ [1], and then traverse it in preorder. For each node $v$, we write an opening parenthesis if it satisfies the restrictions, then we recursively traverse its children, and finally write a closing parenthesis if $v$ satisfied the conditions.

The SA for $\overline{R}$ can be built in linear time [17, 20, 19], and so can $\overline{BWT}$, [30] $LCP$ [18], and the virtual $ST$ [1]. Our modifications are obviously linear-time, and therefore the rBOSS structure can be built in linear time as well.

D.1 Rank and select data structures

Rank and select dictionaries are fundamental in most succinct data structures. Given a sequence $B[1..n]$ of elements over the alphabet $\Sigma = [1..\sigma]$, $B.rank_b(i)$ with $i \in [1..n]$ and $b \in \Sigma$, returns the number of times the element $b$ occurs in $B[1..i]$, while $B.select_b(i)$ returns the position of the $i$th occurrence of $b$ in $B$. For binary alphabets, $B$ can be represented in $n + o(n)$ bits so that rank and select are solved in constant time [10]. When $B$ has $m \ll n$ is, a compressed representation using $m \log \frac{n}{m} + O(m) + o(n)$ bits, still solving the operations in constant time, is of interest [32]. This space is $o(n)$ if $m = o(n)$. 
Genome assembly

In this section we briefly describe how to use rBOSS to assemble a genome. We define some concepts first.

- **Lemma 7.** A solid node $v$ is right-extensible (RE) (respectively left-extensible (LE)) if (i) it is a non-s-node with outdegree 1 (respectively, a non-p-node with indegree 1) or (ii) it is an s-node with outdegree $\leq 1$ (respectively p-node with indegree $\leq 1$) and following its outgoing edge (if outdegree is 1) and the outgoing edges of every $l \in L_v$ (respectively its incoming edge, if indegree is 1, and the incoming edges of its backward overlaps) leads to a unique solid node $v'$ in at most $(k - 1) - m$ forward operations.

- **Theorem 8.** Computing if a solid node $v$ is RE has $O(k + |L_v|(k - m) \log \sigma)$ worst case time complexity. Computing if $v$ is LE also has $O(k + |L_v|(k - m) \log \sigma)$ time complexity if we augment rBOSS with $s \log s$ bits, where $s$ is the number of solid nodes.

**Proof.** When $v$ is not an s-node, testing if it is RE reduces to checking its outdegree. The other case, when $v$ is a s-node, is harder. First compute $L_v = \text{buildL}(v)$, and then perform a set of operations in batches over the elements of $L_v$, as follows. Regard $L_v$ as a queue. If $L_v[1]$, the linker node that represents the greatest suffix of $v$, has outdegree 0, then remove it from $L_v$. After that, check that each $L_v[i]$, with $i \in [1..|L_v|]$, has outdegree 1 and that all the outgoing edges are labeled with the same symbol. If some $L_v[i]$ has outdegree $> 1$ or two or more different symbols are seen in the outgoing edges of $L_v$, then return false. If all outgoing edges in $L_v$ have the same symbol $a$, then perform $L_v[i] = \text{forward}(L_v[i], a)$ for every $i$. Repeat the process until $L_v$ becomes empty, if that happens, then return true. Computing LE is exactly the same process, but first we have to compute $v^{rc}$, the reverse complement of $v$. If we use $s \log s$ extra bits to store the permutation with the reverse complements of the solid nodes, then we can compute $v^{rc}$ in $O(1)$.

We also define the concept of right and left maximal paths.

- **Lemma 9.** A right-maximal path (respectively, left-maximal) over rBOSS is a path where all the nodes are RE (respectively, LE) except the rightmost (respectively, leftmost) node. A maximal-path is the concatenation of a left-maximal and a right-maximal path.

### E.1 Marking non-extensible nodes

Computing whether a solid node $v$ is extensible during a graph traversal can be expensive (Lemma 8), especially if the traversal is exhaustive. The amount of computation can be reduced, however, by computing beforehand which nodes are non-extensible and marking them in a bitmap $N$ of size $s$. Notice that only a small fraction of the nodes will be non-extensible, so $N$ is highly compressible.

There are four cases in which $v$ is non-extensible: (i) it has outdegree $> 1$, (ii) there are two or more different outgoing symbols in $L_v$, (iii) the outgoing symbol in $v$ differs from the symbol in $L_v$, or (iv) the computation of the forward overlaps of $v$ yields two or more different irreductible overlaps. To detect non-extensible nodes, we use the topology of $T'$ instead of directly calling the function $\text{foverlaps}$.

We descend on $T'$ in DFS, and every time we reach a leaf $t$ that is the leftmost child of its parent, we append its edge symbols into a sequence $U$ and the leaf rank of $t$ to an array $I$, one append per edge. We also keep track of the different symbols appended into $U$ so far. If after consuming $t$ there are two or more different symbols in $U$, we scan $U$ from...
right to left until finding the first position $i$ such that $U[i] \neq U[i + 1]$. Then, we mark as non-extensible all the solid nodes that contain any prefix of $\text{label}(I[i + 1])$ that in turns contains any prefix of $\text{label}(I[i])$ of length $\geq m$. The rationale is that any solid node $v$ containing $I[i + 1]$ will also contain $I[i]$ (we now this fact because the DFS order). The problem, however, is that the outgoing symbols of $I[i]$ and $I[i + 1]$ differ. Thus, $v$ is a case (ii) non-extensible node. It can still happen that one of the prefixes of $I[i + 1]$ is contained by a solid node $v'$, and if it does, then it might happen that $v'$ also contains a prefix of $I[i]$. In such case, $v'$ is a case (iv) non-extensible node, because the elements of $L_{v'}$ will lead to $I[i]$ and $I[i + 1]$, which are known to differ in their outgoing edges. To be sure, we must go backwards in $I[i + 1]$ marking the solid nodes that contain prefixes of $I[i + 1]$, and we stop when $I[i + 1]$ does not contain any prefix of $I[i]$ of size $\geq m$.

When a solid node $v$ is reached during the DFS traversal, we first have to check if it was already marked. If it is still unmarked, then we check if it has outdegree more than two ($v$ is a case i), or if it has outdegree 1, but its outgoing symbol differ from the outgoing symbols in $L_{v}$ ($v$ is case iii).

### E.2 Spelling maximal paths

Once $rBOSS$ and the bitmap $N$ are built, the process of spelling maximal paths can be implemented as an stream algorithm, which is very space-efficient. For every non-extensible node $v$ compute the set $O_v = \text{overlaps}(v)$. We start a forward traversal from each $o_i \in O_v$ and continue until reaching a non-extensible node. During the process, append the edge symbols to a vector $F$. After finishing, compute $o_{rc}^i$, start a forward traversal from it and continue until reaching the next non-extensible node. As with $o_i$, also append the outgoing edges to a vector $R$. The final string spelled by the maximal path will be $R^{rc} \cdot \text{label}(o_i) \cdot F$. If in either of both traversals, forward or backward, an extensible solid node with outdegree 0 is reached, then call $\text{nextcontained}$ and continue through its edges.
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Abstract

Palindromes are important objects in strings which have been extensively studied from combinatorial, algorithmic, and bioinformatics points of views. Manacher [J. ACM 1975] proposed a seminal algorithm that computes the longest substring palindromes (LSPals) of a given string in $O(n)$ time, where $n$ is the length of the string. In this paper, we consider the problem of finding the LSPal after the string is edited. We present an algorithm that uses $O(n)$ time and space for preprocessing, and answers the length of the LSPals in $O(\ell + \log \log n)$ time, after a substring in $T$ is replaced by a string of arbitrary length $\ell$. This outperforms the query algorithm proposed in our previous work [CPM 2018] that uses $O(\ell + \log n)$ time for each query.

1 Introduction

Palindromes are strings that read the same forward and backward. Finding palindromic structures in strings has important applications in analysis of DNA, RNA, and protein sequences, and thus a variety of efficient algorithms for finding palindromic structures occurring in a given string have been proposed (e.g., see [3, 18, 12, 15, 19, 14, 10] and references therein).

In this paper, we consider the fundamental problem of finding the longest substring palindrome (LSPal) in a given string $T$. Observe that the longest substring palindrome is also a maximal (non-extensible) palindrome in the string, whose center is an integer position if its
length is odd, or a half-integer position if its length is even. Hence, in order to compute the LSPal of a given string $T$, it suffices to compute all maximal palindromes in $T$. Manacher [16] gave an elegant $O(n)$-time algorithm to find all maximal palindromes in a given string of length $n$. Manacher’s algorithm utilizes symmetry of palindromes and character equality comparisons only, and therefore works in $O(n)$ time for any alphabet. There is an alternative suffix tree [21] based algorithm which works in $O(n)$ time in the case of an integer alphabet of polynomial size in $n$ [13]. Finding the longest substring palindrome in the streaming model has also been considered [6, 11].

Now we consider the following question: what happens to those palindromes if the string $T$ is edited? It seems natural to ask this kind of question since a typical biological sequence can contain some uncertainties such that there are multiple character possibilities at some positions in the sequence. In our recent work [9], we initiated this line of research and showed the following results. Let $n$ be the length of the input string $T$ and $\sigma$ the alphabet size.

$1$-ELSPal. We can preprocess $T$ in $O(n)$ time and space such that later, we can answer in $O(\log \min\{\sigma, \log n\})$ time the longest substring palindrome after a single character edit operation (insertion, deletion, or substitution).

$\ell$-ELSPal. We can preprocess $T$ in $O(n)$ time and space such that later, we can answer in $O(\ell + \log n)$ time the longest substring palindrome after a block-wise edit operation, where $\ell$ is the length of the new block that substitutes the substring in $T$.

In this paper, we further pursue the second variant of the problem ($\ell$-ELSPal) where an existing substring is replaced with a new string (block) of length $\ell$. We remark that the length $\ell$ of a new block is arbitrary. The main result of this paper is an $O(\ell + \log \log n)$-time algorithm that answers the longest substring palindrome after a block-wise edit operation, with $O(n)$-time and space preprocessing.

Note that $\ell$-ELSPal is a generalization of $1$-ELSPal, where $\ell = 1$ for insertion and substitution and $\ell = 0$ for deletion. Therefore, the result of this paper achieves $O(\log \log n)$-time query algorithm for $1$-ELSPal. This is as efficient as the $O(\log \min\{\sigma, \log n\})$-time query of [9] when the alphabet size $\sigma$ is at least $O(\log n)$ (e.g., in the case of an integer alphabet).

**Related work**

Amir et al. [1] proposed an algorithm to find the longest common factor (LCF) of two strings, after a single character edit operation is performed in one of the strings. Their data structure occupies $O(n \log^3 n)$ space and uses $O(\log^3 n)$ query time, where $n$ is the length of the input strings. Their data structure can be constructed in $O(n \log^4 n)$ expected time. Urabe et al. [20] considered the problem of computing the longest Lyndon word after an edit operation. They showed $O(\log n)$-time queries for a single character edit operation and $O(\ell \log \sigma + \log n)$-time queries for a block-wise edit operation, both using $O(n)$ time and space for preprocessing. We note that in these results including ours in this current paper, edit operations are given as queries and thus the input string(s) remain static even after each query. This is due to the fact that changing the data structure dynamically can be too costly in many cases. It is noteworthy, however, that very recently Amir et al. [2] solved dynamic versions for the LCF problem and some of its variants. In particular, when $n$ is the maximum length of the string that can be edited, they showed a data structure of $O(n \log n)$ space that can be dynamically maintained and can answer $1$-ELSPal queries in $O(\sqrt{n} \log^{2.5} n)$ time, after $O(n \log^2 n)$ time preprocessing.
## 2 Preliminaries

Let $\Sigma$ be the alphabet. An element of $\Sigma^*$ is called a string. The length of a string $T$ is denoted by $|T|$. The empty string $\varepsilon$ is a string of length 0, namely, $|\varepsilon| = 0$. For a string $T = xyz$, $x$, $y$, and $z$ are called a prefix, substring, and suffix of $T$, respectively. For two strings $X$ and $Y$, let $lcp(X,Y)$ denote the length of the longest common prefix of $X$ and $Y$.

For a string $T$ and an integer $1 \leq i \leq |T|$, $T[i]$ denotes the $i$-th character of $T$, and for two integers $1 \leq i \leq j \leq |T|$, $T[i..j]$ denotes the substring of $T$ that begins at position $i$ and ends at position $j$. For convenience, let $T[i..j] = \varepsilon$ when $i > j$. An integer $p \geq 1$ is said to be a period of a string $T$ iff $T[i] = T[i + p]$ for all $1 \leq i \leq |T| - p$. If a string $B$ is both a proper prefix and a proper suffix of another string $T$, then $B$ is called a border of $T$.

For any string $P$, let $P^R$ denote the reversed string of $P$. A string $P$ is called a palindrome if $P = P^R$. A non-empty substring palindrome $T[i..j]$ is said to be a maximal palindrome of $T$ if $T[i - 1] \neq T[j + 1]$, $i = 1$, or $j = |T|$. For any non-empty substring palindrome $T[i..j]$ in $T$, $\frac{i + j}{2}$ is called its center. It is clear that for each center $q = 1, 1.5, \ldots, n - 0.5, n$, we can identify the maximal palindrome $T[i..j]$ whose center is $q$ (namely, $q = \frac{i + j}{2}$). Thus, there are exactly $2n - 1$ maximal palindromes in a string of length $n$ (including empty ones which occur at center $\frac{n + 1}{2}$ when $T[i] \neq T[j]$).

A rightward longest common extension (rightward LCE) query on a string $T$ is to compute $lcp(T[i..T|], T[j..|T|])$ for given two positions $1 \leq i \neq j \leq |T|$. Similarly, a leftward LCE query is to compute $lcp(T[1..i]^R, T[1..j]^R)$. We denote by $\text{RightLCE}_T(i, j)$ and $\text{LeftLCE}_T(i, j)$ rightward and leftward LCE queries for positions $1 \leq i \neq j \leq |T|$, respectively. An outward LCE query is, given two positions $1 \leq i < j \leq |T|$, to compute $lcp((T[1..i])^R, T[j..|T|])$. We denote by $\text{OutLCE}_T(i, j)$ an outward LCE query for positions $i < j$ in the string $T$.

Manacher [16] showed an elegant online algorithm which computes all maximal palindromes of a given string $T$ of length $n$ in $O(n)$ time. An alternative offline approach is to use outward LCE queries for $2n - 1$ pairs of positions in $T$. Using the suffix tree [21] for string $T\$T\$ enhanced with a lowest common ancestor data structure [4], where $\$ and # are special characters which do not appear in $T$, each outward LCE query can be answered in $O(1)$ time. For any integer alphabet of size polynomial in $n$, preprocessing for this approach takes $O(n)$ time and space [8, 13].

A palindromic substring $P$ of a string $T$ is called a longest substring palindrome (LSPal) if there are no palindromic substrings of $T$ which are longer than $P$. Since any LSPal of $T$ is always a maximal palindrome of $T$, we can find all LSPals and their lengths in $O(n)$ time.

In this paper, we consider the problem of finding an LSPal after a substring of $T$ is replaced with another string. The problem is formally defined as follows:

**Definition 1** (Longest substring palindrome query after block edit).

**Preprocess:** A string $T$ of length $n$.

**Query input:** An interval $[i, j] \subseteq [1, n]$ and a string $X$ of length $\ell$.

**Query output:** (The length of) a longest substring palindrome in the edited string $T' = T[1..i - 1]XT[j + 1..n]$.

The query in the above problem is called an $\ell$-block edit longest substring palindrome query ($\ell$-ELS Pal query in short). In the following section, we will propose an $O(n)$-time and space preprocessing scheme such that subsequent $\ell$-ELS Pal queries can be answered in $O(\ell + \log \log n)$ time. We remark that in this problem string edits are only given as queries, i.e., we do not explicitly rewrite the original string $T$ into $T'$ and $T$ remains unchanged for further queries. We also remark that in our problem the length $\ell$ of a substring $X$ that substitutes a given interval (substring) can be arbitrary.
Let \( \ell' \) be the length of the substring to be replaced, i.e., \( \ell' = j - i + 1 \). Our block-wise edit operation generalizes character-wise substitution when \( \ell' > 0 \) and \( \ell > 0 \), character-wise insertion when \( \ell' = 0 \) and \( \ell > 0 \), and character-wise deletion when \( \ell' > 0 \) and \( \ell = 0 \).

The following properties of palindromes are useful in our algorithms.

**Lemma 2.** Any border \( B \) of a palindrome \( P \) is also a palindrome.

**Proof.** Since \( P \) is a palindrome, for any \( 1 \leq m \leq |P| \), clearly \( P[1..m] = (P[|P| - m + 1..|P|])^R \). Since \( B \) is a border of \( P \), we have that \( B = P[1..|B|] = (P[|P| - |B| + 1..|P|])^R = B^R \). \( \blacksquare \)

Let \( T \) be a string of length \( n \). For each \( 1 \leq i \leq n \), let \( {\text{MaxPalEnd}}_T(i) \) denote the set of maximal palindromes of \( T \) that end at position \( i \). Let \( S_i = s_1, \ldots, s_g \) be the sequence of lengths of maximal palindromes in \( {\text{MaxPalEnd}}_T(i) \) sorted in increasing order, where \( g = |{\text{MaxPalEnd}}_T(i)| \). Let \( d_j \) be the progression difference for \( s_j \), i.e., \( d_j = s_j - s_{j-1} \) for \( 2 \leq j \leq g \). For convenience, let \( d_1 = 0 \). We use the following lemma which is based on periodic properties of maximal palindromes ending at the same position.

**Lemma 3 ([9]).**

(i) For any \( 1 \leq j < g \), \( d_{j+1} \geq d_j \).

(ii) For any \( 1 < j < g \), if \( d_{j+1} \neq d_j \), then \( d_{j+1} \geq d_j + d_{j-1} \).

(iii) \( S_i \) can be represented by \( O(\log t) \) arithmetic progressions, where each arithmetic progression is a tuple \((s, d, t)\) representing the sequence \( s, s + d, \ldots, s + (t - 1)d \) with common difference \( d \).

(iv) If \( t \geq 2 \), then the common difference \( d \) is a period of every maximal palindrome which ends at position \( i \) in \( T \) and whose length belongs to the arithmetic progression \((s, d, t)\).

See also Fig. 3 in the next section. Each arithmetic progression \((s, d, t)\) is called a group of maximal palindromes. Similar arguments hold for the set \( {\text{MaxPalBeg}}_T(i) \) of maximal palindromes of \( T \) that begin at position \( i \). For all \( 1 \leq i \leq n \) we can compute \( {\text{MaxPalEnd}}_T(i) \) and \( {\text{MaxPalBeg}}_T(i) \) in total \( O(n) \) time: After computing all maximal palindromes of \( T \) in \( O(n) \) time, we can bucket sort all the maximal palindromes with their ending positions and with their beginning positions in \( O(n) \) time each.

### 3 Algorithm for \( \ell \)-ELSPal

Consider to substitute a string \( X \) of length \( \ell \) for the substring \( T[i_b..i_c] \) beginning at position \( i_b \) and ending at position \( i_c \), where \( i_c - i_b + 1 = \ell' \) and \( X \neq T[i_b..i_c] \). Let \( T' = T[1..i_b - 1]XT[i_b + 1..n] \) be the string after the edit.

In order to compute (the lengths of) maximal palindromes that are affected by the block-wise edit operation, we need to know the first (leftmost) mismatching position between \( T \) and \( T' \), and that between \( T^R \) and \( T'^R \). Let \( h \) and \( l \) be the smallest integers such that \( T[h|t] \neq T'[h|t] \) and \( T^R[l|t] \neq T'^R[l|t] \), respectively. If such \( h \) does not exist, then let \( h = \min\{|T|, |T'|\} + 1 \). Similarly, if such \( l \) does not exist, then let \( l = \min\{|T|, |T'|\} + 1 \). Let \( j_1 = \text{lcp}(T[i_b..n], XT[i_b..n]) \) and \( j_2 = \text{lcp}(T[1..i_c])^R, (T[1..i_b]X)^R \). Then \( p_b = i_b + j_1 \) and \( p_c = i_c - j_2 \). There are two cases: (1) If \( j_1 = j_2 = 0 \), then the first and last characters of \( T[i_b..i_c] \) differ from those of \( X \). In this case, we have \( i_b = h \) and \( i_c = n - l + 1 \). We use these positions \( i_b \) and \( i_c \) to compute maximal palindromes after the block-wise edit. (2) Otherwise, we have \( p_b = i_b + j_1 = h \) and \( p_c = i_c - j_2 = n - l + 1 \). We use these positions \( p_b \) and \( p_c \) to compute maximal palindromes after the block-wise edit. See Figure 1 for illustration.
In the next subsection, we describe our algorithm for Case (1). Case (2) can be treated similarly, by replacing $i_b$ and $i_e$ with $p_b$ and $p_e$, respectively. Our algorithm can handle the case where $p_e < p_b$. Remark that $p_b$ and $p_e$ can be computed in $O(\ell)$ time by naïve character comparisons and a single LCE query each.

We remark that the longest extension of the maximal palindromes in $T$ which are unchanged or shortened after the block edit can be found $O(1)$ time upon query, after $O(n)$-time and space preprocessing, using similar techniques to the $1$-ELSPal queries from our previous work [9]. Also, the longest maximal palindromes that have centers in the new block can be computed in $O(\ell)$ time after $O(n)$-time and space preprocessing, in a similar way to our previous algorithm for the $1$-ELSPal [9]. Hence, in this paper we concentrate on the maximal palindromes of $T$ which get extended after the block edit. The next observation describes such maximal palindromes.

**Observation 4** ([9]). For any $s \in \text{MaxPalEnd}_T(i_b - 1)$, the corresponding maximal palindrome $T|_{i_b - s..i_b - 1}$ centered at $\frac{2i_b - s - 1}{2}$ gets extended in $T'$ if $\text{OutLCE}_{T'}(i_b - s - 1, i_b) \geq 1$. Similarly, for any $s \in \text{MaxPalBeg}_T(i_e + 1)$, the corresponding maximal palindrome $T|_{i_e + 1..i_e + s}$ centered at $\frac{2i_e + s + 1}{2}$ gets extended in $T'$ if $\text{OutLCE}_{T'}(i_e, i_e + s + 1) \geq 1$.

It follows from Observation 4 that it suffices to compute outward LCE queries efficiently for all maximal palindromes which end at position $i_b - 1$ or begin at position $i_e + 1$ in the edited string $T'$. The following lemma, which is a generalization of Lemma 21 from [9], shows how to efficiently compute the extensions of any given maximal palindromes that end at position $i_b - 1$. Those that begin at position $i_e + 1$ can be treated similarly.

**Lemma 5.** Let $T$ be a string of length $n$ over an integer alphabet of size polynomially bounded in $n$. We can preprocess $T$ in $O(n)$ time and space so that later, given a list of any $f$ maximal palindromes from $\text{MaxPalEnd}_T(i_b - 1)$, we can compute in $O(\ell + f)$ time the extensions of those $f$ maximal palindromes in the edited string $T'$, where $\ell$ is the length of a new block.
Figure 2 Illustration for Lemma 5, where solid arrows represent the matches obtained by naïve character comparisons, and broken arrows represent those obtained by LCE queries. This figure only shows the case where $s' < s$, but the other case where $s' > s$ can be treated similarly.

Proof. Let us remark that the maximal palindromes in the list can be given to our algorithm in any order. Firstly, we compute the extensions of given maximal palindromes from the list until finding the first maximal palindrome whose extension $\tau$ is at least one, and let $s'$ be the length of this maximal palindrome. Namely, $s' + 2\tau$ is the length of the extended maximal palindrome for $s'$, and the preceding maximal palindromes (if any) were not extended. Let $s$ be the length of the next maximal palindrome from the list after $s'$, and now we are to compute the extension $\lambda$ for $s$. See also Figure 2. There are two cases: (1) If $0 < \tau < \ell$, then we first compute $\delta = \text{LeftLCE}_{T}(i_b - s - 1, i_b - s' - 1)$. We have two sub-cases: (1-a) If $\delta < \tau$, then $\lambda = \delta$. (1-b) Otherwise ($\delta \geq \tau$), then we know that $\lambda$ is at least as large as $\tau$. We then compute the remainder of $\lambda$ by naïve character comparisons. If the character comparison reaches the end of $X$, then the remainder of $\lambda$ can be computed by $\text{OutLCE}_{T}(i_b - s - \ell - 1, i_e + 1)$. Then we update $\tau$ with $\lambda$. (2) If $\tau \geq \ell$, then we can compute $\lambda$ by $\text{LeftLCE}_{T}(i_b - s - 1, i_b - s' - 1)$, and if this value is at least $\ell$, then by $\text{OutLCE}_{T}(i_b - s - \ell - 1, i_e + 1)$. The extensions of the following palindromes can also be computed similarly.

The following maximal palindromes from the list after $s$ can be processed similarly. After processing all the $f$ maximal palindromes in the given list, the total number of matching character comparisons is at most $\ell$ since each position of $X$ is involved in at most one matching character comparison. Also, the total number of mismatching character comparisons is $O(f)$ since for each given maximal palindrome there is at most one mismatching character comparison. The total number of LCE queries on the original text $T$ is $O(f)$, each of which can be answered in $O(1)$ time. Thus, it takes $O(\ell + f)$ time to compute the length of the $f$ maximal palindromes of $T'$ that are extended after the block edit.

However, there can be $\Omega(n)$ maximal palindromes beginning or ending at each position of a string of length $n$. In what follows, we show how to reduce the number of maximal palindromes that need to be considered, by using periodic structures of maximal palindromes.
Let \((s, d, t)\) be an arithmetic progression representing a group of maximal palindromes ending at position \(i_h - 1\). For each \(1 \leq j \leq t\), we will use the convention that \(s(j) = s + (j - 1)d\), namely \(s\) denotes the \(j\)th shortest element for \((s, d, t)\). For simplicity, let \(Y = T[1..i_h - 1]\) and \(Z = XT[i_c + 1..n]\). Let \(\text{Ext}(s(j))\) denote the length of the maximal palindrome that is obtained by extending \(s(j)\) in \(YZ\).

**Lemma 6** ([9]). For any \((s, d, t) \subseteq \text{MaxPalEnd}_T(i_h - 1)\), there exist palindromes \(u, v\) and a non-negative integer \(p\), such that \((uv)^{t+p-1}u\) (resp. \((uv)^{p}u\)) is the longest (resp. shortest) maximal palindrome represented by \((s, d, t)\) with \(|uv| = d\). Let \(\alpha = \text{lcp}((Y[1..|Y| - s_1])^R, Z)\) and \(\beta = \text{lcp}((Y[1..|Y| - s_1])^R, Z)\). If there exists \(s_h \in (s, d, t)\) such that \(s_h + \alpha = s_t + \beta\), then let \(\gamma = \text{lcp}((Y[1..|Y| - s_1])^R, Z)\). Then, for any \(s(j) \in (s, d, t) \setminus \{s_h\}\), \(\text{Ext}(s(j)) = s(j) + 2\min\{\alpha, \beta + (t - j)d\}\). Also, if \(s_h\) exists, then \(\text{Ext}(s_h) = s_h + 2\gamma \geq \text{Ext}(s(j))\) for any \(j \neq h\).

See Figure 3 for a concrete example of Lemma 6. It follows from Lemma 6 that it suffices to consider only three maximal palindromes from each group (i.e. each arithmetic progression). Then using Lemma 5, one can compute the longest maximal palindrome that gets extended in \(O(\ell + \log n)\) time, and this is exactly how the algorithm from our previous paper [9] works.

To further speed up computation, we take deeper insights into combinatorial properties of maximal palindromes in \(\text{MaxPalEnd}_T(i_h - 1)\). Let \(G_1, \ldots, G_m\) be the list of all groups for the maximal palindromes from \(\text{MaxPalEnd}_T(i_h - 1)\), which are sorted in decreasing order of their common difference. When \(m = O(\log \log n)\), \(O(\ell + \log \log n)\)-time queries immediately follow from Lemmas 5 and 6. In what follows we consider the more difficult case where \(m = \omega(\log \log n)\). Recall also that \(m = O(\log n)\) always holds.

For each \(G_r = (s_r, d_r, t_r)\) with \(1 \leq r \leq m\), let \(\alpha_r, \beta_r, \gamma_r, u_r, \text{ and } v_r\) be the corresponding variables used in Lemma 6. If there is only a single element in \(G_r\), let \(\beta_r\) be the length of extension of the palindrome and \(\alpha_r = \beta_{r-1}\). For each \(G_r\), let \(S_r\) (resp. \(L_r\)) denote the shortest (resp. longest) maximal palindrome in \(G_r\), namely, \(|S_r| = s_r(1)\) and \(|L_r| = s_r(t_r)\).

Each group \(G_r\) is said to be of **type-1** (resp. **type-2**) if \(\alpha_r < d_r\) (resp. \(\alpha_r \geq d_r\)).
Let \( k \) (\( 1 \leq k \leq m \)) be the unique integer such that \( G_k \) is the type-2 group where \( d_k \) is the largest common difference among all the type-2 groups. Additionally, let \( G'_k = G_k \cup \{ u_k v_k u_k, u_k \} \). Note that \( u_k \) belongs to one of \( G_1, \ldots, G_{k-1} \), and \( u_k v_k u_k \) belongs to either \( G_k \) or one of \( G_1, \ldots, G_{k-1} \). In the special case where \( \alpha_k = \beta_k + td_k \), the extensions of \( u_k \) and \( u_k v_k u_k \) can be longer than the extension of the shortest maximal palindrome in \( G_k \) (see Figure 4 for a concrete example). Thus, it is convenient for us to treat \( G'_k = G_k \cup \{ u_k v_k u_k, u_k \} \) as if it is a single group. We also remark that this set \( G'_k \) is defined only for this specific type-2 group \( G_k \).

![Figure 4](image)

**Lemma 7.** There is a longest substring palindrome in the edited string \( T' \) that is obtained by extending the maximal palindromes in \( G_m, G_{m-1}, \) or \( G'_k \).

**Proof.** The lemma holds if the two following claims are true:

\( \triangleright \) Claim (1). The extensions of the maximal palindromes in \( G_1, \ldots, G_{k-1} \), except for \( u_k v_k u_k \) and \( u_k \), cannot be longer than the extension of the shortest maximal palindrome in \( G_k \).

\( \triangleright \) Claim (2). Suppose both \( G_m \) and \( G_{m-1} \) are of type-1. Then, the extensions of the maximal palindromes from \( G_{k+1}, \ldots, G_{m-2} \), which are also of type-1, cannot be longer than the extensions of any maximal palindromes in \( G_k \) or \( G_{m-1} \).

**Proof for Claim (1).** Here we consider the case where the maximal palindrome \( u_k v_k u_k \) does not belong to \( G_k \), which implies that the shortest maximal palindrome \( S_k \) in \( G_k \) is \( (u_k v_k)^2 u_k \). (The other case where \( u_k v_k u_k \) belongs to \( G_k \) can be treated similarly). Now, \( u_k v_k u_k \) belongs to one of \( G_1, \ldots, G_{k-1} \). Consider the prefix \( P = T[1..i_b - |u_k v_k u_k| - 1] \) of \( T \) that immediately precedes \( u_k v_k u_k \). The extension of \( u_k v_k u_k \) is obtained by \( \text{lcp}(P'R, Z) \). Consider the prefix \( P' = T[1..i_b - (|u_k v_k|^2) u_k] \) of \( T \) that immediately precedes. It is clear that \( P \) is a concatenation of \( P' \) and \( u_k v_k \). Similarly, the prefix \( T[1..i_b - |u_k| - 1] \) of \( T \) that immediately precedes \( u_k \) is a concatenation of \( P \) and \( u_k v_k \). From Lemma 6 and the definition of \( G'_k \), it suffices for us to consider only the three maximal palindromes from \( G'_k \). For any other maximal palindrome \( Q \) from \( G_1, \ldots, G_{k-1} \), assume on the contrary that \( Q \) gets extended by at least \( d_k \) to the left and to the right. If \( |u_k v_k| = d_k < |Q| < |u_k v_k u_k| \), then there is an internal occurrence of \( u_k v_k \) inside the prefix \( (u_k v_k)^2 \) of \( (u_k v_k)^2 u_k \). Otherwise \((|u_k| < |Q| < |u_k v_k| = d_k \) or \(|Q| < |u_k| \)), there is an internal occurrence of \( u_k v_k \) inside \( u_k v_k u_k \). Here we only consider the first case
but other cases can be treated similarly. See also Figure 5. This internal occurrence of $u_k v_k$ is immediately followed by $u_k v_k w$, where $w$ is a proper prefix of $u_k$ with $1 \leq |w| < |u_k|$. Namely, $(u_k v_k)^2 w$ is a proper suffix of $(u_k v_k)^2 u_k$. On the other hand, $(u_k v_k)^2 w$ is also a proper prefix of $(u_k v_k)^2 u_k$. Since $(u_k v_k)^2 u$ is a palindrome, it now follows from Lemma 2 that $(u_k v_k)^2 w$ is also a palindrome. Since $1 \leq |w| < |u_k|$, we have $|(u_k v_k)^2 w| > |u_k v_k u_k|$ (note that this inequality holds also when $v_k$ is the empty string). Then, $(u_k v_k)^2 w$ is also immediately preceded by $u_k v_k$ because of periodicity and is extended by at least $d_k$ to the left and to the right. Since $T'[i_k] = T'[i_k] - |(u_k v_k)^2 w| - 1$ and $T'[i_k] \neq T[i_k]$, $(u_k v_k)^2 w$ is a maximal palindrome. However this contradicts that $(u_k v_k)^2 u_k$ belongs to $G_k$ with common difference $d_k = |u_k v_k|$. Thus $Q$ cannot be extended by $d_k$ nor more to the left and to the right. Since $G_k$ is of type-2, $\alpha_k \geq d_k$. Since $|Q| < |(u_k v_k)^2 u_k|$, the extension of $Q$ cannot be longer than the extension for $(u_k v_k)^2 u_k$. This completes the proof for Claim (1).

Proof for Claim (2). Consider each group $G_r = (s_r, d_r, t_r)$ with $k + 1 \leq r \leq m - 2$. By Lemma 6, $s_r(t_r) + 2\beta_r$ and $s_r(t_r - 1) + 2\alpha_r$ are the candidates for the longest extensions of the maximal palindromes from $G_r$. Recall that both $G_{m-1}$ and $G_m$ are of type-1, and that if $G_r$ is of type-1 then $G_{r+1}$ is also of type-1. Now the following sub-claim holds:

\textbf{Lemma 8.} $\beta_r = \alpha_{r+1}$ for any $k + 1 \leq r \leq m - 2$.

\textbf{Proof.} If $G_{r+1}$ is a singleton, then by definition $\beta_r = \alpha_{r+1}$ holds. Now suppose $|G_{r+1}| \geq 2$. Since the shortest maximal palindrome $S_{r+1}$ from $G_{r+1}$ is either $(u_{r+1} v_{r+1})^2 u_{r+1}$ or $u_{r+1} v_{r+1} u_{r+1}$, the longest maximal palindrome $L_r$ from $G_r$ is either $u_{r+1} v_{r+1} u_{r+1}$ or $u_{r+1}$. The prefix $T[1..i_k] - |L_r| - 1$ of $T$ that immediately precedes $L_r$ contains $u_{r+1} v_{r+1} u_{r+1}$ as a suffix, which alternatively means $(u_{r+1} v_{r+1})^2$ is a prefix of $(T[1..i_k] - |L_r| - 1)^R$. Moreover, it is clear that the prefix $T[1..i_k] - |S_{r+1}| - 1$ of $T$ that immediately precedes $S_{r+1}$ contains $u_{r+1} v_{r+1}$ as a suffix since $|G_{r+1}| \geq 2$. In addition, $\alpha_{r+1} < d_{r+1} = |u_{r+1} v_{r+1}|$ since $G_{r+1}$ is of type-1. From the above arguments, we get $\beta_r = \alpha_{r+1}$.

Since $\beta_r = \alpha_{r+1}$ and $\alpha_{r+1} < d_{r+1}$, we have $s_r(t_r) + 2\beta_r < s_r(t_r) + 2d_{r+1}$. In addition, $s_r(t_r - 1) + 2\alpha_r < s_r(t_r - 1) + 2d_r = s_r(t_r) + d_r$. It now follows from $d_r < d_{r+1}$ that $s_r(t_r) + d_r < s_r(t_r) + 2d_{r+1}$. Since the lengths of the maximal palindromes and their common differences are arranged in increasing order in the groups $G_{k+1}, \ldots, G_{m-2}$, we have that the longest extension from $G_{k+1}, \ldots, G_{m-2}$ is shorter than $s_{m-2}(t_{m-2}) + 2d_{m-1}$. Since $d_{m-1} < d_m$, we have

$$s_{m-2}(t_{m-2}) + 2d_{m-1} < s_{m-2}(t_{m-2}) + d_{m-1} + d_m \leq s_{m-1}(t_{m-1}) + d_m \leq s_m = s_m(1).$$
This means that the longest extended maximal palindrome from the type-1 groups $G_{k+1}$, $\ldots$, $G_{m-2}$ cannot be longer than the original length of the maximal palindrome from $G_m$ before the extension. This completes the proof for Claim (2).

It follows from Lemmas 5, 6 and 7 that given $G_k$, we can compute in $O(\ell)$ time the length of the LSPal of $T'$ after the block edit. What remains is how to quickly find $G_k$, that has the largest common difference among all the type-2 groups. Note that a simple linear search from $G_m$ or $G_1$ takes $O(\log n)$ time, which is prohibited when $\ell = o(\log n)$. In what follows, we show how to find $G_k$ in $O(\ell + \log \log n)$ time.

Recall that $T[1..i] - |L_{r-1}| - 1$ which immediately precedes $S_r$ contains $u_r v_r$ as a suffix. Thus, $(u_r v_r)^R$ is a prefix of $(T[1..i] - |L_{r-1}| - 1)^R$. We have the following observation.

**Observation 9.** Let $W_1 = (T[1..i] - 1)^R$ and $W_r = (T[1..i] - |L_{r-1}| - 1)^R$ for $2 \leq r \leq m$. Let $W$ be the string such that lcp$(W_r, Z)$ is the largest for all $1 \leq r \leq m$ (i.e. for all groups $G_1, \ldots, G_m$), namely, $W = \arg \max_{1 \leq r \leq m} \text{lcp}(W_r, Z)$. Then $G_k = G_x$ such that

(a) $(u_r v_r)^R$ is a prefix of $W$,
(b) $d_x \leq \text{lcp}(W, Z)$, and
(c) $d_x$ is the largest among all groups that satisfy Conditions (a) and (b).

Due to Observation 9, the first task is to find $W$.

**Lemma 10.** $W$ can be found in $O(\ell + \log \log n)$ time after $O(n)$-time and space preprocessing.

**Proof.** We preprocess $T$ as follows. For each $1 \leq i \leq n$, let $G_1, \ldots, G_m$ be the list of groups that represent the maximal palindromes ending at position $i$ in $T$. Let $W_1 = (T[1..i] - 1)^R$ and $W_r = (T[1..i] - |L_{r-1}| - 1)^R$ for $2 \leq r \leq m$. Let $A_i$ be the sparse suffix array of size $m = O(\log i)$ such that $A_i[j]$ stores the $j$th lexicographically smallest string in $\{W_1, \ldots, W_m\}$. We build $A_i$ with the LCP array $L_i$. Since there are only $2n - 1$ maximal palindromes in $T$, all positions $1 \leq i \leq n$ can easily be constructed in a total of $O(n)$ time from the full suffix array of $T$. The LCP array $L_i$ for all $1 \leq i \leq n$ can also be computed in $O(n)$ total time from the LCP array of $T$ enhanced with a range minimum query (RMQ) data structure [4].

To find $W$, we binary search $A_{i_{k-1}}$ for $Z[1..\ell] = X$ in a similar way to pattern matching on the suffix array with the LCP array [17]. This gives us the range of $A_{i_{k-1}}$ such that the corresponding strings have the longest common prefix with $X$. Since $|A_{i_{k-1}}| = O(\log n)$, this range can be found in $O(\ell + \log \log n)$ time. If the longest prefix found above is shorter than $\ell$, then this prefix is $W$. Otherwise, we perform another binary search on this range for $Z[\ell + 1..Z] = T[i_e + 1..n]$, and this gives us $W$. Here each comparison can be done in $O(1)$ time by an outward LCE query on $T$. Hence, the longest match for $Z[\ell + 1..Z]$ in this range can also be found in $O(\log \log n)$ time. Overall, $W$ can be found in $O(\ell + \log \log n)$ time.

**Lemma 11.** We can preprocess $T$ in $O(n)$ time and space so that later, given $W$ for a position in $T$, we can find $G_k$ for that position in $O(\log \log n)$ time.

**Proof.** Let $D_i$ be an array of size $|A_i|$ such that $D_i[j]$ stores the value of $d_r = |u_r v_r|$, where $W_r$ is the lexicographically $j$th smallest string in $\{W_1, \ldots, W_m\}$. Let $R_i$ be an array of size $|A_i|$ where $R_i[j]$ stores a sorted list of common differences $d_r = |u_r v_r|$ of groups $G_r$, such that $G_r$ stores maximal palindromes ending at position $i$ and $(u_r v_r)^R$ is a prefix of the string $A_i[j]$. Clearly, for any $j$, $D_i[j] \subseteq R_i$. See also Figure 6 for an example of $R_i$. 
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Suppose that we have found \( W \) by Lemma 10, and let \( j \) be the entry of \( A_{i_b-1} \) where the binary search for \( X \) terminated. We then find the largest \( d_x \) that satisfies Condition (b) of Observation 9, by binary search on the sorted list of common differences stored at \( R_{i_b-1}[j] \). This takes \( O(\log \log n) \) time since the list stored at each entry of \( R_{i_b-1} \) contains at most \( |A_{i_b-1}| = O(\log n) \) elements.

We remark however that the total number of elements in \( R_i \) is \( O(\log^2 i) \) since each entry \( R_i[j] \) can contain \( O(\log i) \) elements. Thus, computing and storing \( R_i \) explicitly for all text positions \( 1 \leq i \leq n \) can take superlinear time and space.

Instead of explicitly storing \( R_i \), we use a tree representation of \( R_i \), defined as follows: The tree consists of exactly \( m = |A_i| \) leaves and exactly \( m \) non-leaf nodes. Each leaf corresponds to a distinct entry \( j = 1, \ldots, m \), and each non-leaf node corresponds to a value from \( D_i \). Each leaf \( j \) is contained in a (sub)tree rooted at a node with \( d \in D_i \), if there is a maximal interval \([j', j'']\) such that \( j' \leq j \leq j'' \) and \( \mathcal{L}_i[j + 1] \geq D_i[j] \). We associate each node with this maximal interval. Since we have assumed \( d_1 = 0 \), the root stores 0 and it has at most \( \sigma \) children. See Figure 6 that illustrates a concrete example for \( T[1..i_b - 1] = dddF_1F_2F_3F_4F_2F_1 \) with \( i_b = 3451 \), where

\[
\begin{align*}
F_1 & = a \\
F_2 & = F_1^R b \\
F_3 & = F_1^R F_2^R \\
F_4 & = F_1^R F_2^R F_3^R F_2 \\
F_5 & = F_1^R F_2^R F_3^R F_4^R F_4 \\
F_6 & = F_1^R F_2^R F_3^R F_4^R F_5^R F_5 cF_4 F_3^R \\
F_7 & = F_1^R F_2^R F_3^R F_4^R F_5^R F_6^R F_4^R F_4^R cF_5 F_4 F_3^R F_2^RF_1^R.
\end{align*}
\]

We remark that \( F_1^2 F_2^2 F_3^2 F_4 F_2 F_1, F_2^3 F_3^2 F_2 F_4 F_3^2 F_1, \ldots, F_1 \) are suffix palindromes of \( T[1..i_b - 1] \).

We can easily construct this tree in time linear in its size \( m = |A_i| \), in a bottom up manner. First, we create leaves for all entries \( j = 1, \ldots, m \). Next, we build the tree in a bottom-up manner, by performing the following operations in decreasing order of \( D_i[j] \).

1. Create a new node with \( D_i[j] \), and connect this node with the highest ancestor of leaf \( j \).
2. We check \( j' < j \) in decreasing order, and connect the new node with the highest ancestor of leaf \( j' \) iff \( \mathcal{L}_i[j' + 1] \geq D_i[j] \). We skip the interval corresponding to this ancestor, and perform the same procedure until we find \( j' \) that does not meet the above condition. We do the same for \( j'' > j \).

Since each node is associated with its corresponding interval in the LCP array, it suffices for us to check the conditions \( \mathcal{L}_i[j' + 1] \geq D_i[j] \) and \( \mathcal{L}_i[j''] \geq D_i[j] \) only at either end of the intervals that we encounter. Clearly, in the path from the root to leaf \( j \), the values in \( R_j[j] \) appear in increasing order. Thus, we can find the largest \( d_x \) that satisfies Condition (b) of Observation 9, by a binary search on the corresponding path in the tree. We augment the tree with a level ancestor data structure \([7, 5]\), so that each binary search takes logarithmic time in the tree height, namely \( O(\log \log n) \) time. The size of the tree for position \( i \) is clearly bounded by the number of maximal palindromes ending at position \( i \). Thus, the total size and construction time for the trees for all positions in \( T \) is \( O(n) \). ▲
Faster Queries for Longest Substring Palindrome After Block Edit

By Lemma 5, 6, 7 and 11, we can compute in \(O(\ell + \log \log n)\) time the length of the LSPal of \(T'\) that are extended after the block edit.

Consequently we obtain the following theorem:

**Theorem 12.** There is an \(O(n)\)-time and space preprocessing for the \(\ell\)-ELSPal problem such that each query can be answered in \(O(\ell + \log \log n)\) time, where \(\ell\) denotes the length of the block after edit.

Note that the time complexity for our algorithm is independent of the length of the original block to edit. Also, the length \(\ell\) of a new block is arbitrary.

---
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Abstract

The problem of comparing trees representing the evolutionary histories of cancerous tumors has turned out to be crucial, since there is a variety of different methods which typically infer multiple possible trees. A departure from the widely studied setting of classical phylogenetics, where trees are leaf-labelled, tumoral trees are fully labelled, i.e., every vertex has a label.

In this paper we provide a rearrangement distance measure between two fully-labelled trees. This notion originates from two operations: one which modifies the topology of the tree, the other which permutes the labels of the vertices, hence leaving the topology unaffected. While we show that the distance between two trees in terms of each such operation alone can be decided in polynomial time, the more general notion of distance when both operations are allowed is NP-hard to decide. Despite this result, we show that it is fixed-parameter tractable, and we give a 4-approximation algorithm when one of the trees is binary.
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1 Introduction

Tree rearrangement concerns modifying the topology of a set of elements arranged in a tree and has a large literature [33] on phylogenies, that is, trees whose leaves, and only leaves, are labelled by taxa. This setting is convenient, since it is a faithful model of the actual problem that biologists want to solve: to find a plausible evolutionary history that can explain a set of extant species (or individuals) [13] – the internal nodes being the hypothetical ancestral taxa, which are extinct. The problem of inferring phylogenies is centuries old, and there is a rich literature on computational methods, which fall into major groups such as parsimony methods [12, 14], or maximum-likelihood methods [7, 13]. With the wealth of different methods for inferring phylogenetic trees on a given set of taxa, a notion of rearrangement distance between output trees can be useful to assess the reliability of methods or even the data itself in inferring such trees. This sparked a body of research on rearrangement distances...
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for phylogenetic trees, resulting in rearrangement distance measures such as nearest neighbor interchange (NNI) [9], subtree prune and regraft (SPR) [5] and tree bisection and reconnection (TBR) [2] – interestingly, all such rearrangement distances are NP-hard to decide. See [23] for a comprehensive survey of the above rearrangement distance measures, as well as other more general distance measures for phylogenetic trees, such as the classical Robinson-Foulds distance [30].

This paper focuses on a different, albeit related, biological field: the study of cancer progression. While the theory on cancer progression as an evolutionary process is several decades old [27], only in the past decade are data appearing that allow us to reconstruct in detail the evolutionary history of the progression of various cancers [20, 17] – providing insight into drug resistance and devising therapeutic strategies [26, 37]. In this setting, we have one or more tumor samples where the taxa are cancer clones [27, 17], or groups of cancer cells at various stages of mutation – all of which originate from a single driver mutation, and the goal is again to construct the most likely evolutionary history of these clones. The key difference in this setting is that – since the tumor is only months old – all of the clones, even the one representing only the driver mutation, are present in the samples, i.e., the internal nodes are extant taxa. In this setting, the inferred evolutionary history is rather a fully-labelled tree, where a label represents a single mutation that has been acquired by a clone during evolution. It is quite common to assume that the evolution of mutations follows the infinite sites assumption [18, 17, 11] which implies that once a mutation is acquired in a node it is never lost, and thus it will be present in all the clones associated with the descendants of the node. The above assumption motivates the fact that we can label each node with a single mutation. More recently, this assumption has been challenged [24].

There is already a wealth of methods for inferring such fully-labelled cancer evolutionary trees, most of them leveraging bulk sequencing data [20, 17, 38, 11, 4, 8], however methods taking advantage of higher resolution Single Cell Sequencing (SCS) technologies [18, 31] – even some hybrid methods – are beginning to appear [32]. With the amount of data and methods becoming available for inferring cancer evolution, a main challenging problem turns out to be the comparison of the multiple trees that are produced by a single method or by different approaches, see, e.g., [29]. The investigation of operations for defining the rearrangement distance between trees output by these methods is still in its infancy and require the comparison of trees over the same set of mutations, i.e., labels. Indeed, most recent works, e.g., [16] are mainly focused on defining a consensus tree on path, or on ancestor-based distance measures, rather than on transforming a tree into another considering also the topology of the trees and the ancestor-descendant relationship of the labels – since all nodes of the trees are now labelled.

While we concentrate in this work on rearrangement distance between fully-labelled trees, this move to fully-labelled trees opens up the discussion to the more general edit distance between fully-labelled trees, purportedly introduced in [36], and of which there is a sizeable literature, e.g., [39, 25]. There is even a comprehensive survey on the topic in [3], while a recent implementation is reported in [28, 28]. Even in the context of cancer progression, a recent paper [22] provides a notion of edit distance for multi-labelled trees has been defined with the goal of reconciling two trees over distinct sets of labels into a common one.

In this work, we open the investigation of some notions of the rearrangement distance for two rooted trees which are fully labelled by the same set of labels. Following the existing literature [33, 35] on phylogeny rearrangement, we extend to several operations for rearranging a fully-labelled tree. The distance between a pair of trees is then the shortest sequence of these operations that transforms the first tree into the second tree. The first
operation we introduce is an adaptation of the SPR operation [5] to a fully-labelled tree. We introduce a second operation that consists of a permutation of the labels of the tree – notice that such an operation does not really make sense on leaf-labelled phylogenies. For both operations, we provide an algorithm for computing the shortest sequence of operations needed to transform an input tree into a second input tree. Then we extend this rearrangement measure by allowing both operations: we show that the new computational problem of finding a shortest sequence of operations is NP-hard, but we give a 4-approximation ratio and a fixed parameter algorithm.

2 Preliminaries

A tree is an undirected connected graph \( T = (V_T, E_T) \) without cycles: its degree-one vertices are called leaves, while the remaining vertices are called internal vertices. Trees \( T_1 \) and \( T_2 \) are isomorphic, and we write \( T_1 \cong T_2 \), if there is a bijective (or one-to-one) mapping \( m : V_{T_1} \rightarrow V_{T_2} \) such that \( (u, v) \in E_{T_1} \) iff \((m(u), m(v)) \in E_{T_2} \). Such a mapping is referred to as an isomorphic mapping, or an isomorphism.

A rooted tree has an edge between some vertex \( w \in V_T \) and an extra root vertex \( \lambda_T \notin V_T \) which has been added, implicitly directing the edges, e.g., away from the root. We can hence define the parent and child relationships, \( \text{pr}_T : V_T \rightarrow V_T \cup \{ \lambda_T \} \) and \( \text{ct}_T : V_T \cup \{ \lambda_T \} \rightarrow 2^{V_T} \) respectively, where \( \text{pr}_T(v) = u \) (resp., \( v \in \text{ct}_T(u) \)) if \((u, v) \in E_T \cup \{ (\lambda_T, w) \} \) and \( u \) is on the path from \( \lambda_T \) to \( v \). Note that since the children \( \text{ct}_T(u) \) of some vertex \( u \) is a set, hence they are unordered, unlike in some notions defined in [3] where an ordering can be specified. Moreover, \( |\text{ct}(u)| \) for any \( u \) is not of any fixed size, i.e., vertices are of unbounded degree – the trees are not necessarily binary, for example. More generally, we say that a node \( u \) is an ancestor of a node \( v \) if \( u \) is on the path from \( \lambda_T \) to \( v \), and conversely, \( v \) is a descendant of \( u \). We extend the above notion of isomorphism to a pair \( T_1, T_2 \) of rooted trees by adding the condition that \( m(\lambda_{T_1}) = \lambda_{T_2} \).

A tree \( T \) is fully labelled when its vertices \( V_T \) are in a one-to-one correspondence with some set \( L \) of labels, implying that \( |V_T| = |L| \). Since all trees in this paper are rooted and fully labelled, we will henceforth use the term tree to denote a rooted, fully labelled tree, and the expression tree \( T \) labelled by \( L \) to denote a rooted tree \( T \), fully labelled by the set \( L \) of labels. Trees \( T_1 \) and \( T_2 \) each labelled by \( L \) are congruent if \( T_1 \) and \( T_2 \) are isomorphic, and one of the isomorphisms \( m \) also has the property that for every \( u \in V_{T_1} \), \( u \) and \( m(u) \) have the same label. Note that if \( T_1 \) and \( T_2 \) are congruent, then the unique child of \( \lambda_{T_1} \) has the same label as the unique child of \( \lambda_{T_2} \). Since all vertices of \( T_1 \) and \( T_2 \) are uniquely labelled and \( \lambda_{T_1}, \lambda_{T_2} \) are special, we refer to a vertex of a tree and its label interchangeably, when this has no effect, while clearly distinguishing them in contexts where it matters.

In this paper, we study some notions of distance between pairs \( T_1, T_2 \) of trees based on some rearrangement operations that transform \( T_1 \) into some \( T'_1 \) that is congruent to \( T_2 \). For the sake of simplicity, from now on we will slightly abuse terminology in saying that a sequence of operations transforms \( T_1 \) into \( T_2 \). Given a tree \( T \) labelled by \( L \), the operations are:

- **link-and-cut operation**: given labels \( v, \text{pr}_T(v) = u \) and a third label \( w \) which is not a descendant of \( v \), remove the edge \((u, v)\) and add the edge \((w, v)\), effectively switching the parent \( \text{pr}_T(v) \) of \( v \) from \( u \) to \( w \). We denote this operation \( v|u \rightarrow w \).

- **permutation operation**: apply some permutation \( \pi : L \rightarrow L \) to the labels of \( V_T \). Each label \( v \in L \) of \( T \) will have the new label \( \pi(v) \) after this operation.
Notice that the link-and-cut operation modifies the topology of the tree, while the permutation operation shuffles the labels without affecting the topology. The link-and-cut operation is so called, following the terminology of [34] – in this article they define the two operations

\[ \sigma \text{ is a permutation operation, } \pi \text{ is a link-and-cut operation.} \]

\[ \sigma, \pi \text{ are interchangeable in a sequence of operations, in the sense that the application of the link-and-cut operation \( \sigma \) transforms the permutations of sequence } S. \]

Additionally, by the definition of permutation, a sequence \( S = \pi_1, \ldots, \pi_k \) of permutation operations can be expressed as the single \( \pi = \pi_k \cdot \pi_{k-1} \cdots \pi_2 \cdot \pi_1 \) – the composition of the permutations of sequence \( S \). Finally, link-and-cut and permutation operations are interchangeable in a sequence of operations, in the sense that the application of the link-and-cut operation \( \nu|u \rightarrow w \) followed by a permutation \( \pi \), has the same effect as \( \pi \) followed by the link-and-cut operation \( \pi(v)|\pi(u) \rightarrow \pi(w) \) – inspect Figure 1 and Example 2. We have the following important property.

**Lemma 1.** Let \( T_1 \) and \( T_2 \) be each labelled by \( \mathcal{L} = \{a, b, c, d, e, f, g, h\} \). The link-and-cut distance \( d_e(T_1, T_2) \) between \( T_1 \) and \( T_2 \) is 4 – the sequence \( d|b \rightarrow a; e|b \rightarrow d; f|b \rightarrow c; b|a \rightarrow d \) being an example of a smallest sequence of such operations transforming \( T_1 \) into \( T_2 \). Notice that the operation \( b|a \rightarrow d \) only becomes valid after performing \( d|b \rightarrow a \). The permutation distance is \( d_e(T_1, T_2) = 6 \), for example, \( \pi = (b \ g \ d \ c)(e \ h) \). Finally, the rearrangement distance is \( d(T_1, T_2) = 3 \), for example, \( (b \ d); f|d \rightarrow c \).

**Figure 1** Trees \( T_1 \) and \( T_2 \) labelled by \( \mathcal{L} = \{a, b, c, d, e, f, g, h\} \). The link-and-cut distance \( d_e(T_1, T_2) \) between \( T_1 \) and \( T_2 \) is 4 – the sequence \( d|b \rightarrow a; e|b \rightarrow d; f|b \rightarrow c; b|a \rightarrow d \) being an example of a smallest sequence of such operations transforming \( T_1 \) into \( T_2 \). Notice that the operation \( b|a \rightarrow d \) only becomes valid after performing \( d|b \rightarrow a \). The permutation distance is \( d_e(T_1, T_2) = 6 \), for example, \( \pi = (b \ g \ d \ c)(e \ h) \). Finally, the rearrangement distance is \( d(T_1, T_2) = 3 \), for example, \( (b \ d); f|d \rightarrow c \).
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\[ T_1 \quad T_2 \]

**Proof.** We continue to swap consecutive pairs \( \sigma_i, \sigma_{i+1}, 1 \leq i < k \), of operations in sequence \( S \), where \( \sigma_i = |u \rightarrow w \) is a link-and-cut operation and \( \sigma_{i+1} = \pi \) is a permutation operation, with the pair \( \sigma_i, \sigma'_i = \pi(v)|\pi(u) \rightarrow \pi(w) \), until we obtain a sequence \( S^* \) in which all permutation operations precede all link-and-cut operations. By induction on this interchange, the resulting \( S^* \) is of length \( k \) and transforms \( T_1 \) into \( T_2 \).
Example 2. Consider \( T_1 \) and \( T_2 \) of Figure 1. The application of the link-and-cut operation \( f|b \rightarrow c \) followed by the permutation \( \pi = (b \ d) \), has the same effect as \( \pi \) followed by the link-and-cut operation \( \pi(f)|\pi(b) \rightarrow \pi(c) = f|d \rightarrow c \).

We now give the following notions of distance between trees \( T_1 \) and \( T_2 \) labelled by \( \mathcal{L} \).

Definition 3 (link-and-cut distance). The link-and-cut distance \( d_c(T_1, T_2) \) is the length of the shortest sequence of link-and-cut operations which transforms \( T_1 \) into \( T_2 \).

The following Lemma ensures that the definition of link-and-cut distance is well posed. See also Figure 1.

Lemma 4. Given trees \( T_1 \) and \( T_2 \) each labelled by \( \mathcal{L} \), there always exists a sequence of link-and-cut operations that transforms \( T_1 \) into \( T_2 \).

Proof. For any node \( v \), \( pr_{T_1}(v) = u \), such that \( pr_{T_2}(v) = w \) and \( w \) is a descendant of \( v \) in \( T_1 \) – and thus the operation \( v|u \rightarrow w \) is not directly applicable – we prove that there exists a node \( z \) on the path from \( v \) to \( w \) in \( T_1 \) (including \( w \)) such that \( pr_{T_2}(z) \) is not a descendant of \( v \) in \( T_2 \) nor a descendant of \( z \) in \( T_1 \). This implies that after applying the valid operation \( z|pr_{T_1}(z) \rightarrow pr_{T_2}(z) \), the operation \( v|u \rightarrow w \) becomes valid too. There is always such a node \( z \) because, should it not exist, \( w \) would be a descendant of \( v \) also in \( T_2 \), giving rise to the cycle \( (w \rightarrow v \rightarrow \cdots \rightarrow w) \) and thus contradicting the fact that \( T_2 \) is a tree.

Note that, given a permutation \( \pi \) of some set \( S \) of elements, we denote its size \( |\pi| \) as the number of elements perturbed by \( \pi \), i.e., the size of the set \( \{ s \in S : \pi(s) \neq s \} \).

Definition 5 (permutation distance). The permutation distance \( d_\pi(T_1, T_2) \) is the size \(|\pi|\) of the smallest permutation \( \pi \) that transforms \( T_1 \) into \( T_2 \).

Finally, we also define the size \(|S|\) of a sequence \( S \) of rearrangement operations as the size of the permutation obtained by composing the permutations of \( S^* \) plus the length of the sequence of link-and-cut operations of \( S^* \), where \( S^* \) is sequence \( S \) in canonical form.

Definition 6 (rearrangement distance). The rearrangement distance \( d(T_1, T_2) \) is the smallest size of any sequence of operations that transforms \( T_1 \) into \( T_2 \).

Clearly, the permutation distance \( d_\pi(T_1, T_2) \) is defined only when \( T_1 \) and \( T_2 \) are isomorphic, and it is evidently well posed. As a direct consequence of this and Lemma 4, the definition of rearrangement distance is also well posed. Moreover, since these operations are invertible, all the above distance measures are symmetric, and they satisfy by definition the triangle inequality: consider, e.g., the rearrangement distance. Given \( T_1 \), \( T_2 \) and \( T_3 \) labelled by the same set of labels, let \( S_{12} \) be a sequence that transforms \( T_1 \) into \( T_2 \) such that \(|S_{12}| = d(T_1, T_2)\), \( S_{23} \) a sequence that transforms \( T_2 \) into \( T_3 \) with \(|S_{23}| = d(T_2, T_3)\), \( S_{13} \) a sequence that transforms \( T_1 \) into \( T_3 \) and \(|S_{13}| = d(T_1, T_3)\). It is evident that the concatenation \( S_{12}S_{13} \) of \( S_{12} \) and \( S_{23} \) is a sequence that transforms \( T_1 \) into \( T_3 \), and by Definition 6 its size is larger or equal to \( d(T_1, T_3) \): thus \( d(T_1, T_2) + d(T_2, T_3) \geq |S_{12}S_{13}| \geq d(T_1, T_3) \). A similar argument shows that the triangular inequality also holds for the link-and-cut distance and the permutation distance.

We now have the important structures.

Definition 7 (active set). Given trees \( T_1 \) and \( T_2 \) each labelled by \( \mathcal{L} \), we call active the subset \( X \subseteq \mathcal{L} \) of labels which have different parents in \( T_1 \) and \( T_2 \), i.e., \( v \in X \) iff \( pr_{T_1}(v) \neq pr_{T_2}(v) \).
Given trees $T_1$ and $T_2$ each labelled by $\mathcal{L}$, for each vertex $v$ of the active set $X$, we can associate with $v$ the pair $(p_{T_1}(v), p_{T_2}(v))$ of the parents of $v$ in the two trees. Let $P_{(u,w)}$ be the set $\{ v : p_{T_1}(v) = u, \ p_{T_2}(v) = w \}$ — since each vertex has exactly one parent in each tree, each vertex $v \in X$ belongs to one and only one set $P_{(u,w)}$. This fact is formalized in the following definition and illustrated in Example 9.

**Definition 8** (family partition). Let trees $T_1$ and $T_2$ each be labelled by $\mathcal{L}$: for each vertex $v \in X$ we denote the set $P_{(u,w)} = \{ v : p_{T_1}(v) = u, \ p_{T_2}(v) = w \}$. Then $P$ is the partition of set $X$ into the nonempty sets $P_{(u,w)}$, $u, w \in V$. Partition $P$ is called the family partition of the active set $X$, and we denote its size $|P|$ as the number of different (non-empty) subsets $P_{(u,w)}$ it is composed of.

**Example 9.** Consider $T_1$ and $T_2$ of Figure 1. The active set is $X = \{ b, d, e, f \}$. The family partition is composed of the following sets: $P_{(a,d)} = \{ b \}$, $P_{(b,a)} = \{ d \}$, $P_{(b,d)} = \{ e \}$, $P_{(b,o)} = \{ f \}$.

Note that the family partition encodes the elements of any shortest sequence of link-and-cut operations for transforming $T_1$ into $T_2$: $v \in P_{(u,w)}$ corresponds to operation $v|u \rightarrow w$. It is easy to see, from the proof of Lemma 4, that a shortest sequence of valid link-and-cut operations can be obtained from $P$ by ordering the set of operations it encodes with respect to a *depth-first traversal* (DFT) of $T_1$: $u|v_{T_1}(u) \rightarrow v_{T_2}(u)$ precedes $v|v_{T_1}(v) \rightarrow v_{T_2}(v)$ if $v$ precedes $v$ in a DFT of $T_1$. Hence $d_p(T_1, T_2) = |X|$, i.e., the link-and-cut distance is equal to the cardinality of the active set, of which $P$ is a partition.

## 3 Computational complexity

In this section we determine the complexity of computing the distance between two trees labelled by the same set of labels, in terms of the three distance measures defined in Section 2. More precisely, despite the fact that the link-and-cut and the permutation distances are polynomial-time computable, computing the rearrangement distance is NP-hard.

### 3.1 Link-and-cut distance

We first show that we can compute the link-and-cut distance between two trees in linear time by showing that the family partition can be built in linear time.

**Lemma 10.** The link-and-cut distance $d_l(T_1, T_2)$ between trees $T_1$ and $T_2$ each labelled by $\mathcal{L}$ can be computed in time $O(|\mathcal{L}|)$.

**Proof.** Since the link-and-cut distance is $|X|$, it suffices to demonstrate that the family partition $P$ can be built in time $O(|\mathcal{L}|)$. The procedure is as follows: we first do a DFT of tree $T_1$, building an array $p_{T_1}(v)$ of the parents in $T_1$, indexed by the child $v$. We build the same array $p_{T_2}(v)$ for tree $T_2$. Then we go through the set $\mathcal{L}$ of labels, in some order: at each label $v$, should $p_{T_1}(v) = u \neq p_{T_2}(v) = w$, we add $v$ to $P_{(u,w)}$ of the family partition $P$. Then we just sum up the sizes of the non-empty subsets $P_{(u,w)}$ of $P$ in order to obtain $|X| = d_l(T_1, T_2)$. Clearly each tree traversal can be done in time $O(|\mathcal{L}|)$, because $|V_{T_1}| = |V_{T_2}| = |\mathcal{L}|$. In going through the labels, for each label $v$, we either add or do not add the single vertex $v$ to $P$, and so this procedure takes time $O(|\mathcal{L}|)$.
3.2 Permutation distance

This subsection is dedicated to proving the following lemma, which shows that we can compute the permutation distance between two trees in cubic time.

**Lemma 11.** The permutation distance \( d_\pi(T_1, T_2) \) between isomorphic trees \( T_1 \) and \( T_2 \) each labelled by \( L \) can be computed in time \( O(|L|^3) \).

We need the following definitions and auxiliary lemmas. The mismatch number \( \Delta(m) \) of some isomorphic mapping \( m \) from tree \( T_1 \) to \( T_2 \) is the number of vertices whose label is not conserved by \( m \). More formally, \( \Delta(m) = |\{u \in V_{T_1} : \ell_{T_1}(u) \neq \ell_{T_2}(m(u))\}| \), where \( \ell_T : V_T \rightarrow L \) is the the one-to-one correspondence between the vertices \( V_T \) of tree \( T \) and the set \( L \) of labels. Let \( \mathcal{I}(T_1, T_2) \) be the set of isomorphic mappings from \( T_1 \) to \( T_2 \). Given isomorphic trees \( T_1 \) and \( T_2 \) each labelled by \( L \), let the mismatch distance \( d_\Delta(T_1, T_2) = \min \{ \Delta(m) : m \in \mathcal{I}(T_1, T_2) \} \) be the minimum mismatch number of an isomorphic mapping from \( T_1 \) to \( T_2 \). The following equality between permutation distance and mismatch distance holds.

**Lemma 12.** Given isomorphic trees \( T_1 \) and \( T_2 \) each labelled by \( L \), it follows that \( d_\pi(T_1, T_2) = d_\Delta(T_1, T_2) \).

**Proof.** Consider an isomorphic mapping \( m \) from \( T_1 \) to \( T_2 \) that has the minimum mismatch number \( d_\Delta(T_1, T_2) \) and let \( L' \subseteq L \) be the set of labels of the vertices involved in the set of mismatching vertices between \( V_{T_1} \) and \( V_{T_2} \) given by \( m \).

Clearly, such labels are in a permutation \( \pi \) which rearranges the labels of tree \( T_1 \) to obtain \( T_2 \), while, by construction of \( m \), all the other labels will not be perturbed by \( \pi \). Then we need to show that such a permutation rearranges the minimum number of distinct labels, that is, its size \( |\pi| = d_\pi(T_1, T_2) \) is the permutation distance. Indeed, assume to the contrary that the permutation distance \( d_\pi(T_1, T_2) < |\pi| \). This implies the existence of a permutation \( \pi' \) that rearranges fewer labels than \( \pi \), i.e., \( |\pi'| < |\pi| \). Then we show that there exists an isomorphic mapping \( m' \) that has mismatch number less than the one of \( m \), contradicting the initial assumption.

Indeed, consider the permutation \( \pi' \) and define the mapping \( m' \) from \( T_1 \) to \( T_2 \) such that \( m'(u) = v \) whenever \( \pi'(v) = u \). The mapping \( m' \) is an isomorphism by the construction of \( \pi' \), since \( m'(\pi'(u)) = u \) for all \( u \in V_{T_1} \), and with the application of \( \pi' \), the two trees are congruent, hence congruency of the labels implies isomorphism of the two trees. This concludes the proof that \( m' \) is an isomorphism thus leading to a contradiction.

Now the task is to show how we can efficiently find an isomorphic mapping \( m \in \mathcal{I}(T_1, T_2) \) from tree \( T_1 \) to \( T_2 \) such that the mismatch number \( \Delta(m) \) is minimized – in other words, we need to compute \( d_\Delta(T_1, T_2) \). For tree \( T \), let \( L_T \) be its set of leaves, and for vertex \( u \in V_T \), let \( T[u] \) be the subtree of \( T \) rooted at \( u \) – the connected component of \( T' \) containing \( u \), where \( T' \) is the tree obtained from \( T \) by removing the edge \((p_T(u), u)\), and \( p_T(u) \) is the parent of \( u \) in \( T \). If \( u \) and \( v \) are both vertices, we slightly abuse notation using \( \Delta(u, v) \) to mean the mismatch distance of (the only possible mapping between) \( u \) and \( v \), that is \( \Delta(u, v) = 0 \) if \( \ell_{T_1}(u) = \ell_{T_2}(v) \) – that is, the vertex \( u \) of \( T_1 \) and the vertex \( v \) of \( T_2 \) have the same label – and \( \Delta(u, v) = 1 \) otherwise. Recall that the children of \( u \) in \( T \) is the set \( c_T(u) = \{v : (u,v) \in E_T\} \) – let \( c_{u,v} \) be the set of bijective mappings \( m : c_{T_1}(u) \rightarrow c_{T_2}(v) \) from the children of \( u \in V_{T_1} \), \( v \in V_{T_2} \) – clearly any isomorphic mapping in \( \mathcal{I}(T_1, T_2) \) is such a mapping when restricted to \( c_{T_1}(u) \) and \( c_{T_2}(v) \). We define the following (recursive) relationship \( D(u, v) \), showing later how we can use it to compute the mismatch distance:
\[ D(u, v) = \begin{cases} \Delta(u, v) & \text{if } u \in L_{T_1}, v \in L_{T_2}, \\
\min_{m \in C_u} \sum_{z \in c_{T_1}(u)} D(x, m(z)) + \Delta(u, v) & \text{if } T_1 \mid u \cong T_2 \mid v, u \not\in L_{T_1}, v \not\in L_{T_2}, \\
\infty & \text{otherwise.} \end{cases} \]

We first show how to compute \( T_1 \mid u \cong T_2 \mid v \) (true or false) for all \( u \in V_{T_1}, v \in V_{T_2} \), since we need it for computing \( D(u, v) \). We can build this relationship by extending the time \( O(n \log n) \) algorithm of [6], where \( n = |V_{T_1}| = |V_{T_2}| \), for determining if two rooted trees are isomorphic.\(^1\) The idea of this algorithm is to first organize each tree in levels, where the level of a vertex is its distance from the root – this can be done with a simple DFT of each tree. Suppose each tree has \( k \) levels, otherwise they do not have the same number of levels, hence they cannot be isomorphic. Starting from level \( k \) in both trees, we move up level by level towards the root in both trees simultaneously. At each level \( i \) we perform the following steps: (1) for each vertex \( u \) of each tree \( T \) on level \( i \), we store a representation of the topology of \( T \mid u \), computing it recursively from the representations stored in the children of \( u \) on level \( i + 1 \); (2) sort in each tree the vertices at level \( i \) by representation;\(^2\) and finally (3) compare the two resulting sorted orders – only when they are identical, may we proceed to the next level. If we make it all the way to the first level (the root), and we succeed in comparing the two resulting sorted orders – only when they are identical, we say that the trees are isomorphic, otherwise not. We can extend this algorithm with a fourth step: (4) for each pair \( u \in V_{T_1}, v \in V_{T_2} \), of vertices on level \( i \), if their representations are identical, then \( T_1 \mid u \cong T_2 \mid v \) true, and false otherwise. Clearly, only for pairs of vertices on the same level, can their subtrees be isomorphic, and so this is an exhaustive search for all such pairs. Since the number of vertices compared in step (4) over all the levels is no more than \( n^2 \), this computation of \( T_1 \mid u \cong T_2 \mid v \) for all pairs \( u \in V_{T_1}, v \in V_{T_2} \) of vertices requires time \( O(n^2) \). We are now ready to prove that \( D(u, v) = d_\Delta(T_1 \mid u, T_2 \mid v) \) for each vertex \( u \) of \( T_1 \) and \( v \) of \( T_2 \).

**Lemma 13.** Let trees \( T_1 \) and \( T_2 \) each be labelled by \( \mathcal{L} \). Then (1) \( D(u, v) = d_\Delta(T_1 \mid u, T_2 \mid v) \) for all pairs \( u \in V_{T_1} \), \( v \in V_{T_2} \). Moreover, (2) \( D(u, v) \) can be computed in time \( O(|\mathcal{L}|^3) \).

**Proof.** (1) It is essentially a proof by induction. If both \( u \) and \( v \) are leaves, then \( T_1 \mid u \cong T_2 \mid v \) is trivially true and \( D(u, v) = \Delta(u, v) \). When \( T_1 \mid u \cong T_2 \mid v \) does not hold, then the mismatch distance is undefined.

Otherwise, if \( u \) and \( v \) are internal vertices, and \( T_1 \mid u \cong T_2 \mid v \), then let \( m \) be a bijective mapping from the nodes of \( T_1 \mid u \) to the nodes of \( T_2 \mid v \) minimizing the mismatch distance. By the definition of \( d_\Delta \) and the construction of \( m \), \( d_\Delta(T_1 \mid u, T_2 \mid v) = \sum_{z \in c_{T_1}(u)} D(z, m(z)) + \Delta(u, v) \). By the inductive hypothesis \( \sum_{z \in c_{T_1}(u)} D(z, m(z)) = \sum_{z \in c_{T_1}(u)} D(z, m(z)) \). Combining these two facts implies that \( d_\Delta(T_1 \mid u, T_2 \mid v) = \sum_{z \in c_{T_1}(u)} D(z, m(z)) + \Delta(u, v) \).

Since \( m \) is the bijective mapping minimizing the mismatch distance, no other mapping \( m' \) can achieve a smaller value of \( \sum_{z \in c_{T_1}(u)} D(z, m(z)) + \Delta(u, v) \), hence \( D(u, v) = d_\Delta(T_1 \mid u, T_2 \mid v) \).

(2) Computing \( D(u, v) \) when \( u \) and \( v \) are leaves requires constant time. When \( u \) and \( v \) are internal nodes – assuming we have already computed \( T_1 \mid u \cong T_2 \mid v \) – we compute a minimum weight matching in the weighted bipartite graph with \( V = c_{T_1}(u) \cup c_{T_2}(v) \) and \( E = \{ (x, y) : T_1 \mid x \cong T_2 \mid y, x \in c_{T_1}(u), y \in c_{T_2}(v) \} \) with weight function \( w : E \to \mathbb{N} \) such

---

\(^1\) Note that there is a linear time algorithm in [1], but it assumes that \( \log n \) is fixed, where \( n \) is the number of vertices – which is the likely the case for all practical instances.

\(^2\) We assume that there is a total ordering on the representations of the topologies, they are of constant size, and can be compared in constant time – for details see [6, 1].
that \( w(x, y) = D(x, y) \). Such a matching can be found in time \( O(|V| \log |V| + |V||E|) \) using a Fibonacci heap [15]. If we sum over all of graphs in which we compute these matchings during the recursive computation of \( D(u, v) \) for all \( u \in V_{T_1}, v \in V_{T_2} \), the number of vertices and edges in each graph, these sums will be at most \( n \) (vertices) and \( n^2 \) (edges) respectively, since both trees have \( n = |V_{T_1}| = |V_{T_2}| = |L| \) vertices. This means that this matching procedure will take overall time \( O(|L|^3) \). Computing \( T_1[u] \cong T_2[v] \) for each pair \( u \in V_{T_1}, v \in V_{T_2} \) takes time \( O(|L|^2) \) overall, hence computing computing \( D(u, v) \) for all \( u \in V_{T_1}, v \in V_{T_2} \) has a total running time \( O(|L|^3) \).

Lemma 11 then follows from Lemmas 12 and 13. Notice that, when computing \( D(u, v) \) we can also maintain the set \( C(u, v) \) of the labels that are conserved in the minimum weight matchings, that is, those that are not involved in a mismatch. More precisely, \( C(u, v) \) is equal to the union of the \( C(x, y) \) over all edges \( (x, y) \) of the optimal matching. To that set, we add the label \( \ell_{T_i}(u) \) if \( \Delta(u, v) = 0 \). Once we have all sets \( C(u, v) \), the permutation that we want to compute involves exactly the labels not in \( C(\lambda_{T_1}, \lambda_{T_2}) \). More precisely, the label \( \ell_{T_i}(u) \) must be replaced with the label of the vertex \( m(u) \), where the isomorphism \( m \) can be constructed from the perfect matchings of the optimal solution.

### 3.3 Rearrangement distance

Finally, we show that deciding the rearrangement distance between two trees is NP-hard. We show this by reduction from 3-dimensional matching, one of Karp’s 21 NP-complete problems [21].

In 3-dimensional matching, we are given three disjoint sets \( A, B \) and \( C \), along with a set \( T \) of triples \( (a, b, c) \), such that \( a \in A, b \in B \) and \( c \in C \) — essentially a 3-uniform hypergraph \( H \). A matching is then a subset \( M \subseteq T \) such that for every two triples \( (a, b, c) \in M \), \( (a', b', c') \in M \), it follows that \( a \neq a', b \neq b' \) and \( c \neq c' \), that is, all triples of \( M \) are pairwise disjoint. It is then NP-hard to decide for a given \( k \) if there is a matching \( M \) of size \( k \) [21]. It has been proved that the problem remains NP-hard even in the case of 3-bounded 1-common 3-dimensional matching, which is a restriction of the problem where the number of occurrences of an element in the triples is at most 3, and each pair of triples has at most one element in common [19]. We also make use of the following structure in this proof.

**Definition 14 (movements graph).** Given trees \( T_1 \) and \( T_2 \) each labelled by \( L \), the movements graph \( G \) has an edge for every element \( P_{(u, w)} \) of the family partition \( P \) of \( T_1 \) and \( T_2 \), that is, \( E_G = \{(u, w) : P_{(u, w)} \in P\} \), while its vertex set is \( V_G = \bigcup_{(u, w) \in E_G}\{u, w\} \).

We now prove that computing the rearrangement distance is NP-hard.

**Theorem 15.** Given trees \( T_1 \) and \( T_2 \) each labelled by \( L \), and some integer \( k \), it is NP-hard to decide if \( d(T_1, T_2) \leq k \).

**Proof.** Reduction from 3-bounded 1-common 3-dimensional matching. We are given an instance \( H \) of 3-dimensional matching consisting of a set \( T \) of \( m \) triples \( (a, b, c) \) over the disjoint sets \( A, B, C \). We construct two trees \( T_1^H \) and \( T_2^H \) each with \( |A| + |B| + |C| + 6m + 2 \) vertices, for which the rearrangement distance \( d(T_1^H, T_2^H) \leq 3n + 6(m - n) \) if and only if \( H \) has a 3-dimensional matching of size \( n \).

Consider such an instance \( H \) of 3-dimensional matching as above. In the construction, the trees \( T_1^H \) and \( T_2^H \) each have a root vertex \( r \), and a vertex for every element of \( A, B \) and \( C \) – each of which have \( r \) as the parent. To each \( v \in \{a, b, c\} \) in \( T_1^H \) and triple \( t \), we add a
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Figure 2 The trees \( T^H_1 \) and \( T^H_2 \) given instance \( H \) of 3-dimensional matching with \( A = \{ a, a' \} \), \( B = \{ b \} \) and \( C = \{ c, c' \} \) and \( T = \{ s = \{ a, b, c \}, t = \{ a', b, c' \} \} \) (top), and the corresponding movements graph for the trees \( T^H_1 \) and \( T^H_2 \) (bottom).

set \( S_{t,v} = \{ t^1, t^2 \} \) of two (uniquely labelled) children. In \( T^H_2 \), we add the sets \( S_{t,v} \) of two children to each of these three vertices, but cyclically shifted, with respect to \( T^H_1 \), i.e., we add \( S_{t,a} \) to \( b \), \( S_{t,b} \) to \( c \), \( S_{t,c} \) back to \( a \) again. Note that this induces in the movements graph \( G \) a cycle \( C_t = \{ (a,b), (b,c), (c,a) \} \) – see Figure 2. Now, observe that the movements graph \( G \) will have cycles of length 3 corresponding to each triple and two cycles may share one common vertex \( v \) if the triples share element \( v \). By Lemma 1, a sequence of operations of total size \( d(T^H_1, T^H_2) \) will consist of a permutation followed by a sequence of link-and-cut operations. Observe that any permutation involves for each cycle \( C_t \) an edge, two edges or all three edges. Now, the rearrangement distance aims to solve cycles in the movements graph in the sense that after the operations, the movements graph has no edges. Observe that given a cycle \( C_t \) of the movements graph \( G \), then the minimum cost rearrangement to solve \( C_t \) consists of applying a permutation of size 3 involving the three vertices of the cycle, thus of total cost 3. Observe that two cycles sharing a common vertex cannot both be solved by a permutation that is a cyclic shift of the vertices of the cycle, that is they cannot be both solved with cost 3. Moreover, permutations of vertices cannot solve more than one vertex of a cycle \( C_t \) if it is not a cyclic shift of the vertices of \( C_t \), as cycles do not share edges. In case of a cyclic shift of two vertices of \( C_t \), (1) a permutation of size 2 and then four link-and-cut operations are required. If instead (2) at most a single vertex of \( C_t \) is involved in a permutation, then six link-and-cut operations are required. We now detail how this implies that \( d(T^H_1, T^H_2) \leq 3n + 6(m - n) \) if and only if \( H \) has a 3-dimensional matching of size \( n \).

\( \Rightarrow \) Assume that \( d(T^H_1, T^H_2) \leq 3n + 6(m - n) \). By the above observation on how cycles of the movements graph \( G \) are solved by the sequence of permutations, cases (1) and (2) for solving cycles have the same cost equal to 6. Thus the only possible way to have a
rearrangement distance less than or equal to $3n + 6(m - n)$ is by taking $n$ disjoint cycles solved by the permutation operation of cost 3. This implies a 3-dimensional matching of size $n$.

(c) Now, suppose that $H$ has a 3-dimensional matching $\mathcal{M} \subseteq \mathcal{T}$ of size $n$. This implies that there are $n$ triples that are disjoint and thus the movements graph $G$ has $n$ disjoint cycles. By solving each cycle with a permutation of size 3, $m - n$ cycles are left in the movements graph. The remaining cycles, in the worst case, share common vertices with the cycles solved by the permutations, and thus they can be solved with a cost that is 6 in the worst case. Thus we obtain that $d(T_1, T_2^H) \leq 3n + 6(m - n)$, completing the proof. ▶

4 Bounds and approximation

We first give the following important lemma which states that when we apply a permutation to the labels of $T_1$ obtaining $T_1'$, the size of the resulting family partition $P'$ cannot increase or decrease too much with respect to the size of $P$.

Lemma 16. Given trees $T_1$ and $T_2$ with corresponding active set $X$ and family partition $P$, if $T_1'$ is the tree (isomorphic to $T_1$) resulting from the application of permutation $\pi$ of the labels of $T_1$, and $X'$ and $P'$ are the active set and the family partition of $T_1'$ and $T_2$, respectively, then $|P| - 2|\pi| \leq |P'| \leq |P| + 2|\pi|$.

Proof. Let $a$ be some label of $T_1$ which has been perturbed by permutation $\pi$, i.e., $\pi(a) = b \neq a$. The new family partition $P'$ is obtained from $P$ by means of deletions, insertions and substitutions of subsets. The crucial observation is that such an operation will only affect the neighborhood of $a$, namely the (possibly empty) set of its children $c_{T_1}(a)$ and its parent $p_{T_1}(a)$ in $T_1$. Let us consider each child $v \in c_{T_1}(a)$ first. We have the following cases.

- $(v \in P_{(a,b)} \subseteq X)$: since $\pi$ makes $b$ the parent of $v$, which is exactly the parent of $v$ in $T_1$, $v \notin X'$ and $P_{(a,b)}$ will be missing from $P'$;
- $(v \in P_{(a,c)} \subseteq X, c \neq b)$: after applying $\pi$, $v$ will belong to set $P'_{(b,c)}$, thus $P_{(a,c)}$ will be replaced by $P'_{(b,c)}$ in $P'$;
- $(v \notin X)$: then $v \in P'_{(b,a)}$ in $P'$, thus $P'$ might have an extra element with respect to $P$.

Consider now the possible effects of $\pi$ on $p_{T_1}(a)$. There are two possible scenarios:

- $(b \in P_{(p_{T_1}(b),p_{T_1}(b))} \subseteq X)$: if $p_{T_1}(b) = p_{T_1}(a)$, then $b \notin X'$ and if $b$ was the only element of $P_{(p_{T_1}(b),p_{T_1}(b))}$, the latter will be missing from $P'$; else, $b \in P'_{(p_{T_1}(a),p_{T_1}(b))}$, thus $P'_{(p_{T_1}(b),p_{T_1}(b))}$ will be replaced by $P'_{(p_{T_1}(a),p_{T_1}(b))}$ in $P'$;
- $(b \notin X)$: then $b \in P'_{(p_{T_1}(a),p_{T_1}(b))}$ in $P'$, thus $P'$ might have an extra element with respect to $P$.

In summary, $P'$ is obtained from $P$ with up to two deletions and two additions of sets in the family partition for each label involved in the permutation $\pi$, thus the result follows. ▶

In the special case where one of the trees, e.g., $T_1$, is binary, i.e., each node has up to two children, we have the following lemma connecting link-and-cut and rearrangement distance.

Lemma 17. Given $T_1$ a binary tree, $T_2$ any tree, we have that $d(T_1, T_2) \leq 4 \cdot d(T_1, T_2)$.

Proof. Suppose that $T_2$ is optimally obtained from $T_1$ by applying a permutation $\pi$ of the labels followed by a number of link-and-cut operations – something we can assume in virtue of Lemma 1. Let $T_1'$ be the tree resulting from the application of permutation $\pi$ of the labels of $T_1$, $X'$ and $P'$ the active set and family partition of $T_1'$ and $T_2$, respectively. By the construction of the family partition, the optimal number of link-and-cut operations to obtain
This section is devoted to showing that computing the rearrangement distance between trees \( T \) by Lemma 10, requires \( O(n) \) operations corresponding to a node of the search tree. Let \( \Pi \) be the family partition associated with \( T \), thus we can optimally obtain \( d_\Pi(T_1, T_2) \) transforms \( T_1 \) into \( T_2 \) in linear time. Importantly, we note that Lemma 17 states that the link-and-cut distance algorithm provides a linear 4-approximation for the rearrangement distance when at least one of the trees involved is binary. We have the following corollary from Lemma 17 and Lemma 10.

\[ \text{Corollary 18. There exists a polynomial time 4-approximation algorithm for the rearrangement distance problem for binary trees.} \]

### 5 Fixed parameter tractability

This section is devoted to showing that computing the rearrangement distance between trees \( T_1 \) and \( T_2 \) is fixed-parameter tractable, essentially via the bounded search tree technique \([10]\). In this case, the instance also contains a parameter \( k \): in time \( O((4k)^{2k^2} n) \) we (1) determine if \( d(T_1, T_2) \leq k \), and, if this is the case, (2) find the minimum sequence of operations transforming \( T_1 \) into \( T_2 \).

The main idea of our algorithm is that, in virtue of Lemma 1, we can reorder the sequence of operations that transforms \( T_1 \) into \( T_2 \) so that all permutations precede the link-and-cut operations. Let \( T^* \) be the tree obtained from \( T_1 \) using only permutations and such that we can optimally obtain \( T_2 \) from \( T^* \) using only link-and-cut operations. Then \( d(T_1, T_2) = d_\pi(T_1, T^*) + d_\ell(T^*, T_2) \). Our algorithm consists of showing that \( d_\pi(T_1, T^*) \) is related to the size of the family partition, and that we can compute \( d_\ell(T^*, T_2) \) in linear time.

The main consequence of Lemma 1 here is that we can restrict our attention to permutations first (to obtain a tree \( T^* \)), and to link-and-cut operations afterwards. Finding such a tree \( T^* \) is easier when we want to determine if the rearrangement distance \( d(T_1, T_2) \) is at most \( k \).

In fact, a consequence of Lemma 16 is that \( d(T_1, T_2) \geq d_\pi(T_1, T^*) \geq |\mathcal{P}|/2 \), where \( \mathcal{P} \) is the family partition associated with \( T_1 \) and \( T_2 \). Notice that any sequence of operations that transforms \( T_1 \) into \( T_2 \) also transforms \( \mathcal{X} \) into the empty set – thus \( \mathcal{P} \) into the empty partition.

Since \( d(T_1, T_2) \geq |\mathcal{P}|/2 \), the first step of our algorithm is to compute the family partition \( \mathcal{P} \) of \( T_1 \) and \( T_2 \) and verify that \( k \geq |\mathcal{P}|/2 \). If that inequality is not satisfied, then, since as stated above \( d_\pi(T_1, T^*) \geq |\mathcal{P}|/2 \), it would follow that \( d(T_1, T_2) > k \). Hence we can focus on the instances where \( k \geq |\mathcal{P}|/2 \), that is \( |\mathcal{P}| \leq 2k \). Since the family partition is sufficiently small, we can compute all sequences of permutations of at most \( k \) labels of \( \mathcal{X} \) in time \( O((4k)^{2k^2}) \). In fact, each of the permutations involves one of the \( 2^{2k} \) subsets of vertices of \( \mathcal{X} \), and there can be at most \((2k)!\) permutations of a set of \( 2k \) elements. Overall there are at most \((2k)!\)^\(k\) such sequences: it is trivial to organize them in a search tree that can be generated and traversed in linear time, and some crude upper bound results in the desired time bound. Let \( \mathcal{T} \) be the set of trees that are obtained by applying to \( T_1 \) the sequence of operations corresponding to a node of the search tree.

The second part of our algorithm is to compute \( d_\ell(T, T_2) \) for each tree in \( T \in \mathcal{T} \), which, by Lemma 10, requires \( O(n) \) time for each tree, keeping track of the tree \( T^* \) minimizing \( d_\pi(T_1, T^*) + d_\ell(T^*, T_2) \). The algorithm has therefore \( O((4k)^{2k^2} n) \) time complexity.
6 Open problems

In this paper we provide a NP-hardness proof of the rearrangement distance for trees with vertices of unbounded degree. The computational complexity of the rearrangement distance in the case of bounded degree trees remains an open problem. Mainly it would be of theoretical interest to see if it is still NP-hard for binary trees. On the other hand, we provide a constant approximation algorithm for the rearrangement distance of binary trees. Extending this result to general trees is still open. Such a result could be of interest in developing practical algorithms for comparing tumor phylogenies.
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Abstract

Lempel-Ziv (LZ) factorization and Lyndon factorization are well-known factorizations of strings. Recently, Kärkkäinen et al. studied the relation between the sizes of the two factorizations, and showed that the size of the Lyndon factorization is always smaller than twice the size of the non-overlapping LZ factorization [STACS 2017]. In this paper, we consider a similar problem for the overlapping version of the LZ factorization. Since the size of the overlapping LZ factorization is always smaller than the size of the non-overlapping LZ factorization and, in fact, can even be an $O(\log n)$ factor smaller, it is not immediately clear whether a similar bound as in previous work would hold. Nevertheless, in this paper, we prove that the size of the Lyndon factorization is always smaller than four times the size of the overlapping LZ factorization.
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1 Introduction

A factorization of a string $w$ is a sequence of non-empty substrings of $w$ such that the concatenation of the substrings in the sequence is $w$. Various types of factorizations of strings have been proposed so far, and most, if not all, of them are categorized into two (not necessarily disjoint) categories. One is to factorize a given string $w$ into combinatorial objects such as squares (square factorization [9, 18]), repetitions (repetition factorization [14]), palindromes (palindromic factorization [13, 10, 4, 2]), closed words (closed factorization [1]), and Lyndon words (Lyndon factorization [6]), while the other is to factorize a given string $w$ as efficient preprocessing for text processing, in particular, text compression [21, 22, 20].
Amongst the variety of string factorizations, the Lyndon factorization [6] and the Lempel-Ziv (LZ for short) factorization [21] are probably those that are most well-known and extensively studied from the above categories, respectively, and this paper also deals with these factorizations.

As will be seen below, the definitions of LZ and Lyndon factorizations are rather different, and hence the results of these factorizations of the same string can also be very different. On the other hand, quite interestingly, both LZ and Lyndon factorizations have been used as efficient preprocessing for linear-time computation of runs or maximal repetitions in a given string [16, 5, 7, 3, 17, 11, 8]. Another connection between LZ and Lyndon factorizations is that both of the sizes of the LZ and Lyndon factorizations of a string are lower bounds of the output size of any grammar compression for the string [19, 12]. Here, by the size of a factorization we mean the number of factors in the factorization. Now, a natural question would be: How much the sizes of the LZ and Lyndon factorizations of the same string can differ?

This question was first considered by Kärkkäinen et al. [15] for the non-overlapping variant of LZ factorization. The non-overlapping LZ factorization of a string \( w \) is a sequence \( p_1, \ldots, p_{z_{no}} \) of \( z_{no} \) factors such that each \( p_i \) is a single character if it is the first occurrence of the character in \( w \), or \( p_i \) is the longest prefix of \( p_i \cdots p_{z_{no}} \) that has an occurrence in \( p_1 \cdots p_{z_{no}} \). A string \( \ell \) is said to be a Lyndon word, if \( \ell \) is lexicographically smaller than all of its non-empty proper suffixes. A factorization \( f_1^e_1, \ldots, f_m^e_m \) is said to be the Lyndon factorization of a string \( w \) if \( f_1 \) is a Lyndon word, \( e_1 \geq 1 \), and \( f_i \) is lexicographically larger than \( f_{i+1} \) for all \( i \). For many strings, the size \( m \) of Lyndon factorization is smaller than the size \( z_{no} \) of non-overlapping LZ factorization. However, they showed that there is a series of strings for which \( m = z_{no} + \Theta(\sqrt{z_{no}}) \) holds. In addition, they proved that the inequality \( m < 2z_{no} \) holds for any string.

In this paper, we consider the relationship between the size of overlapping variant of LZ factorization and Lyndon factorization of the same string. The non-overlapping LZ factorization of a string \( w \) is a sequence \( q_1, \ldots, q_z \) of \( z \) factors such that each \( q_i \) is a single character if it is the first occurrence of the character in \( w \), or \( q_i \) is the longest prefix of \( q_i \cdots q_{z_{no}} \) that has another occurrence in \( w \) beginning at a position within \( q_1 \cdots q_{z_{no}} \). It is known that \( z \leq z_{no} \) always holds, and there are cases where \( z \) is by a factor of \( O(\log n) \) smaller than \( z_{no} \). E.g., for a trivial string \( a^z \), \( z = 2 \) while \( z_{no} = \Theta(\log n) \). These facts make it more challenging to show an upper bound for \( m \) in terms of \( z \). Still, in this paper, we prove that the inequality \( m < 4z \) holds for any string. Our proof generally follows the scheme introduced by Kärkkäinen et al. [15], but our analysis leading to the inequality \( m < 4z \) is original and seems to be interesting.

## 2 Preliminaries

### 2.1 Strings

Let \( \Sigma \) be an ordered alphabet. An element of \( \Sigma^* \) is called a string. The length of a string \( w \) is denoted by \( |w| \). The empty string \( \varepsilon \) is a string of length 0. Let \( \Sigma^+ \) be the set of non-empty strings, i.e., \( \Sigma^+ = \Sigma^* - \{\varepsilon\} \). For a string \( w = xyz \), \( x \), \( y \) and \( z \) are called a prefix, substring, and suffix of \( w \), respectively. The \( i \)-th character of a string \( w \) is denoted by \( w[i] \), where \( 1 \leq i \leq |w| \). For a string \( w \) and two integers \( 1 \leq i \leq j \leq |w| \), let \( w[i..j] \) denote the substring of \( w \) that begins at position \( i \) and ends at position \( j \). For convenience, let \( w[i..j] = \varepsilon \) when \( i > j \). For any string \( w \) let \( w^1 = w \), and for any integer \( k \geq 2 \) let \( w^k = w w^{k-1} \), i.e., \( w^k \) is a \( k \)-times repetition of \( w \).
If character $a$ is lexicographically smaller than another character $b$, then we write $a \prec b$. For any strings $x, y$, let $\text{lcp}(x, y)$ be the length of the longest common prefix of $x$ and $y$. We write $x \prec y$ iff either $x[\text{lcp}(x, y) + 1] \prec y[\text{lcp}(x, y) + 1]$ or $x$ is a proper prefix of $y$.

### 2.2 Lyndon words and Lyndon factorization of strings

A string $w$ is said to be a Lyndon word, if $w$ is lexicographically strictly smaller than all of its non-empty proper suffixes. The Lyndon factorization of a string $w$ is the factorization $f_1^w, \ldots, f_m^w$ of $w$, such that each $f_i^w \in \Sigma^*$ is a Lyndon word, $e_i \geq 1$, and $f_i \succ f_{i+1}$ for all $1 \leq i < m$. We refer to each $f_i$ as a Lyndon factor and each $F_i = f_i^w$ as a Lyndon run of $w$.

### 2.3 Lempel-Ziv factorization of strings

The overlapping Lempel-Ziv factorization (LZ factorization for short) of a string $w$ is the factorization $p_1, \ldots, p_z$ of $w$ such that either $p_i$ is a character which does not appear in $p_1 \cdots p_{i-1}$ or $p_i$ is the longest prefix of $p_i \cdots p_z$ which has another occurrence to the left. We refer to each $p_i$ as an LZ phrase. For any substring $w[i..j]$ $(1 \leq i \leq j \leq |w|)$ in $w$, $w[i..j]$ is said to contain an LZ phrase boundary if there exists an LZ phrase which begins in $[i, j]$.

### 3 Tools for non-overlapping LZ factorization

In this paper, we give the following result.

**Theorem 1.** Let $m$ be the size of the Lyndon factorization of a string $w$ and $z$ the size of the (overlapping) LZ factorization of $w$. For any string $w$, $m < 4z$ holds.

We prove Theorem 1 in Section 4. Our proof follows similar techniques for non-overlapping version which was introduced by Kärkkäinen et al. [15]. In this section, we explain their techniques which can be also applied for overlapping version.

#### 3.1 Leftmost occurrence and factorizations

Each factorization catches the leftmost occurrences of particular substrings. Lemma 2 can be easily obtained by the definition of LZ factorization.

**Lemma 2.** If a substring $w[i..j]$ does not have any occurrence to the left, $w[i..j]$ contains an LZ phrase boundary.

**Lemma 3** (Lemma 4 of [15]). Let $d \geq 1$ and $1 \leq i \leq m - d + 1$, and assume that $F_i \cdots F_{i+d-1}$ has an occurrence to the left of the trivial one in $w$. Then:

1. The leftmost occurrence of $F_i \cdots F_{i+d-1}$ is a prefix of $f_j$ for some $j < i$;
2. $F_i \cdots F_{i+d-1}$ is a prefix of every $f_k$ with $j \leq k < i$.

#### 3.2 Domains

Due to Lemma 3, each concatenation of several Lyndon runs has a range such that every Lyndon run in the range has the concatenation as a prefix.

**Definition 4** (Definition 5 of [15]). Let $d \geq 1$ and $1 \leq i \leq m - d + 1$. $d$-domain of a Lyndon run $F_i$, denoted by $\text{dom}_d(F_i)$, is the substring $F_j \cdots F_{i-1}$ where $F_j$ is the Lyndon run starting at the same position as the leftmost occurrence of $F_i \cdots F_{i+d-1}$ in $w$. Note that
On the Size of Overlapping Lempel-Ziv and Lyndon Factorizations

Figure 1 All non-empty domains in string \( w = \text{ababbacabacabaca} \) are illustrated. Since the leftmost occurrence of \( w[20..22] \) in \( w \) is \( w[7..9] \), 2-domain of Lyndon run \( w[20..21] \) is \( w[7..19] \). Moreover, \( w[7..9] \) is associated with this 2-domain. (This figure imitates Figure 1 of [15].)

if \( F_1 \cdots F_{i+d-1} \) does not have any occurrence to the left of the trivial one then \( \text{dom}_d(F_i) = \varepsilon \).
The integers \( d \) and \( i - j \) are called the order and size of the domain, respectively. The extended \( d \)-domain of \( F_i \) is the substring \( \text{extdom}_d(F_i) = \text{dom}_d(F_i) \cdot F_i \cdots F_{i+d-1} \) of \( w \).

By the definition and Lemma 2, each domain contains an LZ phrase boundary. For any domain \( \text{dom}_d(F_i) \), we say that the leftmost occurrence of \( F_i \cdots F_{i+d-1} \) is associated with \( \text{dom}_d(F_i) \) (Definition 7 of [15]).

Lemma 5 (Lemma 8 of [15]). Each substring associated with a domain contains an LZ phrase boundary.

We show an example of domains in Figure 1.

3.3 Tandem domains

Definition 6 (Definition 9 of [15]). Let \( d \geq 1 \) and \( 1 \leq i \leq m - d \). A pair of domains \( \text{dom}_{d+1}(F_i), \text{dom}_d(F_{i+1}) \) is called a tandem domain if \( \text{dom}_{d+1}(F_i) \cdot F_i = \text{dom}_d(F_{i+1}) \) or, equivalently, if \( \text{extdom}_{d+1}(F_i) = \text{extdom}_d(F_{i+1}) \). Note that we permit \( \text{dom}_{d+1}(F_i) = \varepsilon \).

Let \( \text{dom}_{d+1}(F_i), \text{dom}_d(F_{i+1}) \) be a tandem domain. By Lemma 3, \( F_i \) can be written as \( F_i = F_{i+1} \cdots F_{i+d} \cdot x \) for some \( x \in \Sigma^* \). Thus, \( F_i \cdots F_{i+d} = F_{i+1} \cdots F_{i+d} \cdot x \cdot F_{i+1} \cdots F_{i+d} \).

We say that the occurrence of \( x \cdot F_{i+1} \cdots F_{i+d} \) in the leftmost occurrence of \( F_i \cdots F_{i+d} \) is associated with the tandem domain \( \text{dom}_{d+1}(F_i), \text{dom}_d(F_{i+1}) \) (Definition 10 of [15]).

In Figure 1, a pair of 3-domain of Lyndon run \( w[16..19] \) and 2-domain of Lyndon run \( w[20..21] \) is a tandem domain. Moreover, \( w[10..13] \) is associated with the tandem domain.

3.4 Groups

Definition 7. Let \( d \geq 1, 2 \leq p \leq m, \) and \( 1 \leq i \leq m - d - p + 2 \). A set of \( p \) domains \( \text{dom}_{d+p-1}(F_i), \ldots, \text{dom}_d(F_{i+p-1}) \) is called a \( p \)-group if for all \( t = 0, \ldots, p - 2 \) the equality \( \text{dom}_{d+p-1-t}(F_{i+t+1}), \text{dom}_{d+p-2-t}(F_{i+t+1}) \) holds or, equivalently, \( \text{extdom}_{d+p-1}(F_i) = \ldots = \text{extdom}_d(F_{i+p-1}) \). Note that we permit \( \text{dom}_{d+p-1}(F_i) = \varepsilon \).

Let \( \text{dom}_{d+p-1}(F_i), \ldots, \text{dom}_d(F_{i+p-1}) \) is a \( p \)-group. \( F_i \) has \( F_{i+p-1} \cdots F_{i+p+d-2} \) as a prefix by Lemma 3. Then, \( F_i \cdots F_{i+p+d-2} = F_{i+p-1} \cdots F_{i+p+d-2} \cdot x \cdot F_{i+1} \cdots F_{i+p+d-2} \) for some \( x \in \Sigma^* \). We say that the occurrence of \( x \cdot F_{i+1} \cdots F_{i+p+d-2} \) in the leftmost occurrence of \( F_i \cdots F_{i+p+d-2} \) is associated with the group.

Lemma 8 (Lemma 16 of [15]). The substring associated with a \( p \)-group is the concatenation, in reverse order, of the \( p - 1 \) substrings associated with the tandem domains belonging to the \( p \)-group.
Two groups $\text{dom}_{d+p-1}(F_i), \ldots, \text{dom}_{d}(F_{i+p-1})$ and $\text{dom}_{d+p-1}(F_k), \ldots, \text{dom}_{d}(F_{k+p'-1})$ are said to be disjoint if $i + p - 1 < k$ or $k + p' - 1 < i$. For any disjoint groups, the following property holds.

▶ Lemma 9 (Lemma 18 of [15]). Substring associated with disjoint groups do not overlap.

3.5 Subdomains

▶ Definition 10 (Definition 19 of [15]). $\text{dom}_c(F_k)$ is said to be a subdomain of $\text{dom}_d(F_i) = F_j \cdots F_{i-1}$ if either
- $k = i$ and $c = d$, or
- $j \leq k < i$ and $\text{extdom}_c(F_k)$ is a substring of $\text{extdom}_d(F_i)$.

▶ Lemma 11 (Lemma 20 of [15]). Let $\text{dom}_{c}(F_{k+1}), \text{dom}_{c+1}(F_k)$ be a tandem domain. If $\text{dom}_c(F_{k+1})$ and $\text{dom}_{c+1}(F_k)$ are both subdomains of a domain $\text{dom}_d(F_i)$, then the substring associated with $\text{dom}_c(F_i)$ does not overlap the substring associated with tandem domain $\text{dom}_{c}(F_{k+1}), \text{dom}_{c+1}(F_k)$.

From this lemma, if every domain in a group is a subdomain of domain $\text{dom}_d(F_i)$, the substring associated with $\text{dom}_d(F_i)$ does not overlap the substring associated with the group.

3.6 Canonical subdomains

For any domain $\text{dom}_d(F_i) = F_j \cdots F_{i-1}$, we define canonical subdomain $C_{i,d}$ as follows. $C_{i,d}$ is the set of subdomains of $\text{dom}_d(F_i)$ which can be obtained by the following conditions. Initially, we set $\delta = d + 1, l = i - 1$. When $l = j$, then we finish the operations.

- If $\text{dom}_\delta(F_j) = F_j \cdots F_{i-1}$, we add $\text{dom}_\delta(F_j)$ into the set $C_{i,d}$, and set $\delta = \delta + 1, l = l - 1$.
- If $\text{dom}_\delta(F_j) = F_j \cdots F_{i-1}$ ($j < j'$), we add $\text{dom}_\delta(F_j)$ into the set $C_{i,d}$, and set $\delta = \delta + 1, l = j' - 1$. All domains that were added to the set in this case are called loose subdomains.

We refer to each set of consecutive non-loose subdomains as a cluster. Note that the number of clusters is the number of loose subdomains plus one. Since $\text{dom}_\varepsilon(F_j) = \varepsilon$, the domain w.r.t. $F_j$ is always a cluster.

Let $t$ be the number of loose subdomains in canonical subdomains $C_{i,d}$ of domain $\text{dom}_d(F_i)$. We can discuss the number of LZ phrase boundaries contained in $\text{extdom}_d(F_i)$. Let $\text{dom}_{d_i}(F_{i_1}), \ldots, \text{dom}_{d_i}(F_{i_t})$ ($i_1 < \ldots < i_t$) be the sequence of loose subdomains, and
Let $l \geq 1$ the number of Lyndon runs in the leftmost cluster. By the definition of loose subdomains, we have the following equality.

$$
\text{extdom}_d(F_i) = F_j \cdots F_{j+t-1} \cdot \text{extdom}_d(F_{l_1}) \cdots \text{extdom}_d(F_{l_t})
$$

Let $S$ be the sum of the number of the LZ phrase boundaries contained in substrings associated with each clusters of $C_{i,d}$. By Lemma 9, these substrings do not overlap each other, and they are in $F_j \cdots F_{j+t-1}$. Moreover, they do not overlap the substring associated with $\text{dom}_d(F_i)$ since they are also subdomains of $\text{dom}_d(F_i)$ (by Lemma 11). Thus, by Lemma 5, there exists an LZ phrase boundary in $F_j \cdots F_{j+t-1}$ which was not counted in $S$. Let $n_h$ be the number of LZ phrase boundaries which is contained in $\text{extdom}_d(F_{l_h})$. It is clear that these boundaries are not in $F_j \cdots F_{j+t-1}$. Thus, they do not overlap the substring associated with the group and $\text{dom}_d(F_i)$, respectively. Finally, we can discuss the number $N_{i,d}$ of LZ phrase boundaries in $\text{extdom}_d(F_{l_i})$ by using Equality (2):

$$
N_{i,d} \geq 1 + \sum_{h=1}^{t} n_h + S.
$$

### 4 Proof for overlapping LZ factorization

In this section, we prove Theorem 1. Our proof follows a general scheme introduced by Kärkkäinen et al. [15]. However, our analysis leading to the inequality $m < 4z$ is original and seems to be interesting.

#### 4.1 Number of LZ phrase boundaries in groups

In the proof for non-overlapping version, Corollary 17 of [15] is one of the important properties. However, the corollary does not hold for overlapping version of LZ factorization. We want to introduce a new lemma as Lemma 13 for our problem. We start from the following lemma.

**Lemma 12.** Each substring associated with a 3-group contains an LZ phrase boundary.
Figure 4 An illustration of the first case of proof for Lemma 12.

Figure 5 An illustration of the second case of proof for Lemma 12.

Proof. Let \( \text{dom}_{d+2}(F_{i-2}), \text{dom}_{d+1}(F_{i-1}), \text{dom}_{d}(F_{i}) \) be a 3-group. By the definition of groups, \( F_{i-1} \) can be written as \( F_{i} \cdots F_{i+d-1} \cdot z \) for some \( z \in \Sigma^+ \), and \( F_{i-2} \) can be written as \( F_{i-1} = F_{i} \cdots F_{i+d-1} \cdot z' = F_{i} \cdots F_{i+d-1} \cdot z \cdot F_{i} \cdots F_{i+d-1} \cdot z' \) for some \( z' \in \Sigma^+ \). For convenience, \( y = F_{i} \cdots F_{i+d-1} \). Then, \( F_{i-2} \cdots F_{i+d-1} = y \cdot z \cdot y \cdot z' \cdot F_{i-1} \cdot y \).

The substring associated with the 3-group is the suffix \( z \cdot y \cdot z' \cdot F_{i-1} \cdot y \) of the leftmost occurrence of \( F_{i-2} \cdots F_{i+d-1} \). \( s \) denotes the occurrence (see Figure 4). Suppose that \( z \cdot y \cdot z' \cdot F_{i-1} \cdot y \) does not have any LZ phrase boundaries at the occurrence. By the definition of LZ factorization, \( z \cdot y \cdot z' \cdot F_{i-1} \cdot y \) has an occurrence to the left. Let \( s' \) be one of such occurrences of \( z \cdot y \cdot z' \cdot F_{i-1} \cdot y \). We consider the suffix \( F_{i-1} \cdot y \) of \( s' \). If a prefix of this suffix \( F_{i-1} \cdot y \) overlaps a suffix of \( F_{i-2} \) (see Figure 4). This fact implies that \( f_{i-2} \) has a prefix of \( F_{i-1} \cdot y \) as a suffix since \( F_{i-1} = f_{i-2}^\ast \). On the other hand, \( f_{i-2} \) has \( F_{i-1} \cdot y \) as a prefix by Lemma 3. Hence, \( f_{i-2} \) has a prefix of \( F_{i-1} \cdot y \) as a prefix and also a suffix. This fact contradicts that \( f_{i-2} \) is a Lyndon word. Thus, the distance between \( s \) and \( s' \) has to be at least \( |F_{i-1} \cdot y| + 1 \). However, this fact also contradicts the leftmost occurrence of \( y \) (the leftmost occurrence of \( y \) is a prefix of \( F_{i} \) in fact, see also Figure 5). Therefore, every substring associated with a 3-group contains an LZ phrase boundary.

By using this lemma, we can easily obtain the following key lemma.

\[ \textbf{Lemma 13.} \] Each substring associated with a p-group contains at least \( \left\lfloor \frac{p-1}{p} \right\rfloor \) LZ phrase boundaries.

\[ \textbf{Proof.} \] From Lemma 8, the substring associated with a p-group is the concatenation of \( p - 1 \) substrings associated with tandem domains. The substring associated with 3-group contains an LZ phrase boundary by Lemma 12. Let \( x \) and \( y \) be the consecutive substrings which are associated with two consecutive tandem domains. Then, either \( x \) or \( y \) contains an LZ phrase boundary. Therefore, there exists at least \( \left\lfloor \frac{p-1}{p} \right\rfloor \) LZ phrase boundaries.
4.2 Number of LZ phrase boundaries in extended domains

**Lemma 14.** Let $\text{dom}_d(F_i)$ be a domain of size $k \geq 0$. $\text{extdom}_d(F_i)$ contains at least $\left\lceil \frac{k-1}{4} \right\rceil + 1$ LZ phrase boundaries (namely $N_{i,d} \geq \left\lceil \frac{k-1}{4} \right\rceil + 1$).

**Proof.** Let $\text{dom}_d(F_i) = F_j \cdots F_{i-1}$ be a domain of size $k = i - j$. We prove this lemma by induction on $k$. If $k = 0$, then the substring associated with $\text{dom}_d(F_i)$ contains an LZ phrase boundary and the statement holds. Now we assume that $k \geq 1$ and the lemma holds for all $k \leq k'$ for some $k'$.

Firstly, we consider the case when $C_{i,d}$ does not have loose subdomain. In that case, $\text{dom}_{d+k}(F_j), \ldots, \text{dom}_d(F_i)$ is a $(k + 1)$-group. By Lemma 5, the substring associated with $\text{dom}_d(F_i)$ contains an LZ phrase boundary. On the other hand, by Lemma 13, the substring associated with the $(k + 1)$-group contains $\left\lfloor \frac{k}{2} \right\rfloor$ LZ phrase boundaries. Since every domain in the group is a subdomain of $\text{dom}_d(F_i)$, the substring associated with $\text{dom}_d(F_i)$ does not overlap each of them by Lemma 11. Thus, $\text{extdom}_d(F_i)$ contains $\left\lfloor \frac{k}{2} \right\rfloor + 1$ LZ phrase boundaries. The statement of the lemma holds for this case since $\left\lfloor \frac{k}{2} \right\rfloor + 1 \geq \left\lceil \frac{k-1}{4} \right\rceil + 1$.

Suppose that $C_{i,d}$ has $t \geq 1$ loose subdomains. Let $\text{dom}_{d_l}(F_{i_l}), \ldots, \text{dom}_d(F_{i_1})$ be the $t$ loose subdomains of $C_{i,d}$ and $k_h$ the size of loose subdomain $\text{dom}_{d_{i_h}}(F_{i_h})$ for any $1 \leq h \leq t$. We can see a lower bound of $N_{i,d}$ by using Equation (2). For the second term of Equation (2), $n_h \geq \left\lfloor \frac{h-1}{4} \right\rfloor + 1$ holds by an induction hypothesis. Now we analyze the sum of $k_h$ for all $h$. Let $l$ be the number of domains in the leftmost cluster. Then,

$$\sum_{h=1}^{t} k_h = k - l - \sum_{h=1}^{t-1} d_h - (d_t - d) \quad (3)$$

holds. Next, we analyze the third term of Equation (2). Notice that $S$ is the sum of the number of LZ phrase boundaries which are contained in substrings associated with each group that is a cluster in $C_{i,d}$. The leftmost cluster is a $l$-group, the rightmost cluster is a $(d_t - d)$-group, and each of other clusters is $(d_h - 1)$-group. For convenience, we consider 1-group as a single domain and 0-group as an empty set of domains. It is clear that substrings associated with each of them has no LZ phrase boundary. Thus, $S$ can be written as

$$S = \left\lceil \frac{l-1}{2} \right\rceil + \sum_{h=1}^{t-1} \left\lceil \frac{1}{2} (d_h - 1 - [d_h > 1]) \right\rceil + \left\lfloor \frac{d_t - d - 1}{2} \right\rfloor \quad (4)$$

by using Knuth’s notation [predicate] for the numerical value (0 or 1) of the predicate in brackets. We partition $(t - 1)$ clusters (which are not the leftmost and the rightmost) into two sets as;

$$T_1 = \{ h \mid d_h \geq 3, h \in [1, t-1] \}, \text{ and}$$

$$T_2 = \{ h \mid d_h < 3, h \in [1, t-1] \}.$$

For any non-negative integer $c$, $\left\lfloor \frac{c}{2} \right\rfloor \geq \frac{c}{2} - \frac{1}{2}$ holds. By using this inequation, the second term in the right-hand side of Equation (4) can be written as
Thus, Equation (2) can be written as

\[
\frac{t-1}{2} \sum_{h=1}^{t-1} \left\lfloor \frac{d_h - 1 - \lfloor d_h > 1 \rfloor}{2} \right\rfloor \geq \frac{1}{2} \sum_{h \in T_1} \left( d_h - 1 - \lfloor d_h > 1 \rfloor \right) - \frac{|T_1|}{2}.
\]

Thus, \( S \) can be also written as

\[
S \geq \frac{1}{3} \sum_{h \in T_1} d_h - |T_1| + \alpha \left( \frac{l-1}{2} \right) + \left\lfloor \frac{d_t - d - 1}{2} \right\rfloor.
\]

Moreover, Equation (2) can be written as

\[
1 + \sum_{h=1}^{t} \left( \left\lfloor \frac{k_h - 1}{4} \right\rfloor + 1 \right) + S
\geq 1 + \frac{3}{4} \left( k - l - \sum_{h=1}^{t-1} d_h + d - d_t \right) + S
\geq 1 + \frac{3}{4} \left( k - l + d - d_t \right) - \frac{1}{4} \sum_{h \in T_2} d_h - \frac{1}{4} \sum_{h \in T_1} d_h + \frac{1}{3} \sum_{h \in T_1} d_h - |T_1| + \alpha
\geq 1 + \frac{3}{4} \left( k - l + d - d_t \right) - \frac{|T_2|}{2} + \frac{1}{12} \sum_{h \in T_2} d_h - |T_1| + \alpha
\geq 1 + \frac{3}{4} \left( 1 + |T_1| + |T_2| \right) + \frac{1}{4} (k - l + d - d_t) - \frac{|T_2|}{2} + \frac{|T_1|}{4} - |T_1| + \alpha
\geq \frac{7}{4} + \frac{1}{4} (k - l + d - d_t) + \left\lfloor \frac{l-1}{2} \right\rfloor + \left\lfloor \frac{d_t - d - 1}{2} \right\rfloor.
\]

Let \( \beta = \frac{7}{4} + \frac{1}{4} (k - l + d - d_t) + \left\lfloor \frac{l-1}{2} \right\rfloor + \left\lfloor \frac{d_t - d - 1}{2} \right\rfloor \). We can prove \( \beta \geq \frac{k-1}{4} + 1 \) for each of three cases as follows. If \( l = 1 \), then

\[
\beta \geq \frac{7}{4} + \frac{1}{4} (k - l + d - d_t) + \frac{d_t - d - 1}{2} - \frac{1}{2}
= \frac{3}{4} + \frac{k - 1}{4} + \frac{d_t - d}{4} \geq \frac{k - 1}{4} + 1.
\]

If \( l > 1 \) and \( d_t - d - 1 = 1 \), then

\[
\beta \geq \frac{7}{4} + \frac{1}{4} (k - l + d - d_t) + \frac{l - 1}{2} - \frac{1}{2}
= 1 + \frac{k - 1}{4} + \frac{l - (d_t - d)}{4} \geq \frac{k - 1}{4} + 1.
\]

If \( l > 1 \) and \( d_t - d - 1 > 1 \), then

\[
\beta \geq \frac{7}{4} + \frac{1}{4} (k - l + d - d_t) + \frac{l - 1}{2} - \frac{1}{2}
+ \frac{d_t - d - 1}{2}
= \frac{k - 1}{4} + \frac{l}{4} + \frac{d_t - d}{4} \geq \frac{k - 1}{4} + 1.
\]

Therefore, \( N_{\ell, d} \geq \frac{k-1}{4} + 1 \) holds.
4.3 Proof of Theorem 1

Now, we are ready to prove Theorem 1.

Proof of Theorem 1. A string \( s \) can be written as the sequence of 1-domains, namely \( s = \text{extdom}_1(F_{i_1}) \cdots \text{extdom}_1(F_{i_t}) \) where \( i_t = m \). Let \( k_h \) be the size of \( \text{dom}_1(F_{i_h}) \). By Lemma 14, \( \text{extdom}_1(F_{i_h}) \) contains \( \left\lceil \frac{k_h - 1}{4} \right\rceil + 1 \) LZ phrase boundaries. It is clear that \( \sum_{h=1}^{t} k_h = m - t \). Therefore,

\[
z \geq \sum_{h=1}^{t} \left( \left\lceil \frac{k_h - 1}{4} \right\rceil + 1 \right) \geq \frac{m - 2t}{4} + t > \frac{m}{4}
\]

holds.

\( \blacktriangleleft \)

5 Conclusion

We discussed the relationship between the size \( z \) of overlapping variant of LZ factorization and the size \( m \) of Lyndon factorization of the same string. We showed that the inequality \( m < 4z \) holds for any string. One of the interesting open questions is whether there exists a better bound. Finally, we conjecture that the inequality \( m < 2z \) holds for any string.
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Abstract

The suffix trees are fundamental data structures for various kinds of string processing. The suffix tree of a string $T$ of length $n$ has $O(n)$ nodes and edges, and the string label of each edge is encoded by a pair of positions in $T$. Thus, even after the tree is built, the input text $T$ needs to be kept stored and random access to $T$ is still needed. The linear-size suffix tries (LSTs), proposed by Crochemore et al. [Linear-size suffix tries, TCS 638:171-178, 2016], are a “stand-alone” alternative to the suffix trees. Namely, the LST of a string $T$ of length $n$ occupies $O(n)$ total space, and supports pattern matching and other tasks in the same efficiency as the suffix tree without the need to store the input text $T$. Crochemore et al. proposed an offline algorithm which transforms the suffix tree of $T$ into the LST of $T$ in $O(n \log \sigma)$ time and $O(n)$ space, where $\sigma$ is the alphabet size. In this paper, we present two types of online algorithms which “directly” construct the LST, from right to left, and from left to right, without constructing the suffix tree as an intermediate structure. Both algorithms construct the LST incrementally when a new symbol is read, and do not access to the previously read symbols. The right-to-left construction algorithm works in $O(n \log \sigma)$ time and $O(n)$ space and the left-to-right construction algorithm works in $O(n(\log \sigma + \log n/\log \log n))$ time and $O(n)$ space. The main feature of our algorithms is that the input text does not need to be stored.

1 Introduction

Suffix tries are conceptually important string data structures that are the basis of more efficient data structures. While the suffix trie of a string $T$ supports fast queries and operations such as pattern matching, the size of the suffix trie can be $\Theta(n^2)$ in the worst case, where $n$ is the length of $T$. By suitably modifying suffix tries, we can obtain linear $O(n)$-size string data structures such as suffix trees [24], suffix arrays [20], directed acyclic word graphs (DAWGs) [4], compact DAWGs (CDAWGs) [5], position heaps [10], and so on. In the case of the integer alphabet of size polynomial in $n$, all these data structures can be constructed in $O(n)$ time and space in an offline manner [8, 9, 11, 13, 16, 18, 21]. In the case of a general
ordered alphabet of size \( \sigma \), there are left-to-right online construction algorithms for suffix trees [23], DAWGs [4], CDAWGs [17], and position heaps [19]. Also, there are right-to-left online construction algorithms for suffix trees [24] and position heaps [10]. All these online construction algorithms run in \( O(n \log \sigma) \) time with \( O(n) \) space.

Suffix trees are one of the most extensively studied string data structures, due to their versatility. The main drawback is, however, that each edge label of suffix trees needs to be encoded as a pair of text positions, and thus the input string needs to be kept stored and be accessed even after the tree has been constructed. Crochemore et al. [7] proposed a new suffix-trie based data structure called linear-size suffix tries (LSTs). The LST of \( T \) consists of the nodes of the suffix tree of \( T \), plus a linear-number of auxiliary nodes and suffix links. Each edge label of LSTs is a single character, and hence the input text string can be discarded after the LST has been built. The total size of LSTs is linear in the input text length, yet LSTs support fundamental string processing queries such as pattern matching within the same efficiency as their suffix tree counterpart [7].

Crochemore et al. [7] showed an algorithm which transforms the given suffix tree of string \( T \) into the LST of \( T \) in \( O(n \log \sigma) \) time and \( O(n) \) space. This algorithm is offline, since it requires the suffix tree to be completely built first. No efficient algorithms which construct LSTs directly (i.e. without suffix trees) and in an online manner were known.

This paper proposes two online algorithms that construct LSTs directly from the given string. The first algorithm is based on Weiner's suffix tree construction [24], and constructs the LST of \( T \) by scanning \( T \) from right to left. On the other hand, the second algorithm is based on Ukkonen's suffix tree construction [23], and constructs the LST of \( T \) by scanning \( T \) from left to right. Both algorithms construct the LST incrementally when a new symbol is read, and do not access the previously read symbols. This also means that our construction algorithms do not need to store the input text, and the currently processed symbol in the text can be immediately discarded as soon as the symbol at the next position is read.

The right-to-left construction algorithm works in \( O(n \log \sigma) \) time and \( O(n) \) space and the left-to-right construction algorithm works in \( O(n(\log \sigma + \frac{\log n}{\log \log n})) \) time and \( O(n) \) space.

## 2 Preliminaries

Let \( \Sigma \) denote an alphabet of size \( \sigma \). An element of \( \Sigma^* \) is called a string. For a string \( T \in \Sigma^* \), the length of \( T \) is denoted by \( |T| \). The empty string, denoted by \( \varepsilon \), is the string of length 0. For a string \( T \) of length \( n \), \( T[i] \) denotes the \( i \)-th symbol of \( T \) and \( T[i:j] = T[i]T[i+1] \ldots T[j] \) denotes the substring of \( T \) that begins at position \( i \) and ends at position \( j \) for \( 1 \leq i \leq j \leq n \). Moreover, let \( T[i:j] = \varepsilon \) if \( i > j \). For convenience, we abbreviate \( T[1:i] \) to \( T[:i] \) and \( T[i:n] \) to \( T[i:] \), which are called prefix and suffix of \( T \), respectively.

### 2.1 Linear-size suffix trie

The suffix trie \( \text{STrie}(T) \) of a string \( T \) is a trie that represents all suffixes of \( T \). The suffix link of each node \( U \) in \( \text{STrie}(T) \) is an auxiliary link that points to \( V = U[2 : |U|] \). The suffix tree [24] \( \text{STree}(T) \) of \( T \) is a path-compressed trie that represents all suffixes of \( T \). We consider the version of suffix trees where the suffixes that occur twice or more in \( T \) can be represented by non-branching nodes. The linear-size suffix trie \( \text{LST}(T) \) of a string \( T \), proposed by Crochemore et al. [7], is another kind of tree that represents all suffixes of \( T \), where each edge is labeled by a single symbol. The nodes of \( \text{LST}(T) \) are a subset of the nodes of \( \text{STrie}(T) \), consisting of the two following types of nodes:
1. Type-1: The nodes of STrie($T$) whose also nodes of STree($T$).
2. Type-2: The nodes of STrie($T$) that not type-1 nodes and their suffix links point to type-1 nodes.

A non-suffix type-1 node has two or more children and a type-2 node has only one child. When $T$ ends with a unique terminate symbol \$ that does not occur elsewhere in $T$, then all type-1 nodes in LST($T$) has two or more children. The nodes of STrie($T$) that are neither type-1 nor type-2 nodes of LST($T$) are called implicit nodes in LST($T$).

We identify each node in LST($T$) by the substring of $T$ that is the path label from root to the node in STrie($T$). Let $U$ and $V$ be nodes of LST($T$) such that $V$ is a child of $U$. The edge label of $(U, V) = c$ is the same as the label of the first edge on the path from $U$ to $V$ in STrie($T$). If $V$ is not a child of $U$ in STrie($T$), i.e. the length of the path label from $U$ to $V$ is more than one, we put the + sign on $V$ and we call $V$ a +-node. Figure 1 shows example of a suffix trie, linear-size suffix trie, and suffix tree.

For convenience, we assume that there is an auxiliary node $\perp$ as the parent of the root of LST($T$), and that the edge from $\perp$ to the root is labeled by any symbol. This assures that for each symbol appearing in $T$ the root has a non +-child. This will be important for the construction of LSTs and pattern matching with LSTs (c.f. Lemma 2).

In the description of our algorithms, we will use the following notations. For any node $U$, parent($U$) denotes the parent node of $U$. For any edge $(U, V)$, label($U, V$) denotes the label of the edge connecting $U$ and $V$. For a node $U$ and symbol $c$, child($U, c$) denotes the child of $U$ whose incoming edge label is $c$, if it exists. We denote +(U) = true if $U$ is a +-node, and +(U) = false otherwise. The suffix link of a node $U$ is defined as slink($U$) = $V$, where $V = U[2:|U|]$. The reversed suffix link of a node $U$ with a symbol $c \in \Sigma$ is defined as slink($U, c$) = $V$, if there is a node $U$ such that $c$U = $V$. It is undefined otherwise. For any type-1 node $U$, t1parent($U$) denotes the nearest type-1 ancestor of $U$, and t1child($U, c$) denotes the nearest type-1 descendant of $U$ on $c$ edge. For any type-2 node $U$, child($U$) is the child of $U$, and label($U$) is the label of the edge connecting $U$ and its child.

### 2.2 Pattern matching using linear-size suffix trie

In order to efficiently perform pattern matching on LSTs, Crochemore et al. [7] introduced fast links that are a chain of suffix links of edges.

**Definition 1.** For any edge $(U, V)$, let fastLink($U, V$) = (slink$^h$(U), slink$^h$((V)) such that slink$^h$(U) ≠ parent(slink$^h$((V)) and slink$^{h-1}$(U) = parent(slink$^{h-1}$(V)), where slink$^0$(U) = $U$ and slink$^1$(U) = slink(slink$^{h-1}$(U)).
Here, $h$ is the minimum number of suffix links that we need to traverse so that $\text{slink}_h(U) \neq \text{parent}(\text{slink}_h(V))$. Namely, after taking $h$ suffix links from edge $(U, V)$, there is at least one type-2 node in the path from $\text{slink}_h(U)$ to $\text{slink}_h(V)$. Since type-2 nodes are not branching, we can use the labels of the type-2 nodes in this path to retrieve the label of the edge $(U, V)$ (see Lemma 2 below). Provided that $\text{LST}(T)$ has been constructed, the fast link $\text{fastLink}(U, V)$ for every edge $(U, V)$ can be computed in a total of $O(n)$ time and space [7].

Lemma 2 ([7]). The underlying label of a given edge $(U, V)$ of length $\ell$ can be retrieved in $O(\ell \log \sigma)$ time by using fast links.

Crochemore et al. [7] claimed that due to Lemma 2 one can perform pattern matching for a given pattern $P$ in $O(|P| \log \sigma)$ time with the LST. However, the proofs provided in [7] for the correctness and time efficiency of their pattern matching algorithm looks unsatisfactory to us, because the algorithm of Crochemore et al. [7] does not seem to guarantee that the label of a given edge is retrieved sequentially from the first symbol to the last one (see also [22]). Still, in the following lemma we present an algorithm which efficiently performs the longest prefix match for a given pattern on the LST with fast links:

Lemma 3. Given $\text{LST}(T)$ and a pattern $P$, we can find the longest prefix $P'$ of $P$ that occurs in $T$ in $O(|P| \log \sigma)$ time.

Proof. Let $P_1 P_2 \cdots P_m = P'$ be the factorization of $P'$ such that $P_i \cdots P_{i+1}$ is a node in $\text{LST}(T)$ for $1 \leq i < m$, $P_i \cdots P_{i+1} = \text{parent}(P_i \cdots P_{i+1})$ for $1 \leq i < m - 1$, and $P_1 \cdots P_{m-1}$ is the longest prefix of $P'$ that is a node in $\text{LST}(T)$. If $P_1 \cdots P_{m-1} = P'$, then $P_m = \varepsilon$. In what follows, we consider a general case where $P_m \neq \varepsilon$.

Suppose we have successfully traversed up to $P_1 \cdots P_{i-1}$, and let $U$ be the node representing $P_1 \cdots P_{i-1}$. If $U$ has no out-going edge labeled $c_i$, then the traversal terminates on $U$. Suppose $U$ has an out-going edge labeled $c_i$ and let $V$ be the child of $U$ with the $c_i$-edge. We denote this edge by $e_i = (U, V)$. See also Figure 2 for illustration. If $V$ is a not $+$-node, then we have read $c_i$ and set $U \leftarrow V$ and continue with the next symbol $c_2 = P_i[2] = P'[|P_1 \cdots P_{i-1}| + 1]$. Otherwise (if $V$ is a $+$-node), then we apply fastLink from edge $(U, V)$ recursively, until reaching the edge $(U', V')$ such that $V'$ is not a $+$-node. Then we move onto $V'$. Note that by the definition of fastLink, $V'$ is always a type-2 node. We then continue the same procedure by setting $U \leftarrow V'$ with the next pattern symbol $c_2$. This will be continued until we arrive at the first edge $(U, V)$ such that $V$ is a type-1 node. Then, we trace back the chain of fastLink’s from $(U, V)$ until getting back to
the type-2 node $V''$ whose out-going edge has the next symbol to retrieve. We set $U \leftarrow V''$ and continue with the next symbol. This will be continued until we traverse all symbols $e_j$ in $P_i$ for increasing $j = 1, \ldots, |P_i|$ along the edge $e_j$, or find the first mismatching symbols.

The correctness of the above algorithm follows from the fact that every symbol in label of the edge $e_i$ is retrieved from a type-2 node that is not branching, except for the first one retrieved from the type-1 node that is the origin of $e_i$. Since any type-2 node is not branching, we can traverse the edge $e_i$ with $P_i$ iff the underlying label of $e_i$ is equal to $P_i$ for $1 \leq i \leq m - 1$. The case of the last edge $e_m$ where the first mismatching symbols are found is analogous.

To analyze the time complexity, we consider the number of applications of $\text{fastLink}$. For each $1 \leq i \leq m - 1$, the number of applications of $\text{fastLink}$ is bounded by the length of the underlying label of edge $e_i$, which is $|P_i|$. This is because each time we follow a $\text{fastLink}$, at least one new symbol is retrieved. Hence we can traverse $P_1 \cdots P_{m-1}$ in $O(|P_1 \cdots P_{m-1}| \log \sigma)$ time. For the last fragment $P_m$, we consider the number of applications of $\text{fastLink}$ until we find the type-2 node $X$ whose out-going edge has the first mismatching symbol. Since the first application of $\text{fastLink}$ for $P_m$ begins with an edge whose destination has string depth $|P_1 \cdots P_{m-1}|$ and since each symbol appearing in $T$ is represented by a node as a child of the root, the number of applications of $\text{fastLink}$ until finding $X$ is bounded by $|P_1 \cdots P_{m-1}|$. Note that this is independent of the length of the edge $e_m$, which can be much longer than $P_m$. After finding $X$, we can traverse $P_m$ as in the same way to previous $P_i$’s. Thus, we can traverse $P_m$ in $O(|P_1 \cdots P_m| \log \sigma)$. Overall, it takes $O(|P_1 \cdots P_m| \log \sigma)$ time to traverse $P' = P_1 \cdots P_m$. This completes the proof.

Algorithm 6 in Appendix shows a pseudo-code of our pattern matching algorithm with the LST in Lemma 3.

## 3 Right-to-left online algorithm

In this section, we present an online algorithm that constructs $\text{LST}(T)$ by reading $T$ from right to left. Let $T_i = \text{LST}(T[i:])$ for $1 \leq i \leq n$. Our algorithm constructs $T_i$ from $T_{i+1}$ incrementally when $c = T[i]$ is read. For simplicity, we assume that $T$ ends with a unique terminal symbol $\$ such that $T[i] \neq \$ for $1 \leq i < n$.

We remark that the algorithm does not construct fast links of the LSTs. The fast links can easily be constructed in $O(n)$ time after $\text{LST}(T)$ has been constructed.

Let us first recall Weiner’s suffix tree contraction algorithm on which our right-to-left LST construction algorithm is based. Weiner’s algorithm uses the reversed suffix links of the suffix tree called hard Weiner links. We in particular consider the version of Weiner’s algorithm that also explicitly maintains soft-Weiner links [6] of the suffix tree. In the suffix tree of a text $T$, there is a soft-Weiner link for a node $V$ with a symbol $c$ iff $cV$ is a substring of $T$ but $cV$ is not a node in the suffix tree. It is known that the hard-Weiner links and the soft-Weiner links are respectively equivalent to the primary edges and the secondary edges of the directed acyclic word graph (DAWG) for the reversal of the input string [4].

Given the suffix tree for $T[i + 1:]$, Weiner’s algorithm walks up from the leaf representing $T[i + 1:]$ and first finds the nearest branching ancestor $V$ such that $cV$ is a substring of $T[i + 1:]$, and then finds the nearest branching ancestor $V'$ such that $cV' = U'$ is also a branching node, where $c = T[i]$. Then, Weiner’s algorithm finds the insertion point for a new leaf for $T[i:]$ by following the reversed suffix link (i.e. the hard-Weiner link) from $V'$ to $U'$, and then walking down the corresponding out-edge of $U'$ with the difference of the string depths of $V$ and $V'$. A new branching node $U$ is made at the insertion point if necessary.
New soft-Weiner links are created from the nodes between the leaf for $T[i + 1 :]$ and $V$ to the new leaf for $T[i :]$.

Now we consider our right-to-left LST construction. See the lower diagram of Figure 3 for illustration. The major difference between the DAWG version of Weiner’s algorithm and our LST construction is that in our LST we explicitly create type-2 nodes which are the destinations of the soft-Weiner links. Hence, in our linear-size suffix trie construction, for every type-1 node between $V$ and the leaf for $T[i + 1 :]$, we explicitly create a unique new type-2 node on the path from the insertion point to the new leaf for $T[i :]$, and connect them by the reversed suffix link labeled with $c$. Also, we can directly access the insertion point $U$ by following the reversed suffix link of $V$, since $U$ is already a type-2 node before the update.

The above observation also gives rise to the number of type-2 nodes in the LST. Blumer et al. [4] proved that the number of secondary edges in the DAWG of any string of length $n$ is at most $n − 1$. Hence we have:

\[ \text{Lemma 4.} \text{ The number of type-2 nodes in the LST of any string of length } n \text{ is at most } n − 1. \]

The original version of Weiner’s suffix tree construction algorithm only maintains a Boolean value indicating whether there is a soft-Weiner link from each node with each symbol. We note also that the number of pairs of nodes and symbols for which the indicators are true is the same as the number of soft-Weiner links (and hence the DAWG secondary edges).
We have seen that LSTs can be seen as a representation of Weiner’s suffix trees or the DAWGs for the reversed strings. Another crucial point is that Weiner’s algorithm only needs to read the first symbols of edge labels. This enables us to easily extend Weiner’s suffix tree algorithm to our right-to-left LST construction. Below, we will give more detailed properties of LSTs and our right-to-left construction algorithm.

Let us first observe relations between $T_i$ and $T_{i+1}$.

**Lemma 5.** Any non-leaf type-1 node $U$ in $T_i$ exists in $T_{i+1}$ as a type-1 or type-2 node.

**Proof.** If there exist two distinct symbols $a, b \in \Sigma$ such that $Ua, Ub$ are substrings of $T[i+1:]$, then clearly $U$ is a type-1 node in $T_{i+1}$. Otherwise, then let $b$ be a unique symbol such that $Ub$ is a substring of $T[i+1:]$. This symbol $b$ exists since $U$ is not a leaf in $T_i$. Also, since $U$ is a type-1 node in $T_i$, there is a symbol $a \neq b$ such that $Ua$ is a substring of $T[i:]$. Note that in this case $Ua$ is a prefix of $T[i:]$ and this is the unique occurrence of $Ua$ in $T[i:]$. Now, let $U' = U[2:]$. Then, $U'a$ is a prefix of $T[i+1:]$. Since $U'b$ is a substring of $T[i+1:]$, $U'$ is a type-1 node in $T_{i+1}$ and hence $U$ is a type-2 node in $T_{i+1}$. ▶

As was described above, only a single leaf is added to the tree when updating $T_{i+1}$ to $T_i$. The type-2 node of $T_i$ that becomes type-1 in $T_i$ is the insertion point of this new leaf.

**Lemma 6.** Let $U$ be the longest prefix of $T[i:]$ such that $U$ is a prefix of $T[j:]$ for some $j > i$. $U$ is a node in $T_{i+1}$.

**Proof.** If $U = \varepsilon$ then $U$ is the root. Otherwise, since $U$ occurs twice or more in $T[i:]$ and $T[i+1:]$, $U$ is a type-1 node in $T_i$. By Lemma 5, $U$ is a node in $T_{i+1}$. ▶

By Lemma 6, we can construct $T_i$ by adding a branch on node $U$, where $U$ is the longest prefix of $T[i:]$ such that $U$ is a prefix of $T[j:]$ for some $j > i$. This node $U$ is the insertion point for $T_i$. The insertion point $U$ can be found by following the reversed suffix link labeled by $c$ from the node $U[2:]$ i.e. $U = rlink(U[2:], c)$. Since $U$ is the longest prefix of $T[i:]$ where $U[2:]$ occurs at least twice in $T[i+1:]$, $U[2:]$ is the deepest ancestor of the leaf $T[i+1:]$ that has the reversed suffix link labeled by $c$. Therefore, we can find $U$ by checking the reversed suffix links of the ancestors of $T[i+1:]$ walking up from the leaf. We call this leaf representing $T[i+1:]$ as the last leaf of $T_{i+1}$.

After we find the insertion point, we add some new nodes. First, we consider the addition of new type-1 nodes.

**Lemma 7.** There is at most one type-1 node $U$ in $T_i$ such that $U$ is a type-2 node in $T_{i+1}$.

If such a node $U$ exists, then $U$ is the insertion point of $T_i$.

**Proof.** Assume there is a type-1 node $U$ in $T_i$ such that $U$ is a type-2 node in $T_{i+1}$. There are suffixes $UV$ and $UW$ such that $|V| > |W|$ and $V[1] \neq W[1]$. Since $U$ is a type-2 node in $T_{i+1}$, $UV = T[i:]$ and $UW = T[j:]$ for some $j > i$. Clearly, such a node is the only one which is the branching node. ▶

From Lemma 7, we know that new type-1 node is added at the insertion point if it is a type-2 node. The only other new type-1 node is the new leaf representing $T[i:]$.

Next, we consider the addition of the new branch from the insertion point. By Lemma 7, there are no type-1 nodes between the insertion point and the leaf for $T[i:]$ in $T_i$. Thus, any node $V$ in the new branch is a type-2 node and this node is added if $V[2:]$ is a type-1 node. This can be checked by ascending from leaf $T[i+1:]$ to $U[2:]$ where $U$ is the insertion point. Regarding the labels of the new branch, for any new node $V$ and its parent $W$, the label of
(W, V) edge is the same as the label of the first edge between W[2:|] and V[2:|]. The node V is a + node if V[2:|] is a + node or there is a node between W[2:|] and V[2:|]. Figure 4 (a) shows an illustration of the branch addition: V can be found by traversing the ancestors of \( i + 1 \) leaf. After we find the insertion point \( U = \text{rlink}(V, c) \), we add a new leaf \( i \) and type-2 nodes for each type-1 node between \( i + 1 \) leaf and \( V \).

Last, consider the addition of type-2 nodes when updating the insertion point \( U \) to a type-1 node. In this case, we add a type-2 node \( dU \) for any \( d \in \Sigma \) such that \( dU \) occurs in \( T[i:|] \).

**Lemma 8.** Let \( U \) be the insertion point of \( T_i \). Consider the case where \( U \) is a type-2 node in \( T_{i+1} \). Let \( Z \) be the nearest type-1 descendant of \( U \) and \( Y \) be the nearest type-1 ancestor of \( U \) in \( T_{i+1} \). For any node \( Q \) such that \( Q = \text{rlink}(Z, d) \) for some \( d \in \Sigma \), \( P = \text{rlink}(Y, d) \) is the parent of \( Q \) in \( T_{i+1} \) and there is a type-2 node \( R \) between \( P \) and \( Q \) in \( T_i \).

**Proof.** First, we prove that \( P \) is the parent of \( Q \) in \( T_{i+1} \). Assume on the contrary that \( P \) is not the parent of \( Q \). Then, there is a node \( Q[j:|] = dZ[j:|] = dZ[j - 1] \) for some \( |P| < j < |Q| \). Thus, \( Z[j:|] = dZ[j - 1] \) is a type-1 ancestor of \( Z \) and a type-1 descendant of \( Y \), however this contradicts the definition of \( Z \) or \( Y \).

Second, we prove that there is a type-2 node between \( P \) and \( Q \) in \( T_i \). Since \( U \) is a type-2 node in \( T_{i+1} \) and \( Q = dZ \) is a node in \( T_{i+1} \), \( dU \) occurs in \( T[i+1:|] \) but is not a node in \( T_{i+1} \). Since \( U \) is a type-1 node in \( T_i \), \( dU \) is a type-2 node \( T_i \).

See Figure 4 (b) for an illustration of type-2 nodes addition. It follows from Lemma 8 that we can find the position of new type-2 nodes by first following the reversed suffix link of the nearest type-1 descendant \( Z \) of \( U \) in \( T_{i+1} \). Then, we obtain the parent \( P \) of \( Z \), and obtain \( Y \) by following the suffix link of \( P \). The string depth of a new type-2 node \( R \) equal to the string depth of \( U \) plus one. We can determine whether \( R \) is a + node using the difference of the string depths of \( Y \) and \( U \). By Lemma 5, the total number of type-2 nodes added this way for all positions \( 1 \leq i \leq n \) is bounded by the number of type-1 and type-2 nodes in \( T_n \) for the whole text \( T \).

Algorithm 1 in Appendix shows a pseudo-code of our right-to-left linear-size suffix trie construction algorithm. For each symbol \( c = T[i] \) read, the algorithm finds the deepest node \( U \) in the path from the root to the last leaf for \( T[i+1:|] \) for which \( \text{rlink}(U, c) \) is defined, by walking up from the last leaf (line 5). If the insertion point \( \text{insertPoint} = \text{rlink}(U, c) \) is a type-1 node, the algorithm creates a new branch. Otherwise (if \( \text{insertPoint} \) is a type-2 node), then the algorithm updates \( \text{insertPoint} \) to type-1 and adds a new branch. The branch addition is done in lines 10–21.

Also, the algorithm adds nodes \( R \) such that \( R = \text{rlink}(\text{insertPoint}, d) \) for some \( d \in \Sigma \) in \( T_i \). The algorithm finds the locations of these nodes by checking the reversed suffix links of the nearest type-1 ancestor and descendant of \( \text{insertPoint} \) by using \( \text{createType2}(\text{insertPoint}) \).
Let \( Y \) be the nearest type-1 ancestor of \( \text{insertPoint} \) and \( Z \) be the nearest type-1 descendant of \( \text{insertPoint} \). For a symbol \( d \) such that \( \text{rlink}(Z,d) \) is defined, let \( P = \text{rlink}(Y,d) \) and \( Q = \text{rlink}(Z,d) \): the algorithm creates type-2 node \( R \) and connects it to \( P \) and \( Q \).

A snapshot of right-to-left LST construction is shown in Figure 8 of Appendix.

We discuss the time complexity of our right-to-left online LST construction algorithm. Basically, the analysis follows the amortization argument for Weiner’s suffix tree construction algorithm. First, consider the cost for finding the insertion point for each \( i \).

**Lemma 9.** Our algorithm finds the insertion point of \( T_i \) in \( O(\log \sigma) \) amortized time.

**Proof.** For each iteration, the number of type-1 and type-2 nodes we visit from the last leaf to find the insertion point is at most \( \text{depth}(L_{i+1}) - \text{depth}(U_i) + 1 \), where \( L_{i+1} \) is the leaf representing \( T[i+1:] \) and \( U_i \) is the insertion point for the new leaf representing \( T[i:] \) in \( T_i \), respectively, and \( \text{depth}(X) \) denotes the depth of any node \( X \) in \( T_i \). See also the lower diagram of Figure 3 for illustration. Therefore, the total number of nodes visited \( \sum_{1 \leq i < n} \text{depth}(L_{i+1}) - \text{depth}(U_i) + 1 \leq 2n \). Since finding each reversed suffix link takes \( O(\log \sigma) \) time, the total cost for finding the insertion points for all \( 1 \leq i \leq n \) is \( O(n \log \sigma) \), which is amortized to \( O(\log \sigma) \) per iteration.

Last, the computation time of a new branch addition in each iteration is as follows.

**Lemma 10.** Our algorithm adds a new leaf and new type-2 nodes between the insertion point and the new leaf in \( T_i \) in \( O(\log \sigma) \) amortized time.

**Proof.** Given the insertion point for \( T_i \), it is clear that we can insert a new leaf in \( O(\log \sigma) \) time. For each new type-2 node in the path from the insertion point and the new leaf for \( T[i:] \), there is a corresponding type-1 node in the path above the last leaf \( T[i+1:] \) (see also the lower diagram of Figure 3). Thus the cost for inserting all type-2 nodes can be charged to the cost for finding the insertion point for \( T_i \), which is amortized \( O(\log \sigma) \) per a new type-2 node by Lemma 9.

By Lemmas 9 and 10, we get the following theorem:

**Theorem 11.** Given a string \( T \) of length \( n \), our algorithm constructs \( \text{LST}(T) \) in \( O(n \log \sigma) \) time and \( O(n) \) space online, by reading \( T \) from the right to the left.

## 4 Left-to-right online algorithm

In this section, we present an algorithm that constructs the linear-size suffix trie of a text \( T \) by reading the symbols of \( T \) from the left to the right. Our algorithm constructs a slightly-modified data structure called the pre-LST defined as follows: The pre-LST \( \text{preLST}(T) \) of a string \( T \) is a subgraph of \( \text{SSTrie}(T) \) consisting of two types of nodes,

1. Type-1: The root, branching nodes, and leaves of \( \text{SSTrie}(T) \).
2. Type-2: The nodes of \( \text{SSTrie}(T) \) that are not type-1 nodes and their suffix links point to type-1 nodes.

The main difference between \( \text{preLST}(T) \) and \( \text{LST}(T) \) is the definition of type-1 nodes. While \( \text{LST}(T) \) may contain non-branching type-1 nodes that correspond to non-branching internal nodes of \( \text{SSTree}(T) \) which represent repeating suffixes, \( \text{preLST}(T) \) does not contain such type-1 nodes. When \( T \) ends with a unique terminal symbol \( \$ \), the pre-LST and LST of \( T \) coincide.

Our algorithm is based on Ukkonen’s suffix tree construction algorithm [23]. For each prefix \( T[:i] \) of \( T \), there is a unique position \( k_i \) in \( T[:i] \) such that \( T[k_i : i] \) occurs twice or more in \( T[:i-1] \) but \( T[k_i - 1 : i] \) occurs exactly once in \( T[:i] \). In other words, \( T[k_i - 1 : i] \) is
the shortest suffix of \( T[:i] \) that is represented as a leaf in the current pre-LST \( \text{preLST}(T[:i]) \), and \( T[k_i:i] \) is the longest suffix of \( T[:i] \) that is represented in the “inside” of \( \text{preLST}(T[:i]) \). The location of \( \text{preLST}(T[:i]) \) representing the longest repeating suffix \( T[k_i:i] \) of \( T[:i] \) is called the active point, as in the Ukkonen’s suffix tree construction algorithm. We also call \( k_i \) the active position for \( T[:i] \). Our algorithm keeps track of the location for the active point (and the active position) each time a new symbol \( T[i] \) is read for increasing \( i = 1, \ldots, n \).

We will show later that the active point can be maintained in \( O(\log \sigma) \) amortized time per iteration, using a similar technique to our pattern matching algorithm on LSTs in Lemma 3. In order to “neglect” extending the leaves that already exist in the current tree, Ukkonen’s suffix tree construction algorithm uses the idea of open leaves that do not explicitly maintain the lengths of incoming edge labels of the leaves. However, we cannot adapt this open leaves technique to construct pre-LST directly, since we need to add type-2 node on the incoming edges of some leaves. Fortunately, there is a nice property on the pre-LST so we can update it efficiently. We will discuss the detail of this property later. Below, we will give more detailed properties of pre-LSTs and our left-to-right construction algorithm.

Let \( P_i = \text{preLST}(T[:i]) \) be the pre-LST of \( T[:i] \). Our algorithm constructs \( P_i \) from \( P_{i-1} \) incrementally when a new symbol \( c = T[i] \) is read.

There are two kinds of leaves in \( \text{preLST}(T[:i]) \), the one that are \( + \)-nodes and the other ones that are not \( + \)-nodes. There is a boundary in the suffix link chain of the leaves that divides the leaves into the two groups, as follows:

\[ \text{Lemma 12.} \quad \text{Let } T[j:i] \text{ be a leaf of } P_i, \text{ for } 1 \leq j < k. \text{ There is a position } l \text{ such that } T[j:i] \text{ is a } + \text{-node for } 1 \leq j < l \text{ and not a } + \text{-node for } l \leq j < k_i. \]

**Proof.** Assume on the contrary there is a position \( j \) such that \( T[j:i] \) is not a \( + \)-node and \( T[j+1:i] \) is a \( + \)-node. Since \( T[j:i] \) is not a \( + \)-node, \( T[j:i-1] \) is a node. By definition, \( T[j+1:i-1] \) is also a node. Thus \( T[j+1:i] \) is not a \( + \)-node, which is a contradiction. \( \blacktriangleright \)

Intuitively, the leaves that are \( + \)-nodes in \( P_i \) are the ones that were created in the last step of the algorithm with the last read symbol \( T[i] \).

When updating \( P_{i-1} \) into \( P_i \), the active position \( k_{i-1} \) for \( T[:i-1] \) divides the suffixes \( T[j:i-1] \) into two parts, the \( j < k_{i-1} \) part and the \( j \geq k_{i-1} \) part. First, we consider updating the parts of \( P_{i-1} \) that correspond to \( T[j:i-1] \) for \( j < k_{i-1} \).

\[ \text{Lemma 13.} \quad \text{For any leaf } T[j:i-1] \text{ of } P_{i-1} \text{ with } j < k_{i-1} - 1, \text{ } T[j:i-1] \text{ is implicit in } P_i. \]

**Proof.** Consider updating \( P_{i-1} \) to \( P_i \). \( T[k_{i-1} - 1:i-1] \) cannot be a type-1 node in \( P_i \). Therefore, \( T[k_{i-1} - 2:i-1] \) is implicit in \( P_i \). \( T[j:i-1] \) for \( j < k_{i-1} - 1 \) are also implicit. \( \blacktriangleright \)

\[ \text{Figure 5} \] Illustration for updating the parts of \( P_{i-1} \) that correspond to \( T[j:i-1] \) for \( j < k_i \). The purple diamond shows the active point. The new \( + \) sign, node, and its suffix link are colored red.
Lemma 14. If $T[j : i - 1]$ is a leaf in $P_{i-1}$, then $T[j : i]$ is a $+$-leaf in $P_i$, where $1 \leq j < k_{i-1} - 1$.

Proof. Assume on the contrary that $T[j : i - 1]$ is a leaf in $P_{i-1}$ but $T[j : i]$ is not a $+$-leaf in $P_i$. Then $T[j : i - 1]$ is a node in $P_i$. Since $T[j : i - 1]$ is a leaf in $P_{i-1}$, $T[j : i - 1]$ cannot be a type-1 node in $P_i$. Moreover, $T[j + 1 : i - 1]$ is a leaf in $P_{i-1}$, thus $T[j + 1 : i - 1]$ cannot be a type-1 node in $P_i$, and $T[j : i - 1]$ cannot be a type-2 node in $P_i$. Therefore, $T[j : i - 1]$ is neither type-1 nor type-2 node in $P_i$, which contradicts the assumption.

Lemma 13 shows that we do not need to add nodes on the leaves of $P_{i-1}$ besides $T[k - 1 : i]$ leaf and Lemma 14 shows that we can update all leaves $T[j : i]$ for $l \leq j < k - 1$ to a $+$-leaf. Therefore, besides the leaf for $T[k - 1 : i]$, once we update a leaf to $+$ node, we do not need to update it again. Figure 5 shows an illustration of how to update this part.

Next, we consider updating the parts of $P_{i-1}$ that correspond to $T[j : i - 1]$ for $j \geq k_{i-1}$. If $T[k_{i-1} : i]$ exists in the current LST (namely $T[k_{i-1} : i]$ occurs in $T[: i - 1]$), then the $j \geq k_{i-1}$ part of the current LST does not need to be updated. Then we have $k_i = k_{i-1}$ and $T[k_i : i]$ is the active point of $P_i$. Otherwise, we need to create new nodes recursively from the active point that will be the parents of new leaves. There are three cases for the active point $T[k_{i-1} : i - 1]$ in $P_{i-1}$:

Case 1. $T[k_{i-1} : i - 1]$ is a type-1 node in $P_{i-1}$. Let $T[p : i]$ be the longest suffix of $T[k_{i-1} : i]$ that exists in $P_{i-1}$. Since $T[k_{i-1} : i - 1]$ is a type-1 node, $T[j : i - 1]$ is also a type-1 node for $k_{i-1} \leq j < p$. Therefore, we can obtain $P_i$ by adding a leaf from the node representing $T[j : i - 1]$ for every $k \leq j < p$, with edge label $c$ by following the suffix link chain from $T[k_{i-1} : i - 1]$. In this case, we only need to add one new type-2 node, which is $T[k_{i-1} - 1 : i - 1]$ that is connected to the type-1 node $T[k_{i-1} : i - 1]$ by the suffix link. Moreover, $p$ will be the active position for $T[: i]$, namely $k_i = p$.

Case 2. $T[k_{i-1} : i - 1]$ is a type-2 node in $P_{i-1}$. Similarly to Case 1, we add a leaf from the node representing $T[j : i - 1]$ for every $k_{i-1} \leq j < p$ with edge label $c$ by following the suffix link chain from $T[k_{i-1} : i - 1]$, where $p$ is defined as in Case 1. Then, $T[k_{i-1} : i - 1]$ becomes a type-1 node, and a new type-2 node $T[k_{i-1} - 1 : i - 1]$ is added and is connected to this type-1 node $T[k_{i-1} : i - 1]$ by the suffix link. Moreover, for any symbol $d$ such that $dT[k_{i-1} : i - 1]$ is a substring of $T[: i]$, a new type-2 node for $dT[k_{i-1} : i - 1]$ is added to the tree, and is connected by the suffix link to this new type-1 node $T[k_{i-1} - 1 : i - 1]$. These new type-2 nodes can be found in the same way as in Lemma 8 for our right-to-left LST construction. Finally, $p$ will become the active position for $T[: i]$, namely $k_i = p$.

Case 3. $T[k_{i-1} : i - 1]$ is implicit in $P_{i-1}$. In this case, there is a position $p > k_{i-1}$ such that $T[p : i - 1]$ is a type-2 node. We create new type-1 nodes $T[j : i - 1]$ and leaves $T[j : i]$ for $k \leq j < p$, then do the same procedure as Case 2 for $T[j : i - 1]$ for $p \leq j$.

Figure 6 shows an illustration of how to add new leaves. Algorithm 3 shows a pseudo-code of our left-to-right online algorithm for constructing LSTs. In Case 1 or Case 2, the algorithm checks whether there is an out-going edge labeled with $c = T[i]$, and performs the above procedures (lines 19–29). In Case 3, we perform readEdge to check if the active point can proceed with $c$ on the edge. The function readEdge returns the location of the new active point and sets mismatch = false if there is no mismatch, or it returns the mismatching position and sets mismatch = true if there is a mismatch. If there is no mismatch, then we just update the $T[j : i - 1]$ part of the current LST for $j < k_{i-1}$. Otherwise, then we create new nodes as explained in Case 3, by split in the pseudo-code.

A snapshot of right-to-left LST construction is shown in Figure 9 of the Appendix.
We discuss the time complexity of our left-to-right online construction for LSTs. To maintain the active point for each $T[i : i]$, we use a similar technique to Lemma 3.

▶ Lemma 15. The active point can be maintained in $O(f(n) + \log \sigma)$ amortized time per each iteration, where $f(n)$ denotes the time for accessing fastLink in our growing LST.

Proof. We consider the most involved case where the active point lies on an implicit node $W$ on some edge $(U, S)$ in the current LST. The other cases are easier to show. Let $r = |W| - |U|$, i.e., the active point is hanging off $U$ with string depth $r$. Let $Z$ be the type-2 node from which a new leaf will be created. By the monotonicity on the suffix link chain there always exists such a type-2 node. See Figure 7 for illustration. Let $p$ be the number of applications of fastLink from edge $(U, S)$ until reaching the edge $(V, Y)$ on which $Z$ lies. Since such a type-2 node $Z$ always exists, we can sequentially retrieve the first $r$ symbols with at most $r$ applications of fastLink by the same argument to Lemma 3. Thus the number of applications of fastLink until finding the next location of the active point is bounded by $p + r$. If $x$ is the number of (virtual) suffix links from $W$ to $Z$, then $p \leq x$ holds. Recall that we create at least $x + 1$ new leaves by following the (virtual) suffix link chain from $W$ to $Z$. Now $r$ is charged to the number of text symbols read on the edge from $U$, and $p$ is charged to the number of newly created leaves, and both of them are amortized constant as in Ukkonen’s suffix tree algorithm. Thus the number of applications of fastLink is amortized constant, which implies that it takes $O(f(n) + \log \sigma)$ amortized time to maintain the active point.

To maintain fastLink in our growing (suffix link) tree, we use the nearest marked ancestor (NMA) data structure [1] that allows marking, unmarking, and NMA query in an online manner in $O(\log n/\log \log n)$ time each, using $O(n)$ space on a dynamic tree of size $n$. By maintaining the tree of suffix links of edges enhanced with the NMA data structure, we have $f(n) = O(\log n/\log \log n)$ for Lemma 15. This leads to the final result of this section.

▶ Theorem 16. Given a string $T$ of length $n$, our algorithm constructs $LST(T)$ in $O(n(\log \sigma + \log n/\log \log n))$ time and $O(n)$ space online, by reading $T$ from the left to the right.
5 Conclusions and Future Work

In this paper we proposed a right-to-left online algorithm which constructs linear-size suffix trees (LSTs) in $O(n \log \sigma)$ time and $O(n)$ space, and a left-to-right online algorithm which constructs LSTs in $O(n(\log \log n + \log^2 \sigma / \log \log \log \sigma))$ time and $O(n)$ space, for an input string of length $n$ over an ordered alphabet of size $\sigma$. Unlike the previous construction algorithm by Crochemore et al. [7], our algorithms do not construct suffix trees as an intermediate structure, and do not require to store the input string. Fischer and Gawrychowski [12] showed how to build suffix trees in a right-to-left online manner in $O(n(\log \log n + \log^2 \sigma / \log \log \log \sigma))$ time for an integer alphabet of size $\sigma = n^{O(1)}$. It might be possible to extend their result to our right-to-left online LST construction algorithm. An improvement of the running time of left-to-right online LST construction is also left for future work.

Takagi et al. [22] proposed linear-size CDAWGs (LCAWG), which are edge-labeled DAGs obtained by merging isomorphic subtrees of LSTs. They showed that the LCAWG of a string $T$ takes only $O(e + e')$ space, where $e$ and $e'$ are respectively the numbers of right and left extensions of the maximal repeats in $T$, which are always smaller than the text length $n$. Belazzougui and Cunial [2] proposed a very similar CDAWG-based data structure that uses only $O(e)$ space. It is not known whether these data structures can be efficiently constructed in an online manner, and thus it is interesting to see if our algorithms can be extended to these data structures. The key idea to both of the above CDAWG-based structures is to implement edge labels by grammar-compression or straight-line programs, which are enhanced with efficient grammar-compressed data structures [14, 3]. In our online setting, the underlying grammar needs to be dynamically updated, but these data structures are static. It is worth considering if these data structures can be efficiently dynamized by using recent techniques such as e.g. [15].
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Supplementary Figures

Figure 8 A snapshot of right-to-left online construction of \( LST(T) \) with \( T = abaaba$ \) by Algorithm 1. The white circles show Type-1 nodes, the black circles show Type-2 nodes, and the rectangles show leaves. The reverse suffix links and its label are colored blue. The new branches and nodes are colored red.
Figure 9 A snapshot of left-to-right online construction of $LST(T)$ with $T = \text{abaaba}$ by Algorithm 3. The purple diamond and arrow represent the active point and its virtual position when reading the edge label. The suffix links are colored blue. The new branches and nodes are colored red. $k$ is the active position and $l$ is the boundary position for $+$-leaves and non-$+$ leaves defined in Lemma 12.
B Pseudo-codes

Algorithm 1: Right-to-left linear-size suffix trie construction algorithm.

```plaintext
1 child(⊥, c) := root for any $c \in \Sigma$; rlink(⊥, c) := root for all $c \in \Sigma$;
2 prevInsPoint := ⊥; prevLeaf := root; prevLabel := NULL;
3 for $i = n$ to 1 do
4   $c := T[i]$; $U :=$ prevInsPoint;
5     while rlink($U$, $c$) = NULL do $U :=$ parent($U$);
6       insertPoint := rlink($U$, $c$);
7       if type(insertPoint) = 2 then
8          createType2(insertPoint);
9          type(insertPoint) := 1;
10         create a leaf newLeaf;
11        $V :=$ prevLeaf; $U :=$ prevInsPoint; $Y :=$ newLeaf;
12       while rlink($U$, $c$) = NULL do
13          create a type-2 node $X$;
14          if $U =$ prevInsPoint then $a =$ prevLabel else $a =$ label($U$, $V$);
15          if +(V) = true or child($U$, $a$) ≠ $V$ then +(Y) := true;
16          child($X$, $a$) := $Y$; rlink($U$, $c$) := $X$; $Y :=$ $X$;
17          $V :=$ $U$;
18         repeat $U :=$ parent($U$) until type($U$) = 1;
19       if $U$ = ⊥ then $a = c$ else $a =$ label($U$, $V$);
20       if +(V) = true or child($U$, $a$) ≠ $V$ then +(Y) := true;
21       child(insertPoint, $a$) := $Y$;
22       prevInsPoint := insertPoint; prevLeaf := newLeaf; prevLabel := $a$;
```

Algorithm 2: createType2($U$).

```plaintext
1 Function createType2($U$)
2   $V :=$ $U$; $b =$ label($U$); $Z :=$ child($U$, $b$);
3   for $d$ such that rlink($Z$, $d$) ≠ NULL do
4     $Q :=$ rlink($Z$, $d$);
5     $P :=$ parent($Q$);
6     if slink($P$) ≠ NULL then
7        $a :=$ label($P$, $Q$);
8        $Y :=$ slink($P$);
9        create a type-2 node $R$;
10       child($P$, $a$) := $R$; child($R$, $b$) := $Q$;
11       if child($Y$, $a$) ≠ $U$ or +(child($Y$, $a$)) = true then +(R) := true;
12       if child($U$, $b$) ≠ $Z$ or +(child($U$, $b$)) = true then +(Q) := true;
```
Algorithm 3: Left-to-right linear-size suffix trie construction algorithm.

1. create root and ⊥: child(⊥, c) := root for any c ∈ Σ;
2. activePoint = root; i := 1; l := 1; k := 1;
3. while i ≤ n do
   4.     c := T[i];
   5.     if child(activePoint, c) ≠ NULL then
      6.         V := child(activePoint, c);
      7.         (U, i', mismatch) := readEdge((activePoint, V), i);
      8.         if type(activePoint) = 1 then
         9.             create a type-2 node W;
         10.            V := parent(leaf[k - 1]);
         11.           child(W, c) := leaf[k - 1]; child(V, label(V, leaf[k - 1])) := W;
         12.          +(W, c) := +(leaf[k - 1]); slink(W) := activePoint;
         13.        else +(leaf[k - 1]) := true;
         14.         while j ≠ k - 1 do +(leaf[l]) := true; l := l + 1;
         15.        if mismatch = false then
         16.            if +(U) = true then +(leaf[k - 1]) := true;
         17.        else split(U, activePoint, c, i, i');
         18.            activePoint := U; i := i';
         19.       else
         20.          if type(activePoint) = 2 then
         21.             createType2(activePoint); type(activePoint) := 1;
         22.          while l ≠ k - 1 do +(leaf[l]) := true; l := l + 1;
         23.             create a type-2 node W; V := parent(leaf[k - 1]);
         24.            child(W, c) := leaf[k - 1]; child(V, label(V, leaf[k - 1])) := W;
         25.             +(W, c) := +(leaf[k - 1]); slink(W) := activePoint;
         26.          while child(activePoint, c) = NULL do
         27.              create a leaf U;
         28.              child(activePoint, c) := U; slink(leaf[k - 1]) := U;
         29.           k := k + 1; leaf[k - 1] := U; activePoint = slink(activePoint);
    30.     else
    31.        return (U, i, false);

Algorithm 4: readEdge((U, V), i).

1. Function readEdge(U, V, i)
2.     while U ≠ V do
3.         c := T[i];
4.     if child(U, c) = NULL then return (U, i, true);
5.     else
6.         if +(child(U, c)) = true then
7.             (W, i, mismatch) := readEdge(fastLink(U, child(U, c)), i);
8.         if mismatch = true then return (W, i, true);
9.        U := W;
10.     else U := child(U, c); i := i + 1;
11.     return (U, i, false);
Algorithm 5: split(U, X, a, i, i').

1 Function split(U, X, a, i, i')
2 b = label(U, child(U)); c' := T[i'];
3 create a type-1 node W;
4 V := parent(leaf[k - 1]);
5 child(W, c) := leaf[k - 1]; child(V, label(V, leaf[k - 1])) := W;
6 +(W) := +(leaf[k - 1]); newNode := W;
7 k := k + 1; Y' := leaf[k - 1];
8 while X ≠ U do
9 if type(x) = 1 then Y := child(X, a);
10 d := STrieDepth(Y) − STrieDepth(X);
11 while d < i' − i do
12 X := Y; i := i + d;
13 Y := child(X); d := STrieDepth(Y) − STrieDepth(X);
14 if X ≠ U then
15 create a type-2 node Z; create a leaf Y'; a := label(X, Y');
16 child(X, a) := Z; child(Z, b) := Y; createType2(Z);
17 type(Z) := 1; child(Z, c') := Y';
18 if i' − 1 > 1 then +(Z) := true;
19 if d − (i' − 1) > 1 then +(Y) := true;
20 slink(newNode) := Z; slink(leaf[k − 1]) := Y';
21 k := k + 1; leaf[k − 1] := Y';
22 newNode := Z; X := slink(X);
23 slink(newNode) := U;

Algorithm 6: Fast pattern matching algorithm with the LST.

1 let P be a pattern and i be a global index.
2 Function fastMatching(P)
3 U := root; i := 1;
4 while i ≤ |P| do
5 if child(U, P[i]) ≠ NULL then
6 U := fastDecompact(U, child(U, P[i]));
7 if U = NULL then return false;
8 else return true;
9 return true;
10 Function fastDecompact(U, V)
11 while U ≠ V do
12 if child(U, P[i]) ≠ NULL then
13 if +(child(U, P[i])) = false then
14 U := child(U, P[i]);
15 i := i + 1;
16 else U = fastDecompact(fastLink(U), fastLink(child(U, P[i])�);
17 if i > |P| then return V;
18 else return NULL;
19 return V;
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Abstract

We consider two well-known related problems: Longest Repeated Substring (LRS) and Longest Repeated Reversed Substring (LRRS). Their streaming versions cannot be solved exactly; we show that only approximate solutions by Monte Carlo algorithms are possible, and prove a lower bound on consumed memory. For both problems, we present purely linear-time Monte Carlo algorithms working in $O(E + \frac{n}{E})$ space, where $E$ is the additive approximation error. Within the same space bounds, we then present nearly real-time solutions, which require $O(\log n)$ time per symbol and $O(n + \frac{n}{E} \log n)$ time overall. The working space exactly matches the lower bound whenever $E = O(n^{0.5})$ and the size of the alphabet is $\Omega(n^{0.01})$.
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1 Introduction

The streaming model of computation became popular in string processing during the last decade. In this model, there is no random access to the input: the input string of length $n$ arrives symbol by symbol and the space available to the algorithm is sublinear in $n$. In the design of algorithms for this model, the two main goals are minimization of the total space required and of the worst-case time in which a single symbol is processed (update time). If a problem can be solved only approximately, there is usually a trade-off between the approximation error and the required space/time. A wide use of Monte Carlo randomized algorithms is another distinctive feature of the streaming model.

Surprisingly, the exact pattern matching, which is the fundamental problem in stringology, can be solved in the streaming model very efficiently. The first efficient algorithm was presented by Porat and Porat [18]; soon after that Breslauer and Galil showed [3] that $O(\log m)$ space is enough to find all occurrences of a length-$m$ pattern in a length-$n$ text in real time (=constant update time), just with a small probability of false positive. More complicated pattern matching problems, like approximate or multiple matching, were also analysed [5, 6, 7, 12, 13, 19], as well as the related problem of estimating the Hamming distance between the pattern and length-$m$ substrings of the text [8].

Another class of string problems concerns the search of repetitions (periods, repeats, palindromes, etc). As shown in [11], a longest palindrome in a stream can be found approximately by a real-time Monte Carlo algorithm spending $O(M)$ words of memory,
where \( M = \frac{n}{2} \) for the additive error \( E \) and \( M = \frac{\log n}{\log(1 + \varepsilon)} \) for the multiplicative error \( 1 + \varepsilon \); matching lower bounds for the required space were also proved there. A longest palindrome with at most \( d \) errors can be found within the space and update time which are both polylog in \( n \) and inverse polynomial in the error [14].

In this paper, we consider the problem of finding the longest string occurring at least twice in the input (longest repeating substring, LRS) and the problem of finding the longest string occurring in the input together with its reversal (longest repeating reversed substring, LRRS). Solving LRS in the standard RAM model in linear time is a well-known application of the suffix tree, first mentioned in the pioneering paper by Weiner [21]. LRRS can be solved in the same way (e.g., by building the suffix tree for the reversal of the input string). Note that LRS and LRRS also admit efficient parallel algorithms [2]. However, in the streaming model these problems can be solved only approximately and only with high probability, as shown in Section 6. Our main contributions are Monte Carlo algorithms for both problems, solving them with an additive approximation error \( E \) in \( O(\frac{n}{2} + E) \) space. We give two algorithms for each problem; “simple” algorithms work in \( O(n) \) total time, but have the update time \( O(\frac{n}{2}) \), while more elaborate versions use \( O(n + \frac{n}{2} \log n) \) total time and allow updates in \( O(\log n) \) time. After preliminaries, we describe the main idea of reaching sublinear memory in Section 3, algorithms for LRRS in Section 4, algorithms for LRS in Section 5, and memory lower bounds in Section 6.

2 Model and Definitions

Let \( S \) denote a string of length \( n \) over an alphabet \( \Sigma = \{1, \ldots, N\} \), where \( N \) is polynomial in \( n \). We write \( S[i] \) for the \( i \)th symbol of \( S \) and \( S[i..j] \) for its substring (or factor) \( S[i]S[i+1] \cdots S[j] \); thus, \( S[1..n] = S \). A prefix (resp. suffix) of \( S \) is a substring of the form \( S[1..i] \) (resp., \( S[j..n] \)). A period of \( S \) is a positive integer \( p \) such that \( S[1..n−p] = S[p+1..n] \); here the string \( S[1..n−p] \) is a border of \( S \). The reversal of \( S \) is the string \( \bar{S} = S[n]S[n−1] \cdots S[1] \). If \( S = \bar{S} \), then \( S \) is a palindrome. A repeat in \( S \) is a pair of equal substrings \( S[i..i+l−1] = S[j..j+l−1] \), where \( i < j \); we denote repeats by the triples \( (i, j, l) \) and write \( L(S) \) for the maximum length of a repeat in \( S \). Similar, the condition \( S[i..i+l−1] = S[j..j+l−1], i ≤ j \), defines the reversed repeat \( (i, j, l) \) in \( S \); we write \( \bar{L}(S) \) for the maximum length of a reversed repeat in \( S \). Note that a palindrome \( S[i..i+l−1] \) is the reversed repeat \( (i, i, l) \); moreover, if \( i + l ≥ j − 1 \) for a reversed repeat \( (i, j, l) \), then \( S[i..j+l−1] \) is a palindrome of length \( l + j − i \). Thus the longest reversed repeat in \( S \) is either non-overlapping (the “left occurrence” \( S[i..i+l−1] \) ends before the “right occurrence” \( S[j..j+l−1] \) begins), or a palindrome.

We write log for the binary logarithm and \( a \mod b \) instead of \( (a − 1) \mod b + 1 \).

We work in the streaming model of computation: the input string \( S[1..n] \) (the stream) is read left to right, one symbol at a time, and cannot be stored, because the available space is sublinear in \( n \). The space is counted as the number of \( O(\log n) \)-bit machine words. The update time is the worst-case time spent between two reads.

An approximation algorithm for a maximization problem has additive error \( E \) if it finds a solution with the cost at least \( OPT − E \), where \( OPT \) is the cost of optimal solution; here \( E \) can be a function of the size of the input. For an instance LRS(\( S \)) of the LRS problem, \( OPT = L(S) \); similar for LRRS(\( S \)) and \( \bar{L}(S) \).

A Las Vegas algorithm always returns a correct answer, but its working time and memory usage on length-\( n \) inputs are random variables. A Monte Carlo algorithm gives a correct answer with high probability (at least \( 1 - \frac{1}{n} \)) and has deterministic working time and space.
Observation 1. A longest palindrome in a stream can be approximated in \(O\left(\frac{n}{p}\right)\) space and \(O(1)\) update time by Monte Carlo Algorithm A of [11], which is better than we can achieve for LRRS. So for an algorithm designed to solve LRRS it suffices to process only some reversed repeats (including all non-overlapping ones) in a stream; we assume that the algorithm for the longest palindrome is run in parallel, and the longer of two results is returned.

Karp–Rabin fingerprints [15] is a hash function widely used for streaming string algorithms. Let \(p\) be a fixed prime from the range \([p^{3+\alpha}, p^{4+\alpha}]\) for some \(\alpha > 0\), and \(r\) be a fixed integer randomly chosen from \(\{1, \ldots, p-1\}\). For a string \(S\), its forward hash and reversed hash are defined, respectively, as \(\phi^{F}(S) = \left(\sum_{i=1}^{n} S[i] \cdot r^{i}\right) \mod p\) and \(\phi^{R}(S) = \left(\sum_{i=1}^{n} S[i] \cdot r^{n-i+1}\right) \mod p\). Clearly, the forward hash of a string coincides with the reversed hash of its reversal; this fact is used to detect reversed repeats. The probability of hash collision for two strings of length \(m\) is at most \(m/p\); thus, a linear-time algorithm faces a collision with probability \(O(n^{-1-\alpha})\) by the choice of \(p\). All further considerations assume that no collisions happen. For an input stream \(S\), we denote \(F^{F}(i, j) = \phi^{F}(S[i..j])\) and \(F^{R}(i, j) = \phi^{R}(S[i..j])\). Hashes of substrings can be extracted in constant time from the hashes of prefixes, as the next observation shows.

Proposition 2 ([3]). The following equalities hold:
\[
F^{F}(i, j) = r^{-(i-1)}(F^{F}(1, j) - F^{F}(1, i-1)) \mod p,
F^{R}(i, j) = F^{R}(1, j) - r^{j-i+1}F^{R}(1, i-1) \mod p.
\]

For an input stream \(S\), the tuple \(I(i) = (i, F^{F}(i, i-1), F^{R}(i, i-1), r^{1-i} \mod p, r^{i} \mod p)\) is its \(i\)-th frame. The proposition below is immediate from definitions and Proposition 2.

Proposition 3. Given \(I(i)\) and \(S[i]\), the tuple \(I(i+1)\) can be computed in \(O(1)\) time.

Let \(T(S)\) denote the suffix tree of a length-\(n\) string \(S\). Recall that \(T(S)\) is the compressed trie of all suffixes of \(S\), has \(O(n)\) nodes and edges, and occupies \(O(n)\) words of memory; \(S\) is a part of the data structure. Edges are labelled by substrings of \(S\), each node is identified with the label of the path from the root to it. Not all substrings of \(S\) correspond to nodes; in general, substrings are addressed by positions. A position in the suffix tree is a pair \(pos = (v, \text{raise})\), where \(v\) is a node and \(\text{raise} \geq 0\). This position corresponds to the prefix of \(v\) of length \(|v| - \text{raise}\) and points to the “locus” in \(T(S)\) on the incoming edge of \(v\), \(\text{raise}\) symbols above \(v\). The walks on the tree are navigated by (direct) suffix links; for a node \(v\), \(\text{link}(v)\) is the longest proper suffix of \(v\). A similar link from an arbitrary position is called implicit suffix link and is not stored; computing such links is a crucial primitive for the work with suffix trees.

3 Reduction to Packed Repeats

The main difficulty of LRS and LRRS is that they are not local: the two occurrences of a repeat can be separated by as much as \(O(n)\) symbols. To avoid storing the whole input, we hash blocks of some fixed size \(b\), consider hashes as new symbols, called hashletters, and search for repeated strings of hashletters. We define direct trace and reversed trace of a stream \(S\), with the block size \(b\) and shift \(r\), as the strings
\[
P_{r,b} = F^{F}(r, r+b-1)F^{F}(r+b, r+2b-1) \cdots F^{F}(r+x_{r,b}b, r+(x_{r,b}+1)b-1) \text{ and}
Q_{r,b} = F^{R}(r+x_{r,b}b, r+(x_{r,b}+1)b-1) \cdots F^{R}(r+b, r+2b-1)F^{R}(r, r+b-1),
\]
respectively, where \(x_{r,b} = \left\lfloor \frac{|S|+1-r}{b} \right\rfloor - 1\) and the alphabet is \(0, \ldots, p-1\).
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Let us fix b and consider only the traces with block size b and shifts r = 1, ..., b, writing \( P_r, Q_r, x_r \) instead of \( P_{r,b}, Q_{r,b}, x_{r,b} \); the traces \( P_b, Q_b \) are called main. We say that a substring \( S[l..t] \) is contained in the traces \( P_r \) and \( Q_r \) if \( l \equiv_b r \) and \( t - l + 1 \equiv_b 0 \). This condition means that \( S[l..t] \) can be partitioned into blocks such that the corresponding hashletters after the forward (resp., backward) hashing constitute a substring of the trace \( P_r \) (resp., \( Q_r \)).

We store only the main trace (\( P_b \) for LRS and \( Q_b \) for LR LRS) and search for repeats with the left occurrence contained in the main trace. We call these repeats packable. By the length argument, the right occurrence of a packable repeat can also be contained in some trace. Long packable repeats approximate the solutions for LRS and LR LRS:

**Observation 4.** For each repeat (reversed repeat) \((i, j, l)\) such that \( l > 2b - 2 \), a stream \( S \) contains a packable repeat (resp., packable reversed repeat) \((i', j', l')\) such that \( l' \geq l - 2b + 2 \). Namely, take \( i' = \lceil \frac{i}{b} \rceil b, j' = j + l' - i, l' = \lfloor \frac{l + i'}{b} \rfloor b \).

A packed repeat in a string \( S \), denoted by a quadruple \((r, i_1, i_r, k)\), is a pair of equal substrings \( P_b[i_1..i_1+k-1] = P_b[i_r..i_r+k-1] \), where \( i_1 < i_r \) and \( 1 \leq r \leq b \) (see Fig. 1). Similar, a packed reversed repeat is a pair \( Q_b[x_r+2-i_1..x_r+3-i_1-k] = P_b[i_r..i_r+k-1] \).

**Observation 5.** If \((i, j, l)\) is a packable repeat (packable reversed repeat), then the tuple \((j \mod b, i/b, [j/b] + 1, l/b)\) is a packed repeat (packed reversed repeat). Conversely, if \((r, i_1, i_r, k)\) is a packed repeat (packed reversed repeat), then \((i/b, (i_r - 1)b + r, kb)\) is a packable repeat (resp., packable reversed repeat), up to a hash collision.

![Figure 1](image)

\( S \) Traces and packed repeats. Left: packable repeat \((4, 19, 8)\) and its packed repeat \((3, 1, 5, 2)\) (colored). Right: hashletters available in all direct traces after reading \( S[17] \) (colored).

Due to Observations 4, 5, we reduced the initial problems to the problems of finding a longest packed repeat and a longest packed reversed repeat in a stream; their solutions will solve, w.h.p., LRS and LRRS with an additive error less than \( 2b \). By Observation 1, the algorithm for packed reversed repeats can skip some of them if the corresponding packable reversed repeats are overlapping.

A hashletter has the form \( F^F(j, j + b - 1) \) or \( F^R(j, j + b - 1) \). This hashletter becomes available when we read the symbols \( S[j], S[j+1],...,S[j+b-1] \), i.e., after reading \( S[j+b-1] \). Hence, after each read, starting from \( S[k] \), a new hashletter becomes available for one trace and one reversed trace. To compute this hashletter \( F^F(j, j + b - 1) \) or \( F^R(j, j + b - 1) \) it is sufficient to know the frames \( I(j+b) \) and \( I(j) \). Before reading \( S[i] \) we store \( I(i-b+1), I(i-b+2),...,I(i) \). The numbers of these frames are all distinct modulo \( b \), so the frames can be stored in a cyclic queue of length \( b \). The prefix of the trace \( P_r \) (resp., the suffix of \( Q_r \)) available after reading \( S[i] \) is denoted by \( P_r^i \) (resp., \( Q_r^i \)). Note that \( P_r^i = P_r[1..\lfloor \frac{i-r+1}{b} \rfloor] \), similar for \( Q_r^i \).
4 Search of a Longest Reversed Repeat

We first approach LRRS. By Observation 1, it is sufficient to analyse any set of reversed repeats which includes all non-overlapping ones. If a reversed repeat is non-overlapping, then the packable reversed repeat obtained from it (Observation 4) is also non-overlapping.

Let us define the packed counterpart of non-overlapping repeats. A handy repeat is a packed reversed repeat \((r, i, i, r, k)\) such that its left occurrence is a substring of \(Q_i^{r, b-1}\).

> Lemma 6. For a non-overlapping packable reversed repeat, the corresponding packed reversed repeat is handy.

**Proof.** Let \((i, j, l)\) be a non-overlapping packable reversed repeat; the corresponding packed reversed repeat is \((j \mod b, i/b, \lfloor j/b \rfloor + 1, l/b)\) by Observation 5. Its left occurrence is contained in \(Q_i^{l-1}\), and \(i + l - 1 < j - 1 < (\lfloor j/b \rfloor + 1)b - 1\), so it is handy by definition. \(\blacksquare\)

By Lemma 6, to get the desired approximation to LRRS it is enough to find the longest handy repeat in \(S\). We use Weiner’s algorithm [21] to maintain a dynamic suffix tree for \(Q_b\) which equals \(T(Q_i^i)\) after processing \(S[j]\), for each \(j \leq n\). Processing a symbol \(S[i]\), we add a new hashletter to the trace \(P_r\), where \(r = (i+1) \mod b\), and find the longest handy repeat, the right occurrence of which is a suffix of \(P_r^{r-1}\); we denote this suffix by \(suff_r^{i-1}\). Since the repeat is handy, the last hashletter of the left occurrence is added to the tree before the first hashletter of the right occurrence becomes available. This condition implies that if the repeat is longer than one hashletter, it extends a handy repeat found on the iteration \(i - b\).

> Observation 7. By definition of a handy repeat, the condition \(P_r^n = P_r^{r-1}\) implies \(suff_r^{i-1} = suff_r^{i-1}\). Hence \(suff_r^{i-1} = suff_r^{i-1}\) whenever \(i + 1 \equiv b\). That is, the update of the main trace \(Q_b\) does not affect the longest handy repeat ending with a suffix of \(P_r^n\).

For each \(r = 1, \ldots, b\), we maintain the position of the string \(suff_r^{i-1}\) in the tree \(T(Q_i^i)\). This position is denoted by \(pos_r^{i-1}\).

> Observation 8. The equality \(suff_r^{i-1} = suff_r^{i-1}\) stated in Observation 7 does not necessarily imply \(pos_r^{i-1} = pos_r^{i-1}\). Namely, these pairs are equal if and only if it is still valid to refer to the position of \(w = suff_r^{i-1}\) in the tree \(T(Q_i^i)\) with the pair \(pos_r^{i-1} = (v, \text{raise})\). However new nodes can appear during the last update of the tree, splitting the incoming edge of \(v\) such that the position of \(w\) will be above some ancestor of \(v\). Still, if we go up by \(\text{raise}\) symbols from the node \(v\), we will reach the position of \(w\).

After reading \(S[i]\), we need to compute \(pos_r^{i-1}\), where \(r = (i+1) \mod b\). We may suppose that we have computed \(pos_r^{i-1}\) after reading \(S[i - b]\). By Observation 8, one can get \(pos_r^{i-1}\) from \(pos_r^{i-1} = (v, \text{raise})\) walking up the tree from \(v\) to the lower end of the edge containing the position which is \(\text{raise}\) symbols above \(v\).

> Proposition 9. If \(i + 1 \equiv b\), the longest proper prefix of \(suff_r^{i-1}\) is a suffix of \(suff_r^{i-1}\).

**Proof.** Let \((r, i, i + 1, k)\), \(k \geq 1\), be the handy repeat corresponding to \(suff_r^{i-1}\). The longest proper prefix of \(suff_r^{i-1}\) corresponds to the handy repeat \((r, i + 1, i + 1 - k + 1, k - 1)\); its right occurrence ends at the position \(i + 1 - k + 1\) and thus is a suffix of \(P_r^{i-1}\). Then this occurrence is a suffix of \(suff_r^{i-1}\) by definition. By Observation 7, \(suff_r^{i-1} = suff_r^{i-1}\). \(\blacksquare\)

By Proposition 9, we can find the position \(pos_r^{i-1}\) in the tree \(T(Q_i^i)\) as follows: take the longest suffix \(w\) of \(suff_r^{i-1}\) such that its position in the tree has a transition by the hashletter \(a = F^r[i-b+1, i]\) and follow this transition to get \(pos_r^{i-1}\); if the root of \(T(Q_i)\) has no transition by \(a\), \(pos_r^{i-1}\) coincides with the root. To find \(w\), we scan suffixes of \(suff_j^{i-1}\) in the order of
Theorem 10. There is an algorithm solving, w.h.p., LRRS in a stream with a given additive error $E = O(n^{0.99})$ in $O\left(\frac{n}{b} + E\right)$ space, $O(n)$ total time, and $O\left(\frac{n}{b}\right)$ update time.

Proof. Let us fix $b = \lceil \frac{n}{2} \rceil$ and write $T_i$ for the suffix tree $T(Q_{i})$. Here we present Algorithm 1 which finds, w.h.p., the longest handy repeat with the block size $b$ in a length-$n$ stream $S$ within the space and time bounds stated in the theorem. Comparing the corresponding packable repeat with the longest palindrome in $S$ found by [11, Algorithm A] and taking the longer of two, we obtain, w.h.p., the solution for LRRS($S$) with the error, space, and time bounds as in the theorem; see Observations 1, 4, 5, and Lemma 6.

During the algorithm we maintain a suffix tree $T_i$ an array $\text{pos}[1..b]$ of positions in $T_i$, an array $SI[1..b]$ of recent frames and the last frame $I$. By $i$th iteration we mean all operations starting with the read of $S[i]$ and preceding the read of $S[i+1]$. After $(i-1)$th iteration, $T = T_{i-1}$, $\text{pos}[r]$ contains the latest computed value of $pos^i_r$ (i.e., $j \geq i-b$ for each $r$), and $SI$ contains the frames $I(j)$ for $j = i-b+1, \ldots, i$ such that $I(j)$ is stored in $SI[(j-1) \mod b]$. The $i$th iteration looks as follows:

Algorithm 1: Algorithm AdditiveReversedRepeat, $i$th iteration ($i \geq b$).

1. $r = i \mod b + 1$
2. read $S[i]$; compute $I(i+1)$ from $I(i)$; $I = I(i+1)$
3. compute $FF = FF(i-b+1, i)$ from $I$ and $SI[r]$
4. update $\text{pos}[r] = pos^i_{r-b}$ to $pos^i_{r-1}$ by walking up
5. compute $\text{pos}[r] = pos^i_r$ by traversing $T$ from $pos^i_{r-1}$ by the hashletter $FF$
6. update answer by the value determined by $\text{pos}[r]$
7. if $r = b$ then
8. compute $FR = FR(i-b+1, i)$ from $I$ and $SI[r]$
9. update $T$ to $T_i$, appending $FR$ by Weiner’s algorithm
10. $SI[r] = I$

The update of $\text{pos}[r]$ in lines 4-5 is correct by Observation 8 and Proposition 9. In order to update the answer in line 6, we store in each node of the suffix tree its string depth $sd$ (the length of the corresponding string). Then the new value $(v, \text{raise})$ of $\text{pos}[r]$ gives us the length of the corresponding handy repeat as $sd(v) - \text{raise}$. From the length and the number of the iteration we get the right occurrence of the repeat. To find the left occurrence, recall that the edge of a suffix tree with the lower end $v$ is labeled by the last position of an occurrence of $v$ in the string; subtracting $sd(v) - 1$ from this position, we get the first position of the left occurrence of the repeat. Thus Algorithm 1 correctly computes the longest handy repeat. Consider its time/space costs. The suffix tree is of size $O(\frac{n}{b})$, both the array of positions and the array of frames are of size $O(E)$, giving the required space bound.

We store transitions in the suffix tree in a single hash table with the pair (node, symbol) as the key, using the dynamic perfect hashing [10]. This method provides a dictionary with constant-time lookup; with probability at least $1 - \frac{1}{n}$ all updates work in constant time as well. If an update takes more than a prescribed constant time, we output a “repeat” $(1,1,n)$ and stop. This results in an improbable error on the same side as the error caused by a hash collision. Thus the descents in the suffix tree require constant time per edge.
At an iteration, potentially heavy computations are in the lines 5 and 9. Each of them, in the worst case, requires the time proportional to the size of the suffix tree, i.e., $O(\frac{n}{p})$. Note that line 4 requires a constant number of operations because Weiner’s algorithm adds to the tree at most one internal node per iteration.

To estimate the total time, count the total number of elementary operations in each of the lines 5 and 9 during all iterations. In line 9, a suffix tree is built for a string of length $O(\frac{n}{p})$ over a polynomial alphabet ($p$ is polynomial in $n$ and thus in $\frac{n}{p}$). This can be done in $O(\frac{n}{p})$ time using the hash table. Now consider line 5, grouping all iterations with the same trace $P_r$. Consider the evolution of the string depth of $pos[r]$. Initially, $sd = 0$. Each suffix link transition decreases it by 1; it can increase by 1 once per iteration, if the transition by the current symbol is found. Hence the total number of suffix link transitions is $O(\frac{n}{p})$, constant time per each. Finally compute the number of descents which follow suffix link transitions. Consider the tree depth $td$ of $pos[r]$. Initially, $td = 0$, and $td$ is bounded by the depth of the tree, which is $O(\frac{n}{p})$. A suffix link transition decreases $td$ by at most 1; each ascent in line 4 decreases it by 1; updates of the tree do not decrease it. Since the total number of ascents in lines 4 and suffix link transitions in line 5 is $O(\frac{n}{p})$, the total number of descents is $O(\frac{n}{p})$ as well. Summing over all traces, we get the total time $O(n)$, as required.

Thus, LRRS can be solved within the space/time costs stated in the theorem.

Next we modify Algorithm 1 to avoid slow updates.

\textbf{Theorem 11.} There is an algorithm solving, w.h.p., LRRS in a stream with a given additive error $E = O(n^{0.99})$ in $O(\frac{n}{p} + E)$ space, $O(n + \frac{n}{p} \log n)$ total time, and $O(\log n)$ update time.

\textbf{Proof.} Algorithm 1 has two heavy parts: updating the suffix tree and searching in it. For the first part, we replace Weiner’s construction with its modification by Amir et al. [1]. This modification can work with the polynomial integer alphabet and has $O(\log n)$ update time and $O(n \log n)$ total time, thus adding $\frac{n}{p} \log n$ to the total time cost of our algorithm.

We should note that the algorithm by Amir et al. makes no use of suffix links; instead, the positions where to add new suffixes are determined through queries to the “balanced indexed structure” (BIS). BIS is capable of finding such a position in $O(\log |T|)$ time; in addition, it can find the longest common prefix of an arbitrary string with $T$, also in $O(\log |T|)$ time. This allows us to build direct suffix links of new nodes within the same time bounds.

The search will use delayed operations. For each shift $r = 1, \ldots, b$ we maintain a “conveyor” $C_r$, consisting of the position $pos = pos[r]$ in the tree $T$, a queue $queue$ of hashletters awaiting processing (it can be viewed as a suffix of the string $P_r$), and a flag $flag$ set to 0 if the algorithm should skip the update of the answer with the current value of $pos$. One iteration of our algorithm is shown below.

A new hashletter is added to the current conveyor in line 3; the function $lazyProcess$, called in line 4, performs two delayed transitions in $T$ (by suffix links or by queue symbols). If only one transition is available (by the only queue symbol), one transition is performed.

Let $C = C_r$ be the current conveyor, $maxlen$ be the maximum string depth among all positions $pos$ seen in $C$ (= the length of the longest handy repeat with the right occurrence in $P_r$, found so far). After each call to $lazyProcess$, the following semi-invariant is kept: $balance = maxlen - sd(pos) - 2|queue| \geq 0$. Adding a symbol to $queue$ decreases $balance$ by 2; a suffix link transition increases it by 1. A transition by a symbol updates $pos$ and so is followed by a deletion from $queue$; thus it increases $balance$ by 1 or even by 2 (if the new $pos$ changes $maxlen$). Thus if $lazyProcess$ performed two transitions, then $balance$ has not decreased, and if there was one transition, then $|queue| = 0$ and $balance \geq 0$ by definition.
Algorithm 2: FastAdditiveReversedRepeat, $i$th iteration ($i \geq b$).

1: $r = i \mod b + 1$
2: read $S[i]$; compute $I(i + 1)$ from $I(i); I = I(i + 1)$
3: compute $FF = F^F(i - b + 1, i)$ from $I$ and $SI[r]$; put $(C_r, FF)$
4: $C_r = lazyProcess(C_r); \text{flag} = |\text{queue}| \text{is empty}$
5: if $\text{flag} = 1$ then
6: update $answer$ by value determined by $C_r$
7: if $r = b$ then
8: compute $FR = F^R(i - b + 1, i)$ from $I$ and $SI[r]
9: update $\mathcal{T}$ to $\mathcal{T}_i$, appending $FR$ and building suffix links using BIS
10: $SI[r] = I$

Because of the semi-invariant, $|\text{queue}| > 0$ implies $sd(pos) + |\text{queue}| < maxlen$. This means that after processing the whole queue both maxlen and the longest handy repeat cannot be updated. Hence at the end of an iteration $\text{flag}$ is set to 0 if $|\text{queue}| > 0$ and to 1 otherwise.

Observation 12. Between the iteration when a hashletter was added to a queue, and an iteration when it was processed to get $pos$, the suffix tree can be updated, and a wrong (too deep) $pos$ can be found. However, while the queue is nonempty, the answer is not updated because $\text{flag} = 0$. When it becomes empty, the position $pos$ will be correct, since the newest symbol in the queue appeared after the last update of $\mathcal{T}$.

Observation 12 implies that Algorithm 2 performs exactly the same updates of the answer as Algorithm 1, and hence is correct. Now consider its time and space costs.

We cannot store $\text{queue}$ explicitly due to memory restrictions. Instead, we factorize the string $\text{queue}$ into a prefix (or head) $\text{head}$ and a suffix (or tail) $\text{tail}$, storing them separately. We use four words of memory in total and support three operations in $\mathcal{O}(1)$ time: append a symbol to $\text{tail}$; delete the first symbol of $\text{head}$; set $\text{head}$ to $\text{tail}$ if $\text{head}$ is empty. This provides full functionality of a queue; let us consider details.

The tail is stored as the position $posT = (v, \text{raise})$ of the string $\text{tail}$ in the tree $\mathcal{T}$. The head is represented by two numbers $L$ and $R$ such that the interval $[L..R]$ of the main trace $Q_b$ equals $\text{head}$; recall that $Q_b$ is a part of the suffix tree data structure. To delete the first hashletter from the queue, we increment $L$ by 1. If now $L > R (= \text{the head is empty})$, we compute the interval of $Q_b$ equal to $\text{tail}$: if $posT = (v, \text{raise})$, the incoming edge of $v$ is marked by the last position $x$ of an occurrence of $v$ is $Q_b$, so $\text{tail} = Q_b[x - sd(v) + 1..x - \text{raise}]$. Then we set $[L..R]$ to this interval and $posT$ to $(\text{root}, 0)$, thus moving $\text{tail}$ to $\text{head}$.

To add a hashletter $c$ to the queue, we try to make a transition by $c$ from $posT$. If it succeeds, we just update $posT$ with the position reached. If it fails, the string $\text{tail} \cdot c$ does not occur in $Q_b$ and we update the current conveyor as follows: $pos = posT; posT = (\text{root}, 0); L = R$ points to an occurrence of $c$. If there is no such occurrence, we put $pos = posT = (\text{root}, 0); L = R = -1$. The justification for such an update is Observation 12: since $maxlen$ cannot be updated before the queue is emptied, we abandon the currently processed update of $pos$ and skip some subsequent updates which cannot lead to the update of the answer (because $\text{flag} = 0$); then we use the tail (without the new symbol) to define the new value of $suff_r$.

Next we optimize the computations in the suffix tree using the dynamic weighted ancestor tree (DWAT) structure [17] for $\mathcal{T}$, which is maintained in parallel with $\mathcal{T}$; this tree has the size $\mathcal{O}(|\mathcal{T}|)$, and its update requires $\mathcal{O}(\log^2 \log |\mathcal{T}|)$ time per one update of the suffix tree.
DWAT was used to find implicit suffix links in the suffix tree for the order-preserving model [9] as follows: descend to the nearest node, follow its suffix link, and ascend using one $O(\log \log |T|)$-time query to DWAT. If we adopt this line, the total time spent by the algorithm will increase to $\Theta(n \log \log n)$. To avoid this, we exploit the following trick. First we try to find the implicit link by the usual procedure: ascend to a nearest node, follow suffix link, and descend the same distance. If after $\log \log |T|$ operations we have not reached the destination edge, we abandon this try and find the link querying DWAT. This approach allows us to unite both bounds: $O(\log \log n)$ update time from DWAT and $O(|T|) = O(\frac{n}{2})$ total time for each conveyor, which gives $O(n)$ in total for all conveyors.

With all these optimizations, Algorithm 2 works in the same space as Algorithm 1; the update time is dominated by $O(\log n)$ for the suffix tree update (line 8), including the update of DWAT; lazyProcess (line 4) requires only $O(\log \log n)$ time per iteration, as shown above.

The total time of the tree update (including DWAT) is $O(\frac{n}{2} \log n)$; summing this with the bound $O(n)$ for all conveyors, we get the result of the theorem.

\[ \text{Algorithm 2:} \text{Improved Ukkonen algorithm.} \]

#### Remark 13.

The heaviest operation in Algorithm 2 is the update of the suffix tree. However, in the literature we found no algorithm which gives better worst-case update time and is suitable for a polynomial integer alphabet. E.g., the algorithm by Breslauer and Italiano [4] has $O(\log \log n)$ update time, but only for constant alphabets, while the algorithm of Kopelowitz [16] is based on the y-fast trie [22], which has $O(\log n)$ worst-case update time.

### 5 Search of a Longest Repeat

Now we approach LRS. A simple solution is very close to Algorithm 1; in fact it is easier, because we do not need to take a special care about overlapping repeats: a symbol in the right occurrence of a repeat becomes available later than its counterpart from the left occurrence no matter whether the repeat is overlapping or not. It is enough to make the following changes in Algorithm 1: (i) use $P_b$ instead of $Q_b$, (ii) build suffix tree left to right by Ukkonen’s algorithm [20], enhanced with the dynamic perfect hashing, instead of Weiner’s algorithm (line 9; line 8 is no longer needed), and (iii) redefine $\text{suff}_i^r$ to be the longest suffix of $P^r_i$ occurring in $P^{r-t}_b$. This gives us

\[ \text{Algorithm 3:} \text{Improved Weiner algorithm.} \]

#### Theorem 14.

There is an algorithm solving, w.h.p., $\text{LRS}$ in a stream with a given additive error $E = O(n^{0.99})$ in $O(\frac{n}{E} + E)$ working space, $O(n)$ total time, and $O(\frac{n}{E})$ update time.

However, there is a problem with enhancing this algorithm to get better update time. Namely, each iteration of Weiner’s algorithm produces exactly one leaf and at most one internal node, while in Ukkonen’s algorithm the number of new nodes at one iteration can be linear in the size of the tree. Hence for some updates of the tree $T$ the time $\Theta(|T|)$ can be inevitable (postponed updates may affect the search results). Instead, we work with $Q_b$ and $Q_r$, comparing reversed strings of “reversed” hashletters. This allows us to stick to Weiner’s construction and prove an analog of Theorem 11.

#### Theorem 15.

There is an algorithm solving, w.h.p., $\text{LRS}$ in a stream with a given additive error $E = O(n^{0.99})$ in $O(\frac{n}{E} + E)$ space, $O(n + \frac{n}{E} \log n)$ total time, and $O(\log n)$ update time.

We define $\text{pref}^i_r$ be the longest prefix of $Q^r_i$ occurring in $Q^{r-t}_b$, and redefine $\text{pos}^i_r$ to be the position of $\text{pref}^i_r$ in the current tree $T(Q^i_b)$. Similar to Observation 7, we get

#### Observation 16.

One has $\text{pref}^{i-1}_r = \text{pref}^{-b}_r$ whenever $i + 1 \equiv_h r$. 

---
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As with reversed repeats, after reading \( S[i] \) we take \( r = (i+1) \mod b \) and compute \( pos_r^{-1} \) from \( pos_r^{-b} = (v, \text{raise}) \) walking up the tree until the edge with the position \( \text{raise} \) symbols above \( v \) will be found. After this we compute \( pos_r \), using a direct analog of Proposition 9.

**Proposition 17.** The longest proper suffix of \( \text{pref}_r \) is a prefix of \( \text{pref}_r^{-1} \).

**Proof of Theorem 15.** We define the block size \( b = \lceil \frac{E}{2} \rceil \) and write \( T_j \) for the suffix tree \( T(Q_j^b) \). Algorithm 3 is presented below.

**Algorithm 3 : FastAdditiveRepeat, \( i \)th iteration \((i \geq b)\).**

1: \( r = i \mod b + 1 \)
2: read \( S[i] \); compute \( I(i+1) \) from \( I(i) \); \( I = I(i+1) \)
3: compute \( FR = F^R(i-b+1, i) \) from \( I \) and \( SI[r] \)
4: update \( pos[r] = pos_r^{-b} \) to \( pos_r^{-1} \) by walking up
5: compute \( pos[r] = pos_r \) as longest prefix of \( FR \cdot \text{pref}_r^{-1} \) that exists in \( T \)
6: update answer by the value determined by \( pos[r] \)
7: if \( r = b \) then
8: update \( T \) to \( T_i \), appending \( FR \) and building suffix links using BIS
9: \( SI[r] = I \)

Line 4 requires \( O(1) \) time, since only one internal node can appear in \( T \) between the corresponding iterations; line 8 requires \( O(\log n) \) time per iteration and thus \( O(\frac{n}{E} \log n) \) in total (see Algorithm 2). It remains to explain the computation in line 5. As in Theorem 11, we use two different ways to benefit from both good total time and good update time.

One way is to use hard inverse links, which are inverses of suffix links (i.e., link a node \( u \) to all nodes of the form \( au \) where \( a \) is a symbol). Clearly, they can be added to the tree simultaneously with suffix links and stored in a hash table similar to the one used for transitions by letters. To compute \( pos_r \), one walks up the tree from the position \( pos_r^{-1} \) until a node with a defined hard inverse link by the hash letter \( FR \) is reached, follows this link, and possibly walks some letters down inside one edge (however, the number of operations needed to compute the length of descent equals, in the worst case, the number of nodes passed on ascent). Note that one step up decreases the tree depth of a node by 1, the transition by hard link cannot increase it more than by 1, and the descent inside one edge does not affect it. Thus the total number of steps up in processing of a fixed trace is \( O(\|T\|) \). This gives us \( O(n) \) total time for all computations in line 5.

The second way is to use a one \( O(\log n) \)-time query to BIS. Finally, the solution is to perform \( \log n \) steps of the search in the tree, and if the requires position is not found, query BIS. This gives us both \( O(n) \) total time and \( O(\log n) \) update time.

**6 Lower Bounds**

In this section we use Yao’s minimax principle [23] to show the lower space bounds to the LRS problem, where the input length \( n \) and the input alphabet \( \Sigma \) are given; we use the notation \( LRS_{\Sigma,\|n\|} \). For LRRS, the same results can be obtained by straightforward adaptations of theorems from [11, Section 2], so we omit them. For LRS, the proofs of Lemma 20 and Theorem 22 also follow the scheme from [11], while Theorem 19 and Lemma 21 are proved by different arguments.
Theorem 18 (Yao’s principle). Let \( \mathcal{X} \) be the set of inputs for a problem, \( \mathcal{A} \) be the set of all deterministic algorithms solving it, and \( c(a, x) \geq 0 \) be the cost of running \( a \in \mathcal{A} \) on \( x \in \mathcal{X} \).

Let \( p \) be a probability distribution over \( \mathcal{A} \), and let \( A \) be an algorithm chosen at random according to \( p \). Let \( q \) be a probability distribution over \( \mathcal{X} \), and let \( X \) be an input chosen at random according to \( q \). Then \( \max_{x \in \mathcal{X}} E[c(A, x)] \geq \min_{a \in \mathcal{A}} E[c(a, X)] \).

First we prove that any Las Vegas online algorithm solving LRS with a given additive error needs at least linear space and thus cannot be used for streaming. For Las Vegas algorithms, the class \( \mathcal{A} \) consists of all correct algorithms, and \( c(a, x) \) is the memory usage.

Theorem 19. Let \( A \) be a Las Vegas streaming algorithm solving the problem \( \text{LRS}_{\Sigma}[n] \) with an additive error \( E \leq 0.49n \) using \( s(n) \) bits of memory. Then \( E[s(n)] = \Omega(n \log |\Sigma|) \).

Proof. We give the proof for \( \Sigma = \{0, 1\} \) to simplify computations. It can be extended for arbitrary alphabet by encoding letters by binary strings of uniform length. Let \( \mathcal{P} \) be the uniform distribution over all strings of even length \( n \). Consider an arbitrary deterministic algorithm \( D \), solving LRS with an additive error \( E \). An input \( z \) is “good” if \( D \) spends at most \( 0.004n \) bits of memory on it, and “bad” otherwise. First assume that at least half of inputs are good. Then good inputs cover at least half, or \( 2^{0.5n-1} \), possible prefixes of length \( n/2 \) of inputs. After reading such a prefix of a good input, \( D \) is in one of at most \( 2^{0.004n} \) states. Then we can choose a class \( C \), containing at least \( 2^{0.496n-1} \) prefixes sharing the same state of \( D \). Note that there exist at most \( n^2 \cdot 2^{0.495n} \) prefixes which contain a repeat of length \( 0.005n \). Further, any input string \( xx \) has a common substring of length \( 0.005n \) with at most \( n^2 \cdot 2^{0.405n} \) strings of length \( n/2 \). Hence for \( n \) big enough, \( C \) contains two strings \( x \) and \( y \) such that neither of them contains a repeat of length \( 0.005n \) and \( xx \) has no common substring of length \( 0.005n \) with \( y \). Then the length of the longest repeated substring in \( xx \) is \( 0.5n \), while for \( yx \) it is less than \( 2 \cdot 0.005n = 0.01n \). Since \( D \) is in the same state after reading \( x \) and \( y \), it gives the same answer for \( xx \) and \( yx \); one of the answers must be erroneous.

Thus our assumption about good inputs was wrong, and at least half of the inputs are bad. Then the expected memory usage of \( D \) is at least \( 0.004n/2 = \Omega(n \log |\Sigma|) \) bits. The reference to Theorem 18 finishes the proof.

For Monte Carlo algorithms, \( \mathcal{A} \) consists of all (non necessarily correct) algorithms, and \( c(a, x) \) is the correctness indicator (0 if correct, 1 otherwise). First we show that the exact answer to LRS cannot be found using sublinear memory.

Lemma 20. There is a constant \( \gamma \) such that any Monte Carlo online algorithm solving \( \text{LRS}_{\Sigma}[n] \) exactly with probability \( 1 - \frac{1}{n} \) uses at least \( \gamma n \log \min\{|\Sigma|, n\} \) bits of memory.

The proof is similar to the proof of [11, Lemma 3] and can be found in Appendix.

For Monte Carlo algorithms with additive error, we first prove an auxiliary rough bound and then a sharp bound, using a reduction from the exact Monte Carlo algorithm.

Lemma 21. Any randomized Monte Carlo algorithm solving the problem \( \text{LRS}_{\Sigma}[n] \) with the additive error \( E \leq 0.49n \) and the error probability \( \frac{1}{n} \) uses \( \Omega(\log n) \) bits of memory.

Proof. Let \( \Sigma = \{0, 1\} \) and consider the uniform distribution \( \mathcal{P} \) over any set \( P \) of \( 2^{n/2+1} \) strings of even length \( n \) with the following property: each string \( x \in \Sigma^{n/2} \) occurs twice as the left half of a string from \( P \) such that one of these strings is \( xx \) and the other is \( xy \) where \( y \) is a fully randomly chosen string of length \( n/2 \). Thus, half of strings in \( P \) have repeats of length \( n/2 \), and the other strings are fully random and thus their longest repeats are of length \( \Theta(\log n) \) with probability \( 1 - \frac{1}{n} \) (cf. [11, Lemma 22]). Hence if an algorithm stores
any sketch of $s(n) = o(\log n)$ bits of information about $x$, it distinguishes between $x$ and $y$ in the second part with a too small probability: $y$ shares this sketch with $x$ with probability $2^{-s(n)} > \frac{1}{n}$.

> **Theorem 22** (Monte Carlo additive approximation). Any randomized streaming Monte Carlo algorithm solving the problem $LRS_{|\Sigma|[n]}$ with the additive error $E \leq 0.49n$ with probability $1 - \frac{1}{n}$ uses $\Omega(\frac{n}{E} \log \min\{|\Sigma|, \frac{n}{E}\})$ bits of memory.

**Proof.** Let $\sigma = \min\{|\Sigma|, \frac{n}{E}\}$. Since the bound $\Omega(\frac{n}{E} \log \sigma)$ becomes $\Omega(n \log n)$ if $E = \Omega(\frac{n \log \sigma}{\log n})$, we further suppose that $E = o(\frac{n \log \sigma}{\log n})$.

Assume that there is a Monte Carlo streaming algorithm $A$ solving $LRS_{|\Sigma|[n]}$ with additive error $E$ with probability $1 - \frac{1}{n}$, using $o(\frac{n}{E} \log \sigma)$ bits of memory. Let $n' = \lceil \frac{n - E}{E} \rceil$. We define a new Monte Carlo streaming Algorithm $A'$, which processes a string $x[1..n']$ as follows: run Algorithm $A$ on $x' = 0^E x[1] 0^E x[2] \cdots 0^E x[n'] 0^E$, using $\log E \leq \log n$ additional bits of memory to count to $E$, get an answer $R$, and return the number $\lceil \frac{n}{E} \rceil$. If the longest repeat in $x$ has length $r$, the longest repeat in $x'$ has length $(r + 1)E + r$ (each occurrence consists of $r$ letters of $x$ and $r + 1$ blocks of 0’s). Since Algorithm $A$ has additive error $E$, one gets $r(E + 1) \leq R \leq (r + 1)E + r$, so $A'$ must return $r$. Hence Algorithm $A'$ solves $LRS_{|\Sigma|[n']}$ exactly with probability $1 - \frac{1}{n} \geq 1 - \frac{1}{n}$ using $o(n' \log \sigma) + \log n$ bits of memory. By the above assumption on $E$, this number is $o(n' \log \sigma)$, contradicting Lemma 20, which requires the memory usage for exact $LRS$ to be $\Omega(n' \log \sigma)$.

**7 Conclusion**

In this paper, two classical string problems ($LRS$ and $LRRS$) are considered in the streaming model. We proved that they can be solved only by Monte Carlo approximation algorithms; for the additive approximation error, we presented efficient algorithms which are space optimal whenever $E = \Omega(\sqrt{n})$ and $|\Sigma| = \Omega(n^{0.01})$. The algorithms are based on suffix trees, which is rather exotic for the streaming model.

Two intriguing open problems about $LRS$ and $LRRS$ streaming solutions are the existence of algorithms with the additive error $E > \sqrt{n}$ within $o(\sqrt{n})$ memory and the existence of efficient algorithms with multiplicative error. We also note that an efficient solution of the $LRRS$ problem can be important for solving the problem of the longest gapped palindrome.
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A Appendix

Proof of Lemma 20. We use the auxiliary problem \( LCP_{\Sigma}[n] \) which is to find the longest common prefix of left and right halves of the input. First we prove that if \( A \) is a Monte Carlo online algorithm solving \( LCP_{\Sigma}[n] \) exactly using less than \( \frac{n}{2} \log |\Sigma| \) bits of memory, then its error probability is at least \( \frac{1}{n|\Sigma|^2} \).

By Theorem 18, it is enough to construct probability distribution \( P \) over \( \Sigma^n \) such that for any deterministic algorithm \( D \) using less than \( \frac{n}{2} \log |\Sigma| \) bits of memory, the expected probability of error on a string chosen according to \( P \) is \( \geq \frac{1}{n|\Sigma|^2} \). To do this, let \( n' = \frac{2}{3} n \). For any \( x \in \Sigma^{n'}, k = 1, \ldots, n', c \in \Sigma \), let \( w(x, k, c) = x[1..n']x[1..k-1]cx[k+1..n'] \). Now \( P \) is the uniform distribution over all such \( w(x, k, c) \). Choose an arbitrary maximal matching of strings from \( \Sigma^{n'} \) into pairs \((x, x')\) such that \( D \) is in the same state after reading either \( x \) or \( x' \). At most one string per state of \( D \) is left unpaired, that is at most \( 2 \frac{1}{2} \log |\Sigma| - 1 \) strings in total. Since there are \( 2^n \log |\Sigma| \) distinct possible strings of length at least \( n' \), at least half of the strings are paired. Let \( s \) be the longest common prefix of \( x \) and \( x' \), so \( x = scv \), \( x' = sc'v' \), where \( c \neq c' \) are distinct letters. Then \( D \) returns the same answer on \( w(x, |s|, c) \) and \( w(x', |s|, c) \), although \( LCP = |s| + 1 \) in one case and \( LCP \geq |s| + 1 \) in the other. Similarly, \( D \) errs on either \( w(x, |s|, c') \) or \( w(x', |s|, c') \). Thus the error probability is at least \( \frac{1}{2n|\Sigma|^2} = \frac{1}{n|\Sigma|^2} \).

Now we prove the lemma for \( LCP_{\Sigma}[n] \) with an amplification trick. Assume we have a Monte Carlo streaming algorithm, which solves \( LCP_{\Sigma}[n] \) exactly with error probability \( \varepsilon \) using \( s(n) \) bits of memory. Then we can run its \( k \) instances simultaneously and return the most frequent answer. The new algorithm uses \( O(k \cdot s(n)) \) bits of memory and its error probability \( \varepsilon_k \) satisfies the inequality \( \varepsilon_k \leq \sum_{2^k < k} \left( \frac{1}{k} \right) (1 - \varepsilon)^{k-1} \leq 2^k \cdot \varepsilon^{k/2} = (4\varepsilon)^{k/2} \). Let \( \kappa = \frac{1}{6} \log (4/(n|\Sigma|^2)) \), so \( \kappa = \frac{1}{\log n + \log |\Sigma|} \) and \( \frac{1}{\log n + \log |\Sigma|} = \Theta \left( \frac{\log n}{n} \right) \). Let \( \gamma \) be some constant. Assume that \( A \) uses less than \( \kappa \cdot n \log |\Sigma| = \gamma \cdot n \log \min\{|\Sigma|, n\} \) bits of memory. Then running \( \frac{1}{n^2} \geq \frac{1}{(2\gamma)^2} \) (which holds since \( \kappa < \frac{1}{4} \)) instances of \( A \) in parallel requires less than \( \frac{n}{2} \log |\Sigma| \) bits of memory. But then the error probability of the new algorithm is bounded from above by \( (\frac{4}{n})^{3/16\kappa} = \left( \frac{1}{n|\Sigma|^2} \right)^{18/16} \leq \frac{1}{n|\Sigma|^2} \), which we have already shown to be impossible.

The lower bound for \( LCP \) can be converted into a lower bound for solving \( LRS \) exactly by padding the input so that the longest repeat is the common prefix of the whole string and its right half. Let \( x = x[1..n] \) be the input for \( LCP_{\Sigma}[n] \), with the answer \( k \). We define \( w(x) = 0^n x[1..\frac{n}{2}]0^n x[\frac{n}{2}+1..n] \), where \( 0 \notin \Sigma \); clearly, \( w(x) \) contains a palindrome of length at least \( n + k + 2 \). On the other hand, any repeated substring of \( w(x) \) of length \( \geq n + 1 \) must contain the substring \( 0^n/21 \), which has just two occurrences in \( w \). Thus we have reduced solving \( LCP_{\Sigma}[n] \) to solving \( LRS_{\Sigma}[3n + 2] \). We already know that solving \( LCP[n] \) with probability \( 1 - \frac{1}{n} \) requires \( \gamma \cdot n \log \min\{|\Sigma|, n\} \) bits of memory, so solving \( LRS_{\Sigma}[3n + 2] \) with probability \( 1 - \frac{n}{n^2/2} \geq 1 - \frac{1}{n} \) requires \( \gamma \cdot n \log \min\{|\Sigma|, n\} \geq \gamma \cdot (3n + 2) \log \min\{|\Sigma|, 3n + 2\} \) bits of memory. The reduction needs \( O(\log n) \) additional bits of memory to count up to \( n \), but for large \( n \) this is much smaller than the lower bound if we choose \( \gamma < \frac{7}{4} \).
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Abstract

A string \( S[1, n] \) is a power (or repetition or tandem repeat) of order \( k \) and period \( n/k \), if it can be decomposed into \( k \) consecutive identical blocks of length \( n/k \). Powers and periods are fundamental structures in the study of strings and algorithms to compute them efficiently have been widely studied. Recently, Fici et al. (Proc. ICALP 2016) introduced an antipower of order \( k \) to be a string composed of \( k \) distinct blocks of the same length, \( n/k \), called the antiperiod. An arbitrary string will have antiperiod \( t \) if it is prefix of an antipower with antiperiod \( t \). In this paper, we describe efficient algorithm for computing the smallest antiperiod of a string \( S \) of length \( n \) in \( O(n) \) time. We also describe an algorithm to compute all the antiperiods of \( S \) that runs in \( O(n \log n) \) time.
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1 Introduction

Algorithms and data structures for finding repeating patterns or regularities in strings (see, e.g., [6, 16, 24]) are central to several fields of computer science including computational biology, pattern matching, data compression, and randomness testing. The nature and extent of regularity in strings is also of immense combinatorial interest in its own right [22].

One of the most fundamental notions of regularity is that of powers (also known as repetitions or tandem repeats). A power of order \( k \) is defined by a concatenation of \( k \) identical blocks of symbols, where \( k \) is at least 2. The study of powers began in the early 1900s with the work of Thue [25], who studied a class of strings that do not contain any substrings that are powers. Powers in various forms later came to be important structures in computational biology, where they are associated with various regulatory mechanisms.
and play an important role in genomic fingerprinting (for further reading see, e.g., [19] and references therein). More recently it has been shown that the number of so-called maximal powers (or runs) in a string is less than the length of the string itself [2] – positively settling a long-standing conjecture [20, 5].

Antipowers are an orthogonal notion to that of powers, that were introduced recently by Fici et al. in [9, 10]. In contrast to powers, antipowers insist instead on the diversity of consecutive blocks: an antipower of order $k$ is a concatenation of $k$ pairwise distinct strings of equal length.

In the short period of time following Fici et al.’s work, antipowers have received a great deal of attention, especially from a combinatorial perspective. In a follow-up article, Fici et al. [10], further showed that every infinite string contains powers of any order or antipowers of any order. Moreover, Defant in [7] (see also Narayanan [23]) studied the sequence of lengths of the shortest prefixes of the Thue-Morse string that are $k$-antipowers, and proved that this sequence grows linearly in $k$. Gaetz [12] has since extended Defant’s results to substrings. Burcruoff [4] studied the avoidability of $k$ antipowers in infinite strings, generalizing Fici et al.’s results.

The algorithmic study of antipowers was initiated recently by Badkobeh et al. [1], who describe an algorithm that, given a string $S$ of length $n$ and a parameter $k$, locates all substrings of $S$ that are antipowers of order $k$. The algorithm takes $\Theta(n^2/k)$ time, which the authors show to be optimal in the sense that there exist strings containing $\Theta(n^2/k)$ distinct antipowers of order $k$. Very recently Kociumaka et al. [18] have shown an output sensitive algorithm for the same problem with running time $O(nk \log k + C)$, where $C$ is the number of reported antipowers. They also show that they can be counted within time $O(n k \log k)$.

**New Results.** In this paper, we describe algorithms for computing the smallest antiperiod and all the antiperiods of a string $S$ of length $n$. Our definition of antiperiod is slightly more general than that considered by Badkobeh et al., and we define it formally in the next section. The starting point for both our algorithms is an efficient solution to the monotone weighted level ancestor problem, which we describe in Section 3. This leads to an $O(n \log n)$ time algorithm for computing all the antiperiods of a given string, described in Section 4. We then show how to exploit combinatorial properties of antipowers to obtain an algorithm for computing the smallest antiperiod, of $S$ in time $O(n)$. We notice that a very similar result to our monotone weighted level ancestor solution was already shown by Kociumaka et al. [17] (see also Barton et al. [3]). Such a result was unknown to us prior to the initial submission of this paper.

**2 Preliminaries**

Let $S = S[1, n]$ be a string of length $|S| = n$ over an alphabet $\Sigma$ of size $|\Sigma| = \sigma$. The empty string $\epsilon$ is the string of length 0. For $1 \leq i \leq j \leq n$, $S[i]$ denotes the $i$th symbol of $S$, and $S[i, j]$ the contiguous sequence of symbols (called factor or substring) $S[i]S[i + 1] \ldots S[j]$. A substring $S[i, j]$ is a suffix of $S$ if $j = n$ and it is a prefix of $S$ if $i = 1$. A string $p$ is a repeat of $S$ if $p$ has at least two occurrences in $S$. In addition $p$ is said to be right-maximal in $S$ if there exist two positions $i < j$ such that $S[i, i + |p| - 1] = S[j, j + |p| - 1] = p$ and either $j + |p| = n + 1$ or $S[i, i + |p|] \neq S[j, j + |p|].$

The suffix tree $T$ for a string $S$ of length $n$ over the alphabet $\Sigma$ is a rooted directed compacted trie built on the set of suffixes of $S$. The suffix tree has $n$ leaves and its internal nodes have at least two children whiles its edges are labelled with substrings of $S$. The labels
of all outgoing edges from a given node start with a different character. All leaves of the suffix tree are labelled with an integer $i$, where $i \in \{1 \ldots n\}$ and the concatenation of the labels on the edges from the root to the leaf gives us the suffix of $S$ which starts at position $i$. The nodes of the (non-compacted) trie which have branching nodes and leaves of the tree are called explicit nodes, while the others are called implicit nodes. The occurrence of a substring $P$ in $S$ is represented on $T$ by either an explicit node or implicit node and called the locus of $P$. The suffix tree $T$ can be constructed in $O(n)$ time and space. In order to have one-to-one correspondence between the suffixes of $S$ and the leaves of $T$, a character $\not\in \Sigma$ is added to the end of the label edge for each suffix $i$ to ensure that no suffix is a prefix of another suffix. To each node $\alpha$ in $T$ is also associated an interval of leaves $[i..j]$, where $[i..j]$ is the set of labels of the leaves that have $\alpha$ as an ancestor (or the interval $[i..i]$ if $\alpha$ is a leaf labelled by $i$). The intervals associated with the children of $\alpha$ (if $\alpha$ is an internal node) form a partition of the interval associated with $\alpha$ (the intervals are disjoints sub-intervals of $[i..j]$ and their union equals $[i..j]$). For any internal node $\alpha$ in the suffix tree $T$, the concatenation of all edge labels in the path from the root to the node $\alpha$ is denoted by $\bar{\alpha}$ and the string depth of a node $\alpha$ is denoted by $|\bar{\alpha}|$. For brevity, in what follows, we will always talk about depth instead of string depth 1.

A power of order $k$ (or $k$-power) is a string that is the concatenation of $k$ identical strings. The period of a $k$-power of length $n$ is $n/k$. For example, $abaaba$ is a 2-power (or a square) of period 3.

Our main subject in this paper is a complementary structure to a power, called an antipower, which we now formally define.

▶ Definition 1 (Fici et al. [9]). An antipower of order $k$ (or $k$-antipower) is a string obtained by the concatenation of $k$ pairwise-distinct strings of identical length. The antiperiod of a $k$-antipower of length $n$ is $n/k$.

For example, $abababab$ is a 3-antipower of antiperiod 3.

We now extend the notion of antiperiod to strings that are not necessarily antipowers.

▶ Definition 2. A string $s$ has an antiperiod $t$ if it is a prefix of some $k$-antipower $w = p_1p_2 \cdots p_k$ whose antiperiod is $t$.

Note that by this definition every string has antiperiods: $\lfloor n/2 \rfloor + 1, \ldots, n - 1$.

▶ Example 3. Suppose we have the following string:

$$s = aabbbbeaaabb|s| = 12$$

$t = 6$: $s$ is a 2-antipower with antiperiod 6. $s = (aabbb)(eaaabb)$;
$t = 5$: $s$ is a prefix of a word, $w$, that is a 3-antipower with antiperiod 5: $w = (aabbb)(baa)(bbeaa)$;
$t = 4$: $s$ is not a 3-antipower because $s = (aabb)(bb)(eabbb)$ and it therefore cannot be a prefix of any antipower with antiperiod 4;
$t = 3$: $s$ is a 4-antipower with antiperiod 3. $s = (eabbb)(aaabb)(aa)(bbb)$;
$t = 2$: $s$ is not a 5-antipower because $s = (aa)(bba)(aaa)(bb)$ and so cannot be a prefix of any antipower with antiperiod 2.

Therefore, the smallest antiperiod of the string $s$ is 3.

1 Notice that string depth of a suffix tree node is different from the usual definition of node depth in arbitrary trees which refers to the number of nodes in the path from the root to the referred node.
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Example 4. Suppose we have the following string:

\[ s = ababbbaaaabaa |s| = 14 \]

d \( t = 7 \): \( s \) is a 2-antipower with antiperiod 7. \( s = (ababbb)(aaaabaa) \);

d \( t = 6 \): \( s \) is a prefix of a 3-antipower, \( w \) with antiperiod 6. \( w = (ababbb)(aaaabab)(aaaaaa) \);

d \( t = 5 \): \( s \) is a prefix of a 3-antipower, \( w \) with antiperiod 5. \( w = (abab)(baaaa)(abaaa) \);

d \( t = 4 \): \( s \) is a prefix of a 4-antipower, \( w \) with antiperiod 4. \( w = (abab)(bbaa)(aaab)(aaa) \);

d \( t = 3 \): \( s \) is a prefix of a 5-antipower, \( w \) with antiperiod 3. \( w = (aba)(bbb)(aaa)(aab)(aac) \);

d \( t = 2 \): \( s \) is not a 7-antipower. \( s = (ab)(ab)(bb)(aa)(aa)(ab)(aa) \).

Therefore, the smallest antiperiod of the string \( s \) is 3.

We study two problems in this paper related to the computation of antiperiods.

Problem 1. Given a string \( S \), find the smallest antiperiod of \( S \).

Problem 2. Given a string \( S \), find all the antiperiods of \( S \).

In what follows we denote by \( \log x \) the function \( \log_2 x \) and by \( \ln(x) \) the natural logarithm of \( x \). We will also make use of the iterated logarithm function. We denote by \( \log^{(1)}(x) = \log(x) \) and for integer \( k > 1 \) define \( \log^{(k)}(x) = \log(\log^{(k-1)}(x)) \). We let \( k = \log^2(x) \) be the number \( k \) such that \( \log^{(k)}(x) \leq 1 \).

3 Monotone Weighted Level Ancestor Queries

In this section, we are interested in weighted level ancestor queries over leaves in the suffix tree. We will use such queries in subsequent sections to obtain efficient algorithms for computing antiperiods.

A split-find data structure is a data structure over the interval \([1..n]\) that starts with a set of disjoint non-empty sub-intervals of \([1..n]\) whose union equals \([1..n]\) (the

\[ ^2 \text{Although not specifically analysed in [15], preprocessing time is } O(n \log^4(n)) \text{ [14].} \]
Subintervals form a partition of $[1..n]$ and in which the query $\text{find}(k)$ returns the only subinterval $[i..j]$ such that $i \leq k \leq j$, and the update query $\text{split}([i..j],k)$ with $k \in [i..j-1]$ removes the interval $[i..j]$ and insert intervals $[i..k]$ and $[k+1..j]$.

Before describing our proposed solution, we will start by stating some useful lemmas.

\textbf{Lemma 7.} A node $\alpha$ associated with an interval $[i_\alpha,j_\alpha]$ is an ancestor of a node $\beta$ associated with interval $[i_\beta,j_\beta]$ if and only if $[i_\beta,j_\beta] \subseteq [i_\alpha,j_\alpha]$.  

\textbf{Proof.} The lemma is immediate from the definition of the suffix tree and the definition of the intervals associated with the suffix tree nodes. ◄

\textbf{Lemma 8.} The answer to a weighted-level ancestor query $(\ell,d)$ is a node $\alpha$ that spans depth $d$ and has an associated interval $[i..j]$ such that $\ell \in [i..j]$.  

\textbf{Proof.} The fact that $\alpha$ needs to span $d$ is immediate from the definition of the query. The fact that $[i..j]$ needs to include $\ell$ follows from the definition of the query and from Lemma 7. ◄

\textbf{Lemma 9.} The collection of intervals associated with the set of nodes that span depth $d$ forms a partition of the interval $[1..n]$.  

\textbf{Proof.} We will first prove that the intervals are disjoint and then prove that their union equals $[1..n]$. We will prove that by showing that every leaf is included in exactly one interval that spans depth $d$. Suppose that a leaf $\ell$ is included in two intervals $[i_\alpha,j_\alpha]$ and $[i_\beta,j_\beta]$, then one of the nodes $\alpha$ or $\beta$ is an ancestor of the other (by Lemma 7), which means that it has depth less than $d$ thus does not span $d$. We will now prove that $\ell$ is included in at least one interval. Suppose that the parent of $\ell$ has stringdepth less than $d$. Then, $\ell$ spans $d$ and thus the interval $[\ell,\ell]$ is in the collection. Otherwise, clearly one of the ancestors of $\ell$ spans $d$ and its corresponding interval includes $\ell$. ◄

We will now prove the following lemma.

\textbf{Lemma 10.} The collection of intervals corresponding to nodes that span depth $d+1$ can be obtained from the collection of intervals that corresponds to nodes that span depth $d$ by replacing the intervals that correspond to internal node at depth $d$ with intervals of their children.  

\textbf{Proof.} First of all, observe that each node that spans depth $d+1$ either spans depth $d$ or has a parent that spans depth $d$. Thus generating all nodes that span depth $d+1$ amounts to consider all (intervals of) nodes that span depth $d$ and for each such node either add it (its interval) to the output set or add (intervals of) its children. We will now look at all nodes that span depth $d$. Observe that a node $\alpha$ that spans depth $d$ will have depth at least $d$. Consider now two cases:

1. If $\alpha$ has depth more than $d$, then it will clearly also span depth $d+1$, since it obviously has depth at least $d+1$ and its parent has depth less than $d$ and thus less than $d+1$. It thus suffices to keep the interval that corresponds to $\alpha$.

2. If $\alpha$ has depth exactly $d$, then the depth of all its children is at least $d+1$. Those children will obviously span $d$, since their depth is at least $d+1$ and the depth of their parent $\alpha$ is $d < d+1$. It thus suffices to replace the interval of $\alpha$ with the intervals of its children. ◄

We are now ready to prove the main theorem of this section.
Theorem 11. Suppose that we have a split-find algorithm over \( n \) elements in the interval \([1..n]\) that has initialization time \( O(n) \) and that supports the find operation in constant time and any sequence of \( k \) split operations in amortized \( O(1 + \frac{k}{n}) \) time per operation. Then we can use such an algorithm to support any sequence of \( k \) monotone weighted-level ancestor queries over a suffix tree with \( n \) leaves in amortized \( O(1 + \frac{k}{n}) \) time per query.

Proof. We assume depth \( d_1 \geq 1 \) (level ancestor queries for depth 0 are trivial – the returned node is the root). Each node \( \alpha \) in the suffix tree has a depth \( d \) and an associated interval \([i..j]\), where \([i..j]\) is the set of leaves that have \( \alpha \) as an ancestor. We initialize the weighted level ancestor query data structure in time \( O(n) \) with the intervals associated with the children of the root. We will use an auxiliary table \( P[1..n] \) which will store the data associated with each interval.

More precisely, the data associated with interval \([i..j]\) will be stored in the cell \( P[i] \), and in our case will consist of a pair \((P_1, P_2)\), where \( P_1 \) is a pointer to the suffix tree node to which the interval \([i..j]\) is associated and \( P_2 \) is a pointer to the internal representation of the interval \([i..j]\) in the split-find data structure. We also preprocess the suffix tree, and store a table \( L[1..n-2] \), where \( L[d] \) points to the list of all nodes at depth \( d \) (nodes \( \alpha \) such that \(|\alpha| = d\)). This preprocessing can clearly be done in \( O(n) \) time.

We now describe the algorithm. We proceed in \( n-2 \) update steps numbered from 2 to \( n-1 \). These steps are intermingled with the queries. More precisely, if we have \( d_t > d_{t-1} \) for some pair of consecutive queries \((\ell_{t-1}, d_{t-1}), (\ell_t, d_t)\), we proceed to all steps \( d_{t-1} + 1, \ldots, d_t \), thus preparing the split-find data structure for the next queries. At update step number \( u \in [d_{t-1} + 1, d_t] \), we will induce the collection of intervals of nodes that span depth \( u \) from the collection of intervals that span depth \( u-1 \). Following Lemma 10, we traverse the list of nodes \( L[u-1] \) and for every node \( \alpha \) with associated interval \([i..j]\) and split the interval \([i..j]\) in the split-find structure by using the pointer \( P[i].P_2 \) that points to the internal representation of the interval in the split-find representation. The interval of \( \alpha \) will be replaced with the intervals of its children. If \( \alpha \) has \( t \) children, then \([i..j]\) will be split into \( k \) subintervals \([i..i_1], \ldots, [i_{t-1} + 1..j]\). This splitting can be done by successively splitting \([i..j]\) into \([i..i_1]\) and \([i_1 + 1..j]\), then split \([i_1 + 1..j]\) into \([i_1 + 1..i_2]\) and \([i_2 + 1..j]\) and so on, until we have completed the splitting of the interval \([i_{t-2} + 1..j]\) into subintervals \([i_{t-2} + 1..i_{t-1}]\) and \([i_{t-1} + 1..j]\) (each time using and updating cells \( P[i], P[i_1 + 1] \ldots \)). At the end, the cells \( P[i], P[i_1 + 1] \ldots P[i_{t-1} + 1] \) will point to the suffix tree nodes with associated intervals \([i..i_1], \ldots, [i_{t-1} + 1..j]\).

Notice that after step \( d_t \), the subintervals stored in the split-find data structure will precisely form the collection of intervals associated to nodes that span depth \( d_t \). It is clear that this set of nodes is precisely the set of nodes that can be answers to weighted level ancestor queries for depth \( d_t \). Moreover answering a query \((\ell_t, d_t)\) amounts to finding the subinterval \([i..j]\) such that \( i \leq \ell_t \leq j \) and from there retrieve the pointer to the suffix tree node pointed by \( P[i] \).

It remains to analyze the amortized time of queries to the weighted-level ancestor query data structure. The total time can be decomposed into three components: the preprocessing time, the update time and the query time. The preprocessing time is dominated by the construction of lists \( L \) which as argued above is \( O(n) \). The update time is dominated by the updates to the split-find data structure. We argue that the total time for the updates (between queries) is \( O(n) \) assuming that the union-find data structure supports a sequence.

---

3 We traverse all nodes in the tree in depth-first order, computing the depth of every node \( \alpha \) from the depth of its parent \( \beta \) and the length of the label of the edge that connects \( \beta \) to \( \alpha \).
of \( k \) updates in amortized time \( O(1 + n/k) \) which in total gives \( O(n + k) \). It is clear that the total number of split operations is upper bounded by the number of children of internal nodes in the suffix tree, since we perform \( t - 1 \) update operations for an internal node with \( t \) children. The total number of children of all internal nodes is clearly upper bounded by the total number of nodes in the suffix tree which is \( 2n - 1 \). We thus conclude that the total time for all updates is \( O(n + 2n - 1) = O(n) \).

Finally the amortized query time is constant for each query, since it is dominated by the query time of the split-find data structure which is constant time. Thus the sum of all query times is \( O(k) \). We thus conclude that the total time for preprocessing, updates and queries is \( O(n) \) and thus the amortized time per operation is \( O((n + k)/k) = O(1 + n/k) \). \( \triangleright \)

Since there exists a split-find algorithm over \( n \) elements that has initialization time \( O(n) \), uses space \( O(n) \) working over the interval \([1..n]\), that supports the \texttt{find} operation in constant time and any sequence of \( t \) \texttt{split} in amortized constant \( O(1 + \frac{t}{k}) \) time per operation [11], we can state the following corollary.

> **Corollary 12.** Given a suffix tree \( T \) with \( n \) leaves, we can compute the result of any sequence of \( t \) monotone weighted-level ancestor queries over \( T \) in \( O(1 + \frac{t}{k}) \) amortized time.

## 4 Computing All the Antiperiods of a String

In the smallest antiperiod problem, we are given a string \( S \) of length \( n \) and have to find the smallest \( t \) such that the string \( S \) is a prefix of some string \( p_0p_1\ldots p_k \), where \( |p_i| = t \) for all \( i \in [0..k] \) and \( p_i \neq p_j \) for all \( i \neq j \). This problem can be solved using the suffix tree of \( S \) by making use of the following observation:

> **Lemma 13.** Two substrings \( S[i, i + d - 1] \) and \( S[j, j + d - 1] \) are equal iff they have the same locus in the suffix tree of \( S \).

The algorithm proceeds in (at most) \( [n/2] \) phases, where in phase \( i \), it is tested whether value \( t = i \) is an antiperiod of \( S \). Such a test can be carried out via \([n/i]\) monotone weighted level-ancestor queries. That is, in phase \( i \), we compute weighted level ancestor queries for (weighted) level \( i \) for the leaves labeled with positions \( 1, i + 1, 2i + 1, 3i + 1 \), and so on. If at any point we visit the same node (i.e. ancestor) a second time, then \( S \) cannot have antiperiod \( i \) because at least two of the substrings of length \( i \) starting at the tested positions are equal. On the other hand if all ancestors are unique so are the corresponding substrings of length \( i \) (at tested positions), implying that \( i \) is an antiperiod.

Let \( t \) be the first phase in which all ancestor nodes returned by the monotone level ancestor queries are unique. It is clear that \( t \) is the smallest antiperiod of \( S \). We now analyse the running time. The \( t \)th phase involves \( n/i \) level ancestor queries. Therefore if we stop the algorithm at phase \( t \), the total number of queries will be \( N = O(\sum_{i=1}^{t} n/i) = O(n \log t) \). We now bound the total time taken by all queries. First of all, notice that queries have the monotonicity property, which means that we can apply Theorem 11. Now, by Theorem 11, each of the \( N \) queries is supported in amortized \( O(1 + \frac{k}{n}) = O(1) \) time per query which means that the total time for all \( N \) queries is \( O(N) = O(n \log t) \). We have thus obtained the following theorem.

> **Theorem 14.** We can find the smallest antiperiod of a string of length \( n \) in \( O(n \log t) \) time, where \( t \) is the length of the antiperiod.
Clearly, if instead of stopping at the point at which we have computed the smallest antiperiod we continue to run the algorithm up to phase \( \lfloor n/2 \rfloor \), we will compute all the antiperiods of the string, obtaining the following theorem.

\[ \textbf{Theorem 15.} \text{ We can find the all the antiperiods of a string of length } n \text{ in } O(n \log n) \text{ time.} \]

## 5 Faster Computation of the Smallest Antiperiod

In this section we show how to obtain a faster algorithm for the smallest antiperiod problem via the following two easily proved properties of antiperiods.

\[ \textbf{Lemma 16.} \text{ If } t \text{ is an antiperiod, then any multiple of } t \text{ is also an antiperiod.} \]

\[ \textbf{Lemma 17.} \text{ If } t \text{ is the smallest antiperiod, then } 1, 2, \ldots, t - 1 \text{ are not antiperiods.} \]

Using the two observations above, we can improve the solution described in the previous section. More precisely, we can reduce the time down to \( O(n \log \log t) \) as follows. We first test whether the value \( i = 1 \) is an antiperiod. If not we proceed as follows. Let us first define \( f(x) = x \lceil \log_2 x \rceil \). For increasing values of \( i = 2, 3, \ldots \), we test antiperiod \( f(i) \), and stop whenever we find a value \( i \) such that \( f(i) \) is an antiperiod. Clearly this first step takes time:

\[
O(n) + \sum_{i=2}^{\infty} O\left( \frac{n}{i^{\lceil \log_2 i \rceil}} \right) = O\left( n + n \sum_{i=2}^{\infty} \frac{1}{i^{\lceil \log_2 i \rceil}} \right) = O(n).
\]

This is because the series \( \sum_{i=2}^{\infty} 1/(i^{\lceil \log_2 i \rceil}) \) converges to a constant (for completeness this is shown in the appendix).

Now, for any \( j \in [2..i - 1] \), we have the following two facts:

1. \( f(j) \) is multiple of \( j \).
2. \( f(j) \) is not an antiperiod.

By Lemma 16, these two facts imply that \( j \) is not an antiperiod. We thus have proved that the smallest antiperiod is in the range \([i..f(i)]\). Then we test all antiperiods between \( i \) and \( f(i) \) (in increasing order), taking time:

\[
O(n) + \sum_{j=i}^{f(i)} O\left( \frac{n}{j} \right) = O\left(n + \sum_{j=1}^{f(i)} j - \sum_{j=1}^{i} j + \frac{n}{i} \right) = O(n + n \log f(i) - \log(i)) = O(n \log \log i).
\]

Clearly we have that \( t \in [i..f(i)] \) and so \( O(n \log \log i) \in O(\log \log t) \). We thus have proved the following theorem

\[ \textbf{Theorem 18.} \text{ We can find the smallest antiperiod } t \text{ of a string of length } n \text{ in time } O(n \log \log t). \]

### 5.1 Recursive solution

By recursing on the solution described above multiple times we get total time \( O(n \log^* t) \) to find the smallest antiperiod. That is, at the second step, instead of testing all antiperiods
We now show how to further reduce the time for finding the smallest antiperiod from $O(n)$.
That is, we test the antiperiods $i \cdot \ell, (i+1) \cdot \ell, \ldots, \lceil \frac{i}{\ell} \rceil \cdot \ell$. The complexity is this time:

$$O(n) + \sum_{j=1}^{\lceil \frac{i}{\ell} \rceil} O \left( \frac{n}{\ell} \cdot \frac{i}{j} \right) = O \left( n + \frac{n}{\ell} \cdot \sum_{j=1}^{\lceil \frac{i}{\ell} \rceil} \frac{1}{j} \right)$$

$$= O(n + \frac{n}{\ell} \cdot (\log(f(i)) - \log(i) + 1)$$

$$= O(n + \frac{n}{\ell} \cdot (\log \log n)) = O(n).$$

In the formulae above, the $O(n)$ terms in the beginning is due to the monotone weighted-level ancestor data structure. At the end of this second step we will have determined an interval $[i_2, i_2 \cdot \ell]$. In third step, we continue doing the tests but testing every $\ell_2 = \lceil \log \log \log \ell \rceil$ value as a candidate antiperiod, obtaining interval $[i_3, i_3 \cdot \ell_2]$. We continue that way, at each step $k$ using value $\ell_{k-1} = \lceil \log^{(k)}(i) \rceil$ until we get into an interval $[i_k, i_k \cdot \lceil \log^{(k)}(i) \rceil]$, such that $\log^{(k)}(i) \leq 3$. Then, we can test all values inside that interval. We also have $\log^* i = O(\log^* t)$. Now, since we have $O(\log^* t)$ steps and each step takes $O(n)$ time, the total execution time of our algorithm is $O(n \log^* t)$.

\textbf{Theorem 19.} We can find the smallest antiperiod of a string of length $n$ in $O(n \log^* t)$ time.

\subsection{Linear time solution}

We now show how to further reduce the time for finding the smallest antiperiod from $O(n \log^* t)$ to $O(n)$. We will make use of the substring hashing data structure described by Gawrychowski [13]. Given a string $S[1..n]$, the data structure allows to associate to each distinct substring of $S$ a unique integer in the range $[1..O(n^3)]$. The data structure can be precomputed in $O(n)$ time and returns the unique identifier associated to a given substring $S[s..e]$ in constant time. For testing an antiperiod $p$, we will make $\lceil n/p \rceil$ queries to the substring hashing data structure and collect the obtained integer identifiers. We can check whether two substrings are equal by using radix-sort to sort all the identifiers in time $O(\sqrt{n} + n/p \cdot \frac{\log n}{\log \log n}) = O(\sqrt{n} + n/p)$ using buckets of size $2^{\log(n)/2}$. At the end of the sorting we scan the identifiers to check whether any identifier occurs twice, and if not, conclude that $p$ is an antiperiod. We will modify the recursive algorithm as follows.

At each step $k+1$ we will use $\ell_k = \lceil (\log^{(k)}(i))^2 \rceil$ instead of $\ell_k = \lceil \log^{(k)}(i) \rceil$. The running time of step $k+1$ will thus be

$$O \left( \frac{n \log \ell_k - 1}{\ell_k} \right) = O \left( n \frac{2 \log^{(k)}(i)}{(\log^{(k)}(i))^2} \right) = O \left( \frac{n}{\log^{(k)}(i)} \right)$$

instead of $O(n)$ (notice that we avoid the $O(n)$ term due to the weighted-level ancestor data structure). Summing up over all the steps, the running time will be:

$$O \left( n + \frac{n}{\log \log i} + \frac{n}{\log \log \log i} + \ldots + n \right) = O(n)$$

We thus have proved the following theorem.

\textbf{Theorem 20.} We can find the smallest antiperiod of a string of length $n$ in $O(n)$ time.
References

A Complement of Section 4

We show that the series $\sum_{i=2}^{\infty} \frac{1}{i(\log^2 i)}$ converges to a constant. This can be proved as follows. Since the function $f(x) = 1/(x(\ln x)^2)$ is monotonically decreasing over $[2, \infty)$, we can upper bound the sum

$$\sum_{i=2}^{\infty} \frac{1}{i(\log^2 i)}$$

by the integral

$$\int_{2}^{\infty} \frac{1}{x(\ln x)^2} \cdot dx$$

By replacing $x = e^u$, we get

$$\int_{2}^{\infty} \frac{1}{x(\ln x)^2} \cdot dx = \int_{\ln 2}^{\infty} \frac{1}{u^2} \cdot du$$

The antiderivative of $1/u^2$ being equal to $-1/u$, we get that

$$\int_{\ln 2}^{\infty} \frac{1}{u^2} \cdot du = \frac{1}{\ln 2} - \frac{1}{\infty} = \frac{1}{\ln 2}.$$

We thus have

$$\sum_{i=2}^{\infty} \frac{1}{i(\log^2 i)} \leq \sum_{i=2}^{\infty} \frac{1}{i(\log^2 i)}$$

$$= 1 + \sum_{i=2}^{\infty} \frac{(\ln 2)^2}{i(\log^2 i)}$$

$$\leq 1 + (\ln 2)^2 \cdot \int_{2}^{\infty} \frac{1}{x(\ln x)^2} \cdot dx$$

$$= 1 + (\ln 2)^2 \cdot \frac{1}{\ln 2} = 1 + \ln 2.$$